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Preface

The Second International Conference on Technological Research-RITAM 2021
was held virtually on October 27–29, 2021. It aimed to provide a forum for dis-
cussion and the dissemination of results from R&D projects that have been
developed both within and outside of Ecuador over the last few years. RITAM 2021
was jointly supported and co-organized by the RITAM Research Network (Instituto
Superior Tecnológico Sucre, Instituto Superior Universitario Central Técnico,
Instituto Superior de Turismo y Patrimonio YAVIRAC, Instituto Superior
Tecnológico Luis Napoleón Dillon, Conservatorio Superior Nacional de Música,
Instituto Superior Tecnológico Luis A Martínez, Instituto Superior Tecnológico
Paulo Emilio Macías, Instituto Superior Tecnológico La Maná, Instituto Superior
Tecnológico Luis A Martínez Agronómico, Instituto Tecnológico Superior Loja,
Instituto Superior Tecnológico Primero de Mayo, Instituto Superior Pedagógico
Intercultural Bilingüe Jaime Roldós Aguilera, Instituto Superior Tecnológico
Cotacachi, Instituto Superior Tecnológico Alfonso Herrera), and GDEON. The
content of this volume is related to the following subjects:

– Communication
– Electronic and Control
– Energy and Materials
– Technology Trends

RITAM 2021 received 107 submissions written in English by 428 authors
coming from 12 different countries. All these papers were peer-reviewed by the
RITAM 2021 Program Committee consisting of 63 high-quality researchers. To
assure a high-quality and thoughtful review process, we assigned each paper at least

v



three reviewers. Based on the peer reviews, 25 full papers were accepted, resulting
in an 23% acceptance rate, which was within our goal of less than 40%.

We would like to express our sincere gratitude to the invited speakers for their
inspirational talks, to the authors for submitting their work to this conference, and to
the reviewers for sharing their experience during the selection process.

Marcelo Zambrano VizueteOctober 2021
Miguel Botto-Tobar
Angela Diaz Cadena

Ana Zambrano Vizuete

vi Preface
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Identification of a MIMO Twin Rotor System
Using an Artificial Neural Network Trained

by PSO

Mauricio Toscano1,2(B) , William Montalvo1,2 , Cristina Bastidas1,2 ,
and Eddye Lino1,2

1 Universidad Politécnica Salesiana, UPS, 170146 Quito, Ecuador
estoscanoa@est.ups.edu.ec, wmontalvo@ups.edu.ec,

cbastidas@istct.edu.ec, elino@tes.edu.ec
2 Instituto Superior Universitario Central Técnico, ISUCT, 170146 Quito, Ecuador

Abstract. Twin Rotor Mimo System (TRMS) is a dynamic system with multiple
inputs and multiple nonlinear outputs that simulates the action of a helicopter, in
this type of system there is a complexity at the time of describing the operation
through a transfer function with conventional methods, due to the development
of mathematics. For the identification of this type of systems there are alternative
methods such as artificial intelligence, specifically Artificial Neural Networks
(ANN). The nonlinear autoregressive network with exogenous inputs (NARX)
allowsmodeling nonlinear dynamic systems because it takes prior values of inputs
and outputs in different layers. The weights of this network were improved by
particle swarm optimization (PSO), as these were considered as particles to find
their best positionwithin the search space. For this identification, a data set relating
the input to the output of the TRMS at a given timewas used through theMATLAB
software with its Neural Network Time Series app library and it was obtained as a
result that the output signal of the equipment was similar to the estimated output
signal of the neural network, optimizing the computational cost and the training
time. The algorithm that was developed has the versatility to identify the response
of linear systems.

Keywords: NARX · PSO · TRMS

1 Introduction

The identification of systems is based on the experimental collection of input and output
data at a given time, i.e. for each signal u(k*T)where (T) is the sampling time and which
generates a response y(k*T), and from these data the dynamic model of the plant is
obtained [1]. A fundamental part of obtaining an equation that describes the operation
is to determine the type of excitation of the plant in which all the devices preferably act
under normal operating conditions in order to obtain an accurate model [2, 3].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Zambrano Vizuete et al. (Eds.): RITAM 2021, LNNS 512, pp. 3–14, 2023.
https://doi.org/10.1007/978-3-031-11295-9_1
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4 M. Toscano et al.

TRMS is a Dynamic MIMO system [4], for the identification of this type of equip-
ment, a series of complex techniques are contemplated that allow the description of
indeterminate plants or systems by means of a mathematical model [5] and to describe
their actual operation within a process or application through the collection of data on
inputs and outputs. With the development in the area of artificial intelligence, optimiza-
tion algorithms and neural networks have become an option for the identification of
control systems [6].

According to research by [7], the authors propose an identification of the TRMS by
means of a hybrid configuration, between PSO and differential evolution as a training
method of a feed-forward neural network combined with back propagation as a global
search operator of the weights to be optimized, obtaining as a result that the DEPB
algorithm (differential evolution back propagation) [8] performs better in convergence
and finding the mean squared error, compared to heuristic algorithms such as PSO.

TRMS identification using dynamic neural networks, especially Recurrent High
Order Neural Network (RHONN), is a technique that has satisfactory results because it
guarantees the exponential convergence trend of the identification error to zero [9]. In
the identification of a 02 DOF robotic arm using an IDMNNeural network optimized by
PSO, in which the parameters of a Fuzzy controller Ke and Kde are calculated obtaining
a model that is not affected by extreme changes in the operating environment [10].

In another type of methodology for the identification of TRMS described by [11],
the author performs two types of identifications, the first one is developed taking into
account the system in one degree of freedom (DOF), that is to say, he divides it into SISO
systems. The second method is performed considering two degrees of freedom (MIMO
system). The difficulty in the identification procedure of the system of two inputs and two
outputs is aggravated by the presence of cross couplings between the planes of motion,
in the comparison made between the two methods concludes that it is better to treat the
MIMO system as several SISO systems to avoid having complex systems, however, it
has been observed that the nonlinear model is only slightly better than the linear model
of 1 DOF but with the application of a controller, this difference can be eliminated.

In the development of anunmannedhelicopter system, the identificationof the system
dynamics represents an important technical requirement for the simulation study, design
and implementation of controllers. Due to the complex characteristics of the equipment
dynamics and the difficulty of directly calculating the system parameters, obtaining a
mathematical model has been a difficult task in the development of unmanned aerial
vehicles (UAV), according to the solution proposed by [12]. The use of the NARX net-
work was a good alternative in terms of model efficiency but a problem was encountered
when taking into account the effect of cross-coupling between the states of the two rotors,
therefore a hybrid MODE-NARX network trained by back propagation was used, the
estimation provides up to 55% improvement in model accuracy.

In the identificationof a system for energy consumptionof educational buildings [13].
The computational cost is high because it uses up to 150 particles and 250 iterations
with an error of 33.94%, to reduce this percentage increase the number of iterations.

In the research of [14], uses a NARX network for the identification of a gyro-
stabilized platform, the main problem that the system has is the noise, in which two tests
are made, the first one trains the NARX network with the inputs and outputs without
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eliminating the noise, the second experiment uses a filtering of the signals with which
they manage to increase the accuracy of the identifier from 7 to 23 times with respect to
the first experiment.

In this research, what was obtainedwas the identification of a TRMS33-220, through
the real values of the equipment in a certain time, using the data acquisition interface in
unstable conditions, these data were entered into the Neural Network Series App. and
the NARX library was used, the training weights of this network were optimized using
the PSO algorithm, replacing the weights calculated in the tool by those generated in
the optimization algorithm.

2 Methodology

The identification of MIMO models can be done by considering them as SISO sub-
systems, which provides flexibility in the choice of the system order in each case. In
this way, the best fit can be chosen. On the other hand, by using MIMO identification,
compact models can be obtained directly, but there are difficulties in obtaining a good
fit for all modes at the same time [15, 16]. The results of this methodology make it
possible to obtain compact models that facilitate the description of a system by means
of a mathematical equation [17].

According to the above, to simplify the identification, the model can be treated as
two linear rotor models with two linear couplings between them. Therefore, 4 linear
models have to be identified: two for the main dynamic trajectory from u1 to ϕ and from
u2 to ϕ and cross-coupling dynamic trajectories from u1 to � and from u2 to � [4].

The identification of the Twin Rotor MIMO System 33-220 will be based on the
structure of Fig. 1, for the elaboration of this research.

2.1 System Data Acquisition

The real data of the system was taken through the equipment’s own software, which is
a function in Simulink, which generates a control signal u [4], and at the output is the
angle θ of the Main Rotor with respect to the vertical axis in radians.

Figure 2 and Fig. 3 show the plots of the Main rotor and Tail rotor control signals, all
real-time simulations are performed with a sampling time of Ts = 0.001 [s]. However,
because the dynamic response of the plant is relatively slow, the identification is carried
out with the sampling time of Ts = 0.1 [s]. The number of data vectors u, y is of order
1*1000. The data were entered into the MATLAB tool as inputs and outputs of the
NARX network.
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Fig. 1. TRMS identification model
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2.2 Implementation

The MATLAB® ntstool (Neural Time Series) library allows the use of the NARX net-
work, the input data for training are the input u and the output y of the equipment in
the form of vectors, the hidden neurons and the number of delays are defined to have an
estimated output.

The code that is generated presents some design values, which are detailed in Table 1,
column one represents the variables that are generated at the time of running the training
of the NARX network using the ntstool library, column two (matrix) indicates the order
of the matrices that are generated depending on the number of layers and delays of the
network, finally column three with the name PSO Variables, are the matrices with the
new values of the weights and biases generated by the optimization with PSO that will
be replaced in the NARX network for the identification of the system.

The PSO algorithm described in the pseudocode by [18], it is necessary to assign the
number of particles, the value of c1 and c2, the limits of the velocities and the iterations
to generate the values of thematrices and replace the design data, assigning to the NARX
network new weights and biases, which optimizes the mean square error function.

Matrix 1 represents the array that the PSO algorithm builds, each element moves
three-dimensionally, the dimensions of these matrices will be related to the design data
generated in the ntstool library when using the NARX architecture.

Weights =

⎡
⎢⎢⎢⎣

W11 W12 · · · W1m

W21 W22 · · · W2m
...

...
. . .

...

Wn1 Wn2 · · · Wnm

⎤
⎥⎥⎥⎦ (1)
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Table 1. Design variables

Variables Matrix PSO variables

x1-step1.xoffset [1*1] X1STEPoffset

x1-step1.gain [1*1] X1STEPgain

x1-step1.ymin [1*1] X1STEPymin

x2-step1.xoffset [1*1] X2STEPoffset

x2-step1.gain [1*1] X2STEPgain

x2-step1.ymin [1*1] YSTEPymin

b1 [20*1] B1

IW1-1 [20*2] IW1

IW1-2 [20*2] IW2

b2 [1*1] B2

LW2-1 [1*20] IW3

y1-step1.ymin [1*1] YSTEPymin

y1-step1.gain [1*1] YSTEPgain

y1-step1.xoffset [1*1] YSTEPxoffset

3 Results

3.1 Main Rotor Identification

The identification of the Main Rotor was performed with the parameters of Table 2, the
graph of the outputs, real vs. estimated are in overlapping, i.e., they have similarity in
their behavior as shown in Fig. 4, in Fig. 5 and Fig. 6 the best positions of the group
and global particles are observed with an estimation performance in terms of error of
0.026%.
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Table 2. PSO parameters.

Parameters Values

Hidden layers 20

Delays 2

C1 2

C2 2

Number of particles 100

Iterations 50

Minimum velocity 0.01

Maximum velocity 0.2

Simulation time 99.9

Time intervals 0.1
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Fig. 4. Main Rotor identification
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3.2 Tail Rotor Identification

With the parameters of Table 2, the identification of the Tail Rotor was carried out, the
graphic of the outputs, real vs. estimated, is similar, it could be said that they are the
same, it is the best estimation that was had in all the tests carried out as shown in Fig. 7,
having a performance of the estimation in terms of error of 0.023%.
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4 Discussion

NARX networks optimized by PSO are an option in the modeling of nonlinear dynamic
systems, the development of these algorithms allows optimizing the computational cost
depending on the complexity of the system.

The results obtained were in accordance with the expectations raised, taking into
account that the four SISO subsystems that make up the TRMS were identified and, as
seen above, the graphs show an estimate similar to the real output of the equipment,
which in comparison with other investigations, the error function is equal to or lower
than the real output of the equipment, and that the error function is equal to or lower
than the real output of the equipment [19]. Table 3 shows the error percentages of the
four identifications performed.

Table 3. Mean square error

Identifications Error Percentage

Main rotor 0.000266 0.26%

Tail rotor 0.000239 0.24%

Cross pitch 0.000235 0.24%

Cross yaw 0.000249 0.25%

As part of the validation tests of the methodology, the MATLAB tool IDENT was
used, which allows obtaining a transfer function with the input and output data of a
system. Figure 8 shows the graphs of the outputs of the transfer function estimation
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and compares the real output of the system, generating three equations describing the
operation of the Main Rotor.

The transfer function described by Eq. 2, obtained by relating the input and output
of the Main Rotor to the actual data, was assigned three poles and two zeros with a fit
to the estimation data: 83.53%, FPE: 0.0002114, MSE: 0.0002076.

ymain = −1.209s2 + 6.785s+ 1570

s3 + 11.58s2 + 473.4s+ 5150
(2)

The Eq. 3 represents the transfer function developed with the actual system input
data and estimated output of the proposed NARX network, which presents a good fit to
the estimation data.: 83.53%, FPE: 0.0002114, MSE: 0.0002076.

YNARX output1 = −0.1209s2 + 0.6785s+ 1.57

s3 + 1.158s2 + 4.734s+ 5.15
(3)
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Fig. 8. Transfer function graphs

The transfer function generated in Matlab Ident varies when relating the actual input
to the output estimated by the algorithm, this depends on the network training and PSO
optimization. Equation 4 shows that the transfer function is different from the previous
ones with a fit to the estimation data: 84.15%, FPE: 0.0001675, MSE: 0.0001645. These
data were subsequent to a new training.

YNARX output1 = −1.26s2 − 21.34s+ 1257

s3 + 9.485s2 + 471.9s+ 4166
(4)

Taking into consideration that, in the identification of control systems by means of
neural networks, the response as such are the values of the weights of each of the neurons
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that compose the model after training. In order to have a reference of the validity of the
algorithm, it was compared by generating two transfer functions, the first one with the
real data of the equipment and the second one with the estimation values of the NARX
network by means of the IDENT tool. The results in terms of fit to the estimation data
are above 83% and in reference to other research Works [1] and [19] that obtain models
that are estimated from 63%.

5 Conclusions

The efficiency of the neural networks depends on the number of layers and the iterations
in the training, as there is no rule for the assignment of these design values, the selection
will depend on the system or the database available. In the case of the identification of
the Main Rotor of Fig. 4, it was increased from 20 to 50 hidden layers and from 2 to 4
delays, but the estimation was not as expected, since themean square error was increased
to 1.2%, in consequence, it is necessary to avoid entering in the under and over training
zones to have an optimal performance in the execution of a learning algorithm.

Using the Matlab Ident tool, two identifications were performed: ymain(real)/umain
(real) and yestimate (NARX)/umain (real), of which the accuracy of the model is 84.15%
and83.53%,with the difference of 0.63%and it can be concluded that theNARXnetwork
trained by PSO successfully identified the system.

In relation to the results of this research, for the identification of the Tail Rotor
the iterations can be reduced to 30, but in the case of the Cross Yaw minimum 50 are
needed, the assignment of the hidden layers, the delays and iterations will depend on the
dynamic characteristics of the system, the more abrupt variations in the output over time,
the higher the demand of computer resources to achieve an estimation of the system.
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Abstract. Think of a sewingmachine sending data to the cloud,which technicians
monitor at machine manufacturing companies, who then use that information to
predict maintenance issues and prevent failures before it happens. This is the
evolution of apparel fabrication to Industry 4.0. However, it is unclear how to
connect the Internet of Things (IoT) devices withmachines for clothing, especially
in low-income countries where there is a lot of old and used machinery. Here, a
low-cost real-time monitoring application for apparel manufacturing purposes is
presented. The system is based on the IoT platform ESP8266 NodeMCU and
Google Sheets, and it is used to monitoring the variables: motor temperature,
needle bar vibration, and foot pedal force. Expert and beginner operators tested the
systemwhile manufacturing an item of unique clothing. The acquired information
can be used to develop a predictive maintenance strategy and planning of repairing
activities of the machinery. Finally, the data also can be used for qualitative and
quantitative production analysis.

Keywords: IoT · Real-time monitoring · Apparel industry · Industry 4.0

1 Introduction

The textile and apparel industry is extremely important in the Ecuadorian economy,
represents 5.9% of the industrial sector and contributes close to one percentage point to
GDP (0.8%) [1]. There is a common perception that Industry 4.0 is for the engineering
and automotive industry and not for labor-oriented apparel manufacturing. However, its
potential for future implementation has been evaluated by several companies such as
Duerkopp Alder, JUKI and Brother, where the main application of Industry 4.0 in the
apparel industry is the resource efficiency and optimization of labors of the machinery
and equipment employed in the processes by using Industry 4.0 technologies [2].

IoT systems can distribute data/information and execute in parts autonomously to
cyber-physical world events and by triggering processes and formulating services with
or without primary human intervention. Some authors use the concept called Industrial
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Internet of Things (IIoT) in the application of IoT exclusively for industrial applications
[3]. IIoT or IoT identifies manufacturing devices from consumer devices that connect to
the internal or industrial networks and the internet, while Industry 4.0 refers to the value
of lean, efficient operations and smart manufacturing.

Currently, Ecuador has a low rate of modernization in modern industrial machinery,
especially, in the textile and apparel field. Thus, stand out the importance of having a
coherent strategy for implementing industry 4.0 in low-income countries, and the need
to focus not just on companies but also on creating an eco-system to support the creation
of technologies and the need for collaboration within a country and internationally in
order to adapt to Industry 4.0 and reach its benefits [4].

The reason for doing this study lies in the need to develop low-cost Industry 4.0
technology by collaborating experts from the garment industry with experts in IoT. As
proof of concept, a sensor system has been implemented to monitor the service variables
of a sewing machine during garment production. These variables are motor temperature,
needle bar vibration, and foot pedal force. The sensor data has been collected in real-
time using an IoT NodeMCU and a customized application designed in Google Sheets.
The information has then been processed to investigate the performance of the sewing
machine when used by expert and beginner personnel. The results will aid in recognizing
opportunities for the use of IoT in apparel manufacturing, enabling factories to achieve
operational efficiency, optimize production, maintenance planning, and increase worker
safety.

Fig. 1. Configuration scheme of the sewing machine with the IoT devices.
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2 Materials and Methods

2.1 Proposed Methodology

The following methodology was proposed in order to study the impact of the application
of IoT devices in the apparel industry. A sewing machine (HAITRAL HT-CS141WPU)
was used to implement three sensors to monitor the variables: motor temperature, needle
bar vibration, and foot pedal force (Fig. 1). Themotor temperature wasmonitored to esti-
mate whether there was overheating from continuous use or misuse of the machine. The
sensing of the needle bar vibration offered information to determine patterns of service
that can be used for improvement tasks in production and predictivemaintenance. Lastly,
the pedal force sensor was used to measure the effective time when a worker operates the
sewing machine. The three sensors were connected to an ESP8266 NodeMCU platform.
After, the information was sent in real-time to a customized Google Sheets application.
The evaluation of the IoT technology in the apparel application was carried out using
expert and beginner workers.

2.2 Hardware Components

Fig. 2. A breadboard schematic connection of the IoT platform (NodeMCU) and the temperature
(DS18B20), vibration (MPU6050) and force (FSR406) sensors.

IoT Platform
A ESP8266 NodeMCU device was used as IoT platform. It has an ESP8266EX Wi-Fi
module is a self-contained TCP/IP protocol that can access any Wi-Fi network [5]. The
ESP8266 NodeMCU Wi-Fi Module has several advantages, namely: low-cost device,
requires minimal external circuitry, low power consumption, robust enough in storing
capability, and on-board processing. It allows the integration of different sensors with
minimal run time. The connection with the sensors is shown in Fig. 2.
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Motor Temperature Sensor
The DS18B20 Digital Thermometer was used as a temperature sensor to monitor the
sewing machine’s motor heating. This sensor provides 9 to 12-bit (configurable) temper-
ature readings that indicate the temperature of the device. The communication protocol
used to send information to/from the DS18B20 is 1-Wire interface so that only one wire
(and ground) needs to be connected from the NodeMCU to a DS18B20. The temperature
measurement range is −55 to 125 °C.

Needle Bar Vibration Sensor
An MPU6050 module was used to detect the needle bar vibration, in which the tension
and movement to make the seam are produced. The MPU6050 is an integrated 6-axis
motion tracking device. A 3-axis Gyroscope and 3-axis Accelerometer form it. The
accelerometer measures at X, Y and Z axes were used to compute the relative vibration
(custom scale 0 to 100 for informative purposes). The NodeMCU can communicate with
this module using I2C communication protocol.

Foot Pedal Force Sensor
The measurement of the force produced by the operator on the machine’s pedal was
carried out with a sensor FSR406 (Interlink Electronics). The sensor, a flexible thin film,
is a variable resistor that varies with force. The greater the force applied, the lower its
resistance. Themeasurement rangewas adapted using a voltage divider to keep a tailored
human control range of 0 to 100 when the sensor is pressed with the operator’s foot.

2.3 Software Design

To collect the data acquired by the sensors and the IoT platform NodeMCU, a google
sheet was prepared to receive data from the IoT device by creating a Google Script to tie
the sheet to the IoT device. The sampling time used to collect the data from each sensor
was 100 ms. Under every Google Sheet document, it was possible to create multiple
sheets, to save information collected from each operator. Due to the considerable amount
of noise produced by the electrical elements and the vibration of the sewing machine, a
median filter was implemented to filtering the sensors’ signals.

2.4 Evaluation of the IoT Concept

For the evaluation of the proposed design, the following approach was used:

1) Agarmentwas chosen to bemanufacturedwith the sewingmachinewithout using the
IoT platform. This garment was a t-shirt for an infant from 4 to 6 years old. Using
the same garment for information sampling helps to standardize the experiment.
Figure 3 shows the pattern of the t-shirt and the seams that must be executed to
shape the garment.

2) Five expert workers and five beginners carried out the task of making the children’s
t-shirt. The actual manufacturing times were timed. That is, exclusively the intervals
used to manufacture the ten seams. These times were used to update the program in
Google Sheets for online monitoring.
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3) The fastest (expert) and slowest (beginner) operators were chosen to make the t-shirt
for testing the IoT platform connected to the sewing machine.

4) The fastest operator manufactured the shirt with the IoT platform connected to
the sewing machine. The data was collected and processed in order to obtain the
“behavior” of the operator and the sewing machine during the actual manufacturing
periods.

5) Idem 4, but with the beginner operator.

Fig. 3. Child t-shirt pattern and the fabrication steps. Each step can contain one or more seams.

3 Results and Discussions

3.1 Comparison Between Expert and Beginner Operators

Figure 4 shows the time used by the expert and beginner groups to complete each seam
(10 in total). As expected, experts spend less time manufacturing the seams. The S10
seamwas the longest for both groups.Another feature to highlight is a difference between
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seams of the same shape and length, for example, S3 and S4. These measurements are
the starting point to evaluate the proposed IoT system and can be used for time and
motion studies to improve productivity in the apparel industry.

Fig. 4. Evaluation of the manufacturing intervals of each seam of the children’s t-shirt for experts
and beginners. The displayed value corresponds to the average of each group.

3.2 Motor Temperature Measurement

Figures 5 and 6 represent the evolution of the motor’s temperature when the t-shirt was
manufactured by an expert and a beginner, respectively. The t-shirt fabrication by the
expert is more continuous, and the effective manufacturing time does not exceed 14 s.
In this expert manufacturing cycle, a maximum temperature of around 33 °C is detected
and occurs at the S9 seam. On the other hand, it takes the beginner approximately 42 s
to complete the making of the t-shirt (effective time). The maximum temperature, in
this case, is 38 °C, and it occurs in the S10 seam. The temperature increase is more
sustained in the case of the beginner because the service time of the sewing machine is
longer, so being the temperature, and the tendency is asymptotic. An excessive increase
in temperature may indicate an overheating of the motor, which may be a malfunction in
the sewingmachine. Establishing a statistical control system, for example, control charts,
can help plan predictive maintenance, which is cheaper than corrective maintenance.
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Fig. 5. Evolution of the temperature of the sewing machine’s motor during the making of the
children’s t-shirt by an expert. Only the effective manufacturing intervals for each seam are shown.

Fig. 6. Evolution of the temperature of the sewing machine’s motor during the making of the
children’s t-shirt by a beginner. Only the effective manufacturing intervals for each seam are
shown.
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3.3 Needle Bar Vibration Measurement

Vibration measurement of the needle bar is indicated in Fig. 7 (expert) and Fig. 8 (begin-
ner) during themanufacture of the t-shirt. Themeasurements obtainedwith theMPU6050
module were systematized to get a normalized value from 0 to 100 (called Relative
Expert Vibration) to identify patterns faster for machine operators or users with non-
instrumentation backgrounds. In the case of the expert, an average working frequency
was 3.2 rad/s. For the beginner, the average frequency was 2.4 rad/s. These values were
quite challenging to identify due to interference from accelerated needle bar movement
when the sewing machine is working. Although the filtering (median filter) of the mea-
sured signals helps determine the behavior of the needle bar, it is necessary to look for
another measurement system to detect vibration in a better way. Measuring vibration on
machinery is very valuable for planning predictive maintenance tasks.

Fig. 7. Vibration measures of the needle bar during the fabrication of the children’s t-shirt by an
expert. Only the effective manufacturing intervals for each seam are shown.
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Fig. 8. Vibration measures of the needle bar during the fabrication of the children’s t-shirt by a
beginner. Only the effective manufacturing intervals for each seam are shown.

3.4 Foot Pedal Force Measurement

Figure 9 indicates the behavior of the expert operator when activating the pedal with
his foot. The force was normalized to 0–100 scale for reading purposes. The pedal is a
switch used to start the sewing function. As evidenced, the skilled operator operates the
pedal very uniformly in the fabrication of each seam, which is indicative of a high speed
of manufacture (and production). This uniformity is also related to the quality of the
seam. Figure 10 shows the beginner’s behavior when activating the pedal with his foot.
In this case, the pedal actuation is quite uneven, which can produce severe vibration of
the needle bar, excessive motor heating, and poor sewing quality. Thus, an imperfect
pedal operation may cause considerable damage to the sewing machine, which implies
high maintenance costs for repair and unnecessary equipment downtime.
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Fig. 9. Measurements of the foot pedal force during the fabrication of the children’s t-shirt by an
expert. Only the effective manufacturing intervals for each seam are shown.

Fig. 10. Measurements of the foot pedal force during the fabrication of the children’s t-shirt by a
beginner. Only the effective manufacturing intervals for each seam are shown.
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4 Conclusions

The apparel companies require a transformation in developing countries to achieve com-
petitiveness. The path taken by various industries around the world is Industry 4.0. In the
present study, an IoT system connected to a sewing machine was presented to monitor
three variables to identify the operator’s behavior when using the machine. Differences
were determined between the use by experts and beginners when they manufacture the
same clothing. This information helps develop strategies to improve production times
and increase competitiveness. The data obtained in real-time can be used for preventive
maintenance activities and facilitate operational effectiveness in the clothing industry.
Future work will explore additional techniques to give more robustness to the system
and connect IoT systems on several machines for a global analysis of the factory.
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Abstract. This article presents a virtual platform to learn Model Predictive Con-
trol (MPC) through a brief analysis of the mathematical model of a continuous
stirred tank reactor (CSTR). The control algorithm was developed from a linear-
ity process to regulate the CSTR at the operation point. The MPC optimization
took the temperature in the jacket and the molar concentration as the control
objectives. The final version of the virtual platform presented flexibility to change
every parameter of the MPC to see their effect on the control algorithm to learn
effectively the MPC regulation.

Keywords: Algorithm · CSTR · MPC · Linearity · MATLAB™

1 Introduction

The Model-based Predictive Control (MPC) has been used for several decades in indus-
trial processes, where exceptional results have been observed in various aspects, such as
efficiency and long-term performance. The above noted contrasts with the MPC compu-
tational load, in other words, the algorithm needs high-hardware characteristics to solve
mathematical complexity in the generation of an optimal control law [1].

MPC success has been recognized for outstanding results in the field of industrial
process control [2]. However, in recent years this regulation technique has been for-
warded to the field of robotics, with several works such as [3–5], where represent a
latent limitation for applying the MPC algorithm, the computational load.

TheMPC accomplishment lies in predictions obtained from the mathematical model
of the process to be controlled. These predictions let the MPC know how state variables
of the process will change in a defined horizon of the discrete period to develop a proper
control law. The prediction horizon visualizes state variables change, and the control
horizon takes this information to formulate an anticipative control law. The control law
is acquired byminimizing the cost function that considers the error and the control effort.
One or more variables can be prioritized using their respective weight parameters that
are considered in the cost function [6].
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MATLAB™ has been developing several versions of a toolbox for learning and
implementingMPC [7]. This toolbox is designed as a proper structure to develop research
and projects at different industrial and investigation bounds. Although the user’s guide
provides detailed guidelines for conducting the MPC study under basic examples of
application, a fundamental understanding of the algorithm is unconceived due to the
mathematical complexity in each element of the interface. When a user looks for key
MPC algorithms under the mask of each block in the toolbox, the understanding is
unaccomplished because of the owner’s rights in the toolbox.

In [8], the authors developed an interface for learning MPC with GenOpt, which is
a software from Berkeley Lab for mathematical analysis and minimization of functions.
A user can perform the optimization of the cost function in the MPC to obtain optimal
control values. However, the algorithm is implemented in a temperature analysis process
that includes a slow dynamic and does not represent a challenge for the MPC. From the
learner’s view, the interface shows the performance of primary MPC parameters, such
as prediction and control horizons, but applicability in fast dynamics is not performed
to give users a different perspective of MPC capabilities.

On the other hand, authors in [9] developed an interface for the non-linear MPC
is implemented and developed to regulate parameters at an electrical vehicle. This is a
sophisticated tool that does not take linearMPC as its starting point because the interface
is designed for advanced users. Therefore, tools of this type cannot be employed to
undertake the learning basis of the MPC, especially for grade students who are learning
one step at a time in the field of automatic control.

For all the reasons above, this work presents the implementation of a visual learning
environment through software to understand the application of the MPC. This project
proposes the MPC algorithm on a continuous stirred tank reactor (CSTR) to observe
the regulator performance. In addition, this project teaches a basic MPC linear design
in systems with non-linear dynamics. The propose is to apply fundamental concepts
to achieve set-point objectives such us, establishing values of prediction and control
horizons or variable weights.

This paper is presented as follows: Sect. 2 describes the dynamics of the CSTR for
MPC implementation, Sect. 3 developed MPC design, Sect. 4 presents the results of the
project and finally in Sect. 5 the paper emphasizes the main conclusions of this work.

2 Mathematical Model of a CSTR

The CSTR (Fig. 1) represents an industrial process that produces reactive components
from reactant products and constant heat agitation. The reference model for the CSTR
is taken from [1] which is taken in several works for analysis and research at process
control.



Learning Model Predictive Control in a Virtual Environment 31

Fig. 1. CSTR variables [10].

Table 1 contains all main parameters used for modelling the CSTR.

Table 1. CSTR parameters.

Parameter Description

ρ Density of the material in the system

ρc Density of the material in the ith inlet stream

V Total volume of the system

Fi Volumetric flow rate of the ith inlet stream

Fc Volumetric flow rate of the cooling stream

F Volumetric flow rate of the product

Ti Temperature of flow rate of the ith inlet stream

Tci Temperature of cooling of the inlet

Tc0 Temperature of cooling of the outlet

T Temperature of the product

nA Number of moles of component A in the system

cA Molar concentration of A in the system

cAi Molar concentration of A in the ith inlet

r Reaction rate per unit volume for component A

U Internal energy

K Kinetic energy

P Potential energy

Q Amount of heat exchanged in the process

H Enthalpy of the system

cρ Heat capacity of the reactant
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The CSTR parameters at the operation point are presented in [1].
Parameters of a CSTR for the operating point are presented in Table 2.

Table 2. Parameters and units of CSTR equations.

Parameter Value

F 1000 [L/min]

CAi 1 [mol/L]

Ti 350 [K]

V 100 [L]

p 1000 [g/L]

Cp 0.239 [J/gK]

Hr 50000 [J/mol]

E/R 8750 [K]

ku 7.1*1010 [min−1]

UA 50000 [J/minK]

Tc 300 [K]

CA 0.5 [mol/L]

T 350 [K]

To produce a stable mixture of two components, the jacket temperature must be
considered, clarifying that it is carried out in an exothermic model, therefore, the non-
linearity of the system implies making a mathematical model that manages to linearize
the CSTR by taking the inputs through transducers to form a base algorithm for the
possible predictions of a control [11].

This is described using Eq. (1) and Eq. (2).

dCA

dt
= F

V
(CAi − CA) − koe − E

RT
CA (1)

DT

dt
= F

V
(Ti − T) + (−�Hr)koe − E

RT CA

pcCpc
− UA

pcCpcV
(T − Tc) (2)

The first input of the tank is the temperature, this will vary according to the cooling
flow of the system, so it is called by Eq. (3):

Tc = PcCpcFcTco + UAT

PcCpcFc + UA
(3)

Taking into account these three equations, the mathematical model of the tank can
be developed taking into account the following:
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• Actuator model.
• Transmitter model.
• Identification system.

2.1 Actuator Model

Actuators allowmodifying the process output for a specific result, thus generating a force
that is generated by liquids, [12] electrical, solar energy, etc. This force is transferred to
a solenoid valve and is defined by Eq. (4).

Gv(s) = Kv

Tvs + 1
(4)

where:

Gv is the transfer function of the valve
Kv is the gain of the transfer function
Tvs is the time constant of the valve reaction

Gain of the mechanical part in Eq. (5):

G1 = (51 − 15)
[ L
min

]

(15 − 3)
[
psig

] = 3

[
L

psig min

]
(5)

Gain of the electrical part in Eq. (6):

G1 = (15 − 3)
[
psig

]

(20 − 4)[mA]
= 0.75

[
psig

mA

]
(6)

2.2 Transmitter Model

The temperature of the jacket is received by a transmitter which directs the signal to the
controller to be converted and emitted towards the valve that is represented in Eq. (7)
and Eq. (8) [13].

GCT(s) = 16

0.1s + 1
(7)

GTT (s) = 0.79

0.1s + 1
(8)

where:

GTT is the transfer function of the temperature transmitter.
GTC is the transfer function of the concentration transmitter.
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3 Linearization

TheCSTR is a non-linear system so it presents problems in obtaining results. To linearize
it, an MPC is required since it has better performance and is easy to access [14] and can
be simulated using MATLAB™.

It is based on the equivalent of Taylor series, which will be evaluated at the operating
point.

3.1 Taylor Method

The Taylor method is frequently used to approximate results of differential equations
in which it consists of approximating a function through the sum of integer powers of
polynomials from the obtaining of derivatives to determine a value of the equation [15].

Therefore, the non-linear function is expressed in Eq. (9), which depends on the
states of the model and the input signal to it.

Ẋ = f(X,μ) (9)

where its equivalent is based on Taylor series [13] where it is shown in Eq. (10):

Ẋ = f (Xr,μr) + ∂f(X ,μ)

∂X X = Xr

μ = μr

(X − Xr) + ∂f (X ,μ)

∂μ X = Xr

μ = μr

(μ − μr) (10)

The terms equal to and greater than the second order are simplified and cancelled,
obtaining at the points χr, μr a linear function.

As a consequence, a small error is presented because the higher order terms do not
have an impact on the operation point and function evaluation [14].

In this way, the state matrices used to represent the linearized model are obtained in
Eq. (11) and Eq. (12):

A = ∂f(x,μ)

∂x x = xr
μ = μr

(11)

B = ∂f (X,μ)

∂μ x = xr
μ = μr

(12)
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4 Controller Design

4.1 Euler’s Algorithm

It is a numerical method that allows finding the solution of a differential equation by
transforming the differential equation to a finite difference equation [16].

This algorithmmakes changes in the analysis of a curve and in the analysis of several
lines, which is why it is called “constant slope”.

4.2 Discretization of the Model

For the model to be discrete, the Euler algorithm is used, [14] for this reason, the system
is expressed by Eq. (13):

x̃(k + 1) = Āx̃(k) + B̄ũ(k) (13)

Due to linearity, now the system has certain deviations with respect to the state and
control variables [14] therefore, these deviations are considered with the use of Eq. (14)
and Eq. (15). The sampling time considered is 0.1 s due to the CSTR is a plant with
lower dynamics.

x̃ = xr − x (14)

ũ = ur − u (15)

4.3 Aliasing Phenomenon

It is an effect that produces induced oscillations that have the ability to disturb the sensi-
tivity, monitoring and prediction system of the process, so that the results of theprocess
will present changes or certain errors in their obtaining due to the fact that the digital
sampling will present signals that cannot distinguish.

Aliasing is constantly present in the transformation of analog to digital signals, due
to the fact that these signals present an erroneous sampling [17].

Due to the aliasing effect, the MPC sampling time will present very high times
and very low times that consequently will present errors in the precision of obtaining
numerical results [14].
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4.4 Controller Formulation

The MPC is formulated as a function of the state spaces presented in Eq. (16) and as
variables in Eq. (17).

xm(k + 1) = Axm(k) + B�u(k) (16)

xm(k) =
[
�x̃(k)T ỹ(k)

]T
(17)

The deviation increments of the state variables and the deviations of the outputs to
be controlled are needed. Output variables are controlled for best performance.

The changes of the state variables through the prediction horizon Np are predictable,
therefore these are the actions that should be taken due to these changes, with the control
horizon Nc [14].

4.5 Cost Function

To minimize Eq. (18) is used.

J = (
Rs − Ỹ

)T
Q

(
Rs − Ỹ

) + �UTR�U (18)

The errors of the variables to be controlled and the increase in the control effort are
taken into account. Furthermore, the terms mentioned above can be examined using the
matrices Q and R [14].

4.6 Constraints

The constraints are implemented in the control variables, following Eq. (19):

�umin ≤ �u(k) ≤ �umax (19)

Said restriction is implemented in the temperature of the CSTR jacket and is
represented in Eq. (20).

0[K] ≤ Tc(k) ≤ 350[K] (20)

4.7 How the System Works Using MATLAB™

MATLAB™ is a software written in C language that allows the programming, simula-
tion and creation of user interfaces (GUI) of problems regarding automation systems,
prediction, electrical circuits, among others.

To understand the operation of the CSTR system, a diagram of the reactor is required,
followed by an MPC and the symbols that complement the system. By means of a flow
diagram we can represent the operation of the system (Fig. 2).
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Fig. 2. Flow diagram of a CSTR to integrate an MPC.

5 Results

A simulation is performed in MATLB™ Simulink regarding the operation of the CSTR
(Fig. 3).
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Fig. 3. Simulation of the CSTR in a GUI interface.

User can configure MPC parameters for tuning. In this case, tuning is a fundamental
factor because it makes the plant robust in its operation and efficiency in the face of
disturbances and noises that may occur.

MPC parameters used to achieve the operation point in the CSTR were:

• Prediction horizon (Np) = 8
• Control horizon (Nc) = 1
• Weight for control signal, R = 0.1
• Weight for CSTR’s number of moles, Q1 = 1
• Weight for CSTR’s temperature, Q2 = 1

The setpoint tracking is achieved as specified in the operation point. The software
shows flexibility to change each value and see the effects in the performance of the
CSTR. A detailed view for input and output variables are shown as follows (Fig. 4).
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Fig. 4. Simulation of the CSTR in a GUI interface.

The maximum impulse changes its amplitude in every step of the setpoint. Despite
of these changes, the number of moles shows a practical tracking in the linear zone of
operation of the CSTR (Fig. 5).
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Fig. 5. Simulation of the CSTR in a GUI interface.

The temperature in the jacket reacts at the same tendency as the number of moles.
These two variables are correlated, and the maximum impulse shows an increasing value
in a far region of the operation point (Fig. 6).
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Fig. 6. Simulation of the CSTR in a GUI interface.

The control signal establishes its variations for different values steps. The control
temperature varies in a region closed to the operation point. A final parameter to deter-
mine the effectivity on a MPC regulation is the algorithm time. This parameter shows
the computational cost to resolver problem control and the applicability for a real-time
implementation. In other words, if in each time where the MPC is solved the time is
larger than the sampling time of the plant, the algorithm is not applicable because the
closed-loop regulator cannot comply with the CSTR’s dynamics (Fig. 7).
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Fig. 7. Simulation of the CSTR in a GUI interface.

The time of the algorithm shows its peak at 28.5 μs. This value represents a lower
quantity compared to the sampling time of 0.1 s.



Learning Model Predictive Control in a Virtual Environment 41

The learning process for understanding MPC algorithm was performed with the
observation of individual effects on MPC’s parameters. The graphical interface showed
the changes in control law and control variables after changing weights on control
variables or prediction and control horizons. Variableswith higher ponderation increased
control performance but produced a control law with higher values. The individual
changes on MPC parameters clearly shows a better understanding on how to tune slow-
dynamic-processes such as CSTR.

6 Conclusions

The linearization of the plant becomes a valid alternative to adapt a linear control system
in a non-linear one. Considering an effective region in spite of the nature of the plant
produces a slight error, and the tuning parameters of the controller in the contiguous
area must be changed until the set-point will be accomplished.

The algorithm of Euler represents a suitable option in schemes where the sampling
time is not preponderant because some plants need very small steps to emulate the analog
system. The step represents the sampling period in this project. As a numerical method
alternative, the Runge-Kutta algorithm can be implemented, which is more accurate than
the Euler technique.

Changing values one by one in the learning system provides the key information to
understand the MPC variables and their impact on the process. The use of slow dynamic
system such as the CSTR, produces the software an excellent tool to project real-life
models in a simulation environment.
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Abstract. In this article a closed-loop regulation based on Slide Mode Control
(SMC) is presented. The main objective is to control the speed of a brushless DC
motor (BLDC) used in electric transportation such as electric bikes. The SMC
algorithm represents and advanced and robust method to achieve setpoints in
linear and non-linear plants. In this scenario, the SMC is an excellent alternative
to control BLDCmotor. This paper shows the process of designingMPC structure
and reference tracking for speed values. Results are compared with a traditional
controlmethod like PID. Finally, compressions between these two controlmethods
are performed to show the effectivity of SMC.

Keywords: BLDC · SMC · Close-loop control · IAE · ISE

1 Introduction

Currently, the use of electric transport systems has increased due to the need to reduce the
production of CO2 that deteriorates the quality of the air. According to the study carried
out in [1], it is imperative to find a solution tomitigate environmental damages. There are
different sources for electricity generation in Ecuador, where the most notable is diesel,
which produces 261.31 tCO2/Gwh. The importance of using brushless motors (BLDC)
in transportation systems has increased in recent years due to the energy efficiency they
can generate, as in the case of hybrid electric vehicles [1, 2].

The massive implementation of alternative transport methods is getting more cus-
tomers in this field. These advances in technology provide benefits to human beings.
Renewable energy or clean energy is a short-term objective to mitigate the deteriora-
tion of the quality of the atmosphere. An example of application is the bicycle that
transforms mechanical energy into electrical energy through the universal principle of
electrical machines. This energy can be used through batteries in any application coupled
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to the bicycle [3]. This application tries to replace the use of fossil fuels in transporta-
tion systems such as cars and motorcycles, which are the main origins of CO2 for the
environment. In this way, it is expected to spread the use of electric bicycles based on an
innovative concept of renewable energy to alleviate the environmental damage caused
by the high use of fossil fuels. These means of transport offer better efficiency in energy
consumption, reduce technical problems such as less use on mechanical elements [3].
The use of a BLDC motor allows it to be adapted in applications with a varied range of
speeds, its behavior is mostly linear with respect to voltage changes, for that reason it
is an excellent option for transport systems such as electric bicycles [4]. On the other
hand, the control of these systems has varied applications from basic controllers such as
proportional-integral (PI) to advanced controllers such as fuzzy control [6]. However,
in recent years more robust controllers such as Sliding Mode Control (SMC) have been
implemented in electric machines regulation to control motor current and speed [7], with
precise tracking for different references and robustness to reject external disturbances
[8].

There are some works aimed to control BLDC motors, as in [9] where the authors
carried out a fuzzy scheme to test the efficiency of the controller in the adjustable control
of torque and speed. The results showed a high precision of the parameters adjusted
online. In addition, the authors of [10] explained the operation of the Linear Quadratic
Regulator Controller (LQR); the objective was the control on torque. The results showed
an overshoot improvement in a specific rise time. According to [14], the main objective
was to improve the control system on the feedback effects of the plant. The state of the
hall effect sensor on the BLDC was adjusted to change the control system activity. If
the sensor fails or the motor is damaged, an emergency signal stopped the motor. If the
sensor is inactive, another signal seeks for establishing the optimal operation state of the
BLDC system.

In [11], the authors regulated BLDC torque through a current controller. It showed a
wide range of linear speed since it is very feasible to regulate BLDC motor currents, the
controller converts the current, so it does not need an additional converter. In the study
carried out [12] the ideal proportional derivative controller (PID)mentions characteristics
that were considered as disturbances. The papermentioned a good output response either
due to fluctuations or sudden changes in the load, it will depend on the placement of
poles for a better response time and frequency.

The mentioned works contemplate a wide range of applications for a better control
of electrical machines. These reasons encourage to design and control a BLDC motor
through a SMC controller for values of speed tracking. The SMC technique was used
mainly on industrial processes but in the last years, this algorithm is improving plants
with fast dynamics. These reasons represent the origin to develop the following work.

This paper is organized as follows: Sect. 2 resumes themain features of BLDCmotor,
Sect. 3 performs an identification process to determine the equivalent mathematical
model of BLDC motor, Sect. 4 shows the mathematical design of SMC controller,
Sect. 5 contemplates the results of this work, and finally conclusions are made out to
emphasize the main ideas encountered in this paper.
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2 BLDC Motor

To understand the main goal of this paper, it is imperative to analyze each section of the
entire closed-loop system. Feedback signals form BLDC motor are recovered through
an encoder located inside the motor. It allows to have speed variation and to identify
these values on a control unit. To change the dynamic response of BLDC motor, a
power electronic converter is needed, the control signal indicates what power switch
must commute at specific time [13] (Fig. 1).

Fig. 1. System schematic of closed-loop control on BLDC

BLDC motor is characterized for having no brushes, so its weight is light, and it
represents an excellent option to build an electric bicycle. The differences in weight and
size are notable compared with similar motors without permanent magnets, with more
power than a conventional DC motor. The BLDC motor operates on electromagnetism
principles that makes a change on polarity to each coil inside it. The individual activation
on the coils lets the BLDC motor change its movement and its speed as well.

2.1 Mathematical Modelling

LA
EARA

LB
EBRB

LC
EC 

RC

GROUND

VOLTAGE 
SUPPLY

Fig. 2. Inverter bridge connected to a brushless DC motor.
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In Fig. 2 the internal equivalent elements are seen in the BLDC motor. Each coil
is surrounded by a resistance and electromagnetic force (EMF) source. The hall sensor
is placed along the rotor to determine its positions in a determined time. In Eq. 1 is
performed theKirchhoff’sVoltageLawat pointsAandB.ThevoltageVPWM is supplied
by the power converter adapted to the BLDC motor.

VPWM = (RA + RB)i + (LA + LB)L
di

dt
+ (E1 + E2) (1)

The EMF voltage is pointed out as E. In each phase of BLDC motor, the value of E
is calculated from:

E = Ke ∗ W (t) (2)

Ke is the electrical constant of the motor andW (t) is the motor speed. At the same time,
equations for other relations between phases in the BLDC motor are performed:

⎛
⎝
VPWM 1
VPWM 2
VPWM 3

⎞
⎠ =

⎛
⎝
R1 + R2 0 0

0 R2 + R3 0
0 0 R1 + R3

⎞
⎠

⎛
⎝
i1
i2
i3

⎞
⎠

+
⎛
⎝
L1 + L2 0 0

0 L2 + L3 0
0 0 L1 + L3

⎞
⎠

⎛
⎝
di1

/
dt

di2
/
dt

di3
/
dt

⎞
⎠

+
⎛
⎝
ke1 + ke2 0 0

0 ke2 + ke3 0
0 0 ke1 + ke3

⎞
⎠w(t) (3)

The global equations for equivalent resistance, inductance and EMF in the BLDC
motor are presented as follows:

R = 2
/
3 (R1 + R2 + R3) (4)

L = 2
/
3 (L1 + L2 + L3) (5)

ke = 2
/
3 (ke1 + ke2 + ke3) (6)

In this sense, the dynamical equation corresponding to the equivalent values or R, L
and E is:

VPWM = R ∗ i + diF

dt
+ ke ∗ w (7)

On the other hand, the equation that expresses the motor torque at the winding
currents is:

Te = kt ∗ if (8)
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Te is the electrical torque, kt is the mechanical constant of the motor and if is the current
in each coil. Considering the electrical torque is equivalent to the inertia of the rotor,
resulting in a friction loss, the dynamics of torque is expressed as:

Te = Tcte + J
dw(t)

dt
+ Tloss (9)

Tcte is the load torque, J is the inertia of the motor and dw(t)
dt is the speed variation. The

last two parameters represent the mechanical torque generated by the motor. Tloss is the
torque lost by friction, it can be calculated as:

Tloss = B ∗ W (t) + Kc ∗ sign ∗ W (t) (10)

The new terms are B as the damping coefficient, Kc is a constant value and W (t) is
the speed. At last, the new equation with torque dynamics for BLDC motor is:

Kt ∗ if = Tcte + J
dw(t)

dt
+ B ∗ W (t) + Kc ∗ sign(w(t)) (11)

3 Identification Process

3.1 Switching Sequence

Previously, it was mentioned that every coil on BLDC motor is energized to keep the
motor moving at a specific speed. The switching sequence of coils is seen as follows
(Table 1):

Table 1. Ignition switching of coils of a BLDC motor

Feeding Hall effect sensor

+ − Ha Hb Hc

B A 0 0 1

C A 1 0 1

C B 1 0 0

A B 1 1 0

A C 0 1 0

B C 0 1 1

Depending on the polarity of feeding, the hall effect sensor located in phases A, B
and C changes its value from 0 to 1 and vice-versa. The value is 1 if the rotor is under a
specific phase, if not 0. This information makes the power converter triggers each power
switch with the following sequence (Table 2):
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Table 2. Semiconductor trigger sequences based on hall sensor states.

Hall effect sensor Semiconductor

Ha Hb Hc Q1 Q2 Q3 Q4 Q5 Q6

0 0 1 0 0 1 1 0 0

1 0 1 0 0 0 1 1 0

1 0 0 0 0 0 0 1 1

1 1 0 1 0 0 0 0 1

0 1 0 1 1 0 0 0 0

0 1 1 0 1 1 0 0 0

Where Q1 to Q6 are the power switches commanded by the information of hall effect
sensors.

In practical situations, it is recommended to extract an equivalent of first-order or
second-order model of the plant from an open-loop response [15]. This equivalent model
simplifies the mathematical expressions of the plant generating a feasible structure to
develop the control algorithm. In this sense, the open-loop response of BLDC motor is
seen as follows (Fig. 3):

Fig. 3. Plant’s open-loop response to a step input. [1]

Using MATLAB, the transfer function that indicates the BLDC response to a step
input is in Eq. (12). This equivalent has 2 poles that will determine an election of a
specific sliding surface for SMC design.

Gp(t) = f (s)

δ(s)
= 26.22

s2 + 15s + 43.36
(12)



Implementation of a Sliding Mode Control 49

4 Sliding Mode Controller (SMC)

The SMC consists of 2 functions: a continuous function and discontinuous one. In the
first case, a sliding surface is needed to reach the objective as fast as possible. The sliding
surface chosen for the BLDC control is:

(13)

where n is the degree of the characteristic polynomial of the system, e(t) is the error
between the input signal and the output measurement.

The purpose of the control is to maintain the stability of a single value, so e(t) and
its derivatives must be zero. When S(t) reaches a constant value, this means that e(t) will
be zero throughout the execution time.

In the following equation it is possible to express the sum of the continuous part
Uc(t) and the discontinuous part UD(t), in order to demonstrate the sliding mode.

U (t) = Uc(t) + UD(t) (14)

The chosen sliding surface corresponds a PID-like structure:

(15)

The derivative of the sliding surface equal to zero:

(16)

Replacing e(t) the one that gives the mean value that giving the expression:

(17)

Thus, having the following expression with 2 poles:

Gp(S) = x(s)

U(s)
= k

(τ 1s + 1)(τ 2s + 1)
(18)

Considering the expression of time:

τ1τ2
d2X (t)

dt2
+ (τ1 + τ2)

dX (t)

dt
+ X (t) = KU (t) (19)
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Through the Eqs. (15) and (17) it is possible to obtain the form of the continuous
controller by means of the following expression:

Uc(t) =
(τ1τ2

K

)[(
τ1 + τ2

τ1τ2
− λ1

)
dX (t)

dt
+ X (t)

τ1τ2
+ λ0e(t) + d2R(t)

dt2
+ λ1

dR(t)

dt

]

(20)

Since the input R(t) is constant, the expression changes to:

Uc(t) =
(τ1τ2

K

)[(
τ1 + τ2

τ1τ2
− λ1

)
dX (t)

dt
+ X (t)

τ1τ2
+ λ0e(t)

]
(21)

To have a more defined equation, consider the following values to replace in λ1:

λ1 = τ1 + τ2

τ1τ2
(22)

To obtain an overdamped critical system, it is considered the following value for λ0:

λ0 ≤ λ 2
1

4
(23)

The continuous function is expressed by:

Uc(t) =
(τ1τ2

K

)[
+X (t)

τ1τ2
+ λ0e(t)

]
(24)

The discontinuous control is chosen according to [15]:

UD(t) = KD
S(t)

|S(t)| + σ
(25)

Eliminating the derivative of the reference gives S(t):

S(t) = sign(K)[−dx(t)

dt
+ 1e(t)ג + 0ג

∫ t

0
e(t)dt] (26)

Obtaining KD and δ values, a single equation is formed between (26) and (27).

KD = 0.51

|K |
(

λ1

λ0

)0.76

(27)

δ = 0.68 + 0.12|K |KKDλ1 (28)

When calculating the dimension of the input resistance where it is replaced in (7)
having:

Gp(s) = f(s)

δ(s)
= 0.604

(0.255s + 1)(0.09s + 1)
(29)
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where through (22) and (23) it is obtained that λ1 = 15 and λ0 = 100. Replacing in
Eqs. (24) and (25): KD = 0.307 and δ = 1.01.

Considering the two equations as much as (14) and (21):

UC(t) = (0.2)[0.023X (t) + 100e(t)] (30)

The discontinuous part that ends with the equation:

UD(t) = 0.307
S(t)

|S(t)| + 1.01
(31)

Remaining the following expression:

S(t) =
[
−dX (t)

dt
+ 15e(t) + 100

∫ t

0
e(t)dt

]
(32)

In order to maintain a more stable control, the referential derivatives are eliminated
since they are detrimental to the system in order to obtain a more robust and reliable
control.

5 Results

In Fig. 4, the control scheme is presented:

VSI BLDC

SwitchingSMC Decoder
Decoder

Setpoint

Voltage 
Supply

Phase A, B 
and C

Speed
Measurement

Fig. 4. Controller diagram in slider mode [2].

It is observed that the controller inputs are the setpoint and the measured value, while
the output is the value of the odd semiconductor working relationships. TheBLDCmotor
is controlled by a power converter called Voltage Source Inverter (VSI). Signals from
speed and the states of the hall sensors are feedback data for the SMC controller in order
to generate de control law (Fig. 5).
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Fig. 5. SMC controller at a 300 rpm reference.

A step of 300 rpm is placed as setpoint. The SMC controller achieves its objective at a
settling time of 0.48s. On the other hand, a PI controller is used to compare performance
between these two algorithms. The PI controller, which was expressed as:

GGPI(s) = 0.00039

(
1 + 609.105

s

)
(33)

The Fig. 6 represents a system that reaches the reference of 300 rpm like in the case
of SMC:

Fig. 6. System with the PI controller at a reference of 300 rpm.
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The settling time is 0.68 s and has an overshoot of 8%. In this sense, other actions
are takes like the setpoint tracking for different speed values. The SMC response and
the PI response are observed as follows (Figs. 7 and 8):

Fig. 7. SMC controller tracking to reference.

Fig. 8. PI controller tracking to reference.

The SMCpresents better capabilities compared to the PI. The step valueswere placed
to analyze an increasing and decreasing speed situation. Finally, a comparison between
the SMC and the PI is placed in one graph to notice the main advantages of the SMC,
especially in fast dynamics and minimum overshoot (Fig. 9).
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Fig. 9. System response comparison between SMC and PID controllers.

A zoom in the time of 5 s shows a massive overshoot of the PI regulator while the
SMC has a soft change to reach the reference. The step changes are sudden changes
that shows the clear differences on the dynamics on the SCM and PI. The SMC is
faster, this is realized due to the action of the discontinuous function. The action of the
continuous function keeps the tracking at almost zero error at steady state. Finally, a
numerical approach to observe the efficiency of the SMC over the PI. This approach
is the numerical indexes Integral of Absolute Error (IAE) and Integral of Square Error
(ISE) [16].

IAE =
∫ t

0
|e(t)|dt (34)

ISE =
∫ t

0
e(t)2dt (35)

The graphical bars of these values are seen in the next graph (Fig. 10):
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Fig. 10. Performance index of SMC and PID controllers.

The IAE is 1311.15 and ISE is 1011.7 in the SMC while the values in the PI are
IAE is 1380.2 and ISE is 1019.6. Clearly, the SMC represents a better control method,
specially for sudden changes of the reference of speed.

6 Conclusions

The SMC controller is versatile for control linear and non-linear plants. In the case of
BLDC motor, the fast dynamics are achieved with short settling time and almost zero
overshoot.

The identificationmethod based on a step response of the plant shows amathematical
model usable for control design. The BLDC has linear dynamics where the step response
corresponds to a viable method to model complex systems.

For a fast change of setpoint values, the discontinuous function shows robustness
to these sudden changes. The discontinuous function based on a switch principle with
softness parameters achieves high requirements of control.
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Abstract. Infectious diseases are those generated by microorganisms, such as
viruses, bacteria, fungi and parasites, which can be transmitted through direct
contact with infected patients, their blood or their secretions. In this sense, the
objective of this study is to analyze the design and manufacture of a prototype of a
safe cabin for patient care, in order to protect the lives of health personnel and the
need to adapt to the coronavirus crisis. In this research, methods of documentary
review, scientific observation, Inductive Deductive were used. As a result of the
validation in computational fluid dynamics CDF on the behavior of sneezing and
coughing in patients orwith infectious diseases, the sizing and simulation of a safe,
ergonomic and functional cabin is proposed that allows to improve protection
against infectious diseases of health professionals in Ecuador. It is concluded
that the visualization and understanding of the behavior of sneezing within a
cabin contributes to improving the designs of protection cabinets and reducing the
spread of pathogenic particles as much as possible. Getting a maximum velocity
as 14.4 m/s in 0.25 s.

Keywords: Infectious contagious · CFD · Design · Spread · Coronavirus

1 Introduction

Infectious contagious diseases are those generated by microorganisms, such as viruses,
bacteria, fungi, and parasites, which can be transmitted through direct contact with
infected patients, their blood, or their secretions. Of the most common in certain social
settings, we have: hepatitis B or C, HIV/AIDS, tuberculosis, meningitis, flu, chickenpox,
measles, pediculosis, coronavirus [1] An exemplary case according to [2] cited by [3]
are the coronaviruses that affect humans by zoonotic transmission, they usually cause
epidemic health problems in outbreaks of greater severity and social impact. This was the
case of the MERS-CoV, which from April 2012 to May 16, 2015, originated 1,373 cases
of MERS with 528 deaths. All the cases had been reported in the Arabian Peninsula,
whether they were indigenous people or travelers from that area, until an outbreak in
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South Korea in May 2015. Since July 4, 2015, there were no more cases of MERS-CoV,
which is why the international alert regarding this outbreak was closed in September
2015. Since Ecuador was not prepared for this pandemic, the number of infections
increased by tens of hundreds of people in a day. Ecuador was one of the countries
hardest hit during the first weeks of the spread of the coronavirus in Latin America, this
burden is transferred to doctors and nurses who did not have enough protective material
[4], until May 18, the National Institute for Public Health Research (INSPI) has taken
96,536 samples of which 33,582 are positive for COVID -19 [5].

The virus that causes COVID-19 spreads very easily and continuously between
people who are in close contact (up to about 6 feet away), through respiratory droplets
that are produced when an infected person coughs, sneezes or speech, these droplets
may end up in the up in the mouth or nose of those close by or possibly be inhaled
and reach the lungs [6]. According to the manual of Prevention and Control Guidelines
for Suspected or Confirmed Cases of SARS CoV-2/COVID-19 of the Public Health
Mystery of Ecuador, the health professional who provides direct care to patients with
COVID19WITHprocedures that generate aerosols, youmust use a particulate protection
respirator with a minimum protection level of N95 (certified by the National Institute
for Occupational Safety and Health (NIOSH), FFP2 (European Union standard (EU)
or similar, a disposable long-sleeved gown with reinforced cuffs, Eye protection (single
glasses), Handling or non-sterile gloves and a hair cap [4].

The importance of generating safe cabins, which in certain cases the designs come
from foreign sources and are adapted in the country, that aremaking protection cabins and
are distributing them in Latin America, having these greater presence and acceptance.
Other efforts by Universities to develop prototype cabinets to take samples of coron-
avirus or Covid-19. According to [7], a sneeze, approximately 40,000 microdroplets are
expelled at a speed of 14m/s (average), being able to reach a distance of 6m, or by recent
data up to 8 m. Coughing expels around 3000 microdroplets, reaches 2 m in distance and
at a speed of 10 m/s. Talking for “5 min” is the same as coughing (3000 microdroplets
of burden) at a speed of 1 m/s, reaching 1 m away (Fig. 1).

Fig. 1. Sneeze with 1000 f/s in 18 frames every 20 ms.
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2 Methodology

This research was developed in three phases, the first is the elaboration of the cabin
model, the second stage simulating the prototype (closed cabin) in the CFD XFLOW
software, this in order to understand the behavior of sneezing. In the third stage, the
simulation will be carried out with the cabin open, here the behavior of the fluid in the
environment is analyzed under normal conditions.

2.1 Numerical Method

Over the last few years, schemes based on minimal kinetic models for the Boltzmann
equationare becoming in creasingly popular a sareliable alternative to conventional CFD
approaches. The Lattice Boltzmann method (LBM) was originally developed as an
improved modification of the Lattice Gas Automata to remove statistical noise and
achieve better Galilean invariance [16, 17].

2.2 Discrete Phase Modeling

The force balance for a droplet is given in a Lagrangian reference frame, which contains
inertia, stokes drag and gravitational force. For x direction in Cartesian coordinates

dup
dt

= FD
(
u − up

) + Fg

where up is the droplet velocity, u is the fluid phase velocity, Fg is the gravitational force,
and FD

(
u − up

)
is the Stokes drag force.

Fg = gx
(
ρp − ρ

)

ρp

FD = 18μ

ρpd2
p Cc

where rp and r are the density of droplet and air, respectively, m is the molecular velocity
of air, dp is the droplet diameter, and Cc is the Cunningham correction to Stokes [18]
(Fig. 2).
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Fig. 2. Airflow velocity dependent on the time of sneeze 1 and 2

2.3 Stability Parameter

The key parameter of a simulation in order for the results to be valid is the stability
parameter,XFLOWdefines themathematical convergence and stability in the simulation.
The stability parameter must satisfy the Courant condition.

The Courant number is the quotient between the time interval and the re-silence time
of a finite volume.

C = �t

�X
= μ�t

�X

2.4 System Mass Balance

The simulation must meet the mass balance in our study case, two substances intervene
obtaining [19]:

˙minH2O + minAIRE − moutH2O − moutAIRE = d(ṁH2O + ṁAIRE)

dt
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One of the elementary factors to generate a product based on the Design Thinking
technique is to satisfy the design from the user’s point of view, therefore, it is important
to define the user as the main element, that is, based on the standard precautions intended
to reduce the risk of transmission of transmissible pathogens that should be applied in the
care of any patient regardless of their diagnosis or presumed infection status. To develop
the proposal, it is necessary to have a list of attributes generated for the development, such
as: identifying key characteristics based on recommendations from health professionals,
for which an interview is developed (see Table 1), which establishes an indicator of
importance on a scale from 0 to 10, where 10 is considered the most relevant and 0 is
considered unimportant [10].

Table 1. Interview about product design specifications.

Necessity Parameter Importance 1–10 metric

The protection screen is made of hard
material

Amount of protection 10

Contains holes in the back for aerosol work Number of holes 10

Filters to protect against particles must be
fitted

Number of filters 1

Contains holes on top and sides for handling
work using globes

Number of holes 1

2.5 Safety Cabinet Modeling

The model has measures of the cabin are 692 × 590 × 578 mm, the material selected
for the protection cabin was transparent polypropylene PP of 6 mm. Once the model is
made, it is assembled with the 3D head modeling. The measurements of the protection
cabin were based on the width and length of the stretchers that can be found in medical
centers, hospitals and places of care for patients with infectious diseases. In this research,
in order to understand the behavior of sneezing, a closed cabin is modeled and whose
volume will be the domain for the study in X FLOW, for test 2 the following changes
are made to this cabin:

• Opening the inlet holes
• 692 × 590 mm rear wall opening (Fig. 3)
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Fig. 3. 3D protective cabin modeling

2.6 3D Head Model

To take the anthropometric measurements of the head as a reference, the analysis of
the mannequin and the details of the facial features used in the turbulent thermal effect
CFD performed by [11] was performed. The views of the mannequin and the details of
the facial features, (all lengths are in centimeters. The anthropometric measurements of
the 3D head that will be used for the CFD simulation are detailed below. manikin from
[11] obtaining the same measurements and validating their morphology for the CFD
simulation. The image shows the anthropometric measurements of the mannequin to be
simulated.

2.7 Simulation Settings

To perform the sneeze analysis in XFLOW, it will first be done in a closed cabin, to
understand the sneeze and how it behaves according to the parameters to be established.
The simulations will be developed in two stages (Fig. 4).

Fig. 4. Anthropometric measurements of mannequin to simulate
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• First stage simulation with the cabin completely closed.
• Second stage simulation with the cabin open.

The main characteristic is that it does not require the creation of meshes since it
performs a kinetic approximation based on particles. This avoids the creation of the
traditional non-uniformmesh that would limit the complexity of the surfaces of geomet-
ric objects. Specifically, it uses a proprietary technology based on Lattice Boltzmann
(LBM) methods. The use of LBM enables efficient execution on massively parallelized
architectures. How XFlow performs the discretization frees the user to configure spe-
cific parameters of the algorithms, facilitating the learning of the simulator. It is only
necessary to configure the parameters that control the arrangement and sizes of the cells
of the discretization [12]. The table below describes the material parameters.

2.8 XFLOW Temporal Discretization

XFLOW automatically calculates the time step that will remain constant during the
simulation. This is calculated considering the maximum initial velocity and the pressure
gradient of the domain, the minimum cell size and the value of the Courant grouper
given by the user. The Courant number by default is set to 1, since it is the stability limit
(Table 2).

Table 2. Material parameters

Property Value Unit

Operating temperature 308 K

Viscosity model Newtonian

Liquid Water

Gas Air

Water Air

Density 998,3 1,225 kg/m3

Dynamic viscosity 0,001 1,79E−05 Pa · s

Molecular weight 18,015 28,996 g/mol

Surface tension 0,072 N/m

Contact angle 90 degrees

The stability parameter must satisfy the Courant-Friedrichs-Lewy (CFL) condition
and, therefore, its valuemust be less than 1. If it reaches 1, it means that somewhere in the
CFL domain it is not being fulfilled, the stability of simulation is not assured. A stability
parameter less than 1 means that the stability of the number scheme is guaranteed and
therefore the solution must be consistent. If it is very close to 0, the Courant number
can be increased to save calculation time. XFLOW recommends a stability parameter
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Fig. 5. Anthropometric measurements of mannequin to simulate

between 0.1 and 0.3 [14]. The following graph shows the stability parameter of the CFL
simulation in stage 1 and stage 2 (Fig. 5).

The results obtained are corroboratedwith theCourant-Friedrichs-Lewy (CFL) num-
ber obtained in each simulation of the XFLOW program, where the stability must be
less than 1. The Courant number of sneeze 1 is 0.75, while which in sneeze 2 is 0.5.

3 Results and Discussions

3.1 Outcome 1 (Sneeze 1 Fully Enclosed Protective Cabin Simulation)

To achieve the best result, this simulation was programmed with 4 cores, for 1.35 h. In
total, they consumed 4 × 1.35 = 5.4 h of computing. the resolution scale is 0.008 m,
from the research of [13], and his team found that the size of the droplets ranges between
160µm and 1mm in diameter, and they leave at a speed of about 14 m/s (about 50 km/h)
Bearing: The full domain has 169404 elements, the equivalent single resolution domain
has 270396, the equivalent single resolution domain size is (58× 63× 74). To carry out
the simulation, there are two elements that will be given the boundary conditions.

3.2 Droplet Dispersion Inside the Enclosed Cabin

The sequence below shows the beginning of the sneeze and how the flow changes when a
refinement algorithm (Near staticwall) is used, simulation time 0.3 s, and it is represented
with the letter t, resolution scale 0.008m. In the time 0.02 s at the beginning of the sneeze,
it is appreciated how the fluid begins to exit through themouth to appreciate this behavior,
visualization perspectives are determined:

• A) Side. To track particles, it is necessary to capture at different times: a) t= 0.016 s,
b) t = 0.05 s, t = 0.083, c) t = 0.15 s, d) t = 0.21 s, e) t = 0.3 s, determining that the
fluid collides in the protection cabin generating the dispersion of drops throughout
the cabin.

3.3 Speed

Natural human exhalation streams, such as coughing, sneezing, and breathing, can be
thought of as ‘jet-shaped’ airstreams in the sense that they are produced from a single
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source in a single exhalation effort. The following graphs detail the speed with which the
flow interacts with the environment around the booth. The maximum speed of 13.25 m/s
in 0.26 s. For this analysis, the following is taken as a reference: t= 0.016 s and t= 0.3 s.
According to the results, the speed is between A) 12.9 m/s and B) 13.16 m/s (Figs. 6
and 7).

Fig. 6. Sneezing behavior 1

Fig. 7. Sneezing speed 1

3.4 FOV Field of View

The field of view or field of perspective, also known by its equivalent acronym FOV
(Field of view) is the extent of the observable world at a given moment (Fig. 8).

In the case of 3D computer graphics, it refers to the angle that can be perceived
from the virtual world generated in the display device associated with the position of



66 B. Vallecilla Amores et al.

Fig. 8. Field FOV sneeze

the point of view. The VOF model can model two or more immiscible fluids by solving
a single set of moment equations and tracking the volume fraction of each of the fluids
throughout the domain. Typical applications include the prediction of jet rupture, the
movement of large bubbles in a liquid, the movement of the liquid after a dam rupture,
and the constant or transient monitoring of any liquid-gas interface [15].

3.5 Vorticity

The vorticity is one of the important parameters to analyze in the results, especially the
vortices that are generated at the tip of the mouth as the sneeze begins, it can be seen
that there is air resistance around it, to have a perspective from its behavior, a sequence
of images is generated from t = 0.1 s to t = 1.82 s.

3.6 Analysis 2 (Sneeze 2 Fully Open Protective Cabin Simulation)

To achieve the best result, this simulation was programmed with 4 cores, for 2 h. In total
they consumed 4 × 2 = 8 h of computing. the resolution scales 0.017 m for all with a
reference speed of 14m/s. Bearing: The full domain has 849053 elements, the equivalent
single resolution domain has 270396, the equivalent single resolution domain size is (58
× 63 × 74) (Fig. 9).



CFD Evaluation of an Adaptable Protective Cabinet for Patients 67

Fig. 9. Sneeze vorticity 1

3.7 Droplet Dispersion in and Out of the Open Cabin

The sequence below shows the beginning of the sneeze as the flow changes when using
a refinement algorithm (Near static walls), simulation time is 0.5 s. In the time 0.014 s,
it is appreciated how the fluid begins to come out of the mouth, the results are attached
in a perspective:

A) Lateral
In this scan of images, it can be seen how the flow leaves the mouth and spreads

in the cabin very quickly, that is to say, in 0.1 s the volume is fully occupied and
leaves the cabin to the outside. The speed of the fluid in the environment can be
seen through the different colors. During the entire time interval, the behavior of the
droplets when sneezing can be appreciated and as the speed varies, the movement
of the particles is considered in a) t = 0.014 s, b) t = 0.05 s, c) t = 0, 12, d) t =
0.242, e) t = 0.37 s, f) t = 0.5 s.

• Time t = 0.017 s the maximum speed is 13.2 m/s.

3.8 Velocity

The following graphs detail the speedwith which the flow interacts with the environment
around the booth, this must be included in the interaction with the environment under
normal conditions, the maximum velocity obtained was 14.4 m/s in 0.25 s. For this
analysis, the following is taken as a reference: Time t = 0.242 s, it is observed that the
flow begins to exit from the inside of the protection cabin to the outside, the blue dots
represent the flow outside the cabin (Fig. 10).
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Fig. 10. Sneezing behavior 2

3.9 FOV Field of View

Effective field of view (FOV) analysis, at t = time, for analysis t = 0.014 s t = 0.22 s t
= 0.5 s is considered (Fig. 11).

Fig. 11. Field FOV sneeze

3.10 Droplet Distance in Open Protective Booth Simulation

For the analysis of this result, sneeze 2 was taken into account since the simulation
occurs in an open cabin, in a time of 0.5 s the particles travel is approximately 0.7 mt,
considering the vertical position of the manikin and that the fluid hits the walls of the
cabin. The following image verifies the distance traveled by the particles in side and top
view. The grid scale (0.1 m) of the XFLOW program was taken into account for this
measure (Fig. 12).
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Fig. 12. Sneezing behavior 2

The data obtained was compared with a study carried out by (Busco, Yang, Seo, &
Hassan, 2020) comparing the distribution of the accumulated time of the sneeze droplets.
Front view (a) and top view (b). In this study at t = 0.45 s with a speed of 17 m/s the
manikin in vertical position and without elements that interfere with the trajectory, the
distance traveled was 1 m and at 2 s 4 m.

4 Conclusions

Another verification result is the flow velocity from the mouth to the part closest to the
protection booth whose distance is 157 mm. In sneeze 1 the velocity is 13.15 m/s. In
sneeze 2, the speed is 13.96 m/s, while in the study by (Bahl, M. de Silva, Chughtai, &
MacIntyre, 2020), where it is observed that the speed ranged between 12 and 15 m/s. 50
mm distance.

The flow path of sneeze 1 and sneeze 2 is different due to booth conditions and
boundary parameters. The sneeze 1, being in a completely closed environment, the
particles collide with the walls of the cabin spreading at high speed, immediately the
particles descend to the floor due to the action of gravity.

The results of the CFD simulation in XFLOWpredicted the movement of the ejected
droplets in terms of spatial distribution under initial conditions and compared them with
real sneezing studies around the laboratory obtaining very similar results.
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Abstract. In this project, a prototype of object recognition and mobility aid is
developed for people with visual disabilities using artificial vision, stereo vision,
and neural networks. This prototype has two operation modes, the first generates
obstacle-free routes using mobile robotics navigation algorithms and the second
recognizes the objects that are around the user and indicates what type of objects
there are and where they are placed in the work environment, this information
is delivered to the user through spanish audio messages. The system design was
developed in the Python programming language in a single board computer Rasp-
berry pi 4B. The prototype has two web cameras that were used to acquire the
visual environment.

Keywords: Neuronal networks · Stereo vision · Artificial vision

1 Introduction

People with visual disabilities face a series of issues that complicate their personal and
professional life, mobility being one of the main problems they face. Blind people tend
to be hit with obstacles that are out of the reach of the white cane, mainly elevated objects
or that have protruding parts, in addition, the white cane is not able to identify what type
of obstacle is restricting the user way or if it represents any danger to the user.

For these problems, the electronic prototype designed allows the users to navigate in
closed environments and help them to identify objects that are inside their environment.
The information of the work environment is sent to the user by an audiomessage through
a single earphone. The object of this work is to let the people with visual disabilities
can to develop the ability to create mental maps of the environment in the walk, in such
a way they can mobilize with their autonomy. This device has a stereo vision system
to know the position of the obstacles with which the user could hit and also the system
uses object recognition algorithms to identify what type of objects are inside the user’s
mobilization environment.

As the prototype uses a stereo vision system and objects recognition algorithms, it
is necessary to mention two main topics which are neural networks and stereoscopic
vision.
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1.1 Neuronal Networks

Neural networks are a set of machine learning algorithms that use already known infor-
mation to generate new solutions or responses to variable environments [1]. The pro-
totype uses a convolutional neural network named Yolo to identify 12 different objects
commonly found in houses, buildings, and parking lots. This algorithm was used due to
its learning capacity and its reduced response time.

1.2 Stero Vision

Stereoscopic vision is part of artificial intelligence, the stereo vision system aims is to
reconstruct a three-dimensional environment using the information provided by many
image sources. In this case, the prototype has two web cameras aligned on the horizontal
axis that work as a stereo camera. This prototype allows the calculation the depth of the
obstacles that are found using SAD matching algorithms [2].

2 State of Art

At present there are some commercial devices that help the mobility of people with
visual impairment. Devices such as ultracane, allow the user to evade the obstacles
using ultrasonic sensors that detect obstacles that are closer, this type of sensors are
placed in a white walking stick. Many of these devices have a reduced range of obstacles
detection and also they do not have the option to recognize what type of objects are in
front of the user. The electronic device that is detailed in this work has the ability to
detect twelve different objects while the user navigates in an specific environment [3].

3 Method

This section will address the development of the hardware and software of the designed
device.

3.1 Hardware

The prototype has a single board computer Raspberry pi 4b, two webcams with 1080
pixel resolution and 78° horizontal viewing angle, a headset, a 5200 mAh Li-ion battery
and, a user interface that has three connected buttons to the single board, which help
the user to interact with the prototype. Figure 1 shows the hardware architecture of the
prototype, the type of signals sent by each of the peripherals to the main computer is
detailed and the Fig. 2 shows the prototype built.
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Fig. 1. Hardware architecture.

Fig. 2. Prototype built.

3.2 Software

Figure 3 shows the software architecture of the device. The execution of the different
algorithms depends on the reading of the user interface. Pressing the power button
releases battery power by turning on the Raspberry Pi and then running the main system
program, this algorithm constantly captures images of the environment and stays running
until one of the three remaining buttons is pressed. The system is divided into two
operating modes, in the first is the object recognition algorithm and in the second mode,
the obstacle-free route generation algorithm is developed. Each of the algorithms uses
the images captured by the main program as input information.

Fig. 3. Software arquitecture.
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3.3 Object Recognition Algorithm

This algorithm uses a YOLO-type neural network model, made up of a convolutional
neural network (CNN), and also uses one-phase deep learning techniques. The operation
of this algorithm is divided into 4 stages [4].

1. The first one divides the input image into an S × S size grid.
2. In the second stage, a location algorithm is executed for each grid and a vector is

obtained that stores the position, size, and reliability of the existence of a certain
type of object. With this information bounding boxes grouping those squares that
have detected the same object [5].

3. In stage three, a specific color is placed on each grid to classify the object detected
in each one of them.

4. Finally, in stage four, the location information obtained with the bounding boxes
and the classification results is used to eliminate those bounding boxes that have a
low probability that an object exists, in this way the prediction is obtained correct or
closest to the actual object and a final bounding box is drawn.

In Fig. 4 the four stages previously described are shown.

Fig. 4. Final detection result [6].

The prototype can recognize 12 different types of objects such as Bicycles, Cars,
Screens (televisions ormonitors), Doors, Laptops, Chairs, Couch, Apples, Bottles, Cups,
Toothbrushes, and Toilets. To train the network, it is necessary to follow an orderly
process. Figure 5 shows the flow chart that indicates the stages of the training and
validation process of the YOLO network.

Fig. 5. Working diagram to build a detection model in YOLO [7].
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Dataset: For the training of this network, around 9600 images were collected, obtained
from the “Desafío Pascal VOC 2012” database, downloaded directly from the inter-
net, and also taken directly by the developers. To avoid fit problems, it is necessary to
train the neural network with at least 1000 samples per object, for this reason, the data
augmentation technique was used to increase the number of images of each class of
object.

Data Augmentation: With this method, it is possible to change the size, light, position,
color, and intensity of the images previously collected using the Open CV and skimage
libraries. At the end of this stage, around 12000 total images were obtained. In Fig. 6 an
example of the image augmentation process is observed.

Original Image Images Results 

Fig. 6. Data augmentation process of the original image.

Data Labeling: Once the data augmentation stage is finished, the labeling of the images
begins, in this process the object to be detected is framed and a label is placed on it. An
example of a labeled bicycle is shown in Fig. 7 for this process the labelimage software
was used.

Fig. 7. Process of labeling a bicycle in the labelimage program

Dataset Split: Once all the images are labeled, the database is divided into two sets,
90% is used for training the network, and the remaining 10% for the validation process.
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Net Training: The training process was carried out on a computer with Windows 10
operating system, Intel (R) Core (TM) i7-8550 processor, 1.8 Hz speed, and 12 GB
RAM.Before starting the training process, a virtual environmentwas createdwithPython
3.6 and the darkflow repository was downloaded, which allows training on the YOLO
network. It is necessary to establish the number of object classes that the network will
identify and the number of filters that will be modified during training. In addition to
these values, it is necessary to specify the following parameters.

Batch: Define the number of images that will enter the network learning process each
time the network adjusts to the real model, this value is set to 32 images for each learning
step.

Epoch: Number of times the network evaluates the entire set of training images. In this
work, a value of 30 epochs was established.

Learning Rate: The learning speed of the network, for this process a value of 0.001 was
used. With these values established, the training process took a total of 30 continuous
hours, and the model was prevented from having overfitting problems.

Model Validation: After training the model, its validation begins, 10% of images from
the database were used. To evaluate the performance of the network, the contingency
matrix was considered for the calculation of the following validation parameters.

mAp (Mean Average Precision): Evaluates the precision of the model considering only
the true positive predictions, focusing on the predicted location with the real one.

F1-Score: Evaluate how accurate the trained model is considering true-positive, false-
negative, and false-positive predictions.

With the results obtained in Fig. 8(a) the precision of the model was calculated,
which in this case is 60.54%. Finally, Fig. 8(b) shows the global precision of the object
identification algorithm and the individual precision of each of the classes of objects that
the device can identify.

(a)            (b) 

Fig. 8. Resultsof the validation process
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3.4 Navigation Algorithm

The navigation algorithm has the ability to find the position of obstacles that are within
the work environment, and with this information generate an obstacle-free route for
the user. Figure 9 shows the stereo vision system that uses two Logitech HD cameras
adapted in a 3D structure designed specifically for this application.

Fig. 9. Vision stereo system case

To better understand this stage, it is necessary to define two important parameters of
stereoscopic vision, epipolar geometry, and disparity.

Epipolar Geometry: To obtain the distance of each point in the image, a search process
of correspondence between the stereo images is carried out, once it is known which
pixels correspond to each other, the disparity between them is calculated. If the cameras
that make up the stereo system are perfectly aligned to the horizontal axis, it is ensured
that the corresponding points between the two images have the same coordinates on
the “y” axis. Due to this phenomenon, the search for corresponding pixels is no longer
carried out on the entire image but only on the row that corresponds to the vertical axis
of the pixel whose correspondence is sought [2].

The Disparity of a System: The disparity is the difference between the coordinates of the
projection of a point on two optical planes, considering that the optical axes are parallel
and there is no distortion in the camera lenses. The disparity is defined by Eq. (1) and
the geometry of the stereo system is shown in Fig. 10.

d = XI − XD (1)
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Fig. 10. Stereo vision system triangulation [8].

After performing somemathematical operations and applying the disparate equation,
for each focal plane the final result is Eq. (2).

Z = f ∗ b

d
(2)

In this way, it follows that the disparity is inversely proportional to the distance from
point P. As observed in Eq. 2 to obtain the depth value it is necessary to use the focal
length of the cameras, for this particular case it is used cameras with automatic focus
since the focus value (f) is variable, it is necessary to make a linear approximation to
know the relationship between the disparity values and themeasured distance of an object
towards the stereo system. Table 1 keeps the values of disparity and distance as a result
of varying the position of an object captured by the stereo system. The data are captured
from the distance 330 cm to 40 cm taking the stereo system as reference. Considering
this information, the maximum and minimum detection distance are configured.

Table 1. Disparity and distance data.

The data of Table 1 shows the disparity is inversely proportional to the distance,
this information generates a curve approximately, explained with the Eq. (3). Figure 11
shows the resultant curve of the Table 2 data.

y = 1460, 3e−0,014x (3)
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Fig. 11. Resultant of linear approximation of disparity and distance data.

Equation (3) is used to calculate the depth of the detected obstacles regarding
disparity values generated by the image reconstruction algorithm.

3.5 Image Reconstruction Algorithm [2]

The image reconstruction algorithm SGBM(Semi-Global Block Matching) is based on
the development of the SAD matching technique, it calculates the depth of each pixel
contrasting the areas of two stereo images which are one the same epipolar line. This
algorithm needs two images aligned to the horizontal axis as inputs, consequently, the
camerasmust be calibrated. The first step of the calibration process is setting the cameras
into a previously designed case where they are perfectly aligned to the horizontal axis
and also have a separation know the distance. The next step is taking 45 double images
of a chessboard that has 9 × 6 inner corners, they are used to calculated rectification
arrays which aligned the left with the right image of the stereo camera. The calibration
process is only performed once because the rectification arrays must be saved in the
database of the prototype to be used at any time. Figure 12 shows the input images for
the calibration process [9].

Fig.12. Input images for the calibration process.
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After finishing the calibration process, the arrays mentioned are used to rectify the
images captured by the stereo camera, and then they are sent to the SGBM algorithm. In
Fig. 13 appear the result of the image reconstruction algorithm, where pixels that have
dark tones are far from the estero system while pixels that have white tones are near it.
This result has the name disparity map [9].

Fig. 13. Disparity map.

The disparity map calculates the depth of each pixel that forms the environment
captured by the stereo system, to detect the nearest obstacles that approximate the user
is necessary to filter the rest of the pixels which have a disparity value of more than 175
units. After the end of this process, the prototype can detect any obstacle that could be
inside a distance less than 125 cm from the user. The obstacle positions are kept in the
database of the prototype.

3.6 Route Planning Algorithm [10]

Potential field with fictitious force algorithm generates and attraction between the robot
and the goal, it gives a repulsing force to the obstacles for avoiding the robot hits with
some of them, the addition of these forces produces an only fictitious force. The robot
uses this force to identify the route that it should take to avoid obstacles. In this case,
the robot is considered the user.

Before starting the calculation of the fictitious force, the algorithm establishes the
coordinates axis represented in Fig. 14(a) and takes obstacles position from the database.
The attraction force is related to the user and remained over the positive “y” axis, the
Fig. 14(b) shows the size and the position of the attracion force in this case has a constant
magnitude of 1.
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(a)                            (b) 

Fig. 14. Route generation algorithm parameters.

The repulsion force avoids the user hit with the obstacles, the algorithm needs to get
the position of the obstacles in the coordinates axis (x, y) for calculating the direction
and the magnitude of this force. The angle of it is related to the obstacles mass center
and with the viewing angle of the stereo system, this value is 78°. Figure 15 shows the
angle of repulsion force [10].

Fig. 15. Repultion force angle.

Equation (4) explains the repulsion angle of any obstacle inside the captured
environment [11].

ϕ = (p − x)

(
σ

p

)
+ 51 (4)

θ = 180 − ϕ
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p = width of dispary map (pixels).
x = mass center of the obstacule detected.
σ = viewing angle of stereo system.

The size of repulsion force is inversely proportional to the distance between the
detected obstacle and the user, therefore it increases while the obstacles approach the
user. The repulsion force module is defined by Eq. (5) [11].

|Fr| =
{

0 SiPmed > Pmax
Pmax−Pmed
Pmax−Pmin SiPmed < Pmax

}
(5)

Finally, the vector of repulsion force is calculated by Eq. (6).

−→
Fr = (|Fr|cos(θ), |Fr|sin(θ)) (6)

The next step is adding the x and y components of repulsion and attraction force
respectively, the resultant force is used to select the free route. The module and the angle
of this force are show in Eqs. (7) and (8).

−→
Fe = −→

Fa + −→
Fr = [

(Fax + Frx),
(
Fay + Fry

)]
(7)

θe = arctan

(
Fey
Fex

)
(8)

The fictitious force angle is used to choose the appropriate audio which suggests the
user avoid hitting with any obstacles. The Fig. 16 exhibits the different values of the
fictitious force. According to the angle value, the device plays specific audio [10].

Fig. 16. Differents ranges of fictitious forces angle
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3.7 Final Device

Figure 17 shows the prototype final device which has a stereo camera holds in a pair of
straps that fitting easily to the user height and the prototype main computer is hanging
over the user belt.

Fig. 17. Assistive device for blind people.

4 Results

This section exhibits the prototype tests with different users who have a visual disabili-
ties.The first test shows the behavior of the object recognition algorithm and the second
test exhibit the performance of the navigation algorithm. The tests were executed with
younger and older blind people. Each user interacted with the two different operating
modes, all the tests were done in a dynamic environment as houses and offices one of
them were only lit with sun and the others were lit with artificial lights, in the case of
the gardens, the light depends directly on the weather.

4.1 Object Recognition System Tests

Figure 18 shows an example of the recognition algorithm test with an older person who
is 59 years old, he interacted with the system many times. During the performance of
the test, the system could saw 17 different objects as apples, cups, bottles placed inside
the camera visual environment.
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Fig. 18. Recognition system test with an older blind person.

Table 2 exhibits global results of the different tests, these results are registered after
listening to the audio and watching the images generated by the prototype, this image
shows the object detected framing in a colored square.

Table 2. Recognition test result with blind people.

The result of the recognition algorithm shows the system performance is satisfactory
because the purpose of the system is assistive the user as supplementary help. In this case,
the results aren’t a risk for the user to take important decisions like medical applications
where the results are essential to give a true diagnosis. The object detect error percentage
is 14.74% and the classification error percentage is 3,7%, these values may be caused by
the camera blur when the users suddenly move while they are taking the picture, causing
the captured objects might not be recognized by the algorithm.

4.2 Navigation System Tests

Figure 19 shows an example of the navigation system test, in the left side is the user
interacted with the system, and the white cane and the right side shows the response of
the device. The first image is the reconstruction environment and the second exhibits
the obstacles detected with a red contour. In this case, the system detected the right wall
as an obstacle, after that the prototype play audio that suggests which direction the user
should take to avoid the obstacle.
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Fig. 19. Navegation system test with a younger blind person.

At the end of the test, the users explained the device is a great help, specifically
younger users said that the object recognition performance is really interesting and a
suggestion they advised us to increase the number of the object the system can identify.
Also, they said that the navigation system is truly useful when any obstacle crosses
inside the user’s way specifically detecting an object that are at the height of the user’s
chest. Moreover, the older users said that both operating modes were convenient, and
emphasizing the navigation system was more interesting and useful because some of
them get visual disabilities during their life and they don’t have enough ability to walk
without hitting. This system helped this group of users to walk around the environment
with more confidence.

5 Conclusion

• The stereo systemmust be held at chest height to capture the best viewing angle of the
environment where the system can identify objects efficiently and detected obstacles
that could be a danger for the user.

• The number of training images must show the principal features of each object to
identify, if the number of training images is limited, it will recommend applying the
data augmentation technique to avoid underfitting and overfitting issues.

• The distance between cameras of the stereo system must be as smallest as possible
with the final purpose of detecting objects that are nearest to the user. The minimum
detection distance increase as well as the distance between cameras.

• The artificial vision algorithms design and the training process of the neuronal network
should be made in a computer with great computational resources, for that reason the
prototype was developed in cross-platform programming language Python, which let
share information between computers with the different operating system.

• The development device let the users identify objects that are in different positions
inside the work environment, also it can share a free route quickly to avoid the user
hit with any obstacles.
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Abstract. Cynecycle tries to promote sport, electricity generation through a
dynamo and learning through the projection of educational and cultural videos.
The mobile audio and video system is made up of a dynamo, a voltage collection
box or “Power Box”, an amplifier box, a projector and two speakers. The system
does not have a base to hold the dynamo while the cyclist pedals it, in addition,
the “Power Box” of the system is damaged and the components for its repair are
not available in the country. Other parameters to consider are the weight and the
operating time, this due to the capacitor bank available in the system, whichmakes
the transportation very difficult and the long projection of videos. To solve those
problems, a metal base has been built, which allows the dynamo to be held against
the bicycle wheel when the cyclist generates energy to charge the battery bank
through the new “Power Box” designed. The charging and discharging time of the
battery was considerably improved by replacing the capacitor bank with a lithium
battery bank, in this way the duration of the video projection was increased and
the total weight of the new “Power Box” was reduced. The loudspeaker material
was modified to improve the sound quality. Therefore, the work comprises the
results of the optimization of an audio and video system powered by a dynamo to
generate power by moving the rim anchored to the stem of the dynamo.

Keywords: Dynamo · Bicycle · Optimization

1 Introduction

The mobile audio and video system comes from France. This aspect makes the repairing
and maintenance difficult because the components are not available on the local market.
In the case where the modules are affected by any anomaly, the parts or elements must
be imported from the country of origin, which increases the cost and repair time. The
“Power Box” of the system does not work and the parts for repair are not available in
the country. Also, the operating time of the audio and video system is limited to 2 min,
because the battery is based on capacitor banks.

On the other hand, the material from which the speakers are constructed contributes
to distortion. Likewise, the weight is another parameter to improve, since the capacitors
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to store the required voltage are heavier than the batteries. Also, the system does not have
a base to hold the dynamo while the rider is pedaling. Due to the problems, the mobile
audio and video system cannot be used. To solve these problems, a new “Power Box”
was designed and built. It meets the voltage and current requirements that the system
requires, using elements that are available in the local market in case of any future repair.
In addition, to optimize the battery lifetime, the capacitor bank is replaced by a lithium
battery bank. In this way, the operating time is prolonged; and the total weight of the new
“Power Box” is reduced. The new loudspeakers were constructed of wood to improve
sound quality, as it is an acoustic wave absorbing material. On the other hand, a base was
built that allows the dynamo to be anchored to the bicycle, both for use in presentations
and for transporting the system from one place to another. The project has been running
for 3 months on Cinecyclo, making 2 to 3 weekly presentations.

2 Methodology

2.1 Description of the Methodology

In the initial stage of the project, a visual and technical inspection of the old “Power Box”
was carried out. Since it was designed and built in France, in the review, the elements
that make up the system were observed (capacitor banks, acoustic box, controller and
electronic devices). It was also found that some electronic devices are not available in
the country, so it was necessary to design and build a new “Power Box”.

Research about the damage that batteries cause to the environment and the long
duration of their charge concluded that Lithium batteries are the best option to store
direct voltage and current (DC), since they are recyclable and allow the system to work
for long periods due to its capacity. To control the state of charge and therefore charge
the lithium batteries, a charge regulator is needed. To select the controller, the maximum
and minimum voltages, and currents with which the system will work, were established.
Additionally, the input voltage and direct current supplied by the dynamo were consid-
ered; With all these data, it was determined that the charge regulator controller must
meet the following specifications: Input 50 (Vmax), 10 (A) and Output 12 (V), 5 (A).

It should be noted that the output voltage will depend on the charging time of the
batteries and the parameters programmed in the controller. For this system the batteries
must work with a DC voltage of 12 (V) and 5 (A). To achieve these parameters, a
lithium battery bank was built, which has 6 batteries with a maximum voltage of 4.2
(V), a working voltage of 3.7 (V) and a current of 3 (A). Batteries connected in series
generate a voltage of 12.6 (V) and adding the current in parallel provides 6 (A), which
is enough for the system to work. To improve sound quality, various types of materials
were investigated that meet the parameters of Airtightness and sound absorption; It was
determined that the ideal material for making the boxes is wood, since it is an acoustic
material that absorbs sound, and due to its porous composition, it absorbs waves and
transforms them. The structure of the boxes must be uniform and homogeneous, in this
way it does not affect the sound quality.
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3 Results and Discussion

3.1 Description

Cinecyclo is an organization whose unique concept combines adventure, cultural dif-
fusion, environmental awareness, and development. Cinecyclo makes presentations in
various places in Ecuador and its main tool is the bicycle. For this reason, the mobile
audio and video system powered by a dynamo has been improved and is structured in 4
stages: generation, control, amplification, and audio (see Fig. 1).

Fig. 1. Stages of the audio and video system.

3.2 Fabrication of the Dynamo Base

The dimensions of the base of the dynamo were obtained from the rim 26 of the bicycle
and the available support points were found on the rear axle of the bicycle wheel.

Themaximumweight that the bicycle supports by default is 101 (kg), which includes
all the audio and video equipment necessary for the presentations including the cyclist
(see Fig. 2).

Fig. 2. Loading weight.

Therefore, the maximum force supported by the base and the support points is 989.8
(N) according to Eq. (1):

w = m ∗ g (1)
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where:

g: 9.8 (m/s2) gravity
m: 101 (kg) mass
w: (N) weight.

Using Eq. (1) it is obtained:

w = 989.8 (N)

With the calculated value and following the dimensions shown in Fig. 3, the metal
base was built to support the dynamo and transport the system.

Fig. 3. Structure of the metal base.

Axes for the Base. The axes of the base are the rear support points that allow attaching
the base of the system to the bicycle, they also allow 180° rotation of the base. The
measurements for the construction of the shafts are specified in Fig. 4:

Fig. 4. Axes for the base.
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Fig. 5. Base of the dynamo.

Figure 5 shows the results, the base and the support axes built and integrated to the
bicycle.

3.3 Power Required by the System

To determine the power of the system, maximum voltage and current values were taken
at the input and output of the voltage regulation stage. Based on these dimensions, the
voltage, and current values necessary to size the new “Power Box” were established.

Later, the Eq. (2) was used to obtain the maximum power.

P = V ∗ I (2)

where:

V: 12 (V) supply voltage
I: 5 (A) nominal voltage
P: (W) power consumption.

Using Eq. (2) it is obtained:

P = 60 (W)

The calculated power value allows the following components to be selected.

Solar Charge Controller. Asolar charge controllerwas selected that allows to regulate,
limit, and control the charging parameters of the battery bank and the power supply of
the audio and video system (see Fig. 6).

The controller was programmedwith the levels of maximum, minimum voltages and
power cut to limit those voltages. In addition, the controller complies with the technical
characteristics of robustness since it supports an input voltage of up to 50 (V) and a
maximum current of 10 (A) [2].

Battery Bank. Based on the power required by the system and the maximum voltage
level programmed in the charge controller, a battery bank was designed with series and
parallel configurations.
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Fig. 6. Selected solar charge controller [3].

Fig. 7. Battery bank.

Batteries with voltage and current of 4.2 (V) and 3 (A) respectively were used, being
necessary the use of 6 batteries to build the bank that stores 12.6 (V) and 6 (A) (see
Fig. 7).

BMS Charge Regulator Card. It is necessary to connect a BMS charging card, since
it measures the charging voltage individually in each of the batteries and interrupts the
power when the charge is complete.

The BMS charging card has operating parameters: a voltage of 12 to 13.6 (V) and a
current of 40 (A), for which it is robust to regulate the charge level of the battery bank
[4]. The battery bank and BMS card connections are shown in Fig. 8.

Connection Cable. To size the cable that conducts the current from the generation stage
to the voltage regulation stage, the dynamo datasheet was taken as indicated in Table 1.

From the dynamo parameters, it is obtained:

I = 13.5 (A)

Therefore, the cable used for the connection of stages 1 and 2 of the system is the
flexible cable # 14-AWG that withstands a current of up to 15 (A) under the American
Wire Gauge standard.
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Fig. 8. BMS card connection [4].

Table 1. Dynamo datasheet.

Voltage Current Output

24 (Vdc) 13,5 (A) 250 (W)

Assembly of “Power Box”. The manuals and diagrams related to the assembly of each
of the electrical elements were used. In addition, appropriate techniques and operations
were investigated for the correct assembly of the components under conditions of safety
and quality of the system [6].

The established dimensions of the “Power Box” were considered to make a diagram
of the distribution of the components (see Fig. 9).

Fig. 9. Distribution of the “Power Box” components.

The Fig. 10 shows the connection diagram for the “Power Box” elements. The most
important connection is the charging controller connection because the load must be
connected first, later the battery bank and finally the dynamo. Only in this order, the
controller will not be damaged.
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Fig. 10. Elements Connection.

The battery bank is made up of batteries and the BMS charging card. Battery bases,
aluminum sheets, tin solder and spot solder were used for the union of the batteries.
Double-sided tape, hot silicone, was used to hold the battery bank. And, to locate the
battery bank, the “Power Box” distribution designs were used.

The splices of the connections between all the components were coated with tin
and with heat-shrinkable material to ensure a robust fixation when transporting the
components on a bicycle.

As a result of the selection of all the components, the new “Power Box” shown in
Fig. 11 is obtained.

Fig. 11. “Power Box” in operation.
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Acoustic Boxes Building. The transport and use requirements of the equipment in
remote communities require that the sealed box model be adequate for the manufac-
ture of the loudspeakers. The material chosen for the construction is wood. It was due
to its high acoustic resonance capacity and lightweight.

The “Winisd” program allowed to analyze the characteristic curve of decibels (dB)
concerning the frequency (Hz), that is, the cut-off frequency response of the boxes. The
analysis of this curve (Fig. 12) allows obtaining the dimensions of the loudspeakers for
their construction.

Fig. 12. Characteristic curve of the ventilated speaker.

The dimensions of the acoustic boxes obtained are shown in Fig. 13.

Fig. 13. Dimensions of the box.

Next, speakers are located one with respect to the other, forming a Port for the
superposition of lower frequencies; a better frequency response curve is obtained.

Testing and Analysis of Results. The connection of all the components allowed the
performance tests to be carried out, where the analysis of the transmission ratio of the
bicycle chain and its impact on the Power Box charge was carried out, as well as the
effect of discharge due to consumption of the audio and video components. The tests
performed are detailed below.
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Transmission Ratio for Charging and Discharging. The testwas carried out to define
the optimal transmission ratio between the front sprocket and the rear sprocket of the
bicycle, for the process of charging the “Power Box”.

The system was connected, and the voltage value was taken from the “Power Box”,
then the chargewas startedwith the speed ratio. The bicycle has two gears (P1 and P2) for
the front sprocket, while for the rear sprocket it has 8 gears. The possible combinations
between the bicycle sprockets were made to find the best charging ratio.

Table 2 shows the data obtained for the transmission ratio between the rear sprockets
and the front sprocket of gear 1, the variation between the minimum and maximum
voltage in a unit of time of 3 min, the initial and final charging voltage variation, and the
level of difficulty of each gear ratio.

Table 2. Results obtained from forward gear 1.

Rear sprocket Voltage in 3 min. � min. & max.
voltage (V)

� Load voltage
(V)

Difficulty level

V min. (V) V max. (V)

1 9 10 1 0,03 1

2 9,5 10,4 0,9 0,04 1

3 10 11,3 1,3 0,06 1

4 10 11,6 1,6 0,08 1

5 11,9 12,5 0,6 0,12 2

6 12 13 1 0,15 2

7 11,5 16 4,5 0,15 3

8 11 17 6 0,14 3

The data obtained allows to identify that the least damaging voltage variation for the
charge controller is found in the change of sprockets from 5 to 6, as shown in Fig. 14.

Fig. 14. Minimum and maximum voltage variation in gear 1.
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Focusing on the gear ratio of the change of pinions 5 to 6, it is observed that the
charging voltage is satisfactory, with a positive rate of change as observed in Fig. 15.

Fig. 15. Charging voltage variation in gear 1.

The level of difficulty perceived by the users who collaborated with the performance
of these tests allows to locate the gear change from 5 to 6 as a medium difficulty value;
noting that for low difficulty, it is assigned as 1 and with 3 as the maximum difficulty.
This result can be seen in Fig. 16.

Fig. 16. Pedaling difficulty level.

Once the test in gear 1 of the front sprocket was completed, the test in gear 2 on said
sprocket was proceeded in a similar way, and the respective combinations were applied
with the 8 gears of the rear sprocket. The result is the data shown in Table 3.

For the transmission ratio with gear 2 of the front sprocket it is observed that the rear
sprocket changes from 3 to 4 provides a non-harmful variation of voltage for the charge
controller, as it can be seen in Fig. 17.

The analysis is carried out again to identify the rate of change of the battery bank
charging voltage, resulting in a favorable situation as shown in Fig. 18.

Finally, the level of difficulty detected corresponds to amean value (Fig. 19), which is
acceptable for the usefulness of exercise, clean energy generation and use of equipment
for children and adults in remote communities.
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Table 3. Results obtained from forward gear 2.

Rear sprocket Voltage in 3 min. � min. & max.
voltage (V)

� Load voltage
(V)

Difficulty level

V min. (V) V max. (V)

1 9 11,5 2,5 0,01 1

2 11 12,5 1,5 0,06 1

3 12 13,5 1,5 0,11 2

4 12 14 2 0,14 2

5 12 16 4 0,16 2

6 11,5 16 4,5 0,16 3

7 11,5 16 4,5 0,15 3

8 11 16 5 0,13 3

Fig. 17. Minimum and maximum voltage variation in gear 2.

Fig. 18. Charging voltage variation in gear
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Fig. 19. Difficulty level pedaling in gear 2.

Through the tests carried out, the best transmission ratios were determined to charge
the “Power Box”, the charge level must be taken every certain interval of time with
each of the gears of the bicycle. The measurements are made with a high-resolution
multimeter, since the voltage increase with some gears reaches the level of hundredths
of voltage.

The transmission ratios analyzed based on the voltage and difficulty parameters are
in the following recommended order of use as shown in Table 4.

Table 4. Recommended gear ratios for charging the battery bank

Rear sprocket Front sprocket V min (V) V max. (V) � Voltage (V) Difficulty

6 1 12 13 0,15 2

4 2 12 14 0,14 2

5 1 11,9 12,5 0,12 2

3 2 12 13,5 0,11 2

The next test to be carried out is the Power Box charging and discharging time by
combining the rear sprocket at 6 and the front sprocket in gear 1 for charging, and the
connection to maximum consumption by all the audio and video components.

Charging and Discharging Time of “Power Box”. The objective of the test is to
determine the time required to charge and discharge the “Power Box” employing the
transmission ratio determined in the previous test. Also, the time in which the “Power
Box” is discharged when the entire system is operating at full speed. 100% capacity, to
later compare between the data of the old system and the new system.

Using a stopwatch, the time it takes to charge battery 1 (V) was measured, and
then how long it takes to discharge that volt was measured. In Fig. 20 after taking the
measurements there is a total charge time of 1 (V) in 21 (min).

Subsequently, the discharge test is carried out when the system works at 100%;
obtaining as a result a time of 35 (s) to discharge in 1 (V), as observed in Fig. 21.
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Fig. 20. Charging the battery bank.

Fig. 21. Battery bank discharge.

The charging and discharging voltage parameters are based on the voltages pro-
grammed into the controller, the charging time depends on the constant speed with
which the cyclist is pedaling; on the other hand, the discharging time depends on the
capacity at which the audio and video system is operating.

Charging and Discharging Test of the Old System. The old system based on a bank
of capacitors to store energy was charged, an operating voltage of 12.6 (V) was reached

Fig. 22. Charging time of the old system.
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and the time it takes to do it 11 (min) was taken, the data obtained can be viewed in
Fig. 22.

For the measurement and discharge analysis, a limit of 70% of the voltage of the
capacitor bank was determined, resulting in a discharge time of up to 9 (V) in just 2.7
(s). The measurements made can be viewed in Fig. 23.

Fig. 23. Discharging time of the old system.

Themeasured data of the new systemwere comparedwith the old one. The discharge
time is notably shorter because the capacitors cannot store energy for a long period of
time. The tests and measurements carried out clearly showed the advantages of the new
implemented system, and whose comparison can be seen in Table 5.

Table 5. Comparison of parameters of the old and the new system.

Parameters Old Kit New Kit

Charging time 50 (S) 21 (min)

Discharging time 1.5 (min) 35 (min)

Charging voltage per minute 1.2 (V) 47.62 (mV)

Discharging voltage per minute 0.66 (V) 28.57 (mV)

Weight 156.8 (N) 117.6 (N)

Mass 16 (Kg) 12 (Kg)

4 Conclusions

• The built-in dynamo base guarantees both the balance in the transport of the complete
kit of the system, as well as the necessary power generation (wheel rotates freely)
during the operation of the kit.
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• The maximum and minimum operating voltages of the “Power Box” are equal to 12.6
(V) and 10.4 (V), respectively.

• The elements thatmake up the new system are a solar charge controller, a battery bank,
a charge regulator card, a switch, and the external frame. The mentioned elements are
easily acquired in the local market and cheap.

• The solar charge controller was specified from 12 (V) and 5 (A), electrical character-
istics that the system requires for its operation. In addition, the controller regulates,
limits, and controls the maximum and minimum voltage levels that are injected into
the battery bank.

• The battery bank is made up of six batteries connected in series and parallel. This
bank stores 12.6 (V) and 6 (A). The bank’s charging control is done through the BMS.

• The external frame made of wood (acoustic boxes) meets the parameters of tightness,
resistance, and sound absorption. The loudspeaker built is closed, the back of the
loudspeaker is joined with another to become a window type loudspeaker, improving
the cutoff frequency.

• The operating time of the “Power Box” depends on the operating capacity of the
system; that is, if the system is operating at 100% capacity, the batteries are discharged
in 35 min; on the other hand, if the system is operating at 70% capacity, the batteries
are discharged in 44 min.

• The operating time of the old system was 15 min with the new system it has been
possible to double that time.

• A user and maintenance manual were prepared complying with all the characteristics,
specifications, and indications so that the people who use the audio and video system
canmake it work correctly, aswell as the basicmaintenance activities and the elements
in the case replacement is required.
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Abstract. Wastewater treatment has become amomentous field today.Membrane
ultrafiltration processes are booming due to their versatility of use. However, there
are limited studies related to the technology of automatic data acquisition systems
(DAQ) for the analysis of pore fouling based on the permeability of the mem-
branes. Thus, the objective of this research was to evaluate a DAQ system through
its implementation in permeability tests of polyethersulfone (PES) membranes.
For this, through the ANOVA-non-replicable method, the repeatability and repro-
ducibility (r & R) of the data obtained frommanual measurements (MA) and DAQ
system measurements were analyzed. The tests were carried out through scenar-
ios of filtering distilled water (W) and filtering water contaminated with standard
foulant (BSA). The results show a percentage of the r & R relationship between
10% and 30%, concluding that the measurement system through the DAQ system
is acceptable according to its use.

Keywords: DAQ · ANOVA · Repetibilidad · Reproducibilidad · Ultrafiltración ·
Membranas PES

1 Introduction

1.1 Data Acquisition in Membrane Filtration Processes

Pressure-driven filtration membranes have emerged as an indispensable operating unit
for large-scale industrial applications. These processes include reverse osmosis (RO),
nanofiltration (NF), ultrafiltration (UF), and microfiltration (MF) [1]. Ultrafiltration is
mainly used in the food [2], pharmaceutical [3], and wastewater treatment [4] industries
due to the high degree of purification, retention, and fractionation of colloids, pro-
teins, and microorganisms. Its use has spread in such diverse fields due to its versatility,
selectivity, effectiveness, and low operating costs.

The increasing use of membranes described by Benito and others [5] suggests the
need for newdata acquisition systems for laboratory tests focusedon the studyoffiltration
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processes. The precision, accuracy, and repeatability of the data acquired will allow
a breakthrough in the commercialization of membrane technology [6]. Likewise, JC
Salcedo and others carry out studies with a membrane technology to determine the
recovery of water and minimize consumption in the paper industry by analyzing the
influence of operational variables such as tangential velocity and pressure through the
acquisition of manual data through analog instrumentation [7]. Maxim Shurygin and
others studied the effective treatment of wastewater from the ceramic industry using
membranes using in their proceduremanual data acquisition fromanalog instrumentation
such as pressure gauges and flow meters during preset time range to determine the type
of membrane that gave the best results in the process [8]. Meerholz et al. Noted the use
of analog instrumentation, as well as the existence of previous automation studies for
experimental setups of membrane-based solvent extraction units [6]. Data acquisition
methods through the use of programmable logic controllers and LabViewTM software
have recently been used by Nilusha and others to study the effects of solid retention time
on membrane anaerobic bioreactors [9]. B Guo et al. Used for their study an analog data
acquisition process using a balance that measured the mass of the permeate from the
filtration that was used to calculate the proportion of concentrates for the quantification
of cultivable viruses [10]. J. Starr et al. Used an automatic data acquisition procedure
using an electronic balance that transmits the acquired permeability data to a computer,
and through this process, the data are obtained to comparatively evaluate two methods
for coating a microporous surface of a support layer. membrane with a photocatalyst
[11].

On the other hand, studies such as those carried out by A. Deratani and others remain
with the use of manual data acquisition protocols through analog instrumentation which,
through experiments with various wastewater and using different types of membrane,
determine the feasibility of using membranes to improve wastewater quality [12]. Con-
sidering the above, it is possible to suppose that automated processes in laboratory
membrane tests have been developed while maintaining the manual acquisition of data
through analog instruments. Therefore, a validation study of the results obtained through
automatic data acquisition processes is necessary. The objective of this research was to
evaluate a data acquisition system (DAQ) through its implementation in permeability
assays of polyethersulfone (PES) membranes.

1.2 Ultrafiltration, Polyethersulfone (PES) Membranes, BSA, and Permeability

At a commercial level, ultrafiltration membranes are characterized by working at pres-
sures between 1 and 10 bar, retaining solids between 1 and 10 nm or molecules between
500 and 100,000 Da [13]. According to their application, they can be found in dif-
ferent materials: hydrophilic polymers (eg, Polysulfone (PSF) [14], Polyethersulfone
(PES) [15], Cellulose acetate [16]), and hydrophobic polymers (eg, Polyethylene (PE),
Polypropylene (PP), Polyvinylidene fluoride (PVDF). The implementation of mem-
branes based on Polyethersulfone (PES) has been used in recent years for the separation
of contaminants in ultrafiltration processes due to their physical and chemical properties
[17] Excellent chemical reluctance, thermal stability, and mechanical resistance make
this type of membranes the favorite candidates for ultrafiltration processes [18–20].
However, there are still limitations in this class of technologies, related to the clogging
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of pores, adsorption of solutes, formation of coatings that limit the passage of fluids and
exacerbate the flow reduction [21].

Fouling mechanisms are usually studied through the interaction between macro-
molecules with the surface of polymeric membranes. A model macromolecule widely
used to evaluate these interactions is bovine serum albumin (BSA), the most abundant
protein in blood plasma, which has been used mainly for tests in the fields of biochem-
istry, biophysics, and physicochemistry in recent years [22]. However, its use has been
extended to the field of filtration processes as a standard fouling substance to evaluate
permeabilities in membranes that serve as health indicators in the ultrafiltration process
[23, 24].

Among the main investigations that have used BSA as a white fouling agent to
evaluate permeability. There is the case of Razi et al. (2019), where the retention of BSA
was determined in a PES membrane modified with Tetronic 304. In this investigation
they reached permeabilities of 5.6 L/m2.h.bar after 120 min of filtration, leaving as a
conclusion a better retention thanks to the coating on the membrane [25]. Additional
research, such as that of Kuz-menko et al. (2005), evaluate the chemical cleaning of
PES membranes fouled with BSA, the permeabilities obtained vary around the pH of
the solutions, and the effects of fouling caused a reduction in permeability by 10% with
a pH of 10.1 at a pressure of 0.5 bar in 20kDa polyethersulfone membranes [21]. The
studies mentioned must necessarily carry out permeability tests on their experimental
block to describe their results. It can be seen that these investigations do not have standard
parameters (fouling concentration, working pressure, sample volume, etc.) to carry out
these tests. That is, they do not apply similar experimental designs despite using the
same foulant, making the performance of the membrane difficult to compare.

Permeability tests describe the passage of water flow over the surface of the mem-
brane at a given pressure and are based on the hydraulic resistance model mentioned by
Hira et al. (2015) [26].

J = �P

Rtµ
(1)

where J is obtained experimentally from Eq. 2.

J = �V

�t · A · �P
(2)

where V is the volume of water in liters, A is equivalent to the area of the membrane
(m2), P is the pressure of the system in bar which is constant and t is the variation of
time in hours.

To evaluate the performance of a membrane it is essential to acquire its permeability
value (K). Wang et al. (2010) summarizes several studies where the performance of
membranes infiltration processes is evaluated [27]. Most of these do not use similar
conditions, generating scattered and not very comparable results. For this reason, it is
necessary to establish standard conditions that allowevaluating the different permeability
characteristics of the membranes.

The evaluation of permeability in polymeric membranes has been described in sev-
eral studies, most of these focus on improving the passage of water over its surface
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[28–30]. For example, the study by Louisiana et al. (2020), increases the permeability of
PES membranes by coating them with an anionic polymer [30]. In other studies, zirco-
nium oxide particles are immobilized to evaluate the performance of PES membranes,
resulting in a polymeric membrane with higher transmembrane pressure [29]. The stud-
ies described need permeability tests to describe the performance of the membranes, but
they are imprecise in describing their methodology. Therefore, it is necessary to establish
a design that guarantees the repeatability of tests to reduce adverse errors and approach
a real value.

2 Materials and Methods

2.1 Reagents and Materials

BSA (66 Kda, 583 amino acids residues, CAS number 9048-46-8, catalog no. 5470,
Sigma-Aldrich, USA) was used as standard foulant, commercial polyethersulfone mem-
brane (PBGC06210, Millipore) with a 10 kDa molecular weight cut-off and effective
area of 31.67 cm2. The membrane was flushed with 50 mL of deionized distilled water
before use.

Fig. 1. Diagram of the experimental apparatus
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2.2 Experimental Apparatus and Ultrafiltration Protocol for Permeability
Analyses

All membrane experiments were conducted at room temperature using an Amicon®-
StirredCells system (Catalog No. UFSC 20001, EMD Millipore Corporation, USA)
connected by a selector valve (Amicon 6003, Milli-pore) with a 10-L stainless-steel
storage tanks (Model XX6700P1, Millipore, USA) at 2 bars under nitrogen gas pressure
under 20 °C.

The ultrafiltration’s experiments were development in 2 ways, first with 500 mL of
deionized water as a control essay and the second one with a standard foulant. BSA
was dissolved in deionized water to be 0.03 wt% (3g/L), and was stirred for 2 h at
room temperature. Subsequently, 200 mL of the BSA solution was used in ultrafiltra-
tion experiments. Stirring was applied to avoid concentration polarization speed for the
experiments was set at 400 rpm.

To calculate the permeability, the permeate mass was measured with a precision
balance (RADWAG, WTC600), and the data was collected manually and with a data
acquisition development in LabVIEW as a function of time. The general diagram of the
system is shown in Fig. 1.

2.3 Data Acquisition System

Through the RS-232 interface provided in the RADWAG, WTC600 precision balance,
and the Radwag Balances & Scales controller installed in the LabVIEW environment,
communication and data acquisition were established allowing the determination of the
mass and permeability values in real-time. The designed interface shown in Fig. 2 can
generate a configurablemaximumvalue alarm in the range of 0 to 700 g of permeatemass
allowed, as well as define the acquisition interval in seconds and export autonomously
.ma the data to files .xlcx. For the permeability calculation, the editing of constant data
such as the membrane area in square meters and the pressure applied in the test in bars
are allowed. The table and resulting graphs show the permeate mass and permeability
values.

2.4 Nested ANOVA for Non-replicable Tests

M,Botero and othersmention that theANOVAmethod is themost accuratemethodwhen
you want to calculate the variability that occurs due to the interaction between operators
and the parts of a process, so the study of repeatability and reproducibility (r & R)
helps to detect when it is working under abnormal conditions, in this way, corrective
strategies can be sought [31]. Understanding that the membranes despite having the
same molecular cut size, there are differences when evaluating the permeability of each
one, due to the random aggregation of the fouling agent on the surface of the membrane,
as well as the difficult recovery of initial conditions used in each of the trials [21]. This
makes it impossible to generate an analysis of data from replicable tests, therefore, the
method that obeys the analysis whose data varies in time due to the change of the sample
is defined as nested ANOVA for non-replicable tests.
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Fig. 2. DAQ system interface

TheDAQis validatedby evaluating themeasurement system through an (r&R) study,
for which three sources of variation are included: variation within a sample, between
operators or reproducibility and repeatability or inherent errors in the instrument.

The nested ANOVAmethod described in Table 3 simultaneously analyzes the effects
of two sources of variation: operators (MA and DAQ) and filtering scenarios (W and
BSA). The data were taken by the operators every ten seconds which are summarized
in Table 1 and 2.

Column GL describes the degrees of freedom where k is the number of operators,
n is the number of parts and r is the number of replicas. The column SS determines the
sum of squares and MS the mean square between SS and GL of the operator, parts, and
error. F represents the significant factor for the operator and the parts.

Table 4 describes the equations used for the non-replicable R&R study based on the
analysis of variance values in Table 3.

3 Results and Disssions

Each permeability test was accompanied by manual measurements (MA) and measure-
ments with the data acquisition system (DAQ). For both the water tests (W) and the
tests with BSA (BSA), two experiments were carried out. The permeability results with
deionized water can be seen in Fig. 3. The flow through the membrane stabilized at
450 ml and the permeability values were 149.26, and 138.02/m2.h.bar for the DAQ-
MEMBRANE1-W, and DAQ-MEMBRANE2-W measurements. On the other hand,
the MA-MEMBRANE1-W and MA-MEMBRANE2-W obtained values of 156.32 and
138.02 m2.h.bar respectively. The slight reduction in flux presented in Fig. 3a may
be caused by slow hydration at the membrane surface [11]. The permeability values
obtained are similar to those described in the study by Sumisha et al. (2015) where the
same commercial membrane is used for ultrafiltration processes [32]. The permeability
results with DAQ yielded a deviation of 20.4 and with MA it was 23.8. These variations
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Table 1. Statistical summary membrane 1

DAQ: MEMBRANE 1 -
W

DAQ: MEMBRANE 1 -
BSA

MA: MEMBRANE 1 - W MA: MEMBRANE 1 -
BSA

Mean 134,06 Mean 56,44 Mean 138,65 Mean 56,67

Standard
error

1,43 Standard
Error

0,50 Standard
Error

0,95 Standard
Error

0,47

Median 138,23 Median 56,52 Median 140,24 Median 56,64

Mode 139,53 Mode 62,16 Mode 138,58 Mode 58,37

Standard
deviation

18,47 Standard
deviation

6,44 Standard
deviation

12,30 Standard
deviation

6,02

Sample
variance

341,15 Sample
variance

41,48 Sample
variance

151,33 Sample
variance

36,29

Kurtosis 35,76 Kurtosis 47,17 Kurtosis 99,91 Kurtosis 53,02

Skewness −5,71 Skewness −6,09 Skewness −9,26 Skewness −6,26

Range 140,00 Range 62,20 Range 144,43 Range 62,54

Minimum 0,00 Minimum 0,00 Minimum 0,00 Minimum 0,00

Maximum 140,00 Maximum 62,20 Maximum 144,43 Maximum 62,54

Sum 22254,10 Sum 9369,55 Sum 23015,62 Sum 9406,85

Count 166,00 Count 166,00 Count 166,00 Count 166,00

Table 2. Statistical summary membrane 2

DAQ: MEMBRANA 2 -
W

DAQ: MEMBRANA 2 -
BSA

MA: MEMBRANA 2 - W MA: MEMBRANA 2 -
BSA

Mean 155,91 Mean 51,26 Mean 163,77 Mean 53,32

Standard
error

1,25 Standard
Error

0,49 Standard
Error

1,26 Standard
Error

0,49

Median 155,89 Median 51,23 Median 163,51 Median 53,16

Mode 149,82 Mode 57,08 Mode 176,55 Mode 58,66

Standard
deviation

16,08 Standard
deviation

6,26 Standard
deviation

16,29 Standard
deviation

6,28

Sample
variance

258,53 Sample
variance

39,13 Sample
variance

265,52 Sample
variance

39,49

Kurtosis 59,31 Kurtosis 39,49 Kurtosis 64,58 Kurtosis 39,69

Skewness −6,68 Skewness −5,39 Skewness −6,84 Skewness −5,24

Range 170,25 Range 57,98 Range 178,99 Range 60,85

Minimum 0,00 Minimum 0,00 Minimum 0,00 Minimum 0,00

Maximum 170,25 Maximum 57,98 Maximum 178,99 Maximum 60,85

Sum 25880,46 Sum 8509,28 Sum 27185,41 Sum 8851,15

Count 166,00 Count 166,00 Count 166,00 Count 166,00
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Table 3. Nested ANOVA

Source GL SS MS F

Operator k − 1 SSA
SSA
k−1

SSA
k−1

SSP(A)
k(n−1)

Parts (op) k(n − 1) SSP(A)
SSP(A)

k(n−1)

SSP(A)
k(n−1)
SSError
nk(r−1)

Error nk(r − 1) SSError
SSError
nk(r−1)

Total nkr − 1 SSTotal

Table 4. R&R study - not replicable

Non-replicable model analysis % TOTAL variation

Repeatability - Equipment Error (EV):

EV = √
MSError

% Repeatability - Equipment Error (EV):

%VE = EV
TV × 100

Reproducibility - Operator Variation (AV)

AV =
√

MSA−MSP(A)

nr

% Reproducibility - Operator Variation (AV)

%AV = AV
TV × 100

Repeatability and Reproducibility (GR&R)

GR&R =
√

(EV)2 + (AV)2

% Repeatability and Reproducibility (GR&R)

%GR&R = GR&R
TV × 100

Variation between parts (PV)

PV =
√

MSP(A)−MSError
r

% Variation between parts (PV)

%PV = PV
TV × 100

Total Variation (TV)

TV =
√

(GR&R)2 + (PV)2

Number of distinctive categories- ndc

ndc = 1.41 PV
GR&R

are consistent with those previously reported (e.g. [29, 32, 33]). It is not necessary to
rule out errors in handling the membranes, which can also affect the measurement of
permeability as mentioned by Cath et al. (2013) [33].

Permeability with BSA is found in Fig. 4. DAQ-MEMBRANE-BSA and DAQ-
MEMBRANE2-BSA values of 52.19, and 52.69. While the data from manual measure-
ments were 51.11, and 52.9for MA-MEMBRANE1-BSA, and MA-MEMBRANE2-
BSA2. Previous investigations reach similar permeabilities considering the use of the
same fouling agent [21]. It can be seen that the permeability data with BSA are less
dispersed between each experiment because the protein is standard and has a defined
molecular weight cutoff (66 KDa).

The results of the nested ANOVAmethod applied to membrane 1 are shown in Table
5.
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Fig. 3. Permeability with water

Fig. 4. Permeability with BSA



Evaluation of Data Acquisition System 113

Table 5. Nested ANOVA – membrane 1

Source GL SS MS F

Operator 1 961,03 961,03 0,001816926

Parts (op) 2 1057861,97 528930,98 3710,176814

Error 660 94091,05 142,56

Total 663

The first analysis is done on the DAQ and MA operators, the comparison between
the FOPERADOR and FA data allows to determine if there is a reproducibility error,
this means that the variations between the averages of the operators are not significant.
The significant critical value (FA) is calculated with the inverse of the probability dis-
tribution of the relationship of the degrees of freedom of the operator and error, then:
FA = 3.855586816. As F < FA it can be concluded that there is no significantly large
reproducibility error.

The second analysis is carried out on the permeability of the membranes, this allows
to determine if the variation that exists between the tests of the W and BSA membranes
is significantly large, for them the value of F PARTS is compared with the FP (A) value
which is calculated with the inverse of the probability distribution of the relationship of
the degrees of freedom of the parts and the error, then: FP (A) = 3.009371107. As F >

FP (A) it can be concluded that the variation of the two scenarios is significantly large.
This same analysis is performed for the second membrane, obtaining the results

shown in Table 6:

Table 6. Nested ANOVA – Membrane 2

Source GL SS MS F

Operator 1 4084,34 4084,34 0,00425143

Parts (op) 2 1921394,23 960697,11 6376,27931

Error 660 99440,45 150,67

Total 663

Where: FA = 3.855586816 and FP (A) = 3.009371107, therefore, F < FA and F >

FP (A) it can be concluded that the results are the same as for membrane 1.
Finally, the criteria to interpret the R&R results are If% GR & R < 10% the mea-

surement system is acceptable if 10% < % GR&R < 30% the measurement system
can be acceptable according to its use, if% GR & R > 30% the measurement system is
considered unacceptable and requires improvements regarding the operator, equipment,
method, conditions, etc. Taking these criteria into account, the results shown in Table 7
and 8 are obtained.
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Table 7. R&R study - not replicable membrane 1

Non-replicable model analysis % TOTAL variation

Repeatability - Equipment Error (EV):

EV = √
MSError = 11.94

% Repeatability - Equipment Error (EV):

%VE = EV
TV × 100 = 20.7%

Reproducibility - Operator Variation (AV)

AV =
√

MSA−MSP(A)

nr = 0

% Reproducibility - Operator Variation (AV)

%AV = AV
TV × 100 = 0%

Repeatability and Reproducibility (GR&R)

GR&R =
√

(EV)2 + (AV)2 = 11.94

% Repeatability and Reproducibility (GR&R)

%GR&R = GR&R
TV × 100 = 20.7%

Variation between parts (PV)

PV =
√

MSP(A)−MSError
r = 56.44

% Variation between parts (PV)

%PV = PV
TV × 100 = 97.8%

Total Variation (TV)

TV =
√

(GR&R)2 + (PV)2 = 57.69

Number of distinctive categories- ndc

ndc = 1.41 PV
GR&R = 6

Table 8. R&R study - not replicable membrane 2

Non-replicable model analysis % TOTAL variation

Repeatability - Equipment Error (EV):

EV = √
MSError = 12.27

% Repeatability - Equipment Error (EV):

%VE = EV
TV × 100 = 15.9%

Reproducibility - Operator Variation (AV)

AV =
√

MSA−MSP(A)

nr = 0

% Reproducibility - Operator Variation (AV)

%AV = AV
TV × 100 = 0%

Repeatability and Reproducibility (GR&R)

GR&R =
√

(EV)2 + (AV)2 = 12.27

% Repeatability and Reproducibility (GR&R)

%GR&R = GR&R
TV × 100 = 15.9%

Variation between parts (PV)

PV =
√

MSP(A)−MSError
r = 76.07

% Variation between parts (PV)

%PV = PV
TV × 100 = 98.7%

Total Variation (TV)

TV =
√

(GR&R)2 + (PV)2 = 77.05

Number of distinctive categories- ndc

ndc = 1.41 PV
GR&R = 8

When interpreting the results using the acceptance criteria described above, it was
observed that the percentage of the relationship between repeatability and reproducibility
was between 10% and 30%, this means that the measurement system is acceptable
according to its use.
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4 Conclusions

The measurement system via DAQ is acceptable based on non-replicable R&R results.
The low percentage of reproducibility error between the data acquisition of the

operators and the significantly large variation expected between the permeability of W
and BSA validates the correct operation of the DAQ system.

The data acquisition systemdeveloped can adapt to the use of differentmembranes, as
well as provide accurate information in real-time to the operator based on the acquired
mass values and autonomously executing the necessary operations to determine the
resulting permeability values.

The permeability values for W and BSA are within the ranges reported in stud-
ies with the same commercial membrane for ultrafiltration processes, confirming the
acceptability of the results.

The deviations obtained from the permeability results with DAQ are consistent with
those previously reported and confirmed by the use of nested ANOVA that allows the
analysis of data acquired from non-replicable assays.
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Abstract. Power quality analyzers are instruments that have various residential
and commercial applications. These electrical devices measure various variables
from basic quantities such as voltage, current or power to complex parameters
such as harmonic content or power factor. Energy analyzers are too expensive
instruments due to the high technological development involved in their manu-
facture. For this reason, this article shows an alternative in which a three-phase
energy analyzer was designed and built with basic characteristics for measuring
energy parameters. The energy analyzer was built with a RASPBERRY PI 4 plat-
form in which voltage and current sensors were implemented to measure energy
at different loads. The final prototype was validated with the use of standardized
laboratory instruments and the utilization of different electrical loads to be able to
size the scope to which the analyzer can be used.

Keywords: PyQt5 · Coding · Python · Rasberry Pi4 · Electrical magnitudes ·
THD

1 Introduction

Nowadays, there are differentmeasurement equipment for the quality of electrical energy
as well as for the different measurement magnitudes. Examples of this equipment are
voltmeters, ammeters, wattmeters, harmonic analyzers, power quality analyzers, among
others. These teams are built with the purpose of satisfying the needs of users on a
professional and educational level. The functionality of the different modules offered by
the market on this subject varies according to their construction; for example, some of
them allow data to be stored, sent, and viewed in real time in a computer screen [1].

One of the equipment that is most in demand in the industrial field is the energy
analyzer that allows establishing the quality of the electricity supplied by the consumer
grid. End users benefit from proper monitoring of the level of energy quality resulting
from efficient use of energy.
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There are different models of energy analyzers, due to the type of supply they can be
found as single-phase or three-phase. The acquisition of any of these devices depends
on the purpose for which they are designed. The benefits of energy analyzers make these
kits quite expensive. This characteristic implies that certain higher-level educational
institutions that are training their students in power quality analysis may not be able to
accomplish this end because of the high investment immersed in buying power quality
analyzers [2].

There are works that have promoted the creation of these devices in order to put into
practice knowledge in advanced electronic systems. In the case of the work developed
by [3], a three-phase analyzer was built for a laboratory at the Polytechnic University of
Valencia by means of an ARDUINO microcontroller. Although the mentioned micro-
controller is useful for many electronic applications, it should be noted that there are
other advanced platforms that have advantages over the ARDUINO in the resolution of
the analog variables or in the memory capacity.

Another development of a three-phase analyzer carried out by [4], shows a functional
unit with the necessary implements to measure voltage, current, power and the revision
of the quality of the energy by means of the quantification of harmonics. However, the
final prototype shows dimensions of 40 × 26 × 29 cm which represents an obstacle in
terms of portability.

On the other hand, [5] developed a three-phase energy analyzer for low voltage
installations. The analyzer showed good performance especially in data processing.
However, the maximum power value is limited to 1 kW where residential loads that
exceed this value could not be measured as is the case with a washing machine that
exceeds 1.5 kW.

The reasons previously analyzed led the authors of this work to design and build a
three-phase energy analyzerwith an open platformprocessorwith performances superior
to those of ARDUINO, with dimensions that ensure the portability of the instrument
and with measurements of powers greater than 1 kW. The present work shows the
construction process of a three-phase energy analyzer starting from low-cost elements.
In the construction of this equipment, a RASPBERY PI4 platform was used, which
allowed the extraction of data from the measurements carried out in the different test
equipment. In the same way, a 7′′ HDMI screen was used as a data display where the
magnitudes of voltage, current, power, power factor and harmonic content THD were
observed.

The article is divided into the following sections: the methodology describes the
parameters observed for the design and construction of the equipment. The Tests and
Results section shows the tests that allowed the equipment to be validated. Finally, the
conclusions section presents the representative ideas obtained from the project.

2 Method

This section describes the materials and steps that were necessary for the design and
implementation of the three-phase energy analyzer.
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2.1 Schematic of the Energy Analyzer

The stages of electronic development and the elements related to them are shown in
Fig. 1. The signals captured by the voltage and current sensors are conditioned to have
values that will later be processed. The use of filters improves signals that are affected
by noise or magnetic interference phenomena. The power supplies allow the use of
different electronic elements that operate at different voltages, such as the RAPBERRY
PI 4 platform or voltage and current sensors.

Fig. 1. Design stages of the three-phase analyzer [6].

The voltage and current data are processed in the electronic platform to be able to
display active and reactive power values, power factor and THD.

2.2 Elements Considered for the Construction of the Energy Analyzer

RAPBERRY PI 4: It is a computer the size of a credit card, it has a lot of versatility
to be able to adapt to a television and a keyboard. This electronic platform has several
components the same as a common computer CPU. For these reasons, the electronic card
can be used as a desktop PC. The RASPBERRY 4 platform is characterized because it is
capable of performing different tasks such as: the implementation of spreadsheets, word
processors, programming and video game interfaces. Other activities such as playing
videos and sounds in high definition are also mentioned [7]. The electronic platform can
be seen in Fig. 2 and its characteristics in Table 1.

Non-invasive Current Sensor SCT-013: It is a non-invasive current sensor thatmeasures
current up to 30 amps. These sensors have advantages over similar devices in the aspect
of making measurements without the need to cut the conductors.
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Fig. 2. RASPBERRY PI 4 [7].

Table 1. RASPBERRY PI 4 features [7].

Characteristic Description

Number of cores 4

Processor ARM Cortex-A72

CPU 1.5 GHz 64-bit quad-core Cortex-A72

GPU Broadcom Video Core VI, OpenGL ES 3.0, 1080p30
H.264/MPEG-4 AVC, 4kp60 H.265

Memory 1 GB, 2 GB, 4 GB or 8 GB (shared with the GPU)

USB stations USB 2.0 X 2
USB 3.0 X 2

Video input MIPI CSI connector that allows installing a camera module
developed by the RASPBERRY PI Foundation

Video outputs RCA connector (PAL and NTSC), HDMI (rev1.3 and 1.4),
DSI interface for LCD panel

Network connectivity 10/100/1000 Mbps RJ-45 port via USB 3.0 hub Wi-Fi
802.11ac dual band Bluetooth 5.0 BLE

Supported operating systems GNU/Linux: Raspbian

Power supply 5 V via USB-C or GPIO port

Dimensions 85 mm × 53 mm

These non-invasive AC sensors are a good way to measure actual consumption with-
out altering the electrical composition of the loads. They work by magnetic induction,
in other words, the field generated in the wire that is used to power the device pro-
duces a current induction in the transformer built into the sensor. In this way, the current
calculation is not limited only to loads with a low current value but also to loads with
higher consumption as long as they do not exceed the maximum value of the sensor
measurement [8].
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In these sensors, the number of turns represents the relationship between the current
flowing through the cable and the amount of current delivered by the sensor. This rela-
tionship is the difference between various sensor models that allow them to operate at
different maximum current measurement values. Additionally, some models have a load
resistor at the output terminals that allow them to obtain a voltage output. Voltage values
are easier to process in instrumentation in measurement circuits compared to current
values. The diagram of the current sensor can be seen in Fig. 3 and the characteristics
of this device are shown in Table 2.

Fig. 3. Non-invasive current sensor [8].

Table 2. Characteristics of the non-invasive current sensor SCT-013 [8].

Characteristic Description

Output mode 0–1 V

Input current 0–30 Amp AC

Dielectric Strength 1000 V AC/1 min 5 mAmp

Work temperature −25 °C/70 °C

Core material Ferrite

Sensor output connector 3.5 mm

Output current 0–50 mAmp

Cable length 1 m

ZMTP 101b Voltage Sensor: Voltagemeasurement (AC)was performedwith the ZMTP
101b alternating voltage transformer module. This device represents one of the most
feasible solutions for adaptability to microcontrollers because its output voltage values
are in the range of 3 V–5 VDC.

The main function of this sensor is to reduce the voltage to measure and monitor
signal data in real time. For voltage measurement, this sensor delivers values that are
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instrumented to be able to view the results through anHMDI screen thatwill be connected
to the RASPBERRY PI4. You can see in Fig. 4 the image of the voltage sensor and in
Table 3 the characteristics of this device.

Fig. 4. ZMTP 101b voltage sensor [9].

Table 3. ZMTP 101b voltage sensor features [9].

Characteristics Description

Supply voltage 3.3 V–5 VDC

Alternating input voltage 250 VAC max

Exit sign Sine analog

Input electrical isolation Up to 3000 V

Rated input and output current 2 mA

Linearity 1%

Precision 0.2%

2.3 Calculation of Electrical Parameters

The calculations of the electrical parameters are made from the measurements of the
voltage and current sensors [10]. For the case of active power, the formula that allows
the calculation of active power is shown below:

P = U ∗ I ∗ cosϕ (1)

The angle of the cosine function represents the phase shift that exists between the
voltage wave and the current wave. Theoretically, the phase angle is understood to be
the value generated by relating the reactive and resistive part of a load:

ϕ = arctg
X

R
(2)
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However, the meter must be able to measure this angle without first knowing the
load at which it is being measured. Where X is the reactance and R is the resistance of
the connected load being the impedance.

Z = R + jX (3)

An alternative is the use of a counter that measures the lag time between the ampli-
tudes of the voltage and current waves. These values can be obtained through the maxi-
mumvalues of each signal. In thisway, the lag valuemeasured in timewill be transformed
to its equivalent in angle, taking into account that the complete cycle of an alternating
current wave is generated at 16.6 mS. Finally, with all the values already mentioned, the
calculation of the active power is achieved, and the same procedure is carried out for the
calculation of the reactive power.

Q = U ∗ I ∗ senϕ (4)

On the other hand, the apparent power value is obtained by multiplying the effective
voltage and current values of each of the sensors.

S = Vrms ∗ Irms (5)

The values delivered by the sensors as a function of time are processed inside the
microcontroller to obtain their effective values.

FP = cosϕ = P[KW]
S[KVA] (6)

The previously found values of active and apparent power allow the calculation of
the power factor. To finish the section of calculations that the energy analyzer performs,
the harmonic content THD is taken into account. This parameter is obtained through the
expansion of the Fourier series:

X(jw) =
L−1∑

n=0

x(n) ∗ e−jwn (7)

The operation between these functions is developed in terms of the periodic functions
like sine and cosine:

X(jw) =
L−1∑

n=0

x(n)
[
cos(wn) − jsen(wn)

]
(8)

The calculation ends with obtaining the magnitude of the previous expression that
allows evaluating the voltage or current signal to determine its harmonic content.

|X(jw)| =

√√√√√
[
L−1∑

n=0

x(n)cos(wn)

]2

+
[
L−1∑

n=0

x(n)sen(wn)

]2

(9)
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2.4 Electronic Scheme

In the electronic design of the three-phase analyzer, elements that have been mentioned
in the different sections of this work have been taken into account. In Fig. 5, it is shown
how the different sensors and their coupling circuits are connected.

Fig. 5. Sensor connection on the PCB.

In Fig. 6, the connection diagram of the control card and a digital signal adapter is
shown.

Fig. 6. Connecting the Raspberry Pi 4 and the LM2596.

The data reading obtained with these sensors will be processed by the ADS 115,
which takes the analog input of the sensor and converts it into a digital output connected
to the pins of the RASPBERRY PI 4, which are digital inputs, such as the SDA and SDL.

2.5 Programming

After measuring the voltage and current variables, it should be taken into account that
on some occasions the data must be distorted. This phenomenon is generated by the
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influence of electromagnetic interference that the environment where the measurement
is made may have. One of the alternatives to overcome this inconvenience is the use
of filters. Filters can be analog or digital. In this case, digital filters are used that are
programmed by means of the corresponding libraries of the control platform that allow
setting cut-off frequencies and thus obtain more actionable data. ADAFRUIT’s filter
libraries were used, which allows the sensor to be better encoded and to obtain voltage
signals without very significant distortions (Fig. 7).

Begin

Library: ADAFRUIT in 
PYTHON

Lectures from 
voltage sensor

Lectures from 
current sensor

Calcula�on of V, I P, 
Q, THD, PF 

Finish 
measurement

End

Fig. 7. ZMPT 101B AND ADS1115 voltage measurement reading flow chart.
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After obtaining, filtering and processing the data, the calculations of the voltage,
current, powers, power factor and THD parameters are performed.

3 Results

In this section the report of the performance tests and analysis of the results obtained
is carried out. The different tests carried out to which the prototype has been subjected
will be detailed. Different electrical devices were considered that will be measured both
by the prototype and by calibrated electrical measuring elements. The tests were carried
out on different equipments which include: a washing machine, a miter saw, a welding
machine and an industrial motor. Due to the extension that must be fulfilled with the
elaboration of this article, only the data produced by the washingmachine has been taken
into account.

In the case of the washing machine, different current values were taken from its
different operating modes. In the case of voltage, this value was always constant because
its minister did not change in the operation of the washing machine. Although there are
certain variations that correspond to small units in the voltage, these variations are
admissible because they depend on the electrical supply and the loads that are connected
in the electrical installation.

Table 4. Measurement of voltages and currents in different devices, in the premises (Metal
mechanics the locksmith)

Equi. measured Low three phase
analyzer

Commercial multimeter Percentage relative
error (%)

Voltage values (v)

Washing machine 113.92 V 114.05 V 0.11%

113.89 V 114.0 V 0.096%

114.02 V 113.98 V −0.035%

113.96 V 114.03 V 0.061%

Current values (A)

Washing machine 9.951A 9.29 A 0.71%

9.729 A 9.20A 0.57%

9.706 A 9.33 A 0.40%

9.651 A 9.26 A 0.42%

Table 4 shows different measurements taken by both the commercial multimeter and
the network analyzer prototype, and it has been observed that; The range of error in
percentage shows that the equipment built gives between 0 and 2% of error, which is
satisfactory, and an adequate result is obtained for the project carried out.

Next, an image is shown showing the process carried out for the validation with
calibrated instruments (Fig. 8).
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Fig. 8. Measurement obtained by the commercial multimeter, of the voltage supplied in the
premises (Metal mechanics the locksmith).

The graphical interface of the prototype is shownbelow,where the different quantities
that have been measured are provided. Additionally, two panels are presented in which
voltage or current waves can be observed depending on the needs of the end user. This
prototype has a display system through a 7-in. screen which helps a lot to the graphic
interpretation and the values obtained in the measurement processes (Fig. 9).

Fig. 9. Measurement obtained by the built-in analyzer, of the vertical compressor, with a failure
rate of 0.55%.

On the other hand, for a quantitative validation of the values obtained by the proto-
type, a numerical and graphic analysis was chosen. The analyzed data of the different
measurements are shown below (Figs. 10 and 11).

By means of the number of measurements, the different magnitudes of voltage and
current measured by the prototype and by the industrial instruments were established. In
voltage measurements, the most distant values between the aforementioned instruments
have a difference of around 1 V, which is quite a small value compared to the magnitude
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Fig. 10. Low cost three-phase analyzer vs commercial multimeter, measured in voltage of a
washing machine.

Fig. 11. Low cost three-phase analyzer vs commercial multimeter, measured in current (A) of a
washing machine.

offered by the signal from the 110 V electrical network effective. With regard to current
values, the most distant values have a difference of about a little more than a tenth of
an ampere. This means that for the requirements requested by the end user, the current
values are extremely precise and in this way there is a direct impact on the calculation
of other values such as power with the harmonic content THD.

These values have a very pronounced closeness between the commercial instruments
and the developed prototype. In terms of power, you should always be very careful
with the precision because due to this it is possible to estimate subsequent actions; for
example, the power factor correction that a company needs to meet the standards that
exist from who supplies the electricity locally. In this way, the company is favored by
strictly complying with electricity quality regulations and by avoiding financial penalties
for unnecessary production and excess reactive power (Table 5).

Finally, Table 6 shows a comparative analysis between a developed device and a
commercial one. For the comparison of these devices, the search for a device with
similar characteristics represents a challenge that was completed with the choice of the
Fluke 1732 device with characteristics and low cost.

Currently, there are some alternatives for choosing this type of electrical equipment.
However, the equipment of the brand has stood out over the years for its quality for energy
measurement. In the analysis, it is observed that for the basic needs that a company has
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Table 5. Measurement comparison table

Washing machine

Active power
(kw)

Reactive power
(KVAR)

Apparent power
(KVA)

Relative error
(%)

Low cost
three-phase
analyzer

0.908398 0.227099 1.135497 0.39%

Commercial
multimeter

0.841 0.114 1.051

in the measurement of electrical parameters, the prototype meets the expectations gener-
ated, there are characteristics that can give a plus to the project and that are recommended
for future development. These characteristics have to do with communication capacity,
data storage, remote operability, among others. Although there are certain characteristics
of the commercial device that show it as a better alternative with respect to devices of
similar brands, it is observed in Table 6 that the project has a very promising achievabil-
ity if it is taken into account that the budget allocated for the implementation of this is
much less than what a basic industrial instrument can cost.

After having finished with all the tests to which the analyzer has been subjected, the
construction of the analyzer is concluded. It should be noted that in the software part, the
different calibrations of the sensors were carried out, the complete review of the code,
the visualization of the graphical interface which is user-friendly to make the prototype
comply with the operating conditions you need an electrician or a student of this branch.

Meanwhile on the hardware, the design was done on different boxes to decide on
a viable alternative for the purposes of the project. Other important factors were taken
into account such as presentation and safety that must be met with the components that
are inside and outside and with the user to avoid injuries to the user. The test was carried
out in a metal box measuring 15 cm × 20 cm × 10 cm, in which the results were not
favorable since the space was very small for all the components that the analyzer has. A
25 cm * 25 cm * 13 cm metal box was purchased. With this box there were no problems
in space, but there were problems in isolating it because some elements were damaged
when placing them in the box, and the isolation was not enough because there were
parasitic currents that ran through this box in obtaining signals (Figs. 12 and 13).
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Table 6. Three phase analyzer comparison (low cost three phase analyzer-commercial three phase
analyzer) [11]

Characteristics Low cost three-phase analyzer Commercial analyzer (Fluke
1732)

Voltage and Current
Measurement

* *

Power triangle
measurement

* *

Measurement of THD with
respect to current

* No

Measurement of different
harmonics in the network

No No

Viewing the voltage and
current graphs

* *

Power factor desired by the
user

* *

Power factor measurement No *

Wi-Fi/Bluetooth * Optional

Expansion of functions * No

Web browsing * No

Connection via Wi-Fi
router

* Requires license

Measuring range 0 to 400 V
0 to 40 Amp

600/1000 V
Up to 300 Amp

Measurement failure range 1% 0.5%

Memory expansion * No

Data storage * No

Touch screen * *

Rechargeable battery No *

Equipment cost $ 1,050.20 $ 2,869.00
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Fig. 12. Finished analyzer.

Fig. 13. Internal connection of the analyzer.

The placement of the elements inside the control box allows an adequate operation
of future maintenance. The maintenance has to do with the calibration of sensors or their
replacement if the maximum operating values for the analyzer’s current voltage are not
respected, such as 400 V and 40 A.

4 Conclusions

After the completion of the construction of this measurement equipment, the following
conclusions have been reached:

By implementing each of the elements that were used in the design and construction
of the three-phase energy analyzer starting from low-cost elements, the use of current
sensors was established, as well as voltage sensors, and a more optimal way was found
to couple these elements to the RASPBERRY PI4 board, the different communication
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methods, as well as the programming languages that can be used for RASBPERRY PI
4, where the use of the PYTHON programming language was established, the same
that was used for the construction of the equipment. Adequate operation was observed
where it could be noted that there was no greater variation and loss of measurements
with respect to commercial measurement equipment, as far as the visualization can be
observed on an HDMI screen, the different mentioned electrical parameters throughout
the development of the degree work.

The equipment designed (coded) in the PYTHON programming language shows
great performance since it was used in a RASPBERRY PI 4 board, which is a small
computer, which at the time of the presentation of the electrical parameters on the screen
HDMI are almost immediately viewable, in the same way for voltage readings.

Regarding the development of the graphical interface,modules of the samePYTHON
called PyQt5were used, which is generally used for applications with graphical interface
where the text boxes were designed to read the different parameters to be measured.

In the construction of the three-phase energy analyzer modeling, a compact and
robust system was used where a casing was made designed so that all the elements
implemented in the construction of the equipment fit in it, in order to have a protection
from environmental factors such as dust, humidity among others, an electronic plate was
manufactured from it that was designed in the PROTEUS software and its printing was
done in a traditional way, where the electronic elements that this equipment uses to its
correct operation.

The tests carried out on different machines and equipment show that the equipment
presents an error of 3.3%, where it was determined that the built equipment is optimal for
industrial use, taking into account that the equipment used at the industrial level presents
an error between 1–3%, with all these specifications and characteristics indicated, the
conclusion can be reached; than the three-phase energy analyzer using low-cost elements,
because at the time of measurement as well as its sampling, it causes a minimum delay
of 1 s in the presentation of the results on the HDMI screen.
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Abstract. This new era demands the use of electricity in an efficient way. The
growth of population and the increasing percentage of urban zones shows several
needs for preparing the actual electrical infrastructure to reach higher demands.
In this paper, the optimization of consumer’s data is performed through meta-
heuristic methods. The first step was to determine the higher electricity con-
sumers from K-means algorithm. After identifying the data to be optimized, the
Particle Swarm Optimization (PSO) minimized the cost function related to the
energy consumption. Finally, conclusions were analyzed from the results of the
experiment.

Keywords: K-means · PSO · Cost function · Optimization · Energy saving

1 Introduction

Energy consumption is the subject of primary importance. Today research proposals
seek to optimize the use of electricity in an efficient way. In this sense, it is desired
to acquire various benefits, such as: reduction of the payment of the electricity bill,
adaptation of renewable energies, improving the reliability of the electrical system,
among others. The importance of the efficient use of electrical energy is high because it
faces a global problem such as climate change. Nowadays, it is an undeniable reality that
greenhouse gases cause damage to the planet’s environment, causing various problems
that deteriorate the quality of life on Earth. An example of these environmental disasters
represents the increase of Earth’s temperature from 0.4 to 0.8 °C in the last 100 years;
it is expected that by the year 2100 the increase will reach a maximum value of 5.8 °C.
This reality, unfortunately, would mean the melting of the polar caps and an extremely
severe increase in the level of water in the seas and oceans [1].
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In Ecuador, a new productivity matrix is trying to change the constant dependency
of fossil fuels for utilization of renewable energies. This alternative might mitigate
the undesirable climate change’s problems presented around the world. The installed
capacity increased since 2007 from 4478 MW to 6005 MW at the end of 2015. The
hydro power constitutes a strong power source, since 2017 new hydroelectrical projects
started development like Sopladora of 487 MW and Coca Codo Sinclair of 1500 MW
[2]. On the other hand, energy waste represents a latent problem. Many consumers who
possess electrical or electronic equipment turned on and are not necessarily employing
it. Residential consumption is characterized by this problem because there is no culture
of proper use of electricity. This problem can generate significant consequences such
as the decrease in the reliability of the electrical service when consumption is in peak
hours. If it is considered that apart from residential consumption there is also industrial
consumption, the consumer must be prudent with electricity consumption to continue
with a constant and uninterrupted electricity service. In [3], a study was carried out on
the constant losses that are generated in Ecuador through the public lighting system and
how this problem is reflected in residential consumers. Many homes in the country still
have fluorescent lamps where their ballasts generate losses due to the Joule effect, which
is produced by the circulation of current through the conductor that makes up the ballast
coil. Since the ballast must deliver a high discharge to the fluorescent lamp, its coil must
be large enough in size to meet this objective.

The previously mentioned problems have generated different research that seek to
optimize electricity consumption. There are several alternatives suggested to diminish
energy losses at residential consumption suggest. From control algorithms to hardware
structures, the alternatives seek to optimize the control algorithms for closed-loop regu-
lation, and the use of semiconductors for stable fewer consuming appliances [4]. Also,
sellers of electricity give consumers some suggestions to pay less money for electricity
bill. For example, turning off equipment that is unused or using equipment in non-peak
hours where it will not represent a problem for the electrical system. In this sense, there
are proposals that use computer processing to generate intelligent solutions; these tech-
niques are identified as metaheuristic algorithms. These processes seek a solution from a
problem that the algorithmdesigner chooses. In [5], authors developed aworkwhere they
incorporate different metaheuristic techniques with artificial neural networks (ANN) to
model energy consumption in Thailand. The paper showed different alternatives such
as the ant colony algorithm, the harmonic search algorithm, or the teaching learning
method optimization algorithm. This work showed several alternatives for the analysis
of consumption, however the identification of the largest consumers of electricity is not
clearly determined. Authors in [6] studied other alternatives formetaheuristic algorithms
such as particle swarm optimization (PSO), cuckoo optimization or gray wolf optimiza-
tion (GWO). The results showed an accurate prediction about consumers demanding
a specific level of electrical energy. However, it was necessary to use data from smart
devices to identify all these consumptions, leaving aside possible consumers who do
not possess these elements. Also [7] developed an algorithm for search economics home
appliance scheduling to address the home appliance consumption tominimize electricity
bill. The metaheuristics were placed as consumption simulations to find research results
but other capabilities of these algorithms such us cost optimization were unused [7].
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The earlier mentioned investigations adequately use metaheuristics algorithms, but
other options such as clustering or classification algorithms can be explored. These
algorithms perform an intelligent classification of data according to objectives such
as: levels, intensities, hierarchies, among others. For this reason, this work looks for
to offer an energy optimization method with the previous classification of consumers
through a clustering algorithm. This algorithm will take the consumption data samples
to divide them into three groups: high, medium, and low. The essential goal is to reduce
high consumption by optimizing the time your non-essential loads are on. This paper
is divided as follow, Sect. 1 shows the introduction of this research, Sect. 2 briefly
describes the metaheuristics algorithms needed in this work, Sect. 3 shows experiments
and assessments, and lastly, Sect. 4 determines the main conclusions obtained after
completing this research.

2 Metaheuristics Algorithms

2.1 K-means Clustering

The K-means algorithm is a clustering technique designed for partitioning a set of raw
data. K-means. This method finds K groups of clusters depending on similarities placed
by the algorithm’s designer. The algorithm places one centroid on each iteration to find
K groups where the closest neighbors to each centroid are identified. Finally, each data
belongs to one exclusive cluster, that is why this method is known as hard clustering [8].

As previous mentioned, each point on the data set is grouped to the closest centroid
where the distance is obtained by Euclidean distance as follows:

d =
√
√
√
√

d
∑

i=1

(xi − yi)2 (1)

where d is the Euclidean distance, xi and yi are the point for a 2-dimentional Euclidean
space. At first place, the algorithm selects randomly K centroids, also known as seeds.
Each data point is assigned to the closest centroid and the position of the point is updated
in each iteration where the centroid is redistributed according to the optimization of a
cost function. The main objective is to minimize the Sum of Square Error (SSE) of the
Euclidean distance of each point to its closest centroid by:

SSE =
d

∑

i=1

∑

xi∈Ck

(xi − ck)
2 (2)

where ck is the centroid and it is defined as:

ck =
∑

xi∈Ck
xi

ck
(3)
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The iterative steps of K-means are described as follows (Table 1):

Table 1. K-means pseudocode [9].

Generate k random centroids;

For each step:
Assign the instance to cluster with closest centroid;

Repeat; 
Update the centroid;
Reassign the instances to clusters;

Until end process;

An example of data classification is presented in Fig. 1, where raw data is classified
into 3 groups according to the closest centroid for each point in the data set.

Fig. 1. K-means clustering in random data to determine 3 groups.

2.2 Particle Swarm Optimization (PSO)

PSO algorithm is a metaheuristics process developed by Kennedy and Eberhart [10] to
simulate the behavior of biological systems. In a detailed way, the algorithm is compared
with a search process performed by a group of birds or a group of fishes. Everyone in
the group collaborates with its neighbors to find a specific objective.
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The PSO algorithm is simple, and it is described as follows: The objective is in a
space of D solutions. At first, N particles are distributed in the solution space as random
points. Each particle represents a point with coordinates:

Xi = (xi1, xi2, · · · , xiD) (4)

Each element moves with a velocity:

Vi = (vi1, vi2, · · · , viD) (5)

When the search process begins, each particle updates its velocity and position on
each iteration:

Vi = ωVi + c1r1
(

pbesti−xi

) + c2r2(gbest − Xi) (6)

Xi = Xi + Vi (7)

where pbesti is the best position of each particle, gbest is the best global position of the
swarm, c1 and c2 represent learning factors, r1 and r2 random numbers between 0 to 1,
and ω the inertial weight commonly represented by values between 0.1 to 0.9.

Fig. 2. Position transition of each particle.

Figure 2 shows a graphical representation of the movement and position of each par-
ticle from the previous best solution (blue) to the current solution (black) related to the
global best solution (red). In the following Table, the PSO process is resumed (Table 2):
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Table 2. PSO pseudocode [11].

Setting of N-particles population;
Initialization of position and velocity of each particle;

For each iteration:
Fitness value calculation;

Update personal and global best.
Until meeting stopping criterion;
Optimal output value;

PSO is a very versatile algorithm that can be combined with other optimization
techniques [12–14] to acquire better results. These alternatives solve the local optimum
problem, where particles in PSO tend to be moving around a specific point and finds a
solution that it is not necessary the global optimum [15].

3 Experiments and Assessments

3.1 Clustering of Consumer’s Data

The experiment data comes from a collection of electricity bills of 80 consumers from
southern part of Quito city. The consumer’s bill shows the cost of energy and the KWh
consumed in a month. An average of the last 3 months was used to determine the use of
energy and cost for each consumer. The classification of data with K-means algorithm
is presented as follows:

Fig. 3. Energy cost and consumption of experiment’s data.
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The number of clusters founded were 3 for low, medium, and high consumption of
electricity. The consumption is proportional to the cost of energy as seen in Fig. 3. From
the data set, the main points are determined for consumption and cost are (Table 3):

Table 3. Limits from dataset.

Cluster Lower consumption
[KWh]

Higher
consumption
[KWh]

Lower cost [USD] Higher cost [USD]

Low 0 163.8 0 13.92

Medium 173.4 318 14.74 27.03

High 327 584.4 27.79 49.67

After clustering, the centroids for each group as placed as follows:

Table 4. Differences from centroid and average points from dataset.

Cluster Centroid
consumption
[KWh]

Average
consumption
[KWh]

Centroid cost
[USD]

Average cost
[USD]

Low 96.7 81.9 8.22 6.96

Medium 241.2 245.7 20.50 20.89

High 439.5 455.7 37.35 38.78

Table 4 shows the differences between positions of centroid and average from mini-
mum and maximum points. K-means takes properly the centroids because its values are
closest to the average points and the 3 groups are clearly determined.

3.2 Optimization of Consumption by PSO

The optimization process takes the data from clustering at the last step. The main objec-
tive is to minimize a cost function represented by the quadratic difference between
the electrical energy consumed monthly and the maximum value of the medium
consumption. The energy consumed by each user is represented as follows:

E/day =
n

∑

k=1

Piti (8)

where E/day is the energy consumed in a day in Kwh, Pi is the power of each appliance
in W and ti is the time of the use of each appliance in hours. The values are calculated
by a period of 30 days to meet the data set from each consumer’s bill.
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Before applyingPSOmethod tominimize this problem itsmandatory to analyzewhat
appliances can be adopted for this task. In other words, some appliances are important to
do daily tasks and are not susceptible for reducing the time of use. Moreover, there are
other electrical and electronical devices that can reduce the time of use because are not
primordial. A priority matrix [16] is developed to analyze in general, the most important
devices for electricity consumers. This matrix compares all home appliances between
them and gives a grade of importance. The matrix was developed with a common group
of appliances existing in each consumer and a criterion for a hierarchical classification.
In the process of comparing each element, values are dismissed when comparing an
appliance with itself. Values of 1 are assigned to the most important element and 0 to
the less important. The important elements mean appliances that can not be reduced its
use. The assignation values are performed from row-row analysis.

Results show the components with higher value of priority can be taken as part of
the objective function to find a solution by minimizing the cost function. A priority of
lower values means the appliance is very important at home and a higher value means
the opposite. The criterion is the same as previously explained with the difference of the
number of appliances taken to calculate the electrical energy consumed monthly. Values
highlighted will be used for this new optimization process (Table 5).
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Fig. 4. Displacement of particles in PSO for optimum search.

Figure 4 presents the displacement of particles on each iteration until getting closer
to the optimum point. In this case, the energy of 3 appliances were used to determine a
const function. The number of particles utilized were 50 and the iteration number was
changed to observe the improvement of the best cost.

Table 6. Results of PSO for different number of iterations.

Iterations Drying machine’s
time [h]

Washing
machine’s time [h]

Iron’s time [h] Best cost Saving [%]

10 1.8526 3.3 5.29 10.64 37.36

20 3.761 3.34 1 0.4169 27.64

30 1.6313 1.223 3.6576 0.059 22.04

40 2.661 1 2.641 0.0052 19.06

50 2.0981 1 2.1379 0.00056594 18.65

This analysis was performed in one user; it means the optimization on the rest of
higher electricity consumers followed the same procedure. The evolution of best cost is
presented in the next figure as follows (Fig. 5):
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Fig. 5. Number of iterations vs best cost.

The algorithm reaches a value of 0.00056594 as expressed in Table 6, the PSO
response is better after adding more iterations. To reach this objective, various tests need
to be performed.

Finally, the perspectives for energy savings are presented (Fig. 6):

Fig. 6. Electrical energy improvement for higher consumers.
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The consumers for high energy demand will receive benefits from paying less cost
of electricity bill between 5 to 20%.

4 Conclusions

PSO algorithm has a precise response to minimize the objective function. Less time of
using appliances was put under the tests extracting new times of use for non-essential
loads. The analysis performed better results with a larger horizon of iterations.

K-means method divided in 3 well-known groups the data set for consumers of
electricity. The groups could take a perspective of more than 3 groups, but the first data
point of high consumptionwas almost $28whichmeans a good start point of optimization
for a conventional family of more than 3 members.

Savings reaches maximum values of almost 20% monthly, which represents an
annual improvement in energy consumption proportional to the saving value. The per-
spectives projected after this experiment emphasizes an increasing in the reliability of
the interconnected electrical system.
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Abstract. This research includes the results of the integration of wind and solar
energy in the electricity generation system by substituting conventional energy.
The renewable resource data used correspond to the province of Loja in Ecuador,
where the Villonaco Wind Farm is currently operating and thermosolar and pho-
tovoltaic energy projects are being developed, where the peak demand data of
30.27 MW was used. To verify the reliability of renewable energies, four case
studies have been established, and reliability indexes and capacity credit have
been calculated, using the Matlab tool, through the Monte Carlo method which is
a numerical statistical method. The use of computational tools made it possible
to verify the possibility of reducing conventional power generation plants while
maintaining the reliability of the system. Therefore, the work carried out estab-
lishes a reliable tool for the integration of non-conventional renewable energies
into the electric system. It concludes that wind, solar thermoelectric, and photo-
voltaic technologies not only improve the reliability of the system but also provide
power that can be used to meet the demand of other sectors.

Keywords: Non-conventional · Renewable energies · Reliability · Capacity
credit · Monte Carlo method · Matlab

1 Introduction

Non-conventional renewable energies correspond to all those sources of energy gener-
ation in which the consumption, expense, or depletion of its generating source is not
incurred [1]. Renewable energy source technologies have reached a high level of devel-
opment at a global level, which has allowed them to become competitive with tradi-
tional energy generation alternatives. According to the International Renewable Energy
Agency (IRENA), the use of renewable energies worldwide should more than double
by 2030 to advance the global energy transformation (“10 Years: Progress to Action”,
2020). In addition, it should be noted that the link between energy and climate change
is very strong since it is the high consumption of fossil fuels that has caused the varia-
tions in global temperatures. For this reason, the use of renewable energies as sources
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of energy generation has developed in recent years. Technologies such as wind and
solar concentrated in 2019 almost three-quarters of the new energy installations com-
missioned worldwide. Latin America and the Caribbean are rich in renewable natural
resources, so the increase of projects based on non-conventional renewable technology
allows a significant reduction of greenhouse gas emissions and a positive contribution
to international agreements on climate change.

Ecuador through its Plan Maestro de Electricidad (EMP) 2018–2027 [2] has estab-
lished objectives inwhich it points out that the participation of renewable energies should
be increased in the national production, following the objectives of improving the pro-
ductive matrix. To meet this objective, projects are currently being developed for the
use of renewable energies: hydro, wind and solar. However, reliability should be pointed
out as a very important factor in the planning, design, operation and maintenance of the
electric power system. Within this, generation is a fundamental part since it has to be
able to meet the demand at all times.

The integration of renewable energies in the electric power system poses new chal-
lenges in its operation. Some of these are related to the inherent characteristics of the
system itself: reliability, quality and efficiency [3]. This paper studies the reliability of the
electric power system as wind and solar power are used in the province of Loja, Ecuador
because several projects with renewable technologies are currently being developed in
this part of the Ecuadorian national territory. Due to the complexity of the electrical
system, it can be divided into hierarchical levels such as generation, transmission and
distribution, which can be analyzed correspondingly [4]. In this way, the present work
addresses the generation level. The reliability of a generation system is related to the
existence of enough generators within it to satisfy the consumers’ electricity demand;
considering static conditions of the system and without taking into account dynamic
and transient system disturbances [5]. To evaluate how reliable a generation system is,
the following reliability indices are used: expected loss of load (LOLE), expected loss
of energy (LOEE), loss of load probability (LOLP) and expected demand not supplied
(EDNS) [6]. In addition, the capacity credit (ECCP) is established to determine the pos-
sibility of increasing the penetration of renewable energy, decreasing the conventional
power without modifying the reliability of the system. It should be noted that deter-
ministic and probabilistic methods are used to calculate these indexes, for which reason
stochastic Monte Carlo simulation is used in this study, which imitates the operation of
the systems considering their random characteristics using computational methods [7].

To perform the reliability analysis of the electric generation system by integrating
non-conventional renewable technologies such as wind, solar thermal and photovoltaic,
data from the area of Loja located in the south of Ecuadorian territory are used. The
importance of this work lies in the application of a computational method for the evalu-
ation of renewable energies in the generation system by providing clean and sustainable
energy. Finally, the present study intends to contribute to the research on the integra-
tion of renewable energies in the Ecuadorian electrical system, to take all the necessary
measures and apply them in the change of the energy matrix of the country.
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2 Methodology

The study carried out through the present work is structured as follows: selection of
the research area, obtaining wind and solar resource data, simulation of renewable gen-
eration, processing of conventional generation data, the study of electricity demand,
application of the Monte Carlo method, calculation of reliability indices and capacity
credit and finally the analysis of results.

2.1 Location of the Study Zone

The area chosen for this research is the province of Loja in Ecuador. This area has a high
presence of renewable solar and wind resources suitable for electricity generation. The
province of Loja, as shown in Fig. 1, is located in the southern part of the Ecuadorian
Sierra and has an area of 11,026 km2. It is part of the Southern Region, which also
includes the provinces of El Oro and Zamora Chinchipe, with some 450,000 inhabitants
at the provincial level.

Fig. 1. Location of the province of Loja in Ecuador.

TheMinisterio deElectricidadyEnergíaRenovable (MEER) and theEscuelaPolitéc-
nica Nacional (EPN) have developed the Wind Atlas and Solar Map of Ecuador respec-
tively, which establish that the area of Loja has a very high potential in terms of renewable
resources that can be used for electricity generation due to the presence of the Andes
Mountains [8, 9]. Some of the country’s emblematic projects are currently operating in
Loja, including the Villonaco wind farm, as well as solar technology projects such as
Sabiango Solar, Surenergy, Lojaenergy, among others [10]. In addition, it is worth noting
that within the 2018–2027 generation expansion plan that promotes the use of renewable
energy resources, the construction of new projects in the Loja area is established due to
its high penetration of wind and solar resources [2].
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2.2 Renewable Resources Data

According to the availability of wind and solar resources in the area of Loja, the appro-
priate sites for the location of renewable electricity generation plants are established. For
this reason, the search and compilation of information corresponding to the variables
of renewable resources and electricity demand in the area of Loja was carried out, such
data were requested to national organizations involved in the electric-renewable field.

Wind Resource. The pressure, relative humidity, temperature, wind speed and direc-
tion data obtained correspond to the Villonaco wind farm area (latitude: 4°00′01.5′′ S,
longitude: 79°15′33.4′′ W, elevation: 2720 msnm) in the province of Loja-Ecuador and
were provided by Corporación Eléctrica del Ecuador (CELEC EP) [11] and the Instituto
Nacional de Meteorología e Hidrología (INAMHI) [12].

Solar Resource. The direct radiation data correspond to the area of La Ceiba (latitude:
4°18′07.9′′ S, latitude: 80°13′10.9′′ W, elevation: 200msnm) and the global radiation and
temperature data correspond to the area of Saucillo (latitude: 4°15′59.9′′ S, longitude:
80°12′11.8′′ W, elevation: 200 msnm) both locations are located in the Zapotillo canton,
in the province of Loja-Ecuador. Solar resource data were provided by the Corporación
para la Investigación Energética (CIE).

The wind and solar resource data used are hourly and cover the period from Jan-
uary 1 to December 31, 2018, i.e. a full year. The simultaneous data collection has the
purpose of knowing the production of three types of renewable technology: wind, solar
thermoelectric and solar photovoltaic hour by hour to know how much they can cover a
given demand without producing any type of interruption. Figure 2 shows the location
of the renewable generation plants.

Fig. 2. Location of renewable generation plants.

Due to the increasing presence of power generation plants based on renewable
resources throughout the Ecuadorian territory to achieve the energy transition and meet
the objectives established in the Plan Maestro de Electricidad, it is of vital importance
the existence of tools that can provide flexibility to the operation of the system, which is
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essential to maximize the use of renewable primary resources. For this reason, it is con-
venient to study the integration of wind and solar renewable energies while maintaining
the reliability of the electrical system.

2.3 Renewable Generation

Once the renewable resource data is available, the simulation of renewable generation is
carried out using computer tools to obtain the necessary information for the calculation
of the reliability indexes and the capacity credit.

Wind-Photovoltaic Production. The Hybrid Optimization Model for Electric Renew-
ables HOMER software [13] is used to simulate wind and photovoltaic production. This
information can be seen in Fig. 3.

Fig. 3. Simulated wind-photovoltaic production at HOMER.

Solar Thermoelectric Production. The Solar Advisor Model SAM software [14] is
used to simulate solar thermoelectric production, which can be seen in Fig. 4.

Fig. 4. Simulated solar-thermoelectric production at SAM.
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2.4 Conventional Generation

For a conventional generation, the data provided by Empresa Eléctrica Regional del Sur
S.A. (EERSSA) and the parameters of mean time between failures MTTF and mean
time to repair MTTR [15]. The distribution system of the province of Loja receives
contributions from the Catamayo MCI (Internal Combustion Engine) Thermal Power
Plant and the main contribution from the Sistema Nacional Interconectado in Table 1.

Table 1. Conventional generation units in Loja.

Central Unit Type Nominal power (MW)

Catamayo U1 Thermic MCI 1.8

Catamayo U2 Thermic MCI 1.28

Catamayo U3 Thermic MCI 1.575

Catamayo U4 Thermic MCI 1.575

Catamayo U5 Thermic MCI 1.575

Catamayo U6 Thermic MCI 2.88

Catamayo U7 Thermic MCI 2.88

Catamayo U8 Thermic MCI 2.5

Catamayo U9 Thermic MCI 2.5

Catamayo U10 Thermic MCI 2.5

Cuenca-Loja SNI Interconnection 25.2

2.5 Demand Curve

The reliability of renewable generation requires hourly power demand data, for this
reason, Empresa Eléctrica Regional del Sur S.A.-EERSSA provided the respective con-
sumption data for the province of Loja. Figure 5 shows the historical behavior of demand
throughout 2018, with the maximum peak demand, is 30.27 MW.

2.6 Monte Carlo Method

Monte Carlo methods are computational algorithms that rely on repetitive random sam-
pling to compute their results. Thesemethods are often used in computational simulations
of physical and mathematical systems [16].
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Fig. 5. The demand of the province of Loja.

TheMonteCarlomethodperforms a sampling simulation using sequences of uniform
random numbers, generating a random state of the system, this state is composed of:
random generation, operating states and random time points. The generation operating
states will have a corresponding generation power, while the time points will have a
corresponding generation power and demand [4].

In the present study, the following Monte Carlo methods are applied to perform a
comparison between them and observe the variations of the reliability indices.

Non-sequential Method. To calculate the reliability indices in the non-sequential
method, the monotonic curve of the scheduled demand is used. The reason for using this
curve is to try to avoid the sequential effect of using the cumulative frequency distribution
(CDF) of wind, solar PV and solar thermal generation.

In addition, for this method, the probability of unavailability of conventional genera-
tion plants and interconnections is calculated and different renewable production curves
are introduced based on the data obtained with the simulation software.

Sequential-Non-sequential Hybrid Method. This method comprises a combination
of the sequential method and the non-sequential method.

It consists of obtaining at a given time the thermal demand, i.e. the resulting demand
to be satisfied by the conventional thermal units after the intervention of the renewable
power plants.

Once the thermal demand is available, the non-sequential method is applied, i.e. the
load monotonic of the thermal demand is obtained and the respective draw is made only
for the conventional power plants to obtain the demand not supplied (DNS) and from
here the different reliability indexes of the system.
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Total Sequential Method. This method comprises a variation of Sequential Monte
Carlo, in which the input variables are used sequentially, thus working with scheduled
demand data and production data from renewable and conventional power plants. For
each sample, an hour-by-hour draw is made for each conventional plant, which allows
knowing the moments in which the plant has failed and its respective repair time until it
starts operating again. In the end, the power of all the power plants is added up and, in
this way, the available conventional power is obtained for each sample.

For the renewable power plants, the simulated production data are used and the
generation is compared with the scheduled electricity demand to obtain the unsupplied
demand, from which the respective reliability indexes can be calculated.

2.7 Reliability Indexes

To reach the values of the reliability indexes of the system, it is necessary to perform a
simulation during a certain time interval, since the Monte Carlo method does not ensure
the convergence of the process due to its oscillating nature, the greater the number
of repetitions, the greater the confidence interval will be [7]. However, to avoid an
excessive number of repetitions, a convergence criterion is established which consists
of quantifying the error as repetitions are added, and establishing a maximum value for
this error [6].

The software used to apply the Monte Carlo algorithm is in Matlab, due to its very
useful characteristics when processing large amounts of data. The main characteristics
taken into account for the calculation of the reliability indices are:

– Convergence process: number of repetitions adequate for the results to be reliable and
the error to remain within established margins.

– Unavailability index (FU): random status of the generating unit generated: 0
(unavailable) and 1 (available at rated power).

– Mean Time To Failure (MTTF): mean time between failures.
– Mean Time To Repair (MTTR): mean time to repair.
– Average number of failures in a year (λ): number of failures of a plant in a year.
– Average number of repairs in a year (β): number of repairs of a power plant in a year.

Taking into account these parameters and the characteristics of both renewable
and conventional generation plants, the following reliability indexes can be calculated:
LOLE, LOEE, LOLP and EDNS.

LOLE, “Loss of load expectation” ismeasured in hours/year. The general expression
is:

LOLE =
∑

i∈spiT (1)

pi: the probability of state i of the system; s: set of all the times when the demand is
greater than the available generation; T: a period in which it remains in that state.

LOEE, “Loss of energy expectation”, is measured in MWh/year. The general
expression is:

LOEE =
∑

i∈s8760Cipi (2)
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Ci: the difference between demand and available generation in state i.
LOLP, “Loss of load probability”, being a probability is dimensionless.

LOLP = LOLE/8760 (3)

EDNS, “Demand not supplied” is measured MW/year:
This index indicates the amount of power not supplied over a year.
In the present study, a margin of error has been established with a maximum value

of 5% and a maximum number of samples equal to 3000, since this number of itera-
tions ensures a reliable convergence of the indexes and an error value that is within the
established margin.

2.8 Capacity Credit

There are several definitions for capacity credit, the twomost commonly used are equiva-
lent load-carrying capacity (ELCC) and equivalent conventional power capacity (ECPP).
For the present study, the ECPP is calculated and is defined as the amount of installed
conventional power Y (MW) that can be substituted with X (MW) of a power of another
technology without modifying the reliability of the system [17].

ECPP = Y /X (4)

For the calculation of the capacity credit, four case studies of renewable power
penetration in the system have been carried out using the Monte Carlo method to check
and highlight the reduction of conventional power without modifying the reliability of
the system [18].

3 Performance and Results

The study carried out through the present work is structured as follows: selection of
the research area, obtaining wind and solar resource data, simulation of renewable gen-
eration, processing of conventional generation data, the study of electricity demand,
application of the Monte Carlo method are considered because only one year’s data is
available, calculation of reliability indices and capacity credit and finally the analysis of
results.

Based on the current conditions of the electric generation system, four case studies
were carried out, which have eleven states of penetration of conventional and renewable
power to meet the electric demand. The case studies are described below:

– Case 1: non-sequential simulation without variation in the simulated production data
of renewable power plants (base case).

– Case 2: non-sequential simulation with a variation of the renewable production data
by a normal distribution concerning the base case.

– Case 3: hybrid sequential-non-sequential simulation using simulated renewable
production data from the base case.
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– Case 4: full sequential simulation using the simulated renewable production data from
the base case sequentially.

Table 2 and Table 3 show the values of the reliability indices calculated for case 1
and case 2 respectively.

Table 2. Results of simulated scenarios Case 1.

State Power (%) LOLE (hour/year) LOEE (MWh/year) EDNS (MW/year) LOLP

0 100% PC 8.066 295.043 35.163 0.00093

1 90% PC-10% PR 6.140 164.413 24.781 0.00071

2 80% PC-20% PR 5.237 127.944 22.048 0.00060

3 70% PC-30% PR 4.904 119.135 21.690 0.00056

4 60% PC-40% PR 4.740 119.740 22.079 0.00054

5 50% PC-50% PR 4.564 120.039 22.960 0.00052

6 40% PC-60% PR 4.396 121.700 24.162 0.00050

7 30% PC-70% PR 4.246 125.539 25.584 0.00048

8 20% PC-80% PR 4.120 130.116 27.165 0.00047

9 10% PC-90% PR 4.083 137.704 28.888 0.00046

10 100% PR 4.832 172.614 31.290 0.00055

Table 3. Results of simulated scenarios Case 2.

State Power (%) LOLE (hour/year) LOEE (MWh/year) EDNS (MW/year) LOLP

0 100% PC 8.051 295.770 34.943 0.00092

1 90% PC-10% PR 6.867 207.294 28.381 0.00078

2 80% PC-20% PR 6.300 181.333 26.914 0.00072

3 70% PC-30% PR 6.126 177.205 26.169 0.00070

4 60% PC-40% PR 5.984 178.727 28.084 0.00068

5 50% PC-50% PR 5.825 182.306 29.420 0.00066

6 40% PC-60% PR 5.634 186.707 31.049 0.00064

7 30% PC-70% PR 5.435 192.281 32.905 0.00062

8 20% PC-80% PR 5.243 198.306 34.948 0.00060

9 10% PC-90% PR 5.098 206.764 37.149 0.00058

10 100% PR 5.362 232.071 39.708 0.00061
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Table 4 and Table 5 show the values of the reliability indices calculated for case 3
and case 4 respectively.

Table 4. Results of simulated scenarios Case 3.

State Power (%) LOLE (hour/year) LOEE
(MWh/year)

EDNS (MW/year) LOLP

0 100% PC 8.046 292.585 34.806 0.00092

1 90% PC-10% PR 6.112 180.039 27.077 0.00070

2 80% PC-20% PR 5.515 160.869 26.107 0.00063

3 70% PC-30% PR 5.362 159.354 26.067 0.00061

4 60% PC-40% PR 5.320 164.759 27.564 0.00060

5 50% PC-50% PR 5.211 171.517 29.173 0.00059

6 40% PC-60% PR 5.119 179.854 31.041 0.00058

7 30% PC-70% PR 5.029 188.390 33.061 0.00057

8 20% PC-80% PR 4.943 197. 277 35.195 0.00056

9 10% PC-90% PR 4.888 208.593 37.421 0.00055

10 100% PR 6,792 307,823 41,058 0,00078

Table 5. Results of simulated scenarios Case 4.

State Power (%) LOLE (hour/year) LOEE
(MWh/year)

EDNS (MW/year) LOLP

0 100% PC 8.222 296.368 35.023 0.00093

1 90% PC-10% PR 6.149 177.688 27.118 0.00070

2 80% PC-20% PR 5.679 162.120 26.408 0.00064

3 70% PC-30% PR 5.507 161.513 26.290 0.00062

4 60% PC-40% PR 5.474 168.119 28.122 0.00061

5 50% PC-50% PR 5.368 175.215 29.796 0.00060

6 40% PC-60% PR 5.237 183.123 31.691 0.00059

7 30% PC-70% PR 5.109 191.843 33.732 0.00058

8 20% PC-80% PR 4.994 200.286 35.877 0.00057

9 10% PC-90% PR 4.910 210.210 38.105 0.00056

10 100% PR 6.833 310.050 41.709 0.00078

Figures 6, 7, 8 and 9 show the convergence process of the LOLE index for the four
case studies respectively for the 100%Conventional Power and 100%Renewable Power
scenarios.
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Fig. 6. Non-sequential method: LOLE convergence (state 0 and state 10) Base case 1.

Fig. 7. Non-sequential method: LOLE convergence (state 0 and state 10) Base case 2.

By comparing the results in the four case studies it can be observed that either by the
Sequential or Non-Sequential Monte Carlo method as renewable energy is integrated
into the system the LOLE index starts to decrease which establishes the reliability of
the electrical generation from wind and solar energy. In addition, from the values of
the reliability indices, the capacity credit of the case studies was calculated. Figure 10
shows the evolution of the capacity credit (ECPP) of the four case studies, as renewable
energy increases in the system the capacity credit, ECPP decreases. Finally, the results
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Fig. 8. Hybrid method: LOLE convergence (state 0 and state 10) Base case 3.

Fig. 9. Total sequential method: LOLE convergence (state 0 and state 10) Base case 4.

obtained show that it is possible to increase the penetration of renewable power in the
system and reduce conventional power plants while maintaining system reliability.
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Fig. 10. Capacity credit evolution, ECPP.

4 Conclusions

– As the integration of renewable power in the system increases while maintaining the
contribution of the Loja-Cuenca interconnection in all the cases considered, the LOLE
index (expected loss of load) is reduced from approximately 8 h/year to 4 h/year, i.e.
the system becomes more reliable (change from state 0 to state 9). However, despite
this increase in LOLE the reliability of the system is maintained.

– The LOEE (expected energy loss) index obtained in all the cases considered is reduced
with low penetration of renewable technologies (change from state 0 to state 3) while
as this penetration becomes noticeable and conventional plants are reduced, the LOEE
increases, which means that the severity of the expected failure is higher (change from
state 3 to state 10).

– The probability of loss of load, or LOLP, observed decreases as the penetration of
renewable energies in the system increases and conventional power plants are reduced,
which means that the integration of renewable technology into the system allows for
a greater possibility of keeping demand covered in a given period. The observed
increase in LOLP is higher in the case of a fully renewable system (state 10 of all case
studies).

– The expected demand is not supplied or EDNS follows the same process as the LOEE
index, i.e. it decreases with low penetration of renewable technologies (change from
state 0 to state 3) while as this penetration becomes noticeable and conventional plants
are reduced, the EDNS starts to increase.

– Through the results obtained from this study, it is concluded that the integration of
renewable energies in the electrical system is feasible and that it maintains the relia-
bility of the electrical generation, which allows reducing the presence of conventional
power plants, contributing to the diversification of the energy matrix of Ecuador.
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Abstract. This research focuses on the optimization of electrical distribution
networks by the means of locating and sizing capacitors, for reducing system
losses. In the iterative and combinational process of finding the most optimal
results, an Improved Global Harmonic Search (IGHS) algorithm has been used, in
combination with the Matpower tool in order to solve radial power fluxes. For the
purpose of locating the buses where the best results are obtained, and to reduce the
search space, a Loss Sensitivity Factor (LSF)was used. In theminimizationmodel,
voltage restrictions, power factor, and reactive overcompensationwere considered;
the time considered for the study was fifteen years. To test the method used, two
model radial systems (IEEE 33 and 69 buses) have been optimized. The technical
and economic analysis of the results, allows us to conclude that the investment
in reactive compensation equipment for the two model systems is recommended,
and brings improvements corcerning not using them, the implementation will
allow solving problems concerning losses, better use of the networks, the longer
useful life of the equipment connected to it, power factor correction, and voltage
improvement. The study with capacitors with automatic steps is presented, since
compared to better technology equipment they are more economical and practical
for their application in radial distribution networks, whose characteristic is that
they reachmanykilometers in length. Formorepollutednetworkswhere capacitors
cannot be used, this study can serve as a starting point for the location and sizing
of other compensation devices.

Keywords: Optimization · Radial distribution system · Reactive power
compensation · Loss sensitivity factor · LSF · Improved global harmony search ·
IGHS · Matpower

1 Introduction

The optimization of electrical distribution networks focuses onmaintaining service qual-
ity parameters within tolerable ranges [1]. The optimization of a distribution network
starts from the current analysis of the system and its projection some years ahead, to
plan the changes to keep both all components and [2, 3] parameters operative. The result
of this analysis implies the best system solution at the lowest possible cost. For finding
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the least amount of devices, adequate distribution of the circuit components, and their
sizing, the designed systems must foresee the necessary considerations to provide the
power supply that satisfies the users’ needs both for the year of implementation and in
the long term. Finding the solution of all of these parameters for an efficient distribution
system requires a long iterative process, therefore computational solving methods are
used.

Research on the optimization of capacitor sizing and capacitor location has proposed
several system solutionmethods, such as voltage stability index (VSI) [4], improved har-
monic methods [5], genetic algorithms [2], bacterial search algorithms [6], plant growth
simulation algorithms [7], clustering based on search (CBO) [8], accelerated particle
swarm [9], search Cuckoo (CSA) [10], differential evolution (DE) [11], heuristics with
multiobjective functions [12], linear mixed-integer problem resolution [13], in addition
to mixed-integer nonlinear programming [14]. To find the global minimum in this case,
we used the approximation algorithm IGHS, which will be solved by programming in
Matlab together with the Matpower program [15].

As suggested in [16], for the sizing of the components of the primary distribution
network, a demand projection period of fifteen years is considered. The issue of demand
projection was not studied in-depth as it is a criterion that depends on several factors
such as the place where the study is developed, expansion plans, the designer’s criteria,
and more of 3.9%, [17], from annual growth in demand.

2 Method

To solve the problem of losses in the radial systems IEEE 33 and IEEE 69, we propose
the location and sizing of the capacitors, with the aims of finding an optimal answer we
minimized an objective function using the IGHS algorithm. In order to reduce the search
space we used an LSF factor; the model considers technical and economic constraints,
for the iterative search we used the results of the radial power flows of Matpower.

A timeframe of fifteen years was established for the present study [18], on the basis
of the useful life of the devices, as well as the growth in demand due to the increased
use of devices by users [19, 20]; the expected trend growth rate of 3.9% per year was
used [21], which are entered in the PD and QD columns for each case, for the execution
of the power flows, where PD and QD are nomenclature used in Matpower for active
power and reactive power.

2.1 Radial Power Flows

The power summation method in Matpower (PQSUM) was performed. Concerning the
simulation of the shunt-connected capacitors, they were placed in the mpc matrix in
the column corresponding to MVAR susceptance values or Column 6 (BS). The results
obtained from the software were used throughout the iterative process of the search, for
the minimization of the objective function.
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2.2 The Objective Function

The objective function to beminimized has to dowith themonetary cost since the focus of
the research is based on finding an efficient alternative in terms of technical performance,
as well as the one with the lowest implementation cost. Therefore, the function includes
power and energy loss cost of the system, capacitor capacity investment and installation
cost.

FO = LossP × Fper × kloss × t + LossP × KP + Frc ×
⎛
⎝kcap ×

Cb∑
i

vectQci + Cb × kinst

⎞
⎠ (1)

where:

Fper = 0.3 ∗ Fc + 0.7 ∗ Fc2 (2)

Frc = (int × (1 + int)years) ÷ (((1 + int)years) − 1) (3)

LossP = Active power losses

Kloss = Cost of active power losses
(
90 USD
MWh

)

t = 8760 hours for one year

kp = Cost of power osses,
(
57,500.00 USD

MW

)

kcap = Cost per installed MVAR,
(
25,000.00 USD

MVAR

)

vectQci = Vector with the values of the capacitors found
Qc = Discrete vector with commercial capacitor values including 0
Frc = Capital recovery factor
Cb = Number of resulting capacitors
LossP = Active power losses
Kinst = Constant installation cost of each capacitor(1, 000.00 USD)

The loss factor (Fper) is calculated based on the load factor (Fc), it is necessary to
consider that the loads are not constant for all days of the year [18], for this study, a load
factor of 0.8 was used.

In the case of the total cost of the capacitors, this value was divided for various
periods during the projection time of the study; the cost of the capacitors was multiplied
by Frc, where int is the interest rate at which the investment will be paid with a value
of 9.03% taken from the Central Bank in August 2020 [17]; another variable taken into
account in Eq. 3 is the number of years of financing, which in this case is 15 years.

To solve the objective function, we took into account the voltage restrictions at each
busbar as in the Eq. (4), the power factor at the feeder’s head as in Eq. (5), the reactive
compensation that must not exceed the reactive power of all loads, and the power factor
at the feeder’s head as in Eq. (6) [20].

In expression number (4) Vi corresponds to the voltage modulus at each node or
busbar of the distribution network system [5, 19]. On the other hand, the voltage was
regulated to ±10% concerning the nominal voltage.
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InEq. (5); the power factorwas calculatedwith the reactive and active power provided
in Matpower from the previous calculations, employing [results.gen].

0.9 ≤ Vi ≤ 1.1 (4)

0.9 ≤ fpsys ≤ 1.0 (5)

Cb∑
i=1

vectQc ≤
bars∑
i=2

QD (6)

Loss Sensitivity Factor (LSF)
The distribution of the capacitors in each system is another essential parameter of the
optimization study; the use of LSF allowed obtaining a reduced sample of the location
where the capacitors can be placed, LSF helps to identify the bars where the reactive
compensation should be installed to achieve a greater reduction of losses [20, 22]. LSF
is defined by the Eqs. (7) and (8) [22].

∂PLdlossj

∂QDj
= 2 × QDj × R(i − j)

Vj2
(7)

where:

PLdloss(j) =
(
PD2(j) + QD2(j)

)
V 2(j)

× R(i − j) (8)

Vj = Modulus of voltage at bars j at receiving end
R(i − j) = Resistance of the line between the bars i and j
PLdloss(j) = Distribution line losses reaching the busbar j
QDj = Reactive power at busbar j
PDj = Active power at the busbar j
Busbars with normalized voltage values greater than 1.01 were removed from the

search, (9) [20].

Vnorm(i) = V (i)

0.95
(9)

where:
Vnorm(i) = corresponds to the normalized voltage for each busbar in the system

2.3 IGHS Considering LSF

The GHS global harmonic search and IGHS enhanced global harmonic search are
inspired by the swarm intelligence upon which the PSO heuristic is based [23, 24].
Under this principle, the harmonic search reaches to find better global optimums.

PAR(i) = PARmin + PARmax − PARmin

NI
∗ i (10)
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The PAR and BW variables according to [24], can be fixed or dynamic; for the
purposes of the present study theywere calculated dynamically according to the progress
of the iterations. According to [23] PAR and BW have a profound effect on harmonic
search performance.

The study variables have the following conditions:
HMS = 500
HMCR = 0.95
PARmax = 0.99
PARmin = 0.01
dQc = vector dimension with commercial capacitor values
n = 5000 iterations
With fixed capacitor values, the BW parameter was not used, as in GHS, thus elimi-

nating the difficulty of selecting the BW parameter [24], in its place is rnd1, which will
allow or not to change in one position the value of the capacitors of the vector Qc.

The IGHS algorithm used is described below [24]:

where:
[L] = vector with the order of the bars, from highest to lowest LSF value
U = randi[1 busbars]; randomvalue, from1 to the number of busbars in the system
X = variable for sizing
The algorithm described above was applied considering the bars selected by LSF

for the optimization in year 15. For previous years, the same algorithm was applied
without the application of LSF because the location remains fixed for each capacitor in
the location defined for the last year. In these new iterations, the capacitors must obtain
results less or equal to those of year 15, as shown in the following expression (11).

vectQc(j, t) ≤ vectQc(j, t + 1) (11)

where:
j = busbar number
t = years of the design period that varies from 14 to 1
t + 1 = years of the design period , which varies from 15 to 2



Optimal Capacitor Placement and Sizing in Radial Distribution Networks 171

3 Results and Discussions

3.1 IEEE 33 Bus System

The values of P and Q of the loads, R and X of the conductors, nominal voltage, and
other parameters of the IEEE 33-bus system can be found in the article ‘Network recon-
figuration in distribution systems and load balancing to reduce losses.’ [25]. The starting
conditions for the system are obtained after the 15-year evaluation period, with the pro-
posed demand growth conditions of 3.9%; with this data, the projection of voltage values
for all the busbars of this system is obtained. In Fig. 2, the red line show for the last year
there will be a voltage drop of more than 10% tolerance, this is considered outside the
proposed design limits.

Figure 1 shows the results of applying the LSF equation to the system, the bars with
high sensitivity values are: 8, 13, 14, 20, 24, 24, 25, 29, 30, 31.

Fig. 1. The sensitivity level is given by LSF in the IEEE 33-bus system

Optimization Results with Capacitors for Year 15
A total of 5000 iterations of the algorithm proposed were run, the results are presented
in Table 1.



172 S. Marcial M. et al.

Table 1. Results for the last year

Description Base case IGHS with LSF

Losses MW 0.5630 0.3483

Position (busbars) – 8;13;14;24;25;29;30;31

Capacity (MVAR) – 0.6;0.5;0.1;0.15;0.5;0.25;1.2;0.3

V. min 0.8544 0.9002

fp in ahead 0.8486 0.9925

F.O. ( USD) 337,769.163 221,107.431

Iterations 5000

Through the use of LSF, an optimization of 116,661.732 USD was projected for
year 15, since the initial objective function (OF) resulted in 337,769.163 USD and the
optimized OF resulted in a value of 221,107.431USD. Also, losses were of 0.563 MW,
later with the application of the algorithm and LSF, the losses decreased to 0.348 MW.

Optimization Results for Previous Years
The results found for years 1 to 15 are described in Table 2, the same that allows having
an idea of the steps of the capacitors. Additionally, it is possible to know the installation
period, with which it will be possible to elaborate a plan of implementation of the
devices. It has been established that the capacitors implemented are automatic to vary
their configuration as the daily demand changes as well as the annual demand, thus
ensuring that there are no violations to the restrictions [26].

Table 2. Results of capacitor placement in MVARs

Year 1 Year 2 Year 3 Year 4 Year 5
Location 8;13;25;30 8;13;25;30 8;13;25;30 8;13;25;30;31 8;13;25;30;31
Sizing 0.25;0.3;0.3;1.2 0.25;0.3;0.3;1

.2
0.25;0.3;0.3;1.2 0.25;0.3;0.3;1

.2;0.1
0.25;0.5;0.3;1.2;0
.1

Year 6 Year 7 Year 8 Year 9 Year 10
Location 8;13;25;30;31 8;13;25;30;31 8;13;25;30;31 8;13;25;30;31 8;13;25;30;31
Sizing 0.25;0.5;0.5;1.2;

0.15
0.3;0.5;0.5;1.
2;0.15

0.3;0.5;0.5;1.2;0
.25

0.3;0.5;0.5;1.
2;0.3

0.5;0.5;0.5;1.2;0.
3 

Year 11 Year 12 Year 13 Year 14 Year 15
Location 8;13;25;30;31 8;13;25;29;30

;31
8;13;25;29;30;3
1

8;13;24;25;29
;30;31

8;13;14;24;25;29
;30;31

Sizing 0.5;0.5;0.5;1.2;0
.3

0.5;0.5;0.5;0.
15;1.2;0.3

0.5;0.5;0.5;0.25;
1.2;0.3

0.6;0.5;0.15;0
.5;0.25;1.2;0.
3 

0.6;0.5;0.1;0.15;0
.5;0.25;1.2;0.3

Figure 2 shows a comparison of the voltage profiles in year 15, before and after
the installation of capacitors, showing that the solution found complies with the voltage
restriction.
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Fig. 2. Comparison of voltage profiles as of year 15.

Figure 3 shows in blue the results of the objective function for each year of studywith-
out capacitors, and in red the objective function for each year with capacitors installed.
Subtracting the cost of the initial objective function from the final objective function
gives the annual savings or benefit of the implementation. For calculating the NPV it is
necessary to bring to the present value the benefits obtained for each of the 15 years.

Fig. 3. Comparison of the objective function.
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Table 3. Calculation of benefits at present value

Results present value

Years 1 2 3 4 5

Cn/(1 + int)ˆn 36,229.64 36,517.97 36,536.14 36,471.24 36,380.7

Years 6 7 8 9 10

Cn/(1 + int)ˆn 36,250.18 36,041.74 35,760.44 35,364.12 34,933.08

Years 11 12 13 14 15

Cn/(1 + int)ˆn 34,410.03 33,849.7 33,237.61 32,609.42 31,896.15

�Total 526,488.16

Co = Cn

(1 + int)n
(12)

where:
Co = current cost
Cn = future cost
Int = interest
n = year of calculation
Applying Eq. 12 to each of the values of the profit obtained per year, we obtained:
The calculation of the disbursement to be made for the 8 capacitors obtained from

the search is 98,000.00 USD, considering the installed capacity and the installation cost.
To obtain the NPV, the disbursement was subtracted from the sum of the benefits of all
the years brought to present value, which gave an NPV of 428,488.16 USD.

B/C = VAN + disbursement

disbursement
(13)

Equation 13 was used to calculate the cost-benefit ratio, from which a value of 5.37
was obtained, and since it is greater than 1, it can be concluded that the investment is
viable.

3.2 IEEE 69 Bus System

The parameters of the IEEE 69 bus system can be found in the article Optimal capacitor
location in radial distribution systems [27]. In Fig. 5, the red line show for the last year
there will be a voltage drop of more than 10% tolerance, considering the 3.9% growth
in demand.

In Fig. 4, it can be seen that the bars with high sensitivity values are: 12, 21, 34, 49,
50, 59, 61, 64, 65.
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Fig. 4. The sensitivity level is given by LSF in the 69-bus system

Optimization Results with Capacitors for the Year 15
For the 69-bus system, 5000 iterationswere appliedwith the proposed objective function;
the results are presented in Table 4.

Table 4. Results for the last year

Description Base case IGHS with LSF

Losses MW 0.6381 0.4210

Location (busbars) – 12; 21;59;61;64;65

Capacity (MVAR) – 0.5; 0.3;0.25;2.5;0.1;0.6

V. min 0.8462 0.9

fp in ahead 0.8254 0.99

F.O. (USD) 382,816.31 266,488.39

Iterations – 5000

A reduction in losses was achieved because there is a savings of 116,327.92USD; the
initial objective function resulted in 382,816.31USD and at finalization in 266,488.39
USD. In the first scenario, the losses resulted in 0.6381MW and after optimization, they
were reduced to 0.4210 MW.

Optimization Results for Previous Years
Table 5 presents the capacitances found for the capacitors and their distribution in the
system for all years.
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Table 5. Results of capacitor placement in MVARs

Year 1 Year 2 Year 3 Year 4 Year 5

12;21;61 12;21;61 12;21;61;65 12;21;61;65 12;21;61;65

0.25;0.25;1.5 0.25;0.25;1.5 0.3;0.25;1.5;0.1 0.3;0.25;1.5;0.1 0.3;0.25;1.6;0.1

Year 6 Year 7 Year 8 Year 9 Year 10

12;21;61;65 12;21;61;65 12;21;61;65 12;21;61;65 12;21;61;65

0.3;0.25;1.75;0.1 0.3;0.25;1.75;0.1 0.5;0.25;1.75;0.1 0.5;0.25;1.9;0.1 0.5;0.3;1.9;0.1

Year 11 Year 12 Year 13 Year 14 Year 15

12;21;61;65 12;21;61;65 12;21;61;65 12;21;61;64;65 12;21;59;61;64;65

0.5;0.3;2.2;0.1 0.5;0.3;2.3;0.25 0.5;0.3;2.3;0.5 0.5;0.3;2.5;0.1;0.5 0.5;0.3;0.25;2.5;0.1;0.6

Figure 5 shows the comparison of the voltage profiles in year 15, before and after
optimization, where the correction of the voltage values is observed.

Fig. 5. Voltage profile comparison in year 15

Figure 6 shows a comparison of the costs of the objective function before and after
optimization, for fifteen years. By subtracting the costs of the initial objective function
minus the final objective function, the annual savings or benefit of the optimization was
obtained. To calculate the NPV it is necessary to bring to the present value the benefits
obtained for each of the 15 years, with Eq. 12, where the following Table 6 was obtained.
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Fig. 6. Comparison of the objective function

Table 6. Calculation of benefits at present value

Results present value

Years 1 2 3 4 5

Cn/(1 + int)ˆn 41,732.68 42,006.18 42,087.96 42,034.68 41,899.25

Years 6 7 8 9 10

Cn/(1 + int)ˆn 41,607.93 41,287.92 40,864.92 40,445.12 39,888.73

Years 11 12 13 14 15

Cn/(1 + int)ˆn 39,182.14 38,068.00 36,432.91 34,325.91 31,804.88

�Total 593,669.21

The calculation of the disbursement to be made for the 6 capacitors obtained from
the search is 112,250.00 USD, considering the installed capacity and the installation
cost. To obtain the NPV, the disbursement was subtracted from the sum of the benefits
of all the years brought to present value, which gave an NPV of 481,419.21 USD. For
the calculation of the cost-benefit Eq. 13 was used, from which the value of 5.29 was
obtained, being greater than 1, it can be said that the investment is viable.

4 Conclusions

In the 33-bus system during the fifteen years, losses of 5,650 MW were obtained in
the simulation executed without capacitors; in the simulation proposed with capacitors,
losses were 3,572 MW. On the other hand, the objective function for this same period
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reached a very significant optimization since it went from 3,050,439.93 USD to the value
of 2,279,147.43 USD bringing a saving of 771,292.50 USD.

In the proposed IEEE 69-bus system during the fifteen years, losses of 6.3457 MW
were obtained in the simulation run without capacitors; in the proposed simulation with
capacitors, losses were 4.0564 MW. On the other hand, the objective function for this
same period reached a very significant optimization since it went from 3,806,898.30
USD to the value of 2,570,665.97 USD; this function takes into consideration several
parameters such as the cost of energy and power losses, installation of capacitors and
savings of up to 1,236,232.34 USD.

The LSF parameter was used to search for the loss sensitivity through which capac-
itors can be distributed in an optimal location within the distribution circuit, with this
value order can be established at the busbars for the location and distribution of capacitors
in the system.

It should be noted that the optimization of the location and sizing of capacitors
has taken into account the cost of using these devices, so it was found that the cost of
acquisition and financial expenses are covered at the end of the design period; another
advantage in the implementation of reactive compensation is that the devices have a
long-life span, and can continue to operate even after the time considered for the design
has elapsed.

References

1. ARCONEL: Regulación 005-18, Calidad del servicio de distribución y comercialización de
energía eléctrica. Ecuador, p. 38 (2018)

2. Antunes, C.H., Pires, D.F., Barrico, C., Gomes, A., Martins, A.G.: A multi-objective evo-
lutionary algorithm for reactive power compensation in distribution networks. Appl. Energy
86(7–8), 977–984 (2009)

3. Castillo Munoz, F.A., Aguila Tellez, A., Gonzalez Sanchez, J.W.: Analysis of stability of
tension and losses of electric power in distribution networks with distributed generation.
IEEE Lat. Am. Trans. 14(11), 4491–4498 (2016)

4. Krishnamurthy, S., Mohlwini, E.X.: Voltage stability index method for optimal placement of
capacitor banks in a radial network using real-time digital simulator. In: Proceedings of the
24th Conference on the Domestic Use of Energy (DUE) (2016)

5. Ali, E.S., Abd Elazim, S.M., Abdelaziz, A.Y.: Improved harmony algorithm for optimal
locations and sizing of capacitors in radial distribution systems. Int. J. Electr. Power Energy
Syst. 79, 275–284 (2016)

6. Devabalaji, K.R., Ravi, K., Kothari, D.P.: Optimal location and sizing of capacitor placement
in radial distribution system using bacterial foraging optimization algorithm. Int. J. Electr.
Power Energy Syst. 71, 383–390 (2015)

7. Rao, R.S., Narasimham, S.V.L., Ramalingaraju, M.: Optimal capacitor placement in a radial
distribution system using plant growth simulation algorithm. Int. J. Electr. Power Energy Syst.
33(5), 1133–1139 (2011)
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Abstract. Ecuador, due to its geographical location, has a high amount
of direct energy from the sun. This makes it a country with high poten-
tial for the use of renewable and clean energies. Here is exposed as a
case study the city of Cuenca that receives constant solar radiation and
without significant variations throughout the year. This research consists
of the development of a measurement system to obtain the average radi-
ation, through the installation of photovoltaic solar panels on a mobile
unit (vehicle) for the analysis of radiation in transport trajectories in the
city of Cuenca - Ecuador. The system is capable of performing radiation
profiling in a database. This will allow to record accurate information
to design mobile solar installations taking into account the incidence of
solar radiation on a photovoltaic panel installed on vehicles. This study
allows to have a real conception of the opportunities of the implemen-
tation of photovoltaic panels on vehicles. Existing studies consider only
fixed panels on buildings, but as evidenced in this study, having pan-
els moving on the streets of the city, the situation is different from the
above mentioned. Electric mobility is accompanied by new challenges for
sustainable energy, this article proposes a new methodology to address
photovoltaic systems in vehicles.

Keywords: Electric mobility · Solar radiation · Renewable energy ·
Solar panels movement

1 Introduction

Renewable energies in the world are the main sources of clean and planet-friendly
energy production [22]. The generation of solar energy with solar panels is lim-
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ited by the unavailability of the main variable which is sunlight, causing the
production of electricity to vary with respect to the weather.

This integration by electrical systems is currently reflected in the goal of
being environmentally friendly, as current concerns about climate change and
fossil fuel energy security. Renewable energy sources will become key components
in combating the threat of the climate factor. The global trend will have a near
evolutionary mission towards renewable energy sources [18].

Nowadays the electrical system has been implemented by independent sys-
tems but with the vision related to energy, these energetic changes look for a
sectorial integration towards electricity and transportation, with the purpose of
obtaining a unique and efficient system [18,20]. It is called Smart Urban Energy
Network or Smart Cities, this idea will offer us a highly flexible and integrated
service with energy efficiency [28].

Electric vehicles have fixed charging systems, which limit the time and loca-
tion for recharging. This considerably reduces the desired autonomy for the use
of electric vehicles.

To improve the availability of charging systems for electric vehicles and other
complementary systems in combustion vehicles, this research focuses on the anal-
ysis and development of a mobile charging system [11]. It is intended to measure
the solar radiation considering urban transport routes in the city of Cuenca. The
analysis of solar radiation data in the city of Cuenca was generated considering
the different inferences of collection (buildings, shadows and climatic factors) in
the city [26].

Due to the growing energy consumption nowadays, the energy demand
presents higher demand rates, recent research works have shown that fossil fuels
have certain limitations such as limited resources and economic problems which
will lead to an energy crisis, [34]. to overcome the problems coming from fuels
it is required a renewable energy exploitation [12], solar energy for example is
an effective alternative because it presents availability, profitability and environ-
mentally friendly.

Recent research has established that approximately 1 kW of photo voltaic
energy is capable of avoiding the combustion of 77 kg of coal, thus reducing
carbon emissions by approximately 136 kg per year [13,33]. The benefits can be
achieved even at low levels of photo voltaic efficiency (12 and 20%) [1], so photo
voltaic energy is an energy alternative capable of supplying the world’s energy
demand if solar collection systems were more accessible.

There are several parameters established as critical for a solar system to
present the highest possible efficiency [2,10,17], showing as a main point the
technological improvements of the systems to minimize the cost and environ-
mental impact of solar systems. One of the most significant parameters studied
is the amount of irradiation received by a photo voltaic system [7,25], which
determines the efficiency and feasibility of use of a system, whether it is a mobile
or static system [29,35].

Previous research has shown the monitoring of photo voltaic panels to deter-
mine the efficiency and irradiation of the panels through the use of spectrometers,



182 R.-J. Machuca-Ordoñez et al.

weather and radiation sensors [32] used to measure the incidence of irradiation
on static photo voltaic systems [29]. Due to the increasing demand for electric
mobility, a way has been sought to implement back-powered charging systems
for this type of vehicles [23].

Studies on electric mobility present vehicles with solar power systems [4,8,19]
show prototypes of electric vehicles powered by solar energy, there are even stud-
ies that show improvements to electric vehicles that have similar systems [30],
most of the studies presented seek the implementation of a secondary charging
system using solar energy [6,14].

2 Material and Method

For the analysis of radiation in the city of Cuenca, a system was developed to
collect all the radiation data during the respective measurements [27]. The tests
carried out cover specific routes of high traffic bus lines [37], the data collection
has a duration of one week, to obtain variant data with respect to the behavior
of the climate. The collection of radiation data was carried out in the month of
July, being this statistically the most unfavorable month of the whole year with
respect to the average solar radiation according to [39].

This section describes in detail the whole process developed to obtain the
required radiation data, from formulations, simulations, first prototypes, routes
to the interpretation of the data obtained during the respective measurements.
All the equipment and methods used in each of the processes are presented and
described.

2.1 Operating Principle

The electromagnetic spectrum coming from the sun, captured by the surface of
the planet encompasses different wavelengths, such as ultraviolet (UV), infrared
(IR), x-rays, gamma rays, etc. [13]. A photovoltaic cell is capable of capturing
only a part of the electromagnetic spectrum known as the visible light spectrum.
This spectrum covers a wavelength from 400 nm to 700 nm [9].

For the development of the proposed system, a monocrystalline photovoltaic
cell is used. The monocrystalline silicon panels are characterized by higher effi-
ciency than their counterparts, efficiency of 15% to 22%, and also are not affected
by high temperatures as polycrystalline [36] in Fig. 1 is observed the technical
data of the panel used.

The main objective of the proposed system is to measure solar radiation
in watts per square meter (w/m2) [3,32]. To obtain this data the system uses
ACS712 DC current sensors. The SCC (Short Circuit Current) of the panel used,
SCC = 1.19. For wider ranges of SCC the sensor module can be replaced by one
with a wider current range (15A–30A).

Figure 1 (b) shows the initial diagram for the operation of the system [21],
the current sensor module requires that the photovoltaic panel is connected in



Photovoltaic Generation Potential for Vehicles with Solar Panels 183

(a) (b)

Fig. 1. (a) Technical data and (b) General structure.

short circuit, since the base measurement value to obtain the irritation is the
short circuit current (SCC), process detailed in Sect. 2.2.

The current values are interpreted by the current sensor module as voltage
values in mV. This is necessary since the microcontroller used for data inter-
pretation can only receive voltage values from 0 to 5V and interpret them as
integer values between 0 and 1024 at a resolution of 4.9 mV per unit [5].

2.2 Formulation

For the calculation of radiation and irradiation, the main variable is the short-
circuit current, considered with SCC. It should be noted that this value may
vary depending on the climatic factor, however, it is possible to use the values
established in the technical sheet of the panel.

SCC ≈ 1.19A (1)

The voltages received by the current sensor must also be considered. For
accuracy of reading and interpretation of the data, two constants are required
for the respective calculations. The first constant is the mean module voltage
value (mMv) which represents the mean supply voltage of the sensor. For a 5V
supply it is 2500 mV and for a 3V supply 1650 mV.

As a second constant the sensor supply voltage value (mSv) for this variable
the value of 5000 mV for the power supply is considered.

mMv = 2500mV. (2)

mSv = 5000mV. (3)

As mentioned above, the current sensor module is only capable of measuring
voltage values in mV. So in order to obtain the current values from the voltage
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values a ratio constant is required to interpret the values. This variable is set as
millivolts per amperage value (mVpA), this value depends on the module used,
for a 5 A current sensor will have a value of 185 mv, i.e. 1A is equivalent to 185
mv.

mV pA = 185mV (4)

Then the formulation procedure will be as follows:

CSR = CAI −
(
mMv

mSv
∗ 1024

)
(5)

Where:
CSR = Current sample read.
CAI = Current analog input.

The current readings will be stored and an overall average of the samples
taken is obtained, one sample per millisecond to obtain the final current. You
will then have the following formulations:

Ifinal =
Iaverage

1024 ∗ mSv

mV pA
(6)

Irradiation =
Ifinal

SCC ∗ 1000
(7)

Finally we obtain the accumulated irradiation per day:

Irradiation Accumulated =
Ifinal

3600 ∗ Irradiation period/1000
(8)

The radiation period refers to the time during which the measurements are
made. These formulas have been implemented in the program [40].

2.3 Programming

As this is a prototype equipment, it uses the Arduino platform for its devel-
opment. The main program focuses on the analysis of solar radiation measure-
ment [16,31]. The programming was done with a task and decision approach as
shown in the Fig. 2.

2.4 Calibration

Prior to the implementation of the system in the mobile unit, a test run was
carried out to verify that the system has the correct measurements. The sensor
used for the developed prototype is the ACS712.

For the SCC current, a digital multimeter was used to measure the actual
short-circuit current provided by the panel under conditions of high solar inci-
dence [15,38]. The measurements obtained were SCC = 1.51 A (See Fig. 3), the
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Fig. 2. Program flow diagram

measurements presented oscillating values between 1.10 and 1.53A, the technical
data of the panel indicate a SCC = 1.19A (See Fig. 1).

The actual current required by the system was checked by measuring the irra-
diance with a pyranometer. By using the pyranometer it is possible to verify the
irradiance values measured with the standard instrument (Apogee MP-200) [24]
versus those of our system. In this verification, a short-circuit current of Ics =
1.32 A has been used for data acquisition.

(a) (b)

Fig. 3. (a) Pyranometer Apogee MP-200, (c) Measurements with multimeter fluke 115.

2.5 Data Collection

For the measurements we selected an urban bus route through the city of
Cuenca. Specifically the route Trigales - San Joaquín. This route presents several
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characteristics that allow to typify shading obstacles that directly influence the
solar panel. In detail the historical center of the city (narrow and dark streets)
and the modern area with optimal conditions for the use of solar energy (wide
avenues and clear in height). View Fig. 4.

Fig. 4. Proposed data collection path Trigales - San Joaquín. Source: GAD Cuenca
2016

The data collection process took place over the course of one week, from July
5th to July 11th, 2021. Once the system has been calibrated, it is implanted in
a mobile unit to perform the routes established previously. The assembly of the
system in the mobile unit can be seen below (See Fig. 5).

With the system set up, the data collection was carried out, the data were
collected during a schedule from 8:00 to 16:00. During this time, the system was
able to run the established route a total of 4 times. The system stores irradiation
data every second, thus presenting a very large database.

(a) (b)

Fig. 5. (a) Vehicle mounted solar panels, (b) Prototype measurement system developed
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3 Result and Discussions

The data obtained in the measurements were extracted and plotted for their
respective analysis, the graphs presented in this section show the radiation in
w/m2 with respect to the hours of the day. In general, the graphs are presented
with the highest and lowest incidence of the study days, all measurements and
graphs are available at: https://www.dropbox.com/s/r3x6ffg36tsxgt7/DATOS
%20DE%20IRRADIACION.xlsx?dl=0

So that they can be used and analyzed in further research.

Fig. 6. Radiation sunny day

3.1 Database Analysis over Time

The Fig. 6 shows the radiation/time graph obtained for July 6, 2021, from which
the following general criteria can be obtained:

– In the morning hours there is a radiation of 300 to 600W/m2 between 8am
and 9:50am.

– First radiation peaks occur between 10:04am and 10:25am with an approxi-
mate of 700 to 800W/m2.

– The highest radiation levels occur during the middle of the day from 12pm
to 2pm with peaks of more than 1000W W/m2.

– Radiation remained at values of 600W/m2 from 2:40pm to 4:00pm and then
began to decrease progressively.

– Radiation decreased to levels of up to 200 W/m2 in the afternoon hours 16:23.

The values obtained in Fig. 6 were obtained in a climate with normal solar
radiation conditions. Radiation increases in the morning until midday, then
the graph show decreasing values as time progresses in the evening hours. The
decreasing values of radiation in Fig. 6 represent also obstacles that cause shad-
ows on the path taken. This analysis is presented in more detail in the next
section.

https://www.dropbox.com/s/r3x6ffg36tsxgt7/DATOS%20DE%20IRRADIACION.xlsx?dl=0
https://www.dropbox.com/s/r3x6ffg36tsxgt7/DATOS%20DE%20IRRADIACION.xlsx?dl=0
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Fig. 7. Radiation partially sunny day

Figure 7 shows the data obtained on July 9, 2021, the data were taken on
a day with partly cloudy weather conditions, by analyzing the figure you can
extract the highest and lowest peaks of radiation depending on the time in which
the values are shown:

– In the first hours of the path from 9:40 to 10.29 there are radiation peaks of
300 W/m2.

– In the hours from 11:20 to 12:00 p.m. radiation values of 350 W/m2 with
peaks of 400 W/m2.

– In the critical hours of the day, from 12:00 to 14:00 pm the radiation is
maintained at approximately 300 W/m2 with peaks of 500W/m2 at 13:00
pm.

– After 14:00 there is a considerable decrease in radiation reaching levels below
100 W/m2.

As it can be seen, these data present a radiation with median low values with
respect to other days, this is mainly due to the type of weather that was had on
the day of the measurements. Although the values present low radiation peaks,
they still present radiation levels that can be exploited.

Finally, we present an analysis of a completely cloudy day in which the radia-
tion does not present a considerable intensity. Figure 8 shows the radiation/time
graph for July 10, 2021.

According to the radiation data obtained, the following general criteria can
be obtained:

– Radiation in the morning hours, 8:50 am to 10:00 am, shows radiation data
ranging from 400 to 600 W/m2.

– Due to the climatic conditions the measured radiation has a very high decrease
from 10:00 am to 15:20 pm with radiation values varying between 200 and
300W/m2.

– There is a slight increase in radiation from 15:30 with values of up to 600
W/m2.
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Fig. 8. Radiation cloudy day

As could be seen in unfavorable weather conditions the radiation presents
very low levels of radiation, however there is still a margin of use for the photo-
voltaic systems.

3.2 Analysis of the Database with Respect to Urban Structure

With the implementation of GPS systems to measure position (latitude and lon-
gitude) in real time, the irradiation zones explained below Fig. 9 were obtained.
The measurements were carried out during the seven days mentioned above in
different weather conditions:

– Propitious conditions (Sunny)
– Prevailing conditions (Partially sunny)
– Adverse conditions (Cloudy)

In the information about the trajectories, the presence of obstacles (shadow)
can be seen, which causes the performance of the solar panel to be affected.
Places where the roads are wide generate as expected total incidence of solar
radiation.

– Ordóñez Lasso Avenue: has a wide section with buildings away from the
avenue, this allows better collection of solar radiation to the photovoltaic
panels Fig. 10.

– Gil Ramírez Dávalos Avenue: it has a 4-lane road with obstacles that are not
so repetitive but are present along the route, such as decorative trees placed
in the middle of the road, which produce shadows and interfere with solar
radiation Fig. 10.

– Pío Bravo Street: presents a narrow road with a variety of obstacles that
directly generate shadows and solar radiation collection losses vary with
respect to the number of existing houses and the angle of solar incidence
Fig. 11.

– Sangurima Street: presents the entrance to the historical center of the city
of Cuenca. The geo-referential analysis shows how the performance of the
solar panels decreases and varies due to the presence of obstacles such as the
buildings constructed in the center of the city Fig. 11.



190 R.-J. Machuca-Ordoñez et al.

Fig. 9. (a) Ordóñez Lasso Avenue (b) Gil Ramírez Dávalos Avenue (c) Pío Bravo Street
(d) Sangurima Street (e) Americas Avenue.

(a) (b)

(c) (d)

(e) (f)

Fig. 10. Ordóñez Lasso Avenue: (a) Propitious conditions (b) Prevailing conditions
(c) Adverse conditions. Gil Ramírez Dávalos Avenue: (d) Propitious conditions (e)
Prevailing conditions (f) Adverse conditions.
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(a) (b)

(c) (d)

(e) (f)

Fig. 11. Pío Bravo Street: (a) Propitious conditions (b) Prevailing conditions (c)
Adverse conditions.Sangurima Street: (d) Propitious conditions (e) Prevailing condi-
tions (f) Adverse conditions.

(a) (b)

(c)

Fig. 12. Americas avenue: (a) Propitious conditions (b) Prevailing conditions (c)
Adverse conditions.
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– Americas Avenue: it presents an extended road, avoiding the presence of shad-
ows obstacles, allowing an optimal generation. It is defined as an optimal
avenue to produce clean energy in motion Fig. 12.

4 Conclusions

In this article a prototype for portable and geo-referenced solar radiation mea-
surement was developed. This allowed to obtain solar radiation measurements
and relate them to trajectories and the environment in a vehicle. This is a dif-
ferent approach to the usual approach to solar generation potential with static
panels and on buildings.

The results obtained in Sect. 3.1 show that radiation has a high dependence
on weather conditions such as a cloudy sky and despite being in hours with a
direct angle of solar incidence (12:00 to 14:00 h) could decrease the values of
captured radiation.

One of the most relevant data in this research is the plots of radiation ver-
sus location in the trajectory of a vehicle (streets and avenues) Sect. 3.2. This
shows the incidence of obstacles such as trees and hight buildings in the shadows
that affect the solar panels. However, in the worst conditions with shadows and
cloudy weather it is evident that we can obtain useful radiation values for power
generation. The applications for this generated energy could be to contribute to
the charging of batteries in electric vehicles or the operation of auxiliary systems
among others.

In Sect. 3 we attach a link to the database obtained in this case study so that
it can be used in other investigations.
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Abstract. The purpose of the research is to present an application for the analysis
of electrical power systems (EPS), by comparing their capacity curves.Generators,
transformers, and transmission lines have their operating limits based on geometric
locations that are defined according to the mathematical models that determine
their mode of operation in each case. The advantage of using the proposed tool
is that it has a direct visual information that indicates whether the equipment is
working normally or is overloaded. The application was made for the analysis of
operation data fromanyEPSwith the help ofMatlab andDIgSILENTPowefactory
software.

Because EPSs are dynamic systems in which multiple operations are per-
formed such as: connection and disconnection of loads, integration of generators
in case of increased demand, disconnection of lines, transformers, or generators
when some type of disturbance appears, all these operations presented by the EPS
have to be studied in a timely manner by an analysis of permanent stability or
safety of operation of the system for its correct operation. The proposed tool, for
its evaluation, was carried out in the IEEE 39-bus system, carrying out an analysis
in a normal state and in an overload of the elements of the system state, by means
of the variation of the input or configuration parameters of EPS.

Keywords: Matlab · DIgSILENT · Capacity curve · Synchronous generator ·
Transmission lines · Stability

1 Introduction

Capacity curves have beenused for the design andoperation of synchronous generators of
electricity generating plants [1]. The capacity curves of the transmission lines are based
on the St Clair curves published in 1953, which have been of great importance for the
planning of transmission systems in electrical power systems [2]. The life of transformers

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Zambrano Vizuete et al. (Eds.): RITAM 2021, LNNS 512, pp. 195–210, 2023.
https://doi.org/10.1007/978-3-031-11295-9_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-11295-9_14&domain=pdf
http://orcid.org/0000-0001-8579-3545
http://orcid.org/0000-0001-9527-4191
https://doi.org/10.1007/978-3-031-11295-9_14


196 F. Tamayo et al.

depends to a high degree on the duration of some events such as: overvoltage, short
circuits in the systems to which they are connected, in such a way that their capacity
curve depends to a great extent on the active power values of the load and its power
factor. In this aspect, the capacity curve of a transformer indicates the limits of active
and reactive power in which it can work [3].

The continuous growth of electrical power systems (EPS), with changes in their
electrical variables and the evolution of new technologies has caused a new way of
approaching the study and analysis of the operation of EPS equipment [1]. EPSs contin-
uously suffer a great variety of serious or minor disturbances, which can appear as small
disturbances [2], (load changes) or more serious as a short circuit in a line or output of a
large power generator, to which the systemmust be able to adapt and function favorably.
When a disturbance occurs there are two possible subsequent resulting states; that the
systemmaintains its stability or that the system enters a process of instability that causes
a ripple effect after the disconnection of some elements and finally a possible voltage
collapse [3].

Determination of electrical energy transfer limits is a fundamental task to guarantee
the safety of electrical energy systems [4], where these systems are highly non-linear and
are constantly exposed to load variations. In transmission lines from the electrical point
of view, the maximum energy transfer by the conductors is obtained by estimating the
operating limits among which the thermal limit, the voltage drop limit and the stability
margin limit are considered [5]. A similar situation occurs in power transformers, in
which electrical, thermal and mechanical failures can occur, it is considered that 61% of
the failures are associated with external conditions, that is, with the system to which it
is connected, a 7% due to overcurrent, 4% due to bus bar system failures and 13% due
to undetected factors [6].

In synchronous generators, in addition to the thermal type limits, there are mechani-
cal limitations of the turbines and operational restrictions imposed by the power system.
The restrictions of the electrical components consider the heating limits of the stator
and rotor windings, while the mechanical type restrictions are imposed by the equip-
ment that transforms the primary source of energy into mechanical energy. When a
synchronous generator works in under-excitation condition, criteria of stability margins
must be defined, this will allow delivering using low field currents the necessary power
to the system [7].

Being a system in continuous operation, instabilities could appear in it due to dis-
turbances of different origins, which could cause a blackout; Therefore, it is important
to permanently analyze the capacity curves, to guarantee the optimal functioning of the
equipment that makes EPS up [1]. Understanding these limits as the maximum possible
power flow that can circulate through a particular point of the power system [8]. Main-
taining stability in a system is of vital importance because a deficiency in this behavior
makes the system inoperable [9], even representing economic losses due to energy not
supplied at the load points. Aspects such as the impedance of transmission systems and
transformers play an important role in the stability of a system.

The analysis of the stability of power systems is inevitably related to studies of
voltage stability. Among the classic methods of analysis are simulation in the time
domain, sensitivity analysis through Jacobian matrix, nodal analysis of eigenvalues,
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estimation of maximum operating values through PV and QV curves. In recent years,
the use of voltage stability indices has been chosen with the implementation of PMUs
(PhasorMeasurement Unit), which provide real-time information that allowsmonitoring
the status of the system continuously. Communications network applications such as
WAMS networks [10] (wide area monitoring system) together with PMUs and a global
positioning satellite link system (GPS) has made it possible to have control over the
stability of an EPS by timely identification of oscillation modes. This allows to operate
the system in real time from dynamic data [11].

In this research, a method was developed to monitor the status of the main equipment
of an EPS such as: generators, transformers, and transmission lines when they work at
the limit of their operating capacity in such a way as to forecast the continuity of system
services from the data obtained.

Different equations have been developed that allow to obtain the graphs of the curves
of the operating limits of each equipment that makes up an EPS and from this, the
algorithms for entering the data in Matlab environment are defined, in which it will
be graphed the capacity curves of generators, transformers and transmission lines. The
IEEE 39-bus system has been selected as a case study [12]. To represent the scenarios in
which the proposed problemwill be analyzed, PowerFactory software is used, where the
different power flows will be obtained, which will be exported to Matlab software for
the graphical representation of each of the equipment of an EPS. The application allows
to simulate contingency conditions in which the loss of a generator, a transformer or a
transmission line has occurred.

2 Theoretical Framework

Generators, transmission lines and transformers have operating limits that must be
observed to verify the permanent stability of a power system. Permanent stability is
verified if the operating point of an element is within the allowed limits, despite having
existed a contingency, whose transitory stage has been successfully overcome [13].

2.1 Transformers

The lifetime of a transformer is closely linked to its chargeability, based on the fact that
its useful life can be deduced by studying the duration of its solid insulation [14]. A
transformer that operates in very high load regimes with operating temperatures above
140 °C [15] is reduced the duration of its insulation at a much higher rate than a trans-
former that works in lower load. Estimating the constant state of power transformers
due to the damage of their insulation is a decisive element to prevent risks associated
with the stability and reliability of the transmission lines and also to maintain a quality
electrical service [16].

The transformer capacity curve is modeled as a radius circle equal to the nominal
apparent power of the transformer and its coordinate axes represent true power in x and
reactive power in y. The resulting curve is indicated in Fig. 1. The locus that describes
the apparent power in the PQ plane is given by the following expression:

S2 = P2 + Q2 (1)
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P = Vx.Ix.cos θ (2)

Q = Vx.Ix.sin θ (3)

Fig. 1. Transformer capacity curve.

The curve represented in Fig. 1 indicates that the radius of the circumference con-
stitutes the module of the apparent power and a coordinate point formed by the true
(x-axis) and reactive (y-axis) power indicates the point of transformer operation. In this
way it is possible to know if the equipment is working in terms of its nominal values or
with a light, medium or high overload.

2.2 Synchronous Generator

The synchronous generator is an important part of a power system, as it provides the
electrical power that is required by the loads [17]. These rotating machines have their
limits defined by the reactive power curves of the generator provided by the manufactur-
ers [18]. The way to model the capacity curve of synchronous generators is based on the
phasor diagram [19] of the equivalent see Fig. 2 and 3. Salient pole generators use the
two-axis theory to explain the behavior of the synchronous machine in generator mode.
Using this theory, the operating limits of the generator can be graphically modeled [20].

The capacity curve of a salient pole generator is indicated in Fig. 4, where its safe
operating area is delimited by the mechanical and electrical operating limits [21, 22].

The factors that intervene in the equations that allow to draw the synchronous
generator curve and the model that describes the loci of each limit is indicated below:

Mechanical power: it values imposed by the turbine that moves the generator rotor.
The minimum limit depends on the type of generator control unit, an acceptable value
can be 15%.

Pmmax = S x fp (4)
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Fig. 4. Synchronous generators capacity curve.
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Pmmin = 15% x Pmmax (5)

Par =
√
S2 − Q2 (6)

Armature current: it relates to the rated armature current of the generator.
Field current: it is defined as the maximum and minimum currents that can flow

through the rotor winding. In the case of the maximum current, it is related to the
nominal current of the winding. Regarding the minimum current, it has to do with the
operation in reactive power consumption mode of the generator [23]. The equations that
model the locus of these two limits are listed below.

PEmax =
Vt × Emax

Xd
sen δ + V 2

t

2

(
1

Xq
− 1

Xd

)
sen 2δ (7)

QEmax =
Vt × Emax

Xd
cos δ + V 2

t

2

(
1

Xq
− 1

Xd

)
cos 2δ − V 2

t

2

(
1

Xq
+ 1

Xd

)
(8)

PEmin =
Vt × Emin

Xd
sen δ + V 2

t

2

(
1

Xq
− 1

Xd

)
sen 2δ (9)

QEmin =
Vt × Emin

Xd
cos δ + V 2

t

2

(
1

Xq
− 1

Xd

)
cos 2δ − V 2

t

2

(
1

Xq
+ 1

Xd

)
(10)

Steady state stability margin: this limit refers to the minimum reactive power that
a synchronous generator can absorb, a typical stability margin can range from 15% to
25% [24].

P0 = P1 − S × fp× MEEE

100
(11)

In the generator, the factors that define the safe operating zone are determined by the
mechanical power, the armature current, the field current and the steady state stability
margin. Bymeans of the graph of these factors its stable state of operation is determined.

2.3 Transmission Lines

The useful life of a transmission line depends on the maximum permissible levels under
which it operates. The chargeability of a line can be assessed from the ratio of true power
flow versus reactive power (PQ) through itself or from a curve of the length of the line
as a function of the true power referred to the line of SIL (Surge Impedance Loading)
[25].

The operating limits of transmission lines are known as Saint Clair curves [12]. The
chargeability of a transmission line indicates the power capacity that can flow through
the line under acceptable operating conditions; and this is a function of the gauge and
the length of the line [26]. The capacity limits on the Saint Clair curves are:

Thermal limit.
Voltage drop limit.
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Fig. 5. Saint Clair curve

Fig. 6. Diagram of the proposed transmission line

Steady state stability margin limit.
The line model used to form the capacity curve is indicated in Fig. 5, which uses the

pi model of a transmission line with concentrated parameters Fig. 6 [27].
Themodelingof these curves is basedondefining the loci of the sending and receiving

powers at the ends of a line.
Power at the sending terminal:

SE = E1 × (cos θ1 + jsenθ1) × I1 (12)

Power at the receiving terminal:

SR = E2 × I2 (13)

Characteristic impedance:

Z0 =
√
z

y
(14)

True power at reception as a function of SIL:

PRSIL = Re(SR)

SIL
(15)
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In transmission lines, three limits can be considered to take into account: the thermal
limit, voltage drop limit and stability limit. The graphs of these limits are determined by
the coordinates in terms of SIL units and their length defines the point of operation of
the line. The following graphs show three operating conditions, when there is a voltage
drop limit, a thermal limit, and a stability limit.

3 Materials and Methods

3.1 Materials

Generators, transformers, and transmission lines have operating limits that must be
observed to verify the permanent stability of a power system. Permanent stability is
verified if the operating point of an element is within the limits despite having existed a
contingency, whose transitory stage has been successfully overcome.

For the analysis of the permanent stability or operational safety of the EPS, the IEEE
39-bus system represented in Fig. 10 is used as a test model.

The system consists of 39 buses, 10 generators, 12 three-phase transformers and
46 transmission lines. This system has a base of 100 MVA. DIgSILENT PowerFactory
software was used to obtain the power flows of the applied system, the generated data is
exported to Matlab software in which, through programming, it forms ordered pair data
for the graphical representation of the capacity curves of the system equipment. With
these graphs it is possible to analyze whether the EPS equipment is working in a safe
zone, or it is outside its normal operation.

The application development steps to obtain the capacity curves in the generators,
transformers and transmission lines of the EPS are indicated in Fig. 7.

Fig. 7. Diagram of stages to obtain the capacity curves
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3.2 Methods

Applied research aims to generate knowledge with direct application in the productive
environment; this method helped to generate knowledge in the creation of the application
for the graphs of capacity curves of the equipment of an EPS, allowing to go from the
theoretical to the practical or applied; the tools used to develop this research are based
on previous knowledge and previous experiences acquired in the classroom and that
constitute the pillar of any investigation in which it is intended to develop an application
that helps to understand a phenomenon.

In this article, it has also been tried to deepen the knowledge of the operational limits
of the main components of the EPS with a descriptive degree of the phenomena that
intervene and their possible causes, constituting the bases of an application of explanatory
research.

Because the EPSs are composed of a great variety and quantity of generators, trans-
formers and transmission lines which together contribute to the system working opti-
mally, are continuously exposed to instabilities that must be controlled to avoid possible
system collapses. In this context, the application allows verifying the operating status of
the EPS equipment, in a graphical way with the interpretation of their capacity curves, it
is established that the equipment is within the operating limits, thus making it possible
to know in advance possible failures of generators, transformers or transmission lines.

For the case study, the IEEE 39-bus system was used, with the help of DIgSILENT
PowerFactory software, it allowed to establish the EPSmodel and simulate power flows,
short circuits, and other contingencies within the system. The data base of the power
flows is exported to Matlab software, where by means of programming the capacity
curves for all EPS equipment are graphically established as indicated in Fig. 8.

Fig. 8. Capacity curves of EPS elements
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3.3 Test System

To test the developed tool, the IEEE 39-bus system known in the literature as New
England is used [12]. This power system has all the features to serve as a testing rig;
and so, it has been used over the years. From this system the results of the generators,
transformers and transmission lines that could be generated from a contingency will be
obtained. The one-line diagram of the selected test network is presented in Fig. 9 (Table
1).

Fig. 9. IEEE39-bus New England test system

4 Results

Some generators, transformers and transmission lines have been chosen for the anal-
ysis, which have been disconnected assuming that they have suffered some type of
contingency forcing them to leave the system. In the capacity curves of each element
its operating condition is evidenced, the visible point on the graph (ordered pair) will
be located within its normal operating zone or outside it, indicating an overload in the
selected equipment. In this manner, the developed model can be scalable to any power
system and any contingency n − 1, n − 2 or the disconnection of the equipment that is
chosen, in order to establish its operating limits and strategies that prevent the elements
of the EPS in the event of contingencies with a high probability of occurrence from
remaining in unsafe areas of operation and shortly after resulting in a disconnection.
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Table 1. IEEE 39-bus system general data

Loads Generator

Bus N° Voltage P [MW] Q [Mvar] P [MW] Q [Mvar] Type N°

1 0.0000 0.0000 0.0000 0.0000 0.0000 PQ

2 0.0000 0.0000 0.0000 0.0000 0.0000 PQ

3 0.0000 322.00 2.4000 0.0000 0.0000 PQ

4 0.0000 500.00 184.00 0.0000 0.0000 PQ

5 0.0000 0.0000 0.0000 0.0000 0.0000 PQ

6 0.0000 0.0000 0.0000 0.0000 0.0000 PQ

7 0.0000 233.80 84.000 0.0000 0.0000 PQ

8 0.0000 522.00 176.00 0.0000 0.0000 PQ

9 0.0000 0.0000 0.0000 0.0000 0.0000 PQ

10 0.0000 0.0000 0.0000 0.0000 0.0000 PQ

11 0.0000 0.0000 0.0000 0.0000 0.0000 PQ

12 0.0000 7.5000 88.000 0.0000 0.0000 PQ

13 0.0000 0.0000 0.0000 0.0000 0.0000 PQ

14 0.0000 0.0000 0.0000 0.0000 0.0000 PQ

15 0.0000 320.00 153.00 0.0000 0.0000 PQ

16 0.0000 329.00 32.300 0.0000 0.0000 PQ

17 0.0000 0.0000 0.0000 0.0000 0.0000 PQ

18 0.0000 158.00 30.000 0.0000 0.0000 PQ

19 0.0000 0.0000 0.0000 0.0000 0.0000 PQ

20 0.0000 628.00 103.00 0.0000 0.0000 PQ

21 0.0000 274.00 115.00 0.0000 0.0000 PQ

22 0.0000 0.0000 0.0000 0.0000 0.0000 PQ

23 0.0000 247.50 84.600 0.0000 0.0000 PQ

24 0.0000 308.60 −92.00 0.0000 0.0000 PQ

25 0.0000 224.00 47.200 0.0000 0.0000 PQ

26 0.0000 139.00 17.000 0.0000 0.0000 PQ

27 0.0000 281.00 75.500 0.0000 0.0000 PQ

28 0.0000 206.00 27.600 0.0000 0.0000 PQ

29 0.0000 283.50 26.900 0.0000 0.0000 PQ

30 1.0475 0.0000 0.0000 250.00 0.0000 PV Gen10

31 0.9820 9.2000 4.6000 0.0000 0.0000 PV Gen2

(continued)
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Table 1. (continued)

Loads Generator

Bus N° Voltage P [MW] Q [Mvar] P [MW] Q [Mvar] Type N°

32 0.9831 0.0000 0.0000 650.00 0.0000 PV Gen3

33 0.9972 0.0000 0.0000 632.00 0.0000 PV Gen4

34 1.0123 0.0000 0.0000 508.00 0.0000 PV Gen5

35 1.0493 0.0000 0.0000 650.00 0.0000 PV Gen6

36 1.0635 0.0000 0.0000 560.00 0.0000 PV Gen7

37 1.0278 0.0000 0.0000 540.00 0.0000 PV Gen8

38 1.0265 0.0000 0.0000 830.00 0.0000 PV Gen9

39 1.0300 1104.0 250.00 1000.0 0.0000 PV Gen1

Table 2. Executed contingencies, results, and analysis.

Contingency Results Analysis of
results

G-03 out of order G02 generator
operating limits
outside the safe
zone. Dispatch
greater than
their nominal
values

06-31
transformer
overloaded in a
182,2%.
Operating limits
outside its
capacity curve

05-06
transmission line
within its thermal
operating limit,
line overloaded in
a 101,3%

G02 generator
overloaded by
more than 150%.
06-031
transformer
overload at almost
at 200%. Line 5-6
suffers a slight
overload is at its
thermal limit

G-06 out of order G08 generator
operating limits
outside the safe
zone on the
capacity curve.
Generator with
overload

06-31
transformer
overloaded in a
117,4%.
Operating limits
outside its
capacity curve

05-06
transmission line
within its thermal
operating limit,
line overloaded in
a 100,2%

In this
contingency, the
generator,
transformer, and
transmission line
suffer slight
overloads, which
do not exceed
20%

(continued)
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Table 2. (continued)

Contingency Results Analysis of
results

04-14 line out of
order

– – (05-06)
transmission line
with an overload
ofl 103,9%, it has
exceeded its
thermal limit

In this
contingency line
04-14 produces a
slight overload on
line 05-06

23-24 and 26-29
line out of order

G02 generator
with overload
168%

06-31
transformer
overload of
185,3%

05-06 line slight
overload of
103,1%. It works
in its zone of the
thermal limit
21-22 line with
overload of
159,1%. It has
exceeded its
thermal limit and
works in the
voltage drop limit
zone

In this case, when
two pieces of
equipment leave
the system, the
lines that link
generators that
share their
dispatches to
common loads
produce an effect
of overloads in
transformer
generators and
transmission lines

Table 2 and Fig. 10 show that when an output occurs from any of the equipment
in the system; when verifying that it affects some other generator, the data show the
status or condition of its operating limits. For example, when simulating the output of
the G03 generator and checking the effect on the G02 generator, it is possible to observe
its capacity curve shows it is very overloaded, of its coordinates in x and y it is verified
that it has an overload of 182.2%, the same happens with the 06-31 transformer, which
is overloaded by 200%.

Also, it follows that the consequences produced in a EPS are fundamentally a func-
tion of the type of contingency and equipment in which such event occurred. Thus,
for example, it can be seen that from the curves obtained there is more repercussion
when a generator or transformer leaves the grid than when a transmission line leaves
(contingency n − 1).

The more equipment goes out simultaneously the system will be closer to collapse
as it proves by producing a failure in two transmission lines simultaneously.
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Fig. 10. Curves obtained as a result of the executed contingencies.
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5 Conclusions

The supervision of the power systems is a preventive action that can avoid major failures
that can cause the loss of service in the users. New real-time measurement technologies
where PMUs are used can be a viable alternative to feed the information of the tool
developed by transforming it into an online analysis.

The mathematical models that allow evaluating whether an element of the SEP
operates within its limits are the loci, which describe the maximum power values that a
line, a transformer or a generator can cross.

The developed tool allows to carry out an analysis of the power flows through the
graphs of the capacity curves and to know if they areworking normally or under overload.
Moreover, it allows to establish operating strategies that prevent the elements of the EPS
in the event of contingencies with a high probability of occurrence from remaining in
unsafe areas of operation and that in a short time they result in a disconnection.

Through applied and explanatory research, the tool was developed for the analysis
of permanent stability or operational safety in electrical power systems, based on the
loci that are defined according to the mathematical models that determine their mode of
operation for generators, transformers, and transmission lines.
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Abstract. The predominant aim of the current research has been to quantify and
map the pattern of changes in land use coverage (LULC), using a variety of tools of
geographic information systems.The study area comprises the southern zone of the
Diversity and Life Zone (DLZ), located in the Yasuní Biosphere Reserve, within
the western Amazonian lowland. The processes for conducting the LULC in the
DLZ included 1) data collection and analysis, 2) remote sensing data processing,
3) thematic land cover and 4) transformation from raster to vector. The analysis
period was of about ten years (2009–2018), with the use of Landsat 7−8 satellite
images. The classified classes were forest, traditional productive system, herba-
ceous vegetation, infrastructure and water. It was determined that the herbaceous
vegetation increased by 0.81%, as well as the surface of traditional productive
systems by some 0.73%, while the forest decreased by 0.93% . Therefore, we may
state that the LUCL allows different local and international actors to contribute in
agri-environmental and conservation decisions in order to minimize deforestation
within the study area.
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1 Introduction

Data on land use and land cover (LULC) are fundamental inputs for countries to monitor
how their soil and land use are changing over time [1]. It is also possible to identify the
impacts of the increase in urban environments ondifferent ecosystems [2], themonitoring
of protected areas, and the expansion of deforested areas in tropical forests [3], as well
as to monitor emissions reduced by deforestation and forest degradation (REDD +) [4]
and also for modeling and valuing ecosystem services (ES) [5].

Remote sensing techniques have been recognized as a powerful means of obtaining
information about the characteristics of the Earth’s surface [6] at different spatial and
temporal scales [7–9]. Since the early 1970s, scientists have used various types of remote
sensing data, acquired by the Landsat series of satellites, in identifying LULC changes
[10]. More recently, several researchers have focused on assessing the potential of satel-
lite data on land use classification, monitoring land use, or quantifying and analyzing
changes in land use [11].

The western Amazon is the biologically richest part of the Amazon Basin, being
the home to migrant settlers and a wide variety of indigenous ethnic groups including
some of the last groups in the world living in voluntary isolation [12]. In this territory,
occur large oil and gas reserves, many of which are still unexploited and the growing
demand for hydrocarbons worldwide is leading this region to unprecedented exploration
and exploitation [13]. In addition, the dynamics of land occupation and livelihoods
are related to the opening of roads, the scarce sustainability of traditional productive
systems, poverty, high fertility rates, among other developments [14, 15]. Based on the
aforementioned antecedents, the objective of this research has been to quantify and map
the pattern of changes in land use coverage within a delicate study area.

2 Materials and Methods

2.1 Geographical Setting

The study has been performed in the southern zone of theDiversity and Life Zone (DLZ),
which overlaps in the parish of Ines Arango (17,354 ha), of the Francisco de Orellana
canton in the province of Orellana (Fig. 1). The geographical limits of the south of DLZ
are to the north the Dayuma parish, to the east the limits of the Yasuní National Park
(PNY) (980,000 ha) and to the southeast the Waorani Ancestral Territory (809,339 ha).
The study area belongs to the Yasuní Biosphere Reserve (RBY), comprising an area of
2,700,000 ha, which were established as a biosphere reserve by the UNESCO Man and
Biosphere program in 1989 [16]. In the RBY, 99.73% is represented by original natural
vegetation. Its central conservation area is the PNY [17], which is a biodiversity hotspot
[18], extending between the provinces of Orellana (50.51%), Pastaza (39.40%), Napo
(8.64%) and Sucumbíos (1.45%).

2.2 Methodology

Within the conducted methodology, we included particularly all the processes applied
in the LULC on the DLZ, being data collection and analysis, remote sensing data
processing, thematic land cover and transformation from raster to vector (Fig. 3).
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Fig. 1. Diversity and life zone in the yasuni biosphere reserve, ecuadorian amazon.

Data Collection and Analysis. Landsat satellite images were obtained, which have a
high technological development [19], which were taken at an altitude of 705 km and
an inclination of 98º, with a periodicity of 16 days. The LULC spatial dynamics was
analyzed for a time interval of approximately 10 years (2009–2018) and have been
downloaded from the site of the United States Geological Survey (USGS) based on the
Earth Explorer (https://earthexplorer.usgs.gov/), with a spatial resolution of 30 m (Table
1). The selection of the images was performed while trying to avoid the presence of
clouds as much as possible, considering that the Ecuadorian Amazon Region (EAR) is
located in the intertropical convergence zone, which represents the highest cloud cover
of the planet [20].

Table 1. Satellite images used in spatial analysis LU-LC

Mission Sensor Strip Path/Row Date

Landsat 7 ETM + 1, 2, 3, 4, 5, 7 9/60 y 61 05/26/2009

Landsat 8 OLI 2, 3, 4, 5, 6, 7 9/60 y 61 10/18/2018

https://earthexplorer.usgs.gov/
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Remote Sensing Data Processing. The images were standardized, below the same
coordinate system (SIRGAS, UTM Zone 18 S/EPSG: 31993), and corrected, eliminat-
ing the presence of anomalies, thus allowing data to be available as closely as possible
to an ideal acquisition [21]. The first step has been to conduct a radiometric correction,
which allows the passage from digital counts to physical magnitudes, specifically with
values of radiances (Wm-2 sr-1 µm-1), and then, through the use of radioactive transfer
models, mitigate the atmospheric effect, allowing to obtain surface reflectivity values.
Only for the Landsat 7 image, due to the banding it presents, a simple interpolation was
applied, which replaces the empty pixels with their neighbors, calling this technique the
Neighborhood Similar Pixel Interpolator (NSPI) [22].

Thematic Land Cover. Prior to the extraction of information per se, the thematic leg-
end was structured in a scale of 1:100,000, with the classes forest, traditional production
system, herbaceous vegetation, infrastructure and water. This has been similar to level
II of the legend elaborated by public institutions such as the former Ministry of Agricul-
ture, Livestock, Aquaculture and Fisheries (MAGAP) being currently the Ministry of
Agriculture and Livestock (MAG), the Ministry of Environment, Water and Ecological
Transition and the former Ecuadorian Space Institute (IEE) being the current Military
Geographical Institute (IGM) [23, 24].

Subsequently, the selection of training samples was conducted using as secondary
information, the map of use and coverage prepared by SIGTIERRAS (http://ide.sigtie
rras.gob.ec/geoportal/), on a scale of 1: 25,000. In addition, object-based segmentation
was applied to the input images, prior to the application of the classification algorithm,
and, on the other hand, spectral signatures were obtained (Fig. 2), mitigating to the
maximum in this way the error that may occur when selecting the samples.

The training samples collected are spatially distributed throughout each of the
images, and in terms of quantity. Hereby, it was considered between 10th and 100th
pixels [25], with “a” being the number of stripes. Therefore, the number of pixels should
fluctuate between at least 60 and 600 for each class. These samples were evaluated with
the Jeffries Matusita index [26].

Once the key information had been collected, we proceeded with the supervised
classification called neural networks, and through test samples (different from training
samples), the precision of the results obtained was evaluated, through the parameters
global precision (OA) and kappa index (K) [27, 28].

Raster to Vector Transformation. Finally, a smoothing filter was applied to the clas-
sified images in order to obtain greater homogenization and eliminate possible noise,
and the product obtained was converted to vector format. For scales 1: 100,000, the
minimum mappable unit is 5 ha. However, in order to avoid any loss of the information
extracted, 1 ha has been taken as the minimum unit [29].

http://ide.sigtierras.gob.ec/geoportal/


Changes of Land Use and Land Cover in Hotspots 217

Fig. 2. Typical spectral signature resampled to landsat of the DLZ.

3 Results and Discussion

3.1 Classification Validation

The LULC classification levels for dates range from 98.0% to 99.6%, with Kappa con-
cordance rates between 0.97 and 0.99. Accuracies by individual LULC class, that is,
User Accuracy (UA) and Producer Accuracy (PA) are listed in Table 2. These Kappa
values are satisfactory for the study area as they comply the minimum accuracy of 85%,
as stipulated by the Anderson classification scheme [30]. These results provide a fun-
damental platform for subsequent analysis of LULC changes. The spectral separability
index applied to the training samples, Jeffries Matusita, indicated distances above 1.8
between classes, which means that, when executing the classification algorithm, the
confusion is minimal.

The precision values might be overestimated for the year 2018. However, a com-
parison was performed with the map of use and coverage of SIGTIERRAS, prepared in
2015, obtaining a degree of similarity of 88.7% (34,472.19 ha of 38,857.5 ha of DLZ).
It should be noted that SIGTIERRAS operated with orthophotos and used the visual
interpretation methodology.
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Fig. 3. Workflow for the LULC methodology, in the period 2009–2018

Table 2. Evaluation of the accuracy of the LULC classification in the DLZ.

Classes 2009 2018

PA (%) UA (%) PA (%) UA (%)

Forest 100.00 97.94 100.00 100.00

Traditional productive system 97.40 99.47 100.00 97.78

Herbaceous vegetation 96.02 100.00 100.00 100.00

Infrastructure 96.06 92.42 96.91 100.00

Water 93.85 88.41 100.00 100.00

OA (%) 98.0 99.6

K 0.97 0.99
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3.2 Changes in Land Use and Cover (LULC)

In Table 3 and Table 4, together with Fig. 4, the dynamics of change of LULC from
2009 to 2018 are synthesized, based on the five classes extracted from the South Zone
of the FDV (Inés Arango Parish). Furthermore, the spatial representation of the LULC
types from 2009 to 2018 is illustrated in Fig. 5. From a study surface (17,872.17 ha),
the LULC pattern in 2009 was dominated by the forest, covering 92.66%, followed by
herbaceous vegetation (4.89%), traditional production systems (1.20%), water (0.85%)
and infrastructure (0.35%). While in 2018 the forest predominated with 91.57%, herba-
ceous vegetation (5.85%), traditional productive systems (2.06%), water (0.33%) and
infrastructure (0.20%). The dynamics studied agree with the global report by FAO and
UNEP in 2020, that agricultural expansion continues to be the main cause of deforesta-
tion and fragmentation of the forest and the associated loss of forest biodiversity [31].
Additionally, it should be considered that indigenous peoples inhabit the FDV (Waorani,
Shuar and Kichwa) and their livelihoods are traditional productive systems and often
unsustainable hunting, which is one of the main causes of biodiversity loss, just behind
agriculture [32].

In addition, the results coincide with scenarios such as the Sumaco Biosphere
Reserve, where there is evidence of increased deforestation in the Ecuadorian Ama-
zon [3, 33]. However, the opposite is certain, with scenarios such as Santa Cruz Island
where there is a spontaneous recovery of the plant cover [7].

Fig. 4. Graph of the LULC change for 2009, as well as for 2018 at the south zone of the DLZ

The traditional production systems in the period 2009–2018 increased by 0.73%
(Table 4). This might be attributed to the existing distance to the populated centers
(between 60 and 125 km to the city of Coca). The traditional systems promote food
sovereignty and security as they are high in biodiversity [34]. They is also a strategy to
mitigate the effects of climate change [35] and to promote diversified diets in a scenario
such as the DLZ, which is superimposed by oil block, where there is a precariousness of
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the livelihoods of migrant and indigenous colonist populations [36]. It has been deter-
mined that due to gas flaring activities within the oil industry, indigenous communities,
population centers, schools and traditional production systems may be affected [13].

Table 3. LULC classification results for 2009 and 2018 images illustrating each class area and
percentages by class at south zone of the DLZ

Classes Area 2009 Area 2018

ha % ha %

Forest 16560,08 92,66 16364,74 91,57

Traditional production system 214,83 1,20 368,25 2,06

Herbaceous vegetation 874,55 4,89 1045,51 5,85

Infrastructure 62,21 0,35 35,16 0,20

Water 151,23 0,85 58,51 0,33

Cloud 6,84 0,04 0,00 0,00

Cloud shadow 2,43 0,01 0,00 0,00

TOTAL 17872,17 100,00 17872,17 100,00

Along the same lines (Table 4), similar alterations in the landscape are evidenced,
based on the LULC study in oil block No. 47, located in the province of Orellana (RAE).
There it was identified that, over time, the areas of forest cover were displaced mainly
by agricultural lands and urban areas, which fragmented the few segments of tropical
forest present in the oil block [13].

Table 4. Results of the LULC classification for 2009 and 2018 images showing the area changed
and percentage at South Zone of the DLZ

Classes 2009–2018 (Area)

ha %

Forest −195,35 −0,93

Traditional production system 153,43 0,73

Herbaceous vegetation 170,96 0,81

Infrastructure −27,05 −0,13

Water −92,72 −0,44

The geospatial dynamics between classes presents a variability between the years
2009 and 2018 of 8.56%, and of 11.27% throughout the entire studied period.
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Fig. 5. LULC Maps for 2009 and 2018 in the south zone of the FDV

4 Conclusions

LULC maps play an important and primary role in planning, managing and monitoring
programs at the local, regional and national levels. This type of information, on the
one hand, provides a better understanding of land use aspects and, on the other hand,
plays a fundamental role in shaping the policies and programs necessary for develop-
ment planning in multi-ethnic and multi-ethnic areas. multicultural such as the western
Amazon.

The analysis of satellite images with remote sensingmethodologies allowed to quan-
tify andmap the pattern of change in LULC to the south of the Diversity and Life Zone of
the Yasuní Biosphere Reserve, providing a baseline of understanding about the dynam-
ics of LULC in colonist territories, migrants, indigenous populations, governmental and
international actors.
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Abstract. The Virtual Learning Objects (OVA) have generated positive changes
in teaching, availability and accessibility to knowledge, with the purpose of offer-
ing more flexible and multiple consultation mechanisms to consolidate a broader
content of knowledge. The OVAs are digital tools that are used in virtual educa-
tion, but they do not exist for specific subjects in the area of electronics, so it has
been seen the need to create a virtual laboratory for teaching of microcontrollers,
through a web service and the use of Google’s Fire-base database.

The virtual laboratory will run on as a tool for teacher and as information and
access mechanisms for the development of practices for students. Through the
web application, the students will have access to the information of the practices
and when connecting an Arduino card remotely, it will be linked to the database,
thus achieving two-way communication, with the virtual laboratory the teacher
will be able to demonstrate the operation of microcontroller practices, in real
time. For the development of the virtual laboratory, a mixed methodology based
on AODDEI (Analysis, Obtaining, Design, Development, Evaluation, Implemen-
tation) and component-based software engineering was used. As a result of the
evidence of the operation of the virtual laboratory, a practice with 28 students
connected at the same time was carried out.

Keywords: Virtual lab ·Microcontrollers · Simulation · Firebase

1 Introduction

Virtual education introduced new ways of understanding and treating the educational
process to face new challenges. The use of information and communication technologies
in the educational field is increasingly broad and diverse, the roles in the teaching-
learning process in virtual mode have evolved, the teacher is presented as pedagogical
support and the student has reinforced learning autonomously [1].

Web-based learning environments have become very popular in higher education;
One of the most important pedagogical resources is the virtual laboratory, which allows
the student to easily access a wide variety of tools through an interactive interface.
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The teaching processes, supported by computer tools, grant the interactive partici-
pation of students and teachers in cyberspace, with access to multiple didactic resources
and information sources, in addition to the use of different scenarios or simulations of
the traditional classroom, experimenting with new activities and roles in the educational
process [2]. Laboratory practices are a powerful pedagogical strategy for the construction
of procedural competencies and for this reason it is used in a great variety of academic
programs, usually synchronized with its corresponding theoretical subject.

Nowadays the teaching-learning process poses new academic challenges, especially
with regard to methodologies capable of building competencies aimed at achieving
greater student autonomy, since learning will be more effective if at some stage of the
learning process. experience the student can participate actively through experimenta-
tion, analysis and decision making. To that effect, virtual laboratories are very useful,
which can be used as a reinforcement and support tool for students to enhance their
knowledge on their own or can be implemented as a didactic element in lectures to pro-
mote a participatory and constructivist environment. In addition, its use also enhances the
acquisition of skills in the management of information and communication technologies
(ICT) [3].

Virtual Learning Objects (OVA) are fundamental in the online teaching process. [4]
They define OVA as “a set of digital resources that can be used in various contexts,
with an educational purpose and made up of at least three internal components: content,
learning activities and contextualization elements”. They have to be aligned with the
curricular contents of the subject. The main features of OVA [4] are:

• Reusable: the resource must be modular to serve as a base or component of another
resource.

• Accessible: they can be indexed for more efficient localization and retrieval, using
schemas, metadata standards.

• Interoperable: they can operate between different hardware and software platforms.
• Portables: they can bemoved and housed on different platforms, transparently without
any change in structure and content.

• Durable: they must remain intact after software and hardware upgrades.

To optimize the creation of the OVAs, several methodologies have been designed that
support the process, among which areMedhime 2.0, a methodology for the development
of Virtual Learning Objects in free platforms such as Moodle, based on the SCORM
standard, thismethodology It has 4 stageswhich are: domain analysis, conceptual design,
navigational design and communicational design [5].

On the other hand, AODDEI is a methodology to develop OVAs and integrate
them into a learning management system, taking into account the analysis, obtaining,
design, development, evaluation and implementation phases. This methodology had its
first application in an intensive course of the teacher training unit at the Autonomous
University of Aguascalientes, with outstanding performance in its application [6].

The declaration of COVID-19, as a global pandemic in mid-March 2020, with the
consequent restriction of quarantine and forced isolation, resulted in the impossibility
of continuing to maintain the traditional model of the face-to-face class, and have forced
both students and teachers to use alternative educational work models such as online
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classes and e-learning [7]. Thus, according to [8], 29 countries in Latin America and
the Caribbean continued with their educational processes through different modalities,
such as virtual at all levels of training.

The virtualization of education has long been the protagonist in this period of pan-
demic and has allowed education to reach different geographical points, in the form
of digital content that contributes to the learning process of students [7], among which
are remote or virtual laboratories. [9] These could be defined as sets of hardware and
software technologies that with the use of the Internet can carry out an experiment in
the same way as in person, and also have the instrumentation, control and access to real
equipment and become laboratories not conventional [10].

In the field of Electronics and Automation, different remote laboratories have been
developed and implemented, whose field of action ranges from didactic applications
to the use of complex industrial environments [7]. Within this theme, the cloud-based
approach, which provides monitoring and control in real time, is beginning to gain
ground [11].

It is important to mention that humanity is going through its fourth industrial rev-
olution, which is based on the development of systems; internet of things, also known
by its acronym in English, IoT; internet of people and services; artificial intelligence;
additive manufacturing; reverse engineering; 3d printing; big data and data analytics,
among others [12].

IoT allows the integration of different technologies such as microcontrollers, PLC’s,
Raspberry Pi, sensors, among others and thus bring information to the cloud and have
applications such as smart homes, smart buildings, smart agriculture, smart factories and
smart cities [13].

In the midst of the crisis derived from the pandemic and given the need for students
to develop the necessary skills and abilities in terms of handling electronic devices and
thanks to the use of web tools available today, it has been possible to create a virtual
laboratory, as a support tool for the teacher, which allows him to visualize, monitor and
evaluate the laboratory practices of micro-controllers without the need for a face-to-face
meeting.

2 Material and Method

Due to technological advances in education and with the advent of the Internet, a new
concept related to telecommunications arises such as tele-education, web-based learning
and as a final point a scheme that formalized the previous ones called E-Learning, which
makes use of multimedia tools, internet and web technologies in order to support the
teaching-learning process.

Otherwise, the rise of mobile technology has given rise to Mobile Learning or M-
Learning, which is defined as the dissemination of training content through mobile
devices [14]. According to [15], M-Learning seeks to strengthen the capacities for inter-
action and support in the teaching-learning process, and the communication capacities
in the different processes of the educational model.

In order to establish a methodology capable of developing the virtual laboratory
OVA, a mixed methodology based on AODDEI was used for the development of OVA
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and component-based software engineering (ISBC) for the selection of the technical
characteristics of the system. In Table 1, the way in which both methodologies were
intertwined is explicitly found.

Table 1. AODDEI phases, ISBC phases and the final proposed mixed methodology

AODDEI ISBC Mixed (Proposal)

Phases Steps

1.- Analysis and
obtaining

Analysis obtaining the
material

Communication with
the customer

Requirements
analysis

2.- Design Generation of the OVA
structure

Planning
risk analysis

Design and
identification of tools

3.- Development Construction Construction and
adaptation of
engineering
components

Construction and
adaptation of
components

4.- Evaluation
5.- Implantation

OVA evaluation
Integration of the OVA
into a learning
management system

Customer evaluation Evaluation and
implementation

2.1 Phase 1. Requirements Analysis

In this phase, the analysis of the following aspects was carried out for the creation of the
virtual laboratory.

Analysis

• The problem to be solved with the development of the OVA.
• The target audience for the project.
• The proposed solution to the problem and the theme to be addressed.
• The basic characteristics of the OVA to be developed.

Obtaining
The functional and non-functional requirements of the OVA based on the way in

which the problem will be addressed. The inventory of the topics or contents that are
going to go in the virtual laboratory (practices) is obtained.

Digitalizar el material
Multimedia materials and circuits are generated by means of some electronic

application simulation or editing software.
The construction of the virtual laboratory is carried out, due to the lack of technolog-

ical aids for the teaching of the Microcontroller subject in the development of practices
in virtual mode, for students of the electronics career of the Sucre Superior Technolog-
ical Institute. It is proposed to carry out an OVA through a virtual laboratory, in which
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they will find theoretical content, guides for the development of different practices and
the possibility of interacting in real time with the applications of the virtual laboratory
environment.

2.2 Phase 2. Design and Identification of Tools

In this phase, the design of the informative content, circuits, activities and the evaluation
were carried out, as part of the design in the structure of the OVA, the tools to be used
for the creation of the virtual laboratory were also identified.

Design
The organization of the contents immersed in the OVA of the virtual laboratory for
microcontroller practices was carried out. Taking as a starting point that the OVAs seek
to support the appropriation of knowledge on a specific topic.

These contents are organized as follows:

• Informative content: Indicate how the information will be presented, navigability and
its organization.

• Activities: Indicate the activities that will be carried out in the OVA in order to support
the appropriation of the concepts presented.

• Evaluation: It is carried out in order to measure the level of appropriation of the
concepts exposed in the OVA.

The different environments were designed for the presentation of the contents in
the web platform, the information, activities, evaluation and guides for the practices of
microcontrollers.

Tool identification
In this section, an exhaustive investigation was carried out on the tools and components
of virtual laboratories that best adapt to the characteristics of the project.

Tool analysis
To choose the best tool for the design of the virtual laboratory OVA, priorities were
established within the characteristics of the different programs or tools that allow the
development of the virtual laboratory (Fig. 1).

2.3 Construction and Adaptation of Components

In this phase, the development of the application corresponding to the implementation
of the OVA for the virtual laboratory of the subject of Microcontrollers was carried out.

Parts of the Virtual Lab

• Web Application
One of the functions of the virtual laboratory is the handling of data and its

visualization through a browser. According to [16], a web application is software that
is hosted on a server. In the case of the project, a web server is used.
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Fig. 1. Virtual lab setup

A web application allows tasks and processes to be carried out that, without the
need to physically install other software, can be accessed through an electronic device
connected to the internet. For the front-end of the web application, which serves as
the development interface of the virtual laboratory, the bases of HTML5 were used,
which consists of the composition of three fundamental elements such as HTML, CSS
and JavaScript. Figure 2 shows the menu within the user interface for the different
microcontroller virtual laboratory practices.

Fig. 2. Microcontroller practice menu interface
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For the design of the menu, the requirements for four development practices of the
microcontroller material were taken into account, which are:

• Digital inputs and outputs;
• Peripheral handling;
• HMI, and;
• Engine handling.

Figure 3, the virtual environment to carry out the practice within the web application is
presented, for the link with the student’s Arduino board, the creation of a user account,
position request and execution time of the practice.

Fig. 3. Practice model

• User account
In order for a student to carry out a practice within the virtual laboratory, first, it is

necessary to create a user account, after which, several resources are deployed such as
the connection node to be able to establish communication with the database, Fig. 4.

• Request for location and execution time
In order to know the place of access of the execution of the practice, at the moment

of the beginning of the execution, a confirmationmenu is displayed for the registration
of the location in the Firebase database. For the evaluation of the practice, an exe-
cution time is established, which begins at the moment of acceptance of the location
registration, which is shown in Fig. 5.



Virtual Learning Object Based on a Virtual 231

Fig. 4. Login interface

Fig. 5. Login, record of location and time used in practice.

• Using Firebase, open database in real time
Firebase, from Google is a web and mobile application development platform

located in the cloud, it is available for different platforms such as Android, IOS and
Web. This service is used in the project as a back-end, with a database source in real
time and easy to connect with the web application that is implemented as a virtual
laboratory [17].

For the connection of the web application with the Fire-base real-time database,
it was necessary to include in the JavaScript of the web application, the configuration
and access string, which is presented in Fig. 6.

Fig. 6. Access string for firebase from web application

The information of the web application, which is used for user accounts, location
information and execution time are stored in the Firebase real-time database and are
hosted in the Google cloud, the data is NoSQL and the information is stored in JSON
format. In Fig. 7, the cloud storage structure for the first lab is shown.
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Fig. 7. Structure of practice 1 storage in the cloud and activity registered by user

The information of the accounts logged in the system, which are stored, for each
student is the identification number, and in each record or node the activity carried
out within the practice can be displayed.

• User interface in Python

Each student of the Microcontrollers course of the Electronics career of the Sucre
Higher Technological Institute, at the time of the presentation of the practice, performs it
remotely from their homes, by means of the connection of the Arduino to the computer
and the link of the communication interface to the virtual laboratory.

The communication interface has been made by means of a window coded in the
Python programming language, which allows the Arduino to connect with the web
application, thus allowing students to demonstrate the development and operation of
their programming practices. remotely, Fig. 8.

Fig. 8. Interface between the virtual lab and Arduino
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It is requested to place in the dialog boxes the physical communication port of the
Arduino (comX), if it transmits or receives RX or TX data, and the student’s identifi-
cation number so that the program connects with the database. The Firebase database
allows an access of 200,000 simultaneous connections, for this reason all students of the
Microcontrollers course can connect without having problems or loss of information. To
activate the connectionwith Python and the Firebase real-time database, it was necessary
to also connect with the connection keys provided by the platform, as shown in Fig. 9.

Fig. 9. Firebase-Arduino connection string

As alreadymentioned in the virtual laboratory web application, the student must cre-
ate a sessionwhich becomes his identification number aswell as the computer application
will connect with the same number, as shown in Fig. 10.

Fig. 10. Interface of a practical presented to the student



234 F. Tipantocta et al.

2.4 Evaluation and Implementation

In this phase, the OVA evaluation process was carried out. First under the supervision
of qualified personnel, then by the public to whom the OVA of the virtual laboratory is
directed.

Evaluation by qualified personnel
In this instance, the OVA is presented to the expert personnel on the subject of the
project, to verify that they meet the desired characteristics. Compliance with functional
and non-functional requirements is taken into account. In case of presenting corrections,
they must be addressed before proceeding to the next instance.

Student assessments
In this step, it is important that the OVA is already endorsed by qualified personnel,
to be later evaluated by the students, making use of the virtual laboratory, verifying its
usefulness in the learning process and indicating possible improvements according to
the need.

The students of the Microcontrollers subject made the use of the virtual laboratory,
with the application of different microcontroller practices and through a survey it was
concluded that the virtual laboratory is a tool that supports the teaching-learning process
of theMicrocontrollers subject, through virtual teaching. Access to the virtual laboratory
for microcontroller practices is done by entering the virtual laboratory link: https://ard
ufbase.web.app/

Fig. 11. Armed circuit example developed with Arduino

3 Results and Discussions

The subject of microcontrollers in the Electronics Career of the IST Sucre, is oriented so
that the student develops the necessary skills in working with digital/analog electronics,
programming tools and is able to control different processes at the industrial and domestic
level.

https://ardufbase.web.app/
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Students must present the laboratory practices of the subject, with the ATMega2560
microcontroller, which is included in the Arduino Mega board and is programmable in
C++. In face-to-face practices, for this purpose, a guide sheet is given to the student,
in which the objectives and details for the development of the practice were indicated.
Due to the effects of the pandemic, the student must assemble the requested circuits
of the practices with the help of simulation or electronic design tools such as Proteus,
Tinkercad, among others; test the operation of the hardware of the practice and transfer
the program from the Arduino software to the microcontroller to verify the operation of
the circuit, as shown in Fig. 11.

After assembling the circuit, the student presents it through a videoconference using
the Zoom or Google Meet platforms, showing the armed circuit via web camera, activat-
ing and deactivating the requested elements, among which are digital/analog inputs,
digital/analog outputs, 7-segment display, LCD, matrix keyboard, among others; as
presented in Fig. 12.

As can be seen in Fig. 12, the student presents his practice, but in some cases, and
depending on the webcam, it is not correctly appreciated what is being presented. With
the help of the virtual laboratory, the student accesses the information necessary for the
development of the practice and the presentation remotely, allowing to visualize in a
digital way what the student is presenting in a physical way.

First, the student must start the application on their computer, which allows trans-
ferring the data from Arduino to the database in Firebase, the program opens a commu-
nication port which allows receiving the data from Arduino and passing it to the base of
data in reception mode, but it is also possible to pass the information from the database
to the Arduino in transmission mode, and both in real time.

As the student presents his practice using the web application with Arduino, each
action that takes place in the physical system is digitally presented in the virtual
laboratory as shown in Fig. 13.

The final result for the evaluation serves both the teacher and the student. The teacher
digitally compares the performance that the student presents remotely, in real time and
ensures that the objectives set in practice are met.

In the first experimental tests in a class of 28 students, around 24 computers worked
since they had a 64-bit operating system and the application for the computer allowed
them to work without any problem. The remaining 4 students could not work because

Fig. 12. Example of support of practices
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Fig. 13. Arduino-web application Interaction

they had a computerwith a 32-bit operating system.This problemwas solved by lowering
the version of the application to 32-bit.

As mentioned above, when executing the virtual laboratory web application and
starting the session with the identification number, access to the location where the
practice is being carried out is requested, recording the lati-tud and length information
in the database, with which the graph presented in Fig. 14 can be generated.

Fig. 14. Locations from which the pilot virtual practice was accessed.

According to what is presented in Fig. 14, all the students are in the city of Quito,
geographically distributed both to the north, to the south of the city and in the valleys.

A counter was also placed, in order to count the times that a student has needed to
enter the virtual laboratory to carry out the practice: for example, in the practice of digital
outputs, it was reported that the majority of students did them with few interventions, as
indicated in Fig. 15. With this information, a reinforcement can be given to subjects in
which the students have entered a great number of times.
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Fig. 15. Concurrency of users to the same virtual laboratory practice

4 Conclusion

The health emergency caused by COVID-19 accelerated the change from face-to-face
learning scenarios to virtual learning scenarios, this abrupt change in most higher edu-
cation institutions was carried out in the best way with the adaptation of virtual learning
environments, but with the limitation of not being able to be applied in the best way in
professional subjects, as is the case of the Microcontrollers subject, as it is a subject in
which its practical component is significant, it was necessary to carry out an OVA for
means of a virtual laboratory for the development of microcontroller practices.

The designed virtual laboratory fulfills the function of facilitating a virtual working
environment throughwhich, on the one hand, students carry out their laboratory practices
on the subject of Microcontrollers from their homes, or workplace; and on the other, it
allows the teacher to monitor, provide feedback and evaluate in real time, thus ensuring
compliance with the objectives set for the practices.

Firebase is in a robust, open source and easily accessible database in the cloud that
allows you to connect to the virtual laboratory web application with any mobile device
or computer, and through the latter, with Arduino cards.

For development of the virtual laboratory, amixedmethodologywas used that helped
to achieve the silver objectives, with the ISBC complementing AODDEI, making it more
versatile, because it is not only functional to be applied in OVA type web pages and
software desktop, but it can also be used to create OVAs that use emerging technologies
such as augmented reality on mobile devices.

The virtual laboratory is a valuable digital tool that helps teachers and students
develop microcontroller practices, with the advantage of being available and accessible
all the time.
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Abstract. Osteoarthritis (OA) is the most common chronic and progressive mus-
culoskeletal disorder. These chronic disorders are not diagnosed early nor is the
treatment adequate, resulting in challenges for health care systems. Radiography
is the most widely used imaging method for OA diagnosis since it allows a two-
dimensional evaluation, whose main advantages its low cost and wide availability.
We present a computer-assisted diagnostic (CAD) system for OA based on the
analysis of X-ray images of the knee using deep learning to automatically score
the Knee OA. The scoring is based on the Kellgren-Lawrance (KL) scale. The
model was implemented in PyTorch and was based on Deep Siamese convolu-
tional neural networks and fine-tuned ResNet-34 through transfer learning for the
classification task. A public dataset was used for training and validating, and a
private dataset for testing. The results indicate a multiple-class accuracy of the test
set of 61%. The highest accuracy was obtained with KL-3 at 89%. It is expected
that this software will be useful for training of medical students and can be used as
a second opinion for the correct prediction of OA knee diagnosis. Early diagnosis
is necessary to alleviate symptoms, delay the evolution of the disease and improve
the functional capacity and quality of life of the patient.

Keywords: Knee Osteoarthritis · Deep learning · CAD · CNN · X-ray images ·
KL grades

1 Introduction

Osteoarthritis (OA) is the most frequent progressive musculoskeletal pathology in older
adults. It has a significant economic burden on the health system of the countries. The
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mechanical and biological factors such as age, female gender, obesity, sedentary lifestyle,
absence or minimal activity, genetic predisposition, joint mechanics, and joint trauma
increase the OA prevalence. OA affects nearly 240 million people worldwide, and its
prevalence increases with age and obesity.

Knee and hip OA are the most common forms of arthritis [2, 3]. The knee is the
largest joint in the human body and has a highly complex structure. The knee is prone
to injury and degenerative changes (osteoarthritis) due to the massive loads endured
during standing and walking [4]. Joint pain, stiffness, and limited function are common
symptoms of OA, resulting in reduced quality of life and disability that contributes to a
substantial financial burden for individuals [5].When symptoms appear, they are usually
ignored for many years and medical attention is usually sought in the late stages of the
disease or when it interferes with daily activities.

The progressive nature of OA and its multifactorial etiology characterize the changes
that include cartilage, synovial inflammation, and subchondral sclerosis with osteophyte
formation. Osteophytes have been described as outgrowths of bone and cartilage that
occur in the joint area. The direction of growth of osteophytes is sensitive to the size and
local narrowing of the cartilage, except in the lateral compartment and medial patella
[6].

For the diagnosis of OA, radiography has become the basic tool because of its cost
and easy access. The commonly used projections, anteroposterior with load, lateral with
90° flexion and axial at 30° and 60°, are used and the loss of cartilage is evaluated.
Loss of cartilage leads to a narrowing of the joint space and bone changes that result
in subchondral sclerosis, cysts and osteophyte formation. By the time these changes are
visible in the radiographs the condition has significantly deteriorated. [7]. The radio-
graphic pattern to consider the severity of OA is through the Kellgren and Lawrence
(KL) scale. This scale consists of five grades with Grade 0 indicating no evidence of OA
and grade 4 indicating severe OA condition [8].

Chronic OA pathology results in an increase in patient comorbidities, limitation of
the patient to carry out their daily or work activities, and has a negative effect on mood,
producing depression in many cases. These can lead to significant societal costs. This
study was designed to expedite the diagnosis of OA in primary health care settings
and consists of a predictive model with easily interpretable image characteristics. It uses
artificial intelligence to extract patterns or characteristics of lesion detection, progression,
and prediction of musculoskeletal diseases from radiographs.

Currently there is extensive research in the processing, segmentation and classifi-
cation of medical images resulting in a computer-assisted diagnostic, (CADx) tool that
can be used as a second diagnosis [9].

The computer-assisted diagnostic CADx system based on deep learning algorithms
canhelp in the diagnosis of different pathologies andbrain disorders frommedical images
[10–12]. However, a major limitation is the lack of large datasets or image collections
of the pathology. These datasets are necessary in order to train and the resultant decision
of deep learning models.
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In the case of knee OA, there are two important initiatives dedicated to collecting
images, namely the Multicenter Osteoarthritis Study (MOST) and the Osteoarthritis
Initiative (OAI) [2]. These are the standard datasets that are commonly used in designing
deep learning models for automated knee OA diagnosis [13].

A deep learning and machine learning model for the automated quantification of
severity of OA is one proposed by Antony et al. [13]. This convolutional neural network
model was trained and optimized a weighted ratio of two-loss functions: categorical
cross-entropy and mean-squared loss. The authors concluded that the method proposed
had more classification accuracy with KL grade 3 and 4 than grades 0, 1 and 2 which
have small variations in the image(s).

Tiulpin et al. [2] proposed amethod based on theDeepSiameseConvolutionalNeural
Network. Their results show an average multiclass KL accuracy of 66.71%. Thomson
et al. [14] proposed a methodology which employed shape and texture analysis of the
radiograph knee, and a random forest classifier was employed resulting in a classification
performance with an AUC of 0.849.

Chen et al. [3] proposed a method that combined two deep convolutional neural
networks (YOLOv2 and ResNet) to detect and classify knee joint as per the KL scale
with a classification accuracy of 69.7%.

The principal aim of this project was to develop a computer-assisted diagnostic
(CAD) system based on the analysis of X-ray images of the knee. This model utilizes
deep learning to automatically score the Knee OA using the Kellgren-Lawrance (KL)
scale. The model architecture was implemented in PyTorch and was based on Deep
Siamese convolutional neural networks and a fine-tuned ResNet-34 employing transfer
learning for the classification task. It used a public dataset for training and validating,
and a private dataset for testing. The results indicate a multiple-class accuracy of the test
set of 61%. The largest classification accuracy for the KL-3 at 89%.

This software will be useful for training of medical students and can be used as a
second opinion for the correct prediction of OA knee diagnosis. Early detection and
treatment can alleviate symptoms, delay the evolution of the disease and improve the
functional capacity and quality of life of the patient.

2 Materials and Methods

2.1 Data

This work used a public dataset from Chen et al. [3] for training and validating the
model. For testing, a dataset composed of 376 knee X-ray images from a private hospital
in Ecuador was used. The dataset employed by Chen et al. [3] consisted of 9182 knee
X-ray graded according to the Kellgren-Lawrance scale [8].

The dataset was preprocessed and all images that cannot be clearly seen were dis-
carded. This dataset [3] did not have balanced classes with 35% of the images belonging
to the grade KL-0, while 3% of the dataset were graded a KL-4.

In order to balance the dataset, the images were preprocessed. Image and data aug-
mentation (contrast, brightness, gamma, rotation) was applied to all classes which had
fewer images. All images were scaled to 224×224 pixels because the pre-trained model
ResNet-34 was used as a baseline (Table 1).
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Table 1. Description of the datasets used in this project. The numbers provided in the tables
indicate the number of knee images used in each group.

Group Dataset Images KL-0 KL-1 KL-2 KL-3 KL-4

Train Chen et al. 2019 20,022 4,422 4,395 4,262 4,648 2,295

Validation Chen et al. 2019 1,359 270 270 270 270 270

Test Private hospital 376 58 65 95 113 45

2.2 Network Architecture

The neural network used in thiswork is a fine-tunedResNet-34,whichwas pre-trained on
the ImageNet dataset [15] using the transfer learning approach [16]. For the classification
task, the architecture was modified and the fully connected (fc) layers of the original
model were increased by adding two more fc layers (see Fig. 1).

Fig. 1. Representation of the modified ResNet-34 architecture

This architecture was based on the Deep Siamese CNN networks architecture. This
configuration is used to learn a similarity metric between pairs of images. This was
applied to a face verification task [17].

Using this approach [2] the symmetry of a pair of knee X-ray images, was investi-
gated. The images were cropped on the lateral and medial sides. For the medial side, the
number of images were increased by horizontally flipping. Thus, increasing the dataset
size.

The proposed network consists of two branches, each one having convolutional
blocks, max pooling, rectified linear unit, batch normalization, global average pooling
concatenated to a fully connected layer (see Fig. 2). The lateral side images of the knee
joint were fed to one branch of the Deep Siamese CNN network and the medial side
images were fed to the other branch.
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Fig. 2. Representation of the proposed Siamese network architecture. First, image patches from
the lateral and medial sides of the knee joint were assembled. The medial side images were hor-
izontally flipped. The cropped images feed the branches of the model which consisted of the
following blocks having the shared weights (parameters). The first block denotes a convolution
(Conv), the next block denotes a max pooling. The blue blocks denote convolution, batch normal-
ization (BN), and a rectifier linear unit (ReLU). The next blocks denote average pooling, and the
subsequent blocks denote fully connected layers connected to the SoftMax layer. The numbers
inside the Conv-BN-ReLU blocks indicate the parameters K ×K, S where K is the filter size and
S the output channels.

2.3 Model Training

Transfer learning is a common and effective strategy to train a network on a small dataset.
Here a network is pre-trained on an extremely large dataset, such as ImageNet [16]. The
fine-tunning method was used to not only to replace the fully connected layers of the
pre-trained model ResNet-34, but also to fine-tune parts of the kernels in the pre-trained
convolutional network.

To train the fine-tuned ResNet-34, Pytorch was employed and was run on a Nvidia
TESLA P100with 16 GB of memory and a fixed random seed of 42. In experiments with
the architecture, a batch size of 64, Adam optimizer, and a cross-entropy loss function
giving it a learning rate of 1e − 4, to reduce and avoid the overfitting was used. In
addition, the L2-norm regularization (weight decay) with the coefficient 1e − 4 and a
dropout of 0.5 was used. The regularization parameters were optimized based on the
validation set loss.

2.4 Software Interface

For the implementation and development of the software, Pythonwas used since it is open
source andhas a largenumber of libraries andpackages for graphical interfaces, computer
vision, deep learning, andmedical images. The interaction between the different libraries
and packages used in the software is illustrated in Fig. 3.



244 D. Castillo et al.

Fig. 3. Software architecture.

The software was divided into three principal parts: 1. visualization of the X-ray
images, 2. region of interest (ROI) selection and, 3. neural network classification of the
ROI according to the Kellgren-Lawrance grading scale (see Fig. 4).

Fig. 4. Software pipeline.

3 Results and Discussion

3.1 User Interface

The graphic user interface of the software has different elements (see Fig. 5). These
elements are: upper bar, navigation panel, patient information panel, toolbar, X-ray
image panel, and results panel.
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Fig. 5. Distribution of the elements of the graphical interface: a) top bar, b) navigation panel, c)
patient information panel, d) X-ray images panel, e) results in the panel, f) toolbar.

The user selects the directory with the files to analyze in the upper navigation bar.
The files in *.dcm format will be listed in the navigation panel. The file selected in
the navigator panel will be visualized in the X-ray images panel. By clicking the ROI
button in the toolbar, the ROI selector will appear in the X-ray image panel. The user
can delineate the region that is to be analyzed. Once the ROI is selected by clicking on
the process button in the toolbar, the ROI will be analyzed by the model (see Fig. 6).

Fig. 6. Graphical interface

The results will appear in the “results panel” as a distribution of probabilities, the
class with the higher probability is the class predicted by themodel as described in Fig. 7.
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Fig. 7. Model prediction presented as a distribution of probabilities

3.2 KL Grade Classification

Themodelwas tested and evaluated using a private clinic dataset. Themetrics considered
for the analysis of the results were confusion matrix, accuracy, precision, and recall.

The private dataset consisted of 225 images with 45 images for each class. These
images were classified by two trained clinic radiologists.

The results of classification for this dataset were:

• KL-0 the model correctly predicted 32 images out of 45 images,
• KL-1 the model correctly predicted 20 images out of 45 images,
• KL-2 the model correctly predicted 27 images out of 45 images,
• KL-3 the model correctly predicted 40 images out of 45 images, and
• KL-1 the model correctly predicted 20 images out of 45 images.

The confusion matrix evaluates the accuracy of a classification. It is a visual repre-
sentation of the true positive, false positive, true negative, and false negative values of
the predictions.

The confusion matrix of the KL grading of our model is presented in Fig. 8. Table 2
summarizes the number of the true positive (TP), false positive (FP), and false negative
(FN) values for each KL class.

Table 2. Summary of TP, FP and FN values foe each KL class

Kellgren-Lawrance scale TP FP FN

KL-0 32 14 13

KL-1 20 17 25

KL-2 27 17 18

KL-3 40 36 5

KL-4 20 2 25
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Fig. 8. Confusion matrix of KL grading.

The precision and recall sensitivity of the predictions for each class classification is
shown in Table 3. The class with the highest precision was KL-4 with 91% and the class
with the major recall was KL-3 with 89%.

The average test set multi-class accuracy achieved by the model was 61%, which
is in agreement with the accuracy of 69.7 and 66, 71% reported by Chen et al. [3] and
Tiulpin et al. [2], respectively.

The results on precisions agreed with the models proposed by [2, 3, 13, 14]. These
studies also reported that the best accuracy in the multiclass classification were classes
KL 3 and KL 4. The reason for the difficulty in detection and classification of the lower
classes are complex due to the small variations that are present in the OA of the knee
images [13].

Table 3. Precision and recall sensitivity for each class

Kellgren-Lawrance scale Precision Recall

KL-0 70% 71%

KL-1 54% 44%

KL-2 61% 60%

KL-3 53% 89%

KL-4 91% 44%
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4 Conclusions

The proposed and trained model achieved good performance in the multi-class accuracy.
It was highly effective (89%) in detecting osteoarthritis KL-3 and a precision of 91%
(91%) for KL-4 class. For the other three classes, KL0, KL1, and KL2, the confusion
matrix and metrics show a less accurate predictions. These results are in agreement with
the literature, and is principally due to the complexity in the detection and differentiation
of the small variation in the space joint of the knee OA images.

In addition, this work used transfer learning fine-tuning in order to take the advantage
of a pre-trained model trained by a large dataset such as ImageNet.

Overall, the results show that the trained model can learn features from training and
validation datasets and apply them to a different dataset. The construction and results of
these prediction models will improve decision-making in diagnosis and optimal treat-
ments in the nearest future, e.g., use and complement with other techniques such as
generative adversarial networks (GANs) network architectures. The source code devel-
oped in this work is open-source and can be found at https://github.com/jhcueva/OA-
Analyzer.

Although thismodel does not havevery highprediction it is expected that the software
developed for this study will be useful to train medical students and can be useful to new
specialists and help them achieve optimal diagnostic prediction.
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Abstract. This article shows a study on the impact of the development of a video
game for the teaching of mathematics in elementary school students, developed
mainly to strengthen knowledge as a new educational resource for teachers to give
interactive classes changing the usual way in which they teach, which would cause
the student’s interest in learning. Themethodology usedwas based on three phases:
first, exploratory research was carried out in the GabrielaMistral institution in San
Pedro de Pelileo (Ecuador), second, the video game was developed with an agile
methodology, applying an adaptive algorithm in its architecture that helps the
children’s knowledge to be modified through the game, expanding the knowledge
information they have. Finally, a determined group of students was evaluated to
know whether or not the game contributed to their education and it was found that
an increase of 27.78% was achieved in their knowledge, in relation to the levels
they had with the conventional learning method.

Keywords: Learning ·Mathematics · Interactive program · Video games

1 Introduction

Education is extremely important in Ecuador, which is why there are articles in the
Constitution that prioritize this issue: Art. 26.- Education is a right of people throughout
their lives and an inescapable and inexcusable duty of the State. It constitutes a priority
area of public policy and state investment, a guarantee of equality and social inclusion,
and an indispensable condition for a good life. Individuals, families and society have the
right and the responsibility to participate in the educational process [1].

Education is the formation of individuals in the evolution of intelligence, knowledge,
thought and conscience that provide significant advances for their survival, i.e., education
in human beings is the process by which they acquire knowledge and this allows them
to integrate into society in a given professional environment [2].
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Nowadays new teaching methods have been increasing for education that humans
did not have before, since technology had not advanced so much, but today technology
and learning go hand in hand, since we live in a network society, in which education is
essential to have knowledge and for the future development of individuals both in the
economic and social sphere and the systems that most attribute to this knowledge is the
information found by browsing the network as: interactive applications that allow the
student to learn in a broader and less monotonous way [3].

Interactive applications are multimedia systems that can be accessed through a com-
puter. These systems present and combine text, graphics, audio and video, allowing
direct contact with the user, since they can navigate, interact, create and communicate
through these platforms, which are currently very necessary to capture the attention of
students [4].

Applications are video games, which are programs designed to amuse and entertain.
They can be found in various media such as computers, cell phones and consoles that
provide users with playful experiences through the audiovisual languages they transmit
[5].

The creator must offer the user applications that are easy to manipulate, for the target
group to which this proposal is being dedicated and must have two key concepts in its
undertaking: usability and accessibility, which will result in the student’s interest in the
educational content and contextualize their lectures on their own, facilitating their own
learning [6].

These can play an important role in children’s learning, since nowadays the percep-
tion of a video game is no longer the same. Now they can be a pastime with pedagogical
values that serve to motivate and stimulate learning, resulting in the concentration of
students [7].

Mathematical learning for elementary school students through video games allows
the development of content where, while having fun, the child acquires substantial infor-
mation,which facilitates theway inwhich he/she captures and retains information. These
are characterized by awakening the students’ interest in learning, facilitating the teacher’s
work [8].

In these games, students learn by trial and error, the error does not cause any frustra-
tion in them, but rather motivates them to reach the goal with the rules of the game, but
without the pressure of winning or losing [9]. The methodology was developed through
exploratory research that evidences the contribution of an interactive video game in edu-
cation, the development of the video game was through a planning process and finally
a determined group of students was evaluated to know if the game contributed or not in
education. The results show that with the use of the video game the levels of knowledge
in mathematics increased in relation to the levels of achievement with the conventional
method.

2 Related Projects and Articles

Here are some applications that used this type of technology and have contributed sig-
nificantly to the learning of mathematics. Hearthstone is a game for children that teaches
them mental arithmetic operations using cards during the game [10].



252 P. Sánchez et al.

The Number Race is a videogame which was created with the purpose of teaching
kindergarten children about topics such as numerical comparison of numbers and words
[11].

Video games such as Pokemon Go, Angry Birds and Tetris occupy a fundamental
place in the leisure time of children, they learn without realizing mathematical and
physical concepts that are given to them only in school environments [10].

These investigations have contributed in some way to cognitive development in the
area of mathematics in children in regular education in different countries. However,
in Ecuador, few studies have been conducted in this area. And those that have been
analyzed by the research team are limited, boring and unchallenging. Many have game
possibilities; others do not show degrees of complexity or different levels of difficulty.
There are few tools that provide a dynamic adaptation in the games and an adaptive
workflow, whichmakes these tools unsustainable. This fact has provided the opportunity
to create a video game, evaluating its usefulness in a quasi-experimental study in a real
context.

3 Method

The method used was based on the following phases: first, exploratory research was
conducted to find out how an interactive video game would contribute to education,
which was applied to students, teachers who teach classes and parents who have direct
contact with the target group; second, the video game was developed through a planning
process; and finally, a specific group of students was evaluated to find out whether or
not the game contributed to education. The phases are detailed below.

3.1 Exploratory Research

The analysis was carried out with thirty-eight people, including parents, boys and girls
of 8 and 9 years of age, plus interviews with 7 teachers of the Gabriela Mistral school in
San Pedro de Pelileo (Ecuador), which is the staff of this school in the area of teaching
at the basic levels. First, an observation sheet of a class was given to sixth grade students
to visualize the strengths and weaknesses that exist in that classroom and it was noted
that the teacher shows mastery in the topics he teaches in class, but does not use any
technology to make the class more dynamic and interactive. On the other hand, in the
interviews conducted with the teachers, it was found that the classes they teach are still
the same as years ago, due to the limited technological resources to teach their classes.
However, when the possibility of creating a technological solution to support their work
in the classroom was mentioned to them, they were very interested and agreed with the
implementation of interactive teaching, since it would help them to reinforce the topics
developed in class. The surveys concluded that children in their homes do have access
to electronic devices for entertainment, but parents did not know that they can also use
these elements as teaching tools, which seemed to them a very interesting and positive
idea for the education of their children. For all these reasons, it was timely and relevant
to create a video game for teaching.
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3.2 Development of the Video Game

Themethodology applied in the development of the video game is shown in Fig. 1 below.

Fig. 1. Production process of an adapted video game: the production process of a video game:
production phases.

Pre-production Phase. The pre-production phase consisted of the planning process
that served to define the game and the aspects that would have to be carried out for its
materialization. The genre of the video game is educational action with a 2d realistic
aesthetics for the teaching of mathematics in elementary school students, the plot that
will be discussed is that children as they grow up are learning with the guidance of a
teacher who will help them in their evolution. In its architecture it will be characterized
for being a realistic game with a linear story, that is to say, as the student evolves in his
knowledge, the character with whom he will play will also evolve, so there will be levels
with certain degrees of difficulty. This is why it is a game with an adaptive mechanism
and will always be entertaining, provocative and sustainable for the student [12].

The script includes some parts such as: the type of game, the idea and the premise.
The type of game is a video game in which there are two characters Ana and Pepe who
must go through three different levels of difficulty, with certain enemies and a teacher
who will ask them questions so they can continue playing, the idea is that while they
go through difficulties with their enemies they solve the questions to reach the goal and
finally the premise has the purpose that the video game serves as audiovisual material
to increase knowledge on the subject of the multiplication tables.
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The plot covers some topics such as: the implication, which is based on the fact that
any of the two characters chosen by the user must fulfill the mission to reach the goal and
move to the next level through the questions that the teacher asks, if they are incorrect
the question will be different preventing the player from reaching the goal, the events
are about the help that the teacher gives to the children to see the interest they have to
learn and the series of levels to pass, The surprise is that in each level the difficulty of the
game is increasing and has different scenarios that helps to not be something routine, in
the denouement to reach the final goal of the three levels there will be a scene in which
you can see the children go home after meeting their goal and finally the gameplay in
which the person-je’s mission is to collect numbers to go adding and the teacher can
make him the questions that must be answered correctly.

The sketches were made by hand in order to visualize the features, clothing and
characteristics that the characters of the game have beforemaking them digitally (Fig. 2).

Fig. 2. Sketches.

It was also observed that the game is dramatic, since the character must interact
with the objects in his environment through certain actions that will lead him to a clear
objective, which are the questions he must answer. As the player goes through levels, the
scenery, objects and some characters will change in order to make the game complex and
interesting for the user. The Game Design Document is the part that allows to synthesize
in depth everything related to the game, which includes the following parts: the genre,
as previously mentioned is purely educational action with a multiplatform, players will
have a single player mode, the story is based on two children who while going through
the game learn to multiply, the look and feel refers to the characters formed in 2d with
chibi-realistic style, In the user interface the game was made for the student to play using
the up, down, right and left keys, the space key to jump and the mouse to interact with the
objects in the game, in the objectives we talk about each level. Level 1, 2 and 3 consisted
of the character having to collect number balls and correctly answer the questions asked
by the teacher in order to pass to the next level, but in level 3 what will change is that
the character will reach a sign that will say exit and the game will end.

The rules of the game were based on that the characters must collect all the balls so
they can answer the teacher’s questions, the characteristics in the children is that they
jump, run and answer questions, the chalk dust walks and the balls are distributed on
the game map, in the design of levels, the first one is based on the implementation of
platforms made of chalk, in the level design, the first one is based on the implementation
of platforms made of chalk, blackboard erasers and rulers, in which the character cannot
be touched by the enemy that is a chalk dust and if he touches him he cannot reach the
goal, in level two the platforms are made of tables, books and rulers and has an eraser
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as enemy and finally in level three the platforms are made of blocks and backpacks with
an enemy of pa-pel ball.

Production Phase. In this phase the game was elaborated digitally. Here you can find
the artistic design of the game or also known as the art bible of the game, which has to do
with the appearance and physique that will have this interactive platform, here are four
elements such as: the story, sound, interface and graphics, these artistic aspects made it
different from other games that exist in the market [13].

The story of the game 9K multiplication tables is about two cousins (Ana and Pepe)
who studied in downtown, they have to deal with is multiplication tables in a math class,
the teacher is good and teaches in a fun way.

Ana is a 7-year-old Ecuadorian girl who was born on October 29, 2012, with cinna-
mon skin, long brown hair and a round face. She is cheerful and sporty, she is dressed
in a white short-sleeved shirt with blue parts, a blue skirt, black shoes with white, white
socks and a headband (Fig. 3).

Fig. 3. Girl-Ana.

Pepe is a 7-year-old Ecuadorian boy who was born on September 1, 2012, with
cinnamon skin, short brown hair and a round face. He is a cheerful and sporty person;
he is dressed in a white short-sleeved shirt with blue parts, blue pants and black shoes
with white (Fig. 4).

Fig. 4. Boy-Pepe.

ProfessorYoli is 33 years old, Ecuadorian born on July 25, 1986, her physical appear-
ance is cinnamon skin, has short brown hair and an oval face. Her special characteristics
are that she is a happy and confident person; she is dressed in a gray uniform with blue
parts, a white shirt and black shoes.

The sound is the sound elements that the game will have. The music that was used in
the start menu, controls scene, scene to choose the characters and the description scene
of each level is called Rock Me- Jan Boyle, the music of level 1,2 and 3 is by Kevin
MacLeod- B-Roll Ska version, the music of the failed level scene is under a starry sky-
Axess and the final sound of the victory scene is a happy children’s scream (Fig. 5).
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Fig. 5. Teacher.

The interface refers to how the GUI (Graphical User Inter-face) and HUD (Head-
Up Display) elements will be visualized, which in the game are in charge of informing
the player the amount of balls he has collected and how many lives he has, being an
important element of the game (Fig. 6).

Fig. 6. Interface.

The graphics of the game were designed in 2D, which was made using sprites
(bitmap) and tiles (backgrounds or scenarios) elaborated with Adobe Illustrator CS6.

Likewise, the mechanical design contextualized the interaction guidelines with the
game, the internal rules and the type of communication that the game will have. The
student could interact with the game through his computer, using the keys to perform
the actions of the character and would use the mouse to answer the questions, the rules
that this platform has is that you must collect all the balls without touching the enemies,
but if you do so you would be deducted a life and have to start the level again, to prevent
this from happening you should jump over the enemies to reach the goal and the teacher
will ask the question (Fig. 7).
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Ana – Immobile

Ana – Walking

Ana – Jumping

Ana – Losing a life

Ana – turning around

Pepe – Immobile

Pepe – Walking

Fig. 7. Character animation (Sprites).
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Pepe – Losing a life

Pepe – Turning around

Teacher – Immobile

Enemy (Chalk dust) - walking

Enemy (Draft) - walking

Enemy (paper ball) - walking

Pepe – Jumping

Fig. 7. continued
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The game was distributed for its use by means of a cd that had the application to be
installed in the computer. Finally, the engine with which the game was made is called
Unity, which is a tool that allows making video games through an editor and a scripting
that are easy to use, supported byVisual Basic, which is responsible for the programming
language.Unity asmentioned above is an engine that is used for the creation of interactive
games with architectural designs in real time, as its main feature is that their results are
of the highest quality and are made with minimal effort, as it is a very easy to use system.

The video game architecture is shown in Fig. 8 below.

Fig. 8. Architecture of 9K multiplicative tables

In its architecture, the videogamehad a dynamic gamedifficulty adaptation algorithm
and adaptive workflow, which allowed the tool to be always challenging and sustainable
for the child. The first, which is based on the child’s performance in the game, causes
the game to change difficulty without the child noticing it; and consisted of increasing or
decreasing the degree of difficulty between two related levels according to the mastery
achieved in the current level. If at the end of a level, his performance has not been com-
pletely achieved, the next challenge would be easier to overcome; but, on the contrary,
if at the end of a certain level, he has completely overcome the challenge, the next level
would be a little more difficult to achieve, all this accompanied by the flexibility in the
child’s work flow, as he makes his own decisions through the game, since he can decide
on which challenge, he wants to face. Figure 9 shows the development and coding block.
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Fig. 9. Unity and visual basic - game engines.

The unified model is a language that allows to describe the game map, in which you
can see the interaction that will take place in each scene. In the alpha-ha tests of the video
game, first it was tested with a small group and thanks to this it was possible to know
some errors such as: the player or avatar that when walking did not flow correctly, some
balls with numberingwere not valid to be countedwith the counter and some interactions
with the teacher did not allow the player to follow his path because she obstructed the
passage. The beta tests were carried out after having corrected the previous faults of
the game; these tests were performed on 12 children of basic education who were in
the fourth grade. Finally, the gold master could not be executed since this process is for
more commercial video games and the purpose for which this project was developed
was experimental in the area of education.

Post-production Phase. The objective of this phase was to commercialize the product,
but the purpose of the project was as an experimental program for the area of education.

After the development of the game, a test was carried out with the participation
of students from the Gabriela Mistral Institution in San Pedro de Pelileo, in which the
prototype of the game was evaluated, seeing positive processes in the children, since it
kept themmotivated and very focused on the action they were performing, the following
evaluation will be described below.

Experimentation in a Real Context
Participants. A total of 12 elementary school children in the fourth grade participated
in this study (Table 1).

Table 1. Participants’ demographic data

Type Boys and girls Chronological age Level of education

Regular 12 8 y 9 Fourth grade

Total 12

Experimental Instrument.A laptop and the school’s computer room were used as exper-
imental instruments, and the program was installed on the desktop computers using a
flash memory (Fig. 10).
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Fig. 10. Children using the video game 9K multiplication tables.

Note. Adapted from Aplicaciones interactivas para el aprendizaje de contenidos educa-
tivos a nivel básico medio en el cantón Ambato (p.90), Sancho Cinthya, 2019,
Universidad Tecnológica Indoamérica.

Procedure. With the authorization of the authorities and parents, we approached the
children to validate the function of the video game. First of all, tests were carried out
to see if the equipment worked in order to evaluate the tool. Then, with the equipment
turned on and the game installed in each machine, the children were told how to play, the
purpose of this proposal and some questions were asked to the students to find out their
degree of mathematical knowledge. Finally, they were told that they could start playing
the game activities and high levels of motivation and concentration could be noticed in
them.

Statistic Analysis. For the quantitative statistical analysis, the achievement level data
obtained by the students in this new learning strategy were calculated; a quantitative
analysis of the data was applied, and it was verified, in the first instance, that the achieve-
ment level data, with the two moments of the study (T1/T2), behaved normally; for this
purpose and due to the size of the sample, the ShapiroWilks test was applied (p> 0.05).
Subsequently, the parametric Student’s t-test (p < 0.05) with a confidence level of 95%
was applied to determine whether or not there were significant statistical differences
between the levels of achievement at these two moments.

4 Results

The means, standard deviation and statistics of the achievement levels obtained by the
group of students at these two points in time T1 and T2 are shown in the following table
(Table 2 and Fig. 11).

Table 2. Means, standard deviations and percentages of achievement level results according to
students’ knowledge before and after the video game.

Moment N M SD Achievement level

Before the videogame (T1) 6 8.33 3.771236 69.44

After the videogame (T2) 6 11.67 0.745356 97.22
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Result of achievement levels in T1 and T2

Fig. 11. Statistics of average achievement levels for the methods used.

These results show that with the use of the video game, the levels of knowledge in
mathematics increased by 27.78%, in relation to the levels of achievement with the con-
ventional method. However, to determine if there were significant statistical differences
between the achievement levels using the video game and the achievement levels using
the traditional method, first, the Shapiro-Wilks test was applied, showing the following
results: The data of the achievement levels, with the conventional method (p = 0.500),
and using the video game (p = 0.172); which indicates that the data of the achievement
levels with the two methods did come from normalized samples. Subsequently, with the
results of normality of the data; the parametric Student’s t-test was applied to analyze the
statistical differences when comparing the achievement levels of the experimentation;
showing as a result: (t = −6.75, gl = 12, p = 0.000).

Therefore, it could be concluded that, with the use of the 9K in the classroom,
the performance measured by the levels of achievement in the children were superior,
compared to the use of the conventional method, since there were significant statistical
differences, with a 95% confidence level and a significance level of 0.

5 Conclusions

This research, carried out jointly with teachers, parents and students, was fundamental
for the execution of this study. The first interviews gave indications of the importance of
creating an interactive software to strengthen the teaching of mathematics in elementary
school children. For the realization of the video game, agile methodological principles
were applied, resulting in an interface that meets the needs of the target group to which
the proposal is being offered, which, when realized, provided the students with all the
expected characteristics such as: interest in the subject, concentration, motivation and
entertainment at the time of learning. When the game was shown to the fourth grade
students of the Gabriela Mistral school in San Pedro de Pelileo, through an analysis of
statistical data, it was noted that the game was positive, since an increase of 27.78%
was achieved in their knowledge, in relation to the levels they had with the conventional
method of learning. The statistical model applied showed that in this study there were
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significant statistical differences in learning with the use of the video game versus the
traditional method; with a significance level of (p = 0.000).

6 Future Work

In this study an intervention was made in the area of mathematics learning through
the evaluation of a video game in third grade children. As a future work, it would be
interesting to evaluate the tool with children with some type of disability, since in the
province of Tungurahua there is a great need for technological tools to help in special
education centers. It would also be advisable to address other areas such as learning a
second language by implementing tools of this type.
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Abstract. This research has focused on how information and communication
technologies and interactive multimedia have transformed the field of education
through the application of interactive multimedia resources oriented to learning
three-dimensional design and sculpting through the use of Z Brush. The method-
ology is based on three phases: Analytical, Creative, and Executive. A quantitative
and qualitative approach is presented with the use of surveys and interviews as
research techniques. The surveyed group were the students of the Graphic Design
School at the Technological University Israel in Quito, Ecuador. The survey’s
main goal was to determine the student’s knowledge of handling Z Brush to create
an interactive educational product that could help students learn this software.
Experts in 3D design and sculpting were interviewed in order to know the feasi-
bility of this project. In addition, with the prototype of the product, a focus group
was held with the students.

Finally, it is concluded that student learning involves improving their learn-
ing pace by incorporating ICTs in the classroom, thereby developing new skills
and competencies in the construction of knowledge, managing high results,
educational quality and opening new possibilities in 3D sculpting learning and
teaching.

Keywords: ICT · Interactive multimedia · 3d sculpting · Z brush

1 Introduction

The Israel Technological University (Quito, Ecuador) has always been up-to-date as
regards the incorporation of technological resources, in order to be faithful to the fulfill-
ment of its objectives as a university institution. That is why, under the fact of continuing
to contribute to the construction of knowledge of the students of the School of Design,
this project consists of carrying out the development of a didactic tool to contribute to
the learning and teaching of the student body.
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To achieve and reinforce the construction of knowledge, one of the highly efficient
resources is the creation of an interactive multimedia product that will facilitate the
teacher’s task in terms of teaching Z Brush since the interactive content will include
video tutorials that will facilitate the student learning the software in question. The
design student will have the possibility to review the product in the university library.
Also, you will find didactic videos recorded by the teacher who will gradually explain
the management of the software from its basic mode to a medium level of learning.

The key to the universe of information is now available to any individual or entity due
to the innovation and evolution of information and communication technologies (ICT),
which have allowed the transformation of access to themost precious and treasured in the
digital era: Information and communication. “By new technologies, we mean the set of
support tools and channels for the treatment and access to information. ICTs are systems
or products capable of taking information, storing it, processing it, and transmitting it.
Facilitating decision-making and making the senses intelligible” [1].

ICTs have transformed and revolutionized the daily lives of individuals around the
world, as well as different fields, including education inside and outside the classroom.
Thus, ICTs play a relevant role in current education, since, by taking advantage of
them, it can contribute to academic institutions developing ways of integration and
academic training processes in students, thus enabling the introduction of new forms of
collaborative teaching and learning. “ICTs can enhance the quality of education in several
ways: by increasing learner motivation and engagement, by facilitating the acquisition
of basic skills and by enhancing teacher training” [2].

A new panorama in the pedagogical model may arise when the teacher makes use of
educational technology as a support alternative that contributes to learning and teaching,
aswell as to better construction of knowledge froman emotional and sensory perspective.
“Educational technology is a dynamic, progressive and important mechanism in the field
of education which modifies teaching and learning process” [3]. Integrating ICT by the
teacher within their chair contributes to the pedagogical model used by the teacher,
increasing student learning effectively. Likewise, the teacher, at the time of imparting
knowledge of a certain topic, optimizes time, since, with the implementation of a virtual
educational tool, he will not see the need to repeat topics already covered.

To the extent that knowledge regarding 3D Design is built and formed, remembering
and/or reinforcing topics already covered in class through the creation of a hypermedia
learning system can be of great help to the teacher as well as the student. This also
implies that the teacher does not find himself in the task of repeating fundamental topics
already covered in the classroom.

“Within the framework of the increasingly demanding use of ICT, organizational
and management forms must be provided for teaching practices in virtuality” [4].

Daily tasks - be they simple or complex - have been adapted to newworkingmethods,
reconfiguring and modifying organizations in any field. That said, since the appearance
of the computer and its evolution by leaps and bounds, it has allowed the birth of a
society immersed in the ever-changing and innovative universe of technology, as well
as information. Because the internet has become the primary means of accessing infor-
mation and communication, a sequence of events has occurred that have enabled the
processing of data to be deployed, whether sent or stored.
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The ICT are immersed in several areas of a social sphere, as a human fact, “The use
of technology marks transformative practices that have consequences not only in our
ways of doing and in the fields of the social, economic or political, but in our interactions,
in the way of understanding the collective or community” [5]. From a sociological point
of view, ICT are the nucleus of the information society and are agents of socialization
that promote a specific culture. Also, they are cognitive mediators in human activity.
They are part of a political and economic project. And, from didactics, they are part of
teaching resources.

2 Background

2.1 Multimedia

The term multimedia is not new, since it has gradually been incorporated into the lan-
guage of the public, making it a familiar term. It emerged in parallel with ICT, which
offer the user the experience of obtaining, processing and storing information.

Its etymological definition comes from the LatinMulti (many,multiple) andMedium
(medium). So, it involves the combination of multiple media.

Piñeira defines multimedia as “all that integrated narration, devoid of fissures, of
different types of data –text, images, sound, audiovisual– in a single digital information
environment” [6].

2.2 ICT and Multimedia in the Classroom

Teachers have taken on a new challenge by incorporating ICT, developing skills and
competencies to provide relevant learning as a necessary complement and a much more
effective method than traditional teaching, and improving learning styles and rhythms
by using ICT to manage educational results or quality in a context that operates the
information and communication society. “Multimedia learning, as a media and digi-
tal technology-based learning experience, enables the learner to engage with instruc-
tional content and solve problems by means of self-exploration, collaboration and active
participation” [7].

ICTs are a support for the teacher as a complementary parallel activity oriented to
their chair, respecting the pedagogical discourse in the training process,where the teacher
embraces various technological resources with the purpose that students can self-control
their tasks, as well as having greater access to various alternatives and learning resources,
thus complementing the construction of knowledge with the use of educational tools that
recall, clarify and deepen a specific topic covered by the teacher, doing activities through
the online application/offline of ICT, thus contributing to the teaching process and taking
advantage of the instantaneous nature of ICT,which facilitates rapid access and exchange
of information.

The role of the teacher is not only limited to following the guidelines of a text and
transferring their knowledge to students but currently, it is the teacher who recognizes
the need to develop in students a digital culture that contributes to the learning process
and teaching through the application of multimedia resources which have virtual envi-
ronments and spaces related to the subject in their content, so the student can interact
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and associate topics taught in class using an easy-to-understand, intuitive and friendly
graphical interface.

ICTs do not have the absolute capacity to comply with the student’s educational
process, the role of the teacher in the educational process is not limited to informing or
communicating through ICT, but the teacher, in addition to teaching the class, relies on
multimedia products to direct students to carry out specific activities related to the class.

2.3 Advantages of the Use of ICTs in Education

According to the current constitution of Ecuador in the third section of Information and
Communication Article 16 it is established that: All people, individually or collectively,
have the right to universal access to information and communication technologies. [8].

The use of ICT by the teacher in the training and process of higher education leads
to produce important transformations within the field of education, providing multiple
advantages in the teaching of the chair such as:

“The application of Technologies to Education has become a new feature of pro-
fessional teaching. This forces the teacher to understand the pedagogical potential of
this tool, to be trained and to be able to integrate it efficiently into the teaching-learning
process” [5].

The space-time barriers to which teaching-learning has been conditioned are elimi-
nated, thereby achieving the construction of a non-real physical space (cyberspace), in
which communicative media interactions tend to develop at any place and time.

Although the teacher is addressing a group of students, ICTs act as a personal teacher
for each student, thus achieving personalized, objective and effective teaching.

It gives the student as well as the instructor the ease and easy access to information,
obtaining current and not obsolete information, and not only textual but also tone, visual
and dynamic information.

Using ICT in the classroom means having a subject that is difficult for the student
to assimilate into a subject that can be easily understood through a digital program that
helps in the student develop awareness.

ICTs visually bring the user to the environments he knows, because they must be
identical in the actual and physical settings in which the user lives so that the user feels
satisfied with the interface interaction.

ICTs have an impact on the student to catch their attention and interest, inspiring
them to dig further into a subject covered by courses, and therefore to learn more.

With greater training and instructional performance, ICT will help to enhance the
production of new teaching technologies.

ICTs serve as encouragement to the teacher inside and outside the classroom, so that
he can organize and spend his time in other tasks directed at his chair.

3 Method

This research work is built on the basis of 3 phases established by Bruce Archer’s
systematic model: Analytical, Creative and Executive.
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3.1 Analytical Phase

The research approach of this work is compound of a hybrid type since it is qualitative
and quantitative. The field research was carried out with the technique of a structured
survey, the same one that was oriented to the students of the School ofDesign of the Israel
Technological University in Quito, Ecuador. The sample was 123 senior and sophomore
students at senior students at the Technological University Israel, indistinct gender, from
23 to 25 years of age. Through the survey, it was identified that the student’s level of
knowledge of Z Brush is zero due to this software does not appear within the curriculum
of the School of Design of the university in question. That is why the survey determined
the interest of the students in learning this software. Thus, the results of the survey
were that 90% of the students did not know about the use of Z Brush. Only 11% can
differentiate between 3D modeling and sculpting. 86% only use Cinema 4D. 10% have
ever heard of Z Brush. 100% of the students would be willing to learn how to use the Z
Brush through a multimedia product.

Also, two structured interviews were conducted with Santiago Campaña (Professor
at the Israel University in charge of the Chair of Multimedia Design III) and Esteban
Durán, Art Director of Norlop Thompson in the city of Quito, Ecuador. Campaña, stated
that “The creation of interactive multimedia whose content is the incorporation of video
tutorials, it seems to me that it is a very useful tool can be used to reinforce what is
explained to them in class, so we do not explain class again to class. Such a project
would be quite feasible for students to have a reference and a memory of classes because
sometimes writing in a notebook does not make things easier” technologies.

Durán, referring to the use of 3D design and sculpting in his advertising agency,
claims that: “There are several factors in which the budget and execution time turn out
to be highly determining factors. There are situations where the only solution that can
be given to a graphic product is through 3D design. Here, the creative team can have the
most spectacular ideas, which could not materialize without the use of this technology”.

3.2 Creative Phase

To propose a product name that is easy to associate for the target group, the creative
Brainstorming technique was used, in such a way that ideas relevant to 3D sculpting
were emitted. This can be seen in Table 1.

The ideas thrown up by the brainstorming were outlined using the Tony Buzan’s
Mind Maps technique to find a name for the interactive product. In the mind map, 5
different optics were established (language, Z Brush, Design, Target and Visual), the
same ones that are considered as the mother roots. Above each root there is a word
related to the problem as shown in Fig. 1.
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Table 1. Product name brainstorming

Ideas regarding 3D sculpting Ideas regarding to 3D education

Clay
Pixels
Brushes
Chiselling
Chisel
Z Brushing

Beginners
New software
Video classes
Video tutorials
3D sculpted
Teaching and learning

Fig. 1. Mind map naming

An analogy to a sculpting tool was established: the chisel. This tool turns out to be
the protagonist of the product identifier. With the guiding idea of taking a chisel into
account, the first identifier sketches were made as shown in Fig. 2.

Fig. 2. Logo sketches (Cinxel)
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To turn the thought towards the evolutionary and technological, it was taken into
account that the pixel is the smallest unit within the digital design, aswell as the interface,
the aforementioned being the basis for combining the term chisel (cincel in spanish) with
a pixel, in such a way that its amalgamation resulted in the product name: CINXEL.
Figure 3.

Fig. 3. Logo

The character’s sketch to be sculpted in 3D in Zbrush is shown in Fig. 4.

Fig. 4. Character’s Sketch

User Interface Design. The constitution of the virtual environment of the product was
built based on the affective and cognitive of the principle of multiple entries of Guillem
Bou Bouza, hence the graphic and interactive concept is faithfully represented by the
content offered to the user: Learning Z Brush as shown in Fig. 5.
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Fig. 5. Cinxel graphic user interface

Buttons Design. The buttons on the interface are distributed and organized according to
the degree of hierarchy they have and are classified in the following order: Main content
buttons, incidental buttons, and recurring buttons Table 2.

Table 2. Buttons classification.

Main content  Incidental  Recurring 

Buttons Buttons Buttons

Interactivity Design. Three-dimensional objects remain static in their UP state,
unleashing an animation and sound in their OVER state at themoment the user hovers the
mouse over said buttons. Once the user clicks an animation is displayed. Similarly, if the
user decides to remove the mouse from the button, a regressive animation or ROLLOUT
state of the button occurs Table 3.
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Table 3. States of three-dimensional main content buttons

dimensional axes. 

Animated  Deflate indentation  sound 
reminiscent of 

ZBrush sculpting a 
3D object. 

Color change from  
red to black. 

Three-dimensional sphere Symmetrical sculpting 
on the x axis 

Inactive State (UP) Actiive State
(RollOver)

Animation Sound

The letters x and z re-
fer to the 3 three-

Movement in the x 
axis.

The letters x and z 
are positioned one 

after the other 
when the mouse is 

positioned over 
them.

Color change from 
red to black.

Letters 
friction 
with the 
ground

Character to sculpt Character reacts 
to mouse

Character turns his 
head and wags his 

tail.
Color change from

red to black.

Sound 
of 

movement

The design of the interaction was oriented to reinforce the message that was wanted
to emit, thus achieving an active participation on the part of the user, that is, we wanted
to give security to the user to interact with the interface, mainly with the main content
buttons (Navigation, sculpting and application). These buttons have a hierarchical loca-
tion and scale in relation to the other graphic elements of the composition. “Multimedia
content, associated with human perception, including acoustic and visual effects, such
as animation and graphics, as well as feedback forces, have become very attractive to
learners because of the human computer interactions” [12]. Regarding the content of the
multimedia product, the video tutorials are grouped hierarchically and numerically, in
such a way that the student makes use of the information in a systematic and organized
way. The main content sections of the product offer 5 video tutorials as follows:
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Navigation: 1) Moving the Interface, 2) Using the Tool and LightBox tool, 3) Applying
Color and Material, 4) Symmetry Mode, 5) Handling Brushes.

Sculpting: 6) Types of Brushes, 7) Creation of Masks, 8) Handling Stroke, 9) Alpha,
10) Z-Spheres.

Application: 11) Creation of the Body Part I, 12) Creation of the Body Part II, 13)
Creation of the Body Part III, 14) Sculpting of the Body I, 15) Sculpting of the Body II,
16) Preparation for Retopology, 17) Retopology I, 18) Retopology II, 19) Retopology
III, 20) Reconstruction, 21) 3D export.

Fig. 6. UI navigation path

Each button of the main content of the interface leads to subsections where explana-
tory video tutorials are found at different levels. Thus, the most basic level of Z Brush
learning corresponds to the “Navigation” section, the intermediate level to “Sculpted”
and the advanced level to “Application”. In Fig. 6 the UI (User Interface) path to navigate
from the Home section to the Aplication series of video tutorials.

3.3 Executive Phase

Experimentation in a Real Context. 12 students participated in a focus group which
was held with fourth-year students from the Israel Technological University School of
Graphic Design in order to execute a heuristic test of the product interface.
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Statistic Analysis. First, the level of understanding data obtained by the students when
using the multimedia product was calculated. In this way, a quantitative analysis of the
data was applied and it was verified that the data of the levels pointed to the twomoments
of the study (T1/T2). Second, due to the size of the sample, the Shapiro Wilks test (p >
0.05) was applied. Finally, the parametric Student’s t test (p < 0.05) was applied with
a confidence level of 95%, to determine whether or not there were significant statistical
differences between the levels of achievement, at these two moments.

During this evaluation, it was observed that the accessibility and language used was
understandable, the coherence between the navigation elements allowed familiarization
with the student, thus offering a pleasant interactive experience and showed interest in
doing the Z Brush video tutorials from its most basic to advance level Fig. 7.

Fig. 7. School of graphic design students focus group

4 Results

Table 4 shows the average, standard deviation, and statistics of the levels of achievement
achieved by the group of students in these two moments T1 and T2.

After conducting the Focus Group, it was identified that: 85% of the students rated
the Cinxel interface as user-friendly to navigate due to its understandable and direct
content. 100% to the distribution of the interface elements as excellent. 75% said that
interactivity lent itself to correct navigation. 100% indicated that theywould be interested
in learning Z Brush with the help of the featured product.
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Table 4. Percentages of the results of achievement levels according to the knowledge that the
students had before and after the use of the multimedia product

Interaction N M SD Achievement level

Before using the multimedia product (T1) 6 8.33 3.771236 69.44

After using the multimedia product (T2) 6 11.67 0.745356 97.22

Finally, video tutorials regularly are recorded in English or Spanish with an accent
from Mexico or Spain, the students’ empathy with the product was to take into account
the Ecuadorian Spanish accent in the instructor’s voice.

4.1 Critical Appraisal

Changes were made to improve usability, navigation and functionality detected in the
Focus Group. It was observed that the background of the audio that the interface had
was uncomfortable for users, in such a way that it was removed.

The duration time of the button arming and disarming animation has been improved.
Intro animation time for video tutorials has been reduced. Following Bouza’s feedback
principle, a closing section was implemented where the user has an active participation
until the moment, he decides to leave the virtual environment, that is why said section
was added where the user is asked if you really want to exit Cinxel, having 2 options to
choose from: YES (to leave the interactive), and NO (to return to Home) Fig. 8.

Fig. 8. Asking the user to return to the home section
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5 Conclusions

After completing and researching this project, the following conclusions were reached:
The inclusion of ICT and Multimedia within the classroom supposes to be a ped-

agogical tool of great use for both the student and the teacher in the context of the
educational process.

Thismultimedia product for the learning and application of ZBrush implies applying
the knowledge obtained in the professional andwork environment in advertising agencies
and creative studios.

The interactive product is valid since the students corresponding to the graphic design
faculty of the Israel Technological University have little knowledge of digital sculpting
in 3 dimensions.

Also, the great demand for professionals with knowledge of three-dimensional
sculpting makes this project viable in its development and interest on the part of the
student.

The teacher in charge of the three-dimensional design subject will have at their
disposal a didactic multimedia material that allows the student to combine the three-
dimensional modeling with the digital sculpting.

Finally, it is concluded that the multimedia product presented to the Technological
University Israel is unique in its own right and its content corresponds to the first version
of several that can be further developed.
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Abstract. In a highly globalized world affected by economic policies and a latent
COVID-19 pandemic, companies need to organize or reorganize to achieve effi-
cient operations. The correct management of organizations has led their adminis-
trators to adopt resourceful management models that guide their activities towards
fulfilling their objectives. Thus,management tools have been presented as an effec-
tive alternative to control processes and activities. According to a previous study,
the main tools that allow process mapping and modeling are Business Process
Management (BPM), Business Process Reengineering (BPR), and Event Process
Chain (EPC). This article analyzes their characteristics based on compatibility and
affinity with four case studies dedicated to the assembly industry using this previ-
ous study. In addition, the advantages and disadvantages of the three tools related
to the possible adaptability in the four companies are studied. This work uses
qualitative qualification matrices, which answer specific questions, determine the
potential improvement of organizational management, and create a methodology
for mapping and modeling processes.

Keywords: Business process management (BPM) · Business Process
Reengineering (BPR) · Event Process Chain (EPC) ·Management tools · Process

1 Introduction

Today, assembly industries face increasingly complex challenges generated, on the one
hand, by external factors such as globalization, the development of new technologies,
regulations, and government policies, and, on the other hand, by internal factors such as
the limitation of resources, slow response to change and low productivity. These factors
have altered the management of companies, directly impacting their operating costs and,
therefore, their results. Consequently, achieving its objectives is undoubtedly affected
and can directly affect the fulfillment of activities and processes.
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In the Ecuadorian economy, the assembly sector has become one of the fundamen-
tal pillars of its development and growth. However, this sector has been dramatically
affected by government decisions such as the opening of borders to imported prod-
ucts, increased tariffs, new tax burdens in addition to the global pandemic generated
by COVID-19. Thus, among the most affected companies are those dedicated to the
assembly of motorized vehicles and televisions [1]. In 2020, around 700,000 televisions
were marketed, with a reduction in sales of about 10% compared to 2019. Of these, 86%
were assembled in the country, which marks a direct relationship with companies that
manufacture electronic components to produce these devices.

Furthermore, according to the data presented by [2], the motorcycle assembly sector
sold around 130,000 motorcycles in 2020, showing a drop of approximately 10% com-
pared to the previous year. Finally, unlike the earlier sectors, the bicycle assembly sector,
which assembled around 350,000 units in recent years, increased its production by 30%
and its sales by approximately 300% in 2020. However, as described above, significant
losses have been recorded. They have even forced its temporary or permanent closure [3,
4]. Therefore, adopting management models and tools would allow companies to face
the complications and economic losses described in the search for efficiency in their
management.

In [5], three tools immersed in the management tools were prioritized, Business
Process Management (BPM), Business Process Reengineering (BPR), and Event Pro-
cess Chain (EPC). Based on its characteristics, advantages, and disadvantages, the study
analyzed the connection between the international standard ISO 9001 and Time-Driven
Activity-Based Costing (TDABC). Using this preliminary analysis, the purpose of the
present study is twofold. First, perform a compatibility analysis of the main characteris-
tics of the tools prioritized by four case studies that assemble televisions, printed circuit
boards (PCBs), motorcycles, and bicycles). Second, perform an affinity analysis of the
strengths and weaknesses of these tools in the same companies. These two objectives
intend to establish a methodology for mapping and modeling processes that improve
organizational management and optimize processes, times, and costs. The structure of
the remainder of this paper is as follows. Section 2 presents a theoretical background that
addresses management, processes, and those tools that enable the mapping and model-
ing process. Section 3 builds the methodology through which this study was carried out.
Section 4 covers the results obtained along with their analysis and discussion. Finally,
Sect. 5 determines the main findings, conclusions, and future research.

2 Theoretical Background

According to [6], the verb to manage comes from the Italian maggiore, which derives
from the Latin manus (hand). The French word “mesnagement” influenced the English
word “management” in the 17th and 18th centuries. The evolution of this concept over
time from the earliest civilizations denotes the ability to organize large-scale activities
that were efficient and effective. Nowadays, the modern use of management stems from
the rapid development ofNorthAmerican industries in business and entrepreneurial skills
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[7]. For its part, [8] indicates that management must clearly understand that business pro-
cesses are a fundamental part of business success and defines how things are done. Thus,
the different processes depending on the people who execute them, their contribution
to management, and their degree of contribution to achieving the proposed objectives.
Consequently, these procedures are classified into macro-processes, sub-processes, and
sub-process activities. Macro-processes contribute to the fulfillment of the mission; the
sub-processes are the disaggregation of processes, facilitating their management; and the
activities are tasks that help generate products or services [9]. The classification of the
types of processes depends, among other factors, on the function they fulfill, the people
operating them, and their impact on the company’s performance. Thus, the processes are
classified into strategic, support, and operational processes. Strategic processes, carried
out by senior management, are often long-term. In general, operational processes are
related to the production of goods and directly impact customer satisfaction. Finally, the
support processes aim to help operational processes [10].

Authors such as [8] indicate that process management should be a fundamental part
of the business, where executive commitment is essential. However,many companies use
standards or different reference models to establish documents and maintain manage-
ment systems, which allows them to promote and control their organizations. Therefore,
defining process mapping stages is essential for companies to function regardless of the
model used. According to [5], process mapping is a manner of representing processes,
sub-processes, and activities as accurately as possible in search of achieving a particular
result or product.

According to [11–13], there is a series of tools for themapping andmodeling process;
being the most common in the literature, BPM, EPC, BPR, Definition of Integration for
Modeling Functions (IDEF), Unified Modeling Language (UML), Data Flow Diagram
(DFD), Structured Analysis and Flow Model of Design Techniques (SADT), and Busi-
ness Activity Monitoring (BAM). However, [5] prioritize the first three by analyzing
their characteristics, advantages, and disadvantages. In addition, the authors indicate
that the tools have a high degree of compatibility with the ISO 9001 standard [14] and
their affinity with the TDABC costing system [15].

BPM seeks to develop a process-oriented organization, eliminating activities that
do not add value and improving its flow within the organization’s limits [16]. Accord-
ing to [12], BPM is implemented in many organizations through a series of steps and
activities called the BPM life cycle. Authors such as [17–19] present this tool as a form
of organizational change characterized by the strategic transformation of interrelated
organizational subsystems that produce different levels of impact. BPR is recognized as
an organizational change characterized by strategic shifts and interrelated organizational
subsystems with other effects levels [19]. This tool is process-oriented; simultaneously,
it pursues breakthrough improvements in quality, speed, and cost. BPR is holistic, lever-
ages technology, empowers people, and begins with a willingness to abandon current
practices [20]. Finally, EPC is one of the best-known Business Process Modeling Lan-
guages (BPML) [21]. This tool is commonly chosen because it was developed using the
concepts of stochastic networks and Petri nets within the framework of the Architecture
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of Integrated Information System (ARlS) [22]. In the EPC model, a process consists
of sequences of events that trigger business functions, resulting from other parts, and
the initial events that initiate the entire process [23]. EPC modeling originates from
the idea of an event transaction diagram, a graphical formalism to model the dynamic
part of the global informal schema of an organization. It is compatible with BPR in the
identification and redesign of critical business processes [24].

3 Materials and Methods

The present work arises from work [5], through which a theoretical analysis of manage-
mentmodels and tools for themapping andmodelingprocesswas carriedout. The authors
analyzed their features, advantages, and disadvantages based on prioritized devices and
ISO and TDABC compatibility. Based on this, the current article validates the prioritized
tools in four case studies. The first case is related to a company dedicated to assem-
bling televisions, which partially automates its processes. The second is an organization
devoted to PCB assembly, which features automation in its operations. The third, a com-
pany dedicated to motorcycles, carries out its manual processes in work cells. Finally,
the fourth case corresponds to an entity devoted to the assembly of bicycles, which also
executes its strategies manually.

For the corresponding analysis, this work first performed a study related to the
characteristics of each prioritized tool, in contrast to each case study. The following
questions were raised: 1) Is the function compatible to be considered in the company?
2) Is the characteristic suitable to be considered in the company? Based on this, Table
1 presents the analysis of the BPM, BPR, and EPC tools, the main characteristics, and
the degree of compatibility with the television case study. In Table A2, the same process
is presented for the case study of PCBs, Table A3 for the analysis of the case study of
motorcycles, and Table A4, for the analysis of the case study of bicycles. It should be
clarified that in each table, the symbol (o) refers to characteristics that comply with the
answer to the questions based on the organization’s compatibility and/or convenience
analysis. At the same time, (x) symbolizes not being fulfilled. (Complete Table 1 and
summary of the list of features examined based on each case study can be found online
at: https://imagineresearch.org/pmm_appxa/).

https://imagineresearch.org/pmm_appxa/
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Table 1. Main features analysis based on the case study of televisions

Features BPM – x/o BPR – x/o EPC – x/o

Use new or existing processes o x o

Risk o x o

Change o x o

Time required for implementation o o o

Collaboration o o o

Separately work/Simultaneously work x x x

Financial impact o x o

Cultural impact o x o

Cost of implementation o x o

A second analysis was carried out based on the main advantages and disadvantages
of the BPM, BPR, and EPC. For this, each tool was verified according to its affinity
with each case study. In conducting the review, the following question was asked: 1) Is
the one described as an advantage/disadvantage for the company? Table 2 compares the
advantages and disadvantages of BPM, BPR, and EPC, with the case study of TVs. In
turn, TableB2presents an analysis for thePCBs case study. Finally, TablesB3andB4also
perform a similar reviewwith themotorcycle and bicycle case studies, respectively. As in
the previous analysis, the symbol (o) refers to whether the advantage or disadvantage is
presented, complying with the affinity analysis of the organization, while (x) symbolizes
not fulfilled. Finally, it is worth mentioning that, to guarantee the quality of the research,
an expert on the subject verified the findings and compatibility of each feature of the
tools and their affinity analysis of advantages and disadvantages of BPM, BPR, and EPC
with each company. (Complete Table 2 and summary of advantages and disadvantages
analyzed based on each case study can be found online at: https://imagineresearch.org/
pmm_appxb/).

Table 2. Analysis of advantages and disadvantages based on the case study of televisions

Advantages x/o Disadvantages x/o

BPM - Applicable to any project
- Design and modeling of the process
are prioritized

o
o

- Starts without being prepared
- Does not contemplate an initial
analysis phase

x
x

- Follow up can be performed by any
user, not only technical

o - Thinking is based only on functions x

(continued)

https://imagineresearch.org/pmm_appxb/
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Table 2. (continued)

Advantages x/o Disadvantages x/o

- Processes are modeled through
BPMN

o - Does not consider the end-users o

- Techniques applied are commonly
used

o - Approach is based on the short term x

- Improves understanding and
visualization of processes

o - Decision making becomes
empirical

o

- Allows improvements in time and
costs

o - Sometimes, it applies techniques or
steps

o

- Provides a continuous process
improvement approach

o - Must be complemented with other
methods

o

- Provides robust tools to increase the
development and automation of
processes

x - Requires a multidisciplinary team
for its implementation

o

- Requires time to verify results
obtained

o

BPR - Effort concentrated in areas of the
organization and specific procedures

x - Resistant to change o

- Get improvements in a short time o - Implies a high risk since changes
that arise are radical

o

- Generates a reduction of defective
products

o - Initially, it only took into account
the operational section and neglected
the redesign of the Administration

x

- Increases productivity and directs
the organization towards
competitiveness

o - Reengineering has served as a
perfect excuse for the dismissal of
staff and elimination of jobs

x

- Contributes to the adaptation of the
processes to the constant
technological advances

o

- Allows eliminating repetitive
processes

o

EPC - Powerful and easy to understand for
end-users
- Used to capture and discuss
business processes

o
o

- Presents an unclear link between
activities and objects

o

- Models can be refined and used for
the definition of requirements of an
information system
- Connections to traditional modeling
methods have been very useful

o
o

- Occasionally, far from being
complemented, EPC has been
gradually replaced by BPMN

x
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4 Results and Discussion

In this section, the results and the discussion of the compatibility and affinity analysis
of the BPM, BPR, and EPC management tools are detailed in the four case studies of
companies that assemble televisions, PCBs, bicycles, and motorcycles.

4.1 Compatibility Analysis

The characteristics present in each tool prioritized by [5] were fundamental for develop-
ing this work since it allowed knowing the degree of affinity of each tool in terms of the
ISO 9001 standard and the TDABC system. The questions described above were applied
to determine the compatibility of these characteristics with each case study analyzed.
Therefore, the responses decided whether their compatibility would allow proposing a
possible mapping and process modeling methodology.

TV Assembly Case Study. Based on the results presented in Table 1, corresponding to
the televisions case study, it has been determined that this organization is dedicated to
the assembly of its products through the semi-automation of production lines. There-
fore, the answers to the questions based on the BPM characteristics included that the
automation or reuse of existing processes is crucial. It is agreed that the implicit risk in
its application is low and that the change processes are continuous since it will always
migrate to new television models that come with new technologies. Furthermore, the
time of BPM implementation is indifferent since, in this organization, it has partially
worked based on a process management system. In addition, the collaboration of people
and information technologies is essential for its adoption. It is also positively associated
that its implementation leads to the optimization of assets, that it does not affect the
organizational culture and that the cost of its performance is not high. When working by
processes, it already has specific inputs that wouldminimize the time required. However,
it is also found incompatibility when referring to the fact that one or more processes
can be taken and work simultaneously because assembling the products is contemplated
step by step, later for the conception of the final product.

Subsequently, the television assembly company was subjected to questions based on
the characteristics presented by BPR. The answers determined the compatibility with
only two characteristics; in the first place, considering the time it takes to implement it
and the optional collaboration of information technologies indifferent because it already
has partially adopted processes. In addition, it could not work with processes simulta-
neously, since as previously indicated, the entity works sequentially step by step. The
characteristics with which it disagrees are those in which the organization does not con-
sider an applicable characteristic to reuse existing processes and even less start operations
from scratch. This would lead to delays in production. Similarly, as the impact risk of its
implementation is high, this organization may not be able to use this alternative. Also,
it will consider leaving the most significant changes until the end, when the practice of
its walk is already marked in its assembly processes. Finally, unlike BPM, the possible
implementation of BPRhas high economic impacts; since recreating processes can cause
massive layoffs of personnel, the cultural influence can be substantial. Consequently, the
cost of starting from scratch in many cases is very high, depending on the time it takes
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to implement it. For these reasons, these characteristics would not be supported by the
organization.

A third analysis corresponds to the same case study based on the characteristics of
the EPC tool. In this sense, the responses show that EPC is dedicated to processing
modeling. It can become a primary or complementary tool to other similar tools that
allow compatibility. Therefore, the organization supports most of the functions, and it
is accepted to work with the process map of another tool to develop flowcharts. The
administrative risk of being implemented is low, which is accepted by the company.
Whenmentioning that the change is continuous, it is agreed that it favors the adaptability
of new models (very common in this entity). In addition, the implementation time is not
representative, and the collaboration of information technologies is attractive because,
being a technological tool, it is essential for its implementation. Also, it is not culturally
impactful and inexpensive since it is only dedicated to developing flowcharts. Finally,
the only character it disagrees with is that it is considered to work simultaneously with
several processes since, as indicated, this entity develops a sequential assembly (step by
step).

PCBs Assembly Case Study. A similar analysis, in which the exact characteristics of
the BPM, BPR, and EPC tools were considered, is presented in Table A2 through the
PCBs assembly case study. According to what has been described, to achieve its final
products, this entity performs an automated assembly due to the technical degree it must
have. Thus, the analyses carried out from the three tools were similar in compatibility
and incompatibility characteristics to assembling televisions, presenting practically the
same responses related to the shift of their activity and assembly modality.

Motorcycle Assembly Case Study. The following analysis is presented in Table A3
for the case study of motorcycle assembly. This organization is dedicated to the manual
assembly throughwork cells of its products; therefore, labor is considered a critical factor
in its processes. The review agrees that the administrative risk in case of implementation
is low, which would be beneficial since it would not involve problems in its adoption.
In addition, the entity considers the time it takes to be able to adopt it with indifference.
Besides, there must be collaboration since it is a crucial issue to be done. Considering
that, regarding the characteristic that it is possible to work with different processes
simultaneously, it is deemed to be compatible with this company due to its manual
operation. The assembly is carried out even in parts. Continuing with the review, like
any organization, it agrees on the importance that there can be an optimization of assets
and that it is not culturally and monetarily affected. However, it finds incompatibility
in two characteristics: the automation or reuse of existing processes, since it has not
considered for the moment to change its manner of operating and, the fact that the
change process is continuous due to its manual form to perform.

The analysis of the characteristics related to the BPR determines the compatibility
with the creation of processes from scratch because its assembly is manual. This organi-
zation does not previously have a management system that has previously managed the
mapping of its operations. In the samemanner, it is considered indifferent that significant
changes and the implementation time are left until last since, as there is currently no
system, this would be viewed as an improvement. In addition, despite being optional,
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it appreciates the collaboration for its adoption. Moreover, it could work with different
processes simultaneously; in fact, the assembly of these products is carried out in parts
from start to finish. Therefore, it is appropriate as indifferent and compatible to opt for
the technification or the change in its assembly form since it would take a considerable
time to continue maintaining their jobs in the medium term. It would also support that
the company could be technologized or switched to production on a semi-automated or
automated line, despite the high cost of implementation. Therefore, the compatibility
analysis is almost complete, except for the characteristic related to the administrative
risk in a possible implementation that could be managed with a good project analysis if
considered.

Finally, in the case of EPC, the compatibility is almost total, only showing incom-
patibility in the fact that the change process is continuous due to the manner it operates
(for now, the company does not plan to change it but sees with good eyes that half term
may happen). Although the compatibility with the rest of the characteristics is explained
in that, as EPC is a tool dedicated to processing modeling, it could become a primary or
complementary tool to other similar that allow compatibility. Thus, it is feasible to carry
out the process maps based on the elaboration of flowcharts. Therefore, the administra-
tive risk of a possible implementation is considered low, and that the time is practically
insignificant. However, it deems fundamental the point of the participation of informa-
tion technologies (because it is a technological modeling tool), as well as, it could work
with several processes at the same time and, considering that it does not affect the cultural
impact and that make only flowcharts, the cost of adoption is not considered high.

Bicycles Assembly Case Study. Regarding the characteristics presented in Table A4,
the final analysis corresponds to the case study of the bicycle assembly company. Thus,
an analysis similar to those described above was carried out. However, it is worth men-
tioning that this company also operates similarly to the motorcycle assembly case study
dedicated to manual assembly. Therefore, the analyses carried out using the three tools
were practically identical in terms of compatibility characteristics with the motorcycle
case study, related to the shift of their activity and assembly method. At the same time,
it considers incompatibility concerning the same as in the case of motorcycles, for the
same reasons already described.

4.2 Analysis of Advantages and Disadvantages of BPM, BPR, and EPC

This analysis arises from the advantages and disadvantages found at the literature level
of each of the prioritized tools in terms of integration with the ISO 9001 standard and
the TDABC system [5]. Thus, the question posed for the analysis was: is the refer-
enced advantage/disadvantage an advantage/disadvantage for the company? For exam-
ple, when describing that BPM applies to any project, regardless of the Business Process
Management Suite (BPMS), the answers consider an advantage marked with the sign
“o” for the case study. Those who believe that it is not advantageous were represented
by the symbol “x”. A similar analysis occurred with the disadvantages of each tool.

TV and PCBs Assembly Case Studies. Table 2 and B2 present the main advantages
and disadvantages of the prioritized tools for their analysis with the assembly of TVs and
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PCBs case study. These organizations carry out their assembly activities semi-automated
in the case of televisions and automated in electronic components. In this sense, when
completing the question, it can be mentioned that the answers to the advantages and dis-
advantages of each tool respond similarly. Depending on the analysis, all those described
by the BPM tool were recognized as advantages, among other things, since the two enti-
ties had partially adopted ISO process certification [14] some time ago. Thus, they agree
benefits such as that BPM applies to any project involved in these organizations. Like-
wise, prioritization in the design and modeling processes is essential because the entities
had already recognized adopting a process management system based on the ISO stan-
dard. Next, the fact that anyone can implement it is crucial, although it is considered
that it should be guided by someone who knows the subject. In addition, working with
BPMN (Business Process Model and Notation) for modeling is a great advantage since
it is an easy language to understand through commonly applied techniques. Likewise,
collaborating in the visualization and understanding of processes and allowing improve-
ments in time and costs is crucial for any company, permanently improving processes.
However, the only advantage they disagreewith is how their tools increasemethod devel-
opment and automation. As mentioned, these organizations already assemble through
automation and/or semi-automation process.

Although, regarding the disadvantages of BPM, it is indifferent not to start without
being prepared, nor to contemplate an initial analysis phase, since, as mentioned, they
already have a partial management system, adopted previously; therefore, it is not con-
sidered a real disadvantage. Likewise, not considering the end-users is a disadvantage
for these entities since the feedback will be constant in all the company’s controls. But,
on the contrary, they agree that the rest of the characteristics, such as thinking is based
solely on functions, are a real disadvantage since they expect integral work by processes.
In addition, the fact that decision-making becomes empirical without using fundamental
reasoning and without adopting specific steps could delay its implementation, being real
disadvantages. Furthermore, as it is not a comprehensive system, it would be necessary
to integrate it with other methods (to cover time, costs, among others). Likewise, anyone
could implement it without requiring someone specialized to guide the team. Finally,
verifying the results obtained can take a significant time; thus, it is effectively considered
a disadvantage.

In terms of advantages, the analysis of the BPR tool suggests coinciding with all
thosementioned, mainly achieving visible improvements in a short time and a significant
reduction in products with defects. In addition, it increases productivity, keeping up with
the technological advances that may exist. However, it disagrees with concentrating
efforts only on specific areas since it is considered in these companies that the analysis
must be comprehensive. Furthermore, in studying the BPR disadvantages, organizations
agree on resistance to change. If required, they should tend towards it, assuming that it
would be expected to imply an immediate improvement despite the risk it would entail.
At the same time, they do not consider it a disadvantage because it is applied only to
redesign the operative section since this work is fundamentally based on that section.
Finally, the possible application of this tool does not see the elimination of jobs as a
disadvantage, since, being semi-automated in televisions and automated in PCBs, the
people who work are few, and their jobs would be guaranteed.
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A final analysis considers the contrast of the advantages and disadvantages of EPC
in comparison with the two assembly companies. This tool is considered for process
diagramming. Its application benefits are many, that is why the two companies are under
the advantages it presents in terms of its ease of application and uses, that no previous
knowledge is needed for its application, and its ability to be combined with other tools
to improve the results. For its part, a disadvantage is that it is not very clear and specific
in the link between activities and objects, but that it is replaced or, failing that, combined
with BPMN.

Motorcycles and Bicycles Assembly Case Studies. The analyses corresponding to
the advantages and disadvantages of the prioritized tools in the motorcycle and bicycle
case studies are presented in Tables B3 and B4. The quality that identifies and familiar-
izes these two organizations is that their form of assembly is manual. For this reason,
in analyzing the advantages and disadvantages of each tool, the answers of agreement
or not, both advantages and disadvantages, are practically the same. In this sense, in
the analysis of the benefits of the BPM tool, the two case studies show agreement with
all those described. For this reason, they consider it essential that the tool be applied
to any project and applied in any case study. For their part, these companies do not
currently have the adoption of a process management system. Therefore, they consider
it essential to move towards it and be certified through the ISO 9001: 2015 standard (in
the medium term). Those advantages such as prioritization in the design and modeling
of processes, the use of diagramming through BPMN, and the establishment of visual-
ization and understanding improvements from the mapping of processes are considered
of utmost importance. Therefore, they would collaborate in a possible adoption of the
tool. Likewise, improving the time of completion of the processes would mean a con-
siderable advance in product assembly efficiency. They coincide in pointing out that it is
not essential to provide tools for process automation since they are assembled manually.
As for the disadvantages, begin without prior preparation, or an initial analysis phase is
indifferent or fails. Furthermore, it does not consider the end-users since it is assumed
that all collaborators would be reached, which would allow feedback to all interested
parties. However, they agree that it is based on features only and is seen as real down-
sides, that its focus is short-term only. This decision-making reaches a point where it
becomes empirical because if these organizations decide to make a radical change in
their manner of assembly, it must be established in the long term and promote informed
decision-making and not only based on empiricism.

For its part, the advantages presented by the BPR tool coincide with the structure and
administration conditions offered by the case studies. For example, its improvements are
reflected in the short term as a consequence of its application. It collaborates in reducing
the production of defective products. It increases productivity and competitiveness, is
open to the insertion of technological advances, and allows restructuring and eliminating
those repetitive processes that do not contribute to the organization’s growth. At the
same time, they only do not coincide in their appreciation with the case studies. This
advantage indicates that efforts are concentrated only in certain areas since it has been
determined that these organizations require application in their entire infrastructure by
themselves. Internal organization with which they operate. In terms of disadvantages,
they agree to resist change since they hope to maintain their manner of performing at
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least in the medium term; since these changes can be radical, affect their operation,
and involve significant risks. Likewise, they disagree that working in operational areas
is a disadvantage since, in these organizations, the administrative section is correctly
delimited. It does not determine the issue of reengineering as a risk in the medium term.
Therefore, its workers would have their jobs secured and contemplate massive layoffs
in the face of significant structural changes.

Finally, regarding the EPC tool, its advantages and disadvantages are presented,
of which, when considered, it is known as a valuable tool for process diagramming.
The two companies coincide in their application benefits and the advantages presented,
such as ease of application and use. Furthermore, no prior knowledge is required for its
application and its ability to be combined with other tools to improve results. Regarding
its disadvantages, they agree that the link between activities and objects is not very clear
and specific, but shows their dissatisfaction with what has been expressed as to whether
it is complemented or replaced by BPMN since it would be considered that this would
enrich its application and use.

From the results presented in Tables 1, A2, A3, and A4, it can be determined that
there is high compatibility between the characteristics of the tools and the case stud-
ies when answering the questions posed. Thus, companies assembling televisions and
PCBs have greater compatibility with BPM and EPC than with BPR because the latter
suggests more remarkable and more profound changes in internal processes. Although
the case studies of motorcycles and bicycles also show compatibility with all three tools,
profound changes should be adopted internally due to the lack of automated or semi-
automated processes. The results presented in Tables 2, B2, B3, and B4 indicate a strong
affinity between the advantages of the tools and the case studies. Therefore, the benefits
determined in the four case studies are strongly related. At the same time, the disadvan-
tages almost go unnoticed, regardless of the products or their manner of production and
in the search for an improvement in management.

5 Conclusions and Future Research

Management is a subject in continuous evolution that provides industries with precise
control of their operations and the resources consumed in their execution. Thus, man-
agement has become a fundamental piece in the daily work of organizations. Immersed
in it, some tools collaborate in the mapping and modeling of processes. In this study,
three have been specifically considered: BPM, BPR, and EPC, based on their charac-
teristics, advantages, and disadvantages, which connect with the ISO 9001 and TDABC
standards. To do this, first, the characteristics of each tool were analyzed according to
their compatibility in four assembly companies: televisions, PCBs, motorcycles, and
bicycles. The answers to the two questions posed about the tool’s compatibility with
the case studies allowed, through the qualitative tables, Table 1, A1, A2, and A3, to
determine those characteristics that presented compatibility in adopting the analyzed
characteristics. Thus, most of them have a very high degree of receptivity to each tool
and, at the same time, a lower degree of incompatibility. Therefore, it would be accept-
able due to the characteristics of a possible application of the tools in the organizations
studied.
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Next, a second analysis was carried out through the advantages and disadvantages of
each tool and its affinitywith the case studies. The answers obtained allowed determining
the degree of association or not of each benefit and/or burden based on BPM, BPR,
and EPC and the entities dedicated to assembling televisions, PCBs, motorcycles, and
bicycles. The final tables have made it possible to determine that most of the benefits are
well received by organizations. In turn, few disadvantages would lead to a decline in its
application. Therefore, it would be interesting to think about the possible compatibility
of tools, which allow the mapping and modeling of processes in assembly companies
as essential inputs to adopt an ISO 9001 standard and a TDABC costing system that
improves their management and results.

Future research is underway to design a new methodology that integrates the tools
analyzed for process mapping and modeling and a more in-depth analysis to define the
phases, stages, and steps required in its implementation.

Acknowledgments. This study is part of the research project “Modelo de gestión para la opti-
mización de procesos y costos en la Industria de Ensamblaje,” supported by the Research Depart-
ment of the University of Cuenca (DIUC). The authors gratefully acknowledge the contributions
and feedback provided by the IMAGINE Project team.

References

1. Ministerio de Producción Comercio Exterior Inversiones y Pesca – Ecuador. https://www.pro
duccion.gob.ec/

2. Banco Central del Ecuador. https://www.bce.fin.ec/
3. Servicio de Rentas Internas. https://www.sri.gob.ec/web/intersri/home
4. Superintendencia de Compañías. https://www.supercias.gob.ec/portalscvs/
5. Arcentales-Carrion, R., Morles, E.C., Sucozhanay, D., Duran, R., Siguenza-Guzman, L.:

Process mapping and modeling: a theoretical tool analysis. TEST Eng. Manag. 83, 25914–
25925–25914–25925 (2020)

6. Saxena, P.K.: Principles of Management: A Modern Approach. Global India Publications
(2009)

7. Easterby-Smith, M., Thorpe, R., Jackson, P.R.: Management Research. SAGE (2012)
8. Jeston, J., Nelis, J.: Business ProcessManagement. Routledge (2014).https://doi.org/10.1007/

b98280
9. Barros, O., Julio, C.: Enterprise and process architecture patterns. Bus. Process Manag. J. 17,

598–618 (2011). https://doi.org/10.1108/14637151111149447
10. Holweg, M., Davies, J., Meyer, A.D., Schmenner, R.: Process Theory: The Principles of

Operations Management. Oxford University Press, Oxford (2018)
11. Chen, C.C., Jones, K.T.: Management tools. CPA J. 77, 50 (2007)
12. Dumas, M., La Rosa, M., Mendling, J., Reijers, H.A.: Fundamentals of business process

management. Springer, Heidelberg (2013).https://doi.org/10.1007/978-3-662-56509-4_10
13. Ten Have, S., Ten Have, W., Stevens, F., Van der Elst, M., Pol-Coyne, F.: Key manage-

ment models: the management tools and practices that will improve your business. Pearson
Education (2003)

14. ISO, S.: 9001: 2015. Sist. Gest. Calid.-Requisitos. (2015)
15. Kaplan, R.S., Anderson, S.R.: Time-Driven Activity-Based Costing. Social Science Research

Network, Rochester (2003)

https://www.produccion.gob.ec/
https://www.bce.fin.ec/
https://www.sri.gob.ec/web/intersri/home
https://www.supercias.gob.ec/portalscvs/
https://doi.org/10.1007/b98280
https://doi.org/10.1108/14637151111149447
https://doi.org/10.1007/978-3-662-56509-4_10


290 R. Arcentales-Carrion et al.

16. Kujansivu, P., Lönnqvist, A.: Business process management as a tool for intellectual capital
management. Knowl. Process Manag. 15, 159–169 (2008). https://doi.org/10.1002/kpm.307

17. Davenport, T.H., Short, J.E.: The new industrial engineering information technology and
business process redesign. Sloan Manage. Rev. 11–27 (1990)

18. Hammer,M., Champy, J.: Reengineering theCorporation:Manifesto for BusinessRevolution,
Zondervan, A. (2009)

19. Kettinger, W.J., Teng, J.T.C., Guha, S.: Business process change: a study of methodologies,
techniques, and tools. MIS Q. 21, 55 (1997). https://doi.org/10.2307/249742

20. Klein, M.M.: Reengineering methodologies and tools. a prescription for enhancing success.
Inf. Syst. Manag. 11, 30–35 (1994). https://doi.org/10.1080/10580539408964633

21. Amjad, A., Azam, F., Anwar, M.W., Butt, W.H., Rashid, M.: Event-driven process chain
for modeling and verification of business requirements–a systematic literature review. IEEE
Access. 6, 9027–9048 (2018)

22. Dehnert, J.: Amethodology forworkflowmodeling. Bus. ProcessModel. SoundWork. Specif.
Diss. Univ. Berl. Ger. (2003)

23. Nüttgens, M., Feld, T., Zimmermann, V.: Business process modeling with EPC and UML:
transformation or integration? En: Schader, M., y Korthaus, A. (eds.) The Unified Modeling
Language, pp. 250–261. Physica-Verlag HD, Heidelberg (1998)

24. Kim, Y.-G.: Process modeling for BPR: event-process chain approach. En: Proceedings of
The Korea Society of Management Information Systems, pp. 41–47. The Korea Society of
Management Information Systems (1996)

https://doi.org/10.1002/kpm.307
https://doi.org/10.2307/249742
https://doi.org/10.1080/10580539408964633


Motivation and Job Performance: Human
Capital as a Key Factor for Organizational

Success

Emanuel Bohórquez(B) , William Caiche , Verónica Benavides ,
and Arturo Benavides

University Península of Santa Elena – UPSE, La Libertad, Ecuador
ebohorquez@upse.edu.ec

Abstract. In today’s world, organizations must prioritize keeping the human tal-
ent motivated, considered to be the most important capital due to its invaluable
contribution in providing development and productivity; In this way, the main
problem in this research is to analyze the motivation and its influence on the work
performance of the employees of the Government of the province of Santa Elena.

For the study, a qualitative and quantitative approach was used with a descrip-
tive research scope, supported by a bibliographic researchmethod, which involved
both managers and collaborators, whose main results obtained show that 80% of
collaborators have a high level of satisfaction with the remuneration received with
which they manage to cover their physiological needs; 60% satisfied that they
have the power to direct, influence and control their own activities and/or a cer-
tain group within the institution; on the other hand, it can be seen that 42% are
dissatisfied with organizational equity. Finally, establish as a recommendation the
implementation of a plan of motivational strategies as a factor in the construction
of human capital and that will improve work performance in the institution.

Keywords: Motivation · Job performance · Human capital

1 Introduction

At the global level, organizations are adopting changes according to market trends,
however, few are those that implement new systems exclusively for human talent that
make them feel motivated to carry out the assigned activities, because their work is
not valued or compensated adequately, creating a job dissatisfaction that minimizes the
productivity of the organization.

In order for employees to feel motivated, there must also be an adequate work
environment that generates confidence when carrying out their work, that is, it has the
appropriate conditions to do a good job, for this it must be focused on the well-being
and safety of the same.

A large part of the organizations choose to implement strategies in the product or
service, leaving aside the human talent that plays a fundamental role for it to achieve
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success, because they express that it causes them expenses when carrying out perfor-
mance evaluations, training, even that the worker has the necessary resources to achieve
their job.

Thus, motivation becomes a relevant factor in the performance of organizations’
collaborators [1] in 2015 conducted a study by Global Engagement Index (GEI) world-
wide to measure the level of motivation, took as a reference 13 countries: United States,
China, India, Brazil, Italy, Australia, Great Britain, Germany, France, Canada, Mex-
ico, Argentina, Spain; by means of an evaluation reaching the conclusion that very few
employees are really committed to the company and their position. The countries with
the highest percentage of fully motivated people are: The United States and China with
19%.

[2] mentions that companies or organizations that suffer from low labor productivity
is because they do not give the necessary importance to the causes that produce it,
although it is easily observed from outside the organization that there is no other reason
greater than the motivation of the workers. collaborators.

Worldwide, all organizations need to maintain a good relationship between bosses
and subordinates to achieve the goals of this, because human capital is considered the
most valuable asset of the same, sincewith a satisfied staffwe canmaintain or improve the
productivity, due to behavior, commitment that the employee has with the organization,
therefore it is essential that the boss assumes the role of leader, maintaining certain
guidelines with his collaborators that strengthen motivational aspects such as: respect
among themselves, adequate communication, recognizing the work of the employees,
this will help them to assume their work with responsibility, approaching the mission
and vision of the organization, on the other hand, if we have an unsatisfied staff it will
lower their performance and quality of work will suffer.

This research is structured as follows: the second section presents the principles
and theories regarding motivation and job performance; the third section describes the
methodology used and the results obtained from the study. Finally, in the fourth section,
the discussion with the conclusions and recommendations is presented.

2 Motivation and Job Performance

2.1 Motivation

To begin with, the study of [3] is valued where they indicate that human motives consist
of needs, conscious and unconscious, some are primary, such as the physiological ones of
water, food, sleep and shelter, others can be called secondary, such as self-esteem, status,
such as affiliation with other affections, achievement, and self-assertion. Motivation is
a factor used to satisfy needs and desires.

On the other hand, [4] defines motivation as an internal impulse that activates the
predisposition of an individual to carry out any activity or behavior oriented towards
a goal, in the direction of achieving a specific objective. People’s motivations can be
identified within the framework of any area of action. In the work environment, the
reason for the actions of the collaborators who perform specific functions can promote
or slow down the performance that each one may have in their work. This implies that
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it is necessary to know what each subordinate needs and try to satisfy his demands to
obtain better results of productivity, quality and service.

In conclusion, the motivation must be considered in the institutions and companies
to obtain positive results in their subordinates so that all the activities that are carried
out are carried out through the objects of this, that is, in relation with work. Motivation
is often linked to incentives due to the enthusiasm that is noticeable in the workers,
positively influencing the behavior of the individual, thus having intrinsic and extrinsic
motivations, both constituting as impulses to achieve their objectives in the workplace.
organization, in addition to achieving their personal goals because it improves the level
of satisfaction in the activities carried out.

Motivation Theories
The findings of [5] indicate that it is essential to describe the approaches of each of the
motivation theories established, which are mentioned below.

Need:within the organization, individuals have different needs, the leaders are in charge
of motivating the workers, satisfying those desires. For this approach, the following
theories are specified:

• Maslow’s theory of needs
• Alderfer’s ERG theory

Individual Difference: individuals can be differentiated by various aspects are these:
personal traits, key values and the work they perform. Likewise, this approach contains
the following theories:

• McClelland’s theory
• Herzberg theory

Cognitive: people feel motivated when they have the objectives set, because they feel
capable of achieving them taking into account that with their effort they will receive
rewards and incentives. It is necessary to detail the following theories:

• Goal setting theory
• Expectations theory
• Equity theory

Maslow’s Theory of Needs
The contributions of [6] on this theory show that Maslow’s pyramid of motivation is
based on the so-called pyramid of needs, that is, needs can be ranked or classified in
order of importance and influence on behavior human. Abraham Maslow stated the
following needs:

• Physiological needs
• Security needs
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• Social needs
• Esteem needs
• Self-realisation needs

Alderfer’s ERG Theory
In the research work carried out by [7], it is stated that the ERC theory is established con-
sidering Maslow’s pyramid, where it is summarized in three needs that are summarized
below:

• Existence needs
• Relationship needs
• Growth needs

McClelland’s Theory
In their article [8] they included the contribution of (McClelland & Burnham 1976)
pointing out that achievement, power and affiliation are the three important needs that
help to explain the motivation of people like this:

• Achievement needs
• Power needs
• Membership needs

Herzberg Theory
Regarding this theory [9] he added the contributions of (Herzberg, 1968) that summarizes
his theory as follows: “The components that contribute to job satisfaction (and motiva-
tion) are different and independent of the factors that tend to incite dissatisfaction”, and
which are described below:

• Motivational factors (satisfaction)
• Hygienic factors (dissatisfaction)

Goal Setting Theory
In the report carried out by [10] he details that the goal setting theory put forward by
Locke determines:

“The motivation of the worker arises from his actions and that the level of his
performance is directed at the level of difficulty that it has to achieve an established
goal. In which objectives are established that are granted to workers and convince
them to concentrate their efforts”
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In the same way [11] he emphasizes this theory, where he emphasizes that it is of
great importance that organizations and institutions establish goals, since they help to
have a better direction in the employees.

Equity Theory
[2] states “The role that equity plays in motivation; employees compare what they con-
tribute to their jobs with what they get from them in relation to those of other people.
We perceive what we get from a job in relation to what we contribute, then we compare
our input-output ratio with that of others that don’t even matter”.

We can summarize that there is a variety ofmotivation theories that play an important
role in collaborators within the organization, because different types of intrinsic and
extrinsic incentives are applied considering their personal and professional needs.

2.2 Job Performance

To begin with, [12] sustains that “Job performance is a tool that measures the perception
that both suppliers and internal customers have of a collaborator. This tool proposes
information on their performance and their individual competencies in order to identify
areas for continuous improvement that increase their collaboration in achieving the
organization’s objectives”.

In addition, [13] indicates that “Work performance measures the performance exhib-
ited by workers to the organization, the same that allows identifying areas with positive
and negative effects, the intention of measuring performance is to improve them to
achieve compliance with the proposed objectives”.

Work performance refers to the performance that each worker has at the time of car-
rying out the assigned activities, the development with which he acts, that is why a large
part of the organizations evaluate performance to measure the degree of effectiveness
and efficiency with which carry out their activities.

Competences
For [14] in their article they add the definition of (Urbina, 2007) who conceptualizes
competences as the integration of knowledge, skills, behaviors, attitudes, aptitudes, and
motivations leading to adequate and timely performance in various contexts.

In addition, [15] include the contribution of (Tobón, 2010) which indicates that the
competencies are integral actions in the face of activities and context problems with
suitability and ethical commitment.

Knowledge: [16] mentions that “the knowledge possessed by individuals is considered
an asset of the company, it is also emphasized that the knowledge of the areas and levels
allows them to have a greater commitment and obtain a better result from according to
their level of performance shown in the work area”.

Skills: [17] considering the contributions made by Vicente Caballo, the skills comprise a
set of behaviors that the individual expresses within a context where they relate to other
people, showing attitudes, feelings and opinions to provide alternatives that contribute
to problem solving.
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The competences are immersed in each individual and they are developed through
the attitudes, capacities, abilities with which they develop in the different situations that
arise and that allow them to achieve an appropriate performance.

Behavior
Wehighlight what was stated by [18] that defines behavior as the attitude of the employee
that has a fundamental contribution to job performance. Indeed, [6] establishes that
behavior in an organization is classified into three groups:

Individual Behavior: within the organization, it is due to the preparation, values,
desires and desires, indicating that each person has different characteristics, for them
the individual must be directed to the interests of the institution [19].

Group Behavior: the authors [20] consider it as acts and the capacity that individuals
present in the work team, promoting the participation of all those involved and focusing
personal interests to achieve the objectives of the organization.

Organizational Behavior: understands the attitudes of employees since success rests
with them.Behavior is immersed in different changes, but nevertheless adequate behavior
is a tool that benefits the institution and reflects the extent to which motivation and
productivity are promoted [21].

In conclusion, through good organizational management, an adequate organizational
behavior can be achieved and therefore take advantage of the effort of human talent to
achieve the strategic goals.

Performance Evaluation
Regarding this issue [12] defines performance evaluation as “a systematic and periodic
process that serves to quantitatively and qualitatively estimate the degree of effectiveness
and efficiency of people. Its main objective is to determine if employees are doing their
job correctly. This can provide information on the need to improve the collaborator in
terms of knowledge and skills”.

For [3] the performance evaluation is a system that allows defining the objectives
of the company with all its subordinates so that progress can be verified until reaching
the goal. But this control and measurement scheme is not the fundamental component
to efficiently manage the development of the institution’s human talent.

Performance evaluation is an instrument used to verify the degree of fulfillment
of the objectives proposed at the individual level. This system allows a systematic,
objective, and comprehensive measurement of professional conduct and performance or
achievement of results.

3 Methodology

The main objective of this research is to analyze the motivation and work perfor-
mance of the personnel in the Government of the province of Santa Elena, being a
non-experimental study of a non-probabilistic nature carried out between 2018 and
2019.
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Thus, for the present research a qualitative and quantitative approach was used with a
descriptive research scope, relying on a bibliographic researchmethod related to motiva-
tion and job performance, as well as field research that in the present project was applied
to collect primary information in situ provided by the appointing authority, departmen-
tal heads, administrative personnel and workers belonging to the Government of the
province of Santa Elena, applying information collection tools such as interviews and
surveys that allowed identifying the qualities and characteristics of the problem posed,
as well as for its analysis, understanding and measurement of results.

For the development of this project, 11 people made up of the appointing authority
and departmental headswere considered as the population for the interview.While for the
survey therewas a population of 66peoplemadeupof departmental heads, administrative
staff andworkers; in this case, the sample corresponds to the total population as it is finite
and achievable, which will contribute with their opinion about the degree of motivation
and job performance in the Government of the province of Santa Elena.

The main research instrument were the surveys, which were applied to the 66 col-
laborators; It is made up of 17 closed questions, structured in three parts: the first with
sociodemographic data, a second section with questions related to motivation and a third
section with questions oriented to job performance, the last two sections with options
for scale of evaluation. Likert.

4 Results and Discussion

Fig. 1. Satisfaction of physiological needs (Maslow’s theory of human needs)

In Fig. 1, referring to the satisfaction of physiological needs, it can be highlighted that
52% of the collaborators are totally satisfied, 30% satisfied and only 3% dissatisfied.
Concluding that most of the collaborators feel satisfied with the remuneration received,
which allows them to meet their own physiological needs and those of their family
environment, constituting a motivating factor for the development of tasks.
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Fig. 2. Satisfaction of power needs (McClelland’s theory of needs)

Figure 2, related to the satisfaction of power needs, shows that 40% of employees
are satisfied, 21% are fully satisfied and 9% are completely dissatisfied. Therefore, it
can be concluded that for 60% of collaborators they have the power to direct, influence
and control their own activities and/or a certain group within the institution; being a way
of intrinsic satisfaction for them.

Fig. 3. Satisfaction for equity between contribution/reward (Equity theory)

In Fig. 3, concerning the level of satisfaction with the equity between contribu-
tion/reward, it can be seen that 42% are dissatisfied, 22% satisfied and 9% totally sat-
isfied. With this, it can be deduced that the relationship of equal result achieved equal
recognition in comparison with other co-workers is not emphasized, recommending that
the work be recognized equitably, to motivate staff and strengthen performance work
and thus be more productive.
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Fig. 4. Work competencies

In Fig. 4, referring to the degree of contribution of the competences, knowledge
and skills for the job, it shows that 78% of the collaborators consider that their labor
competences do need a lot for their work and 22% sufficient. The aforementioned char-
acteristics are a very important role in them, ensuring that the activities are achieved in
the best way, positively favoring the work performance of each one.

Fig. 5. Work efficiency

In Fig. 5, regarding the level of work efficiency, it can be seen that the majority with
66% always indicates and 27% almost always. Being able to argue that more than 90%
of employees carry out their activities within the scheduled time, which benefits good
individual performance.
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Fig. 6. Motivation and job performance

In Fig. 6, about the implementation of motivational strategies to improve job perfor-
mance, 67% of employees indicate that they fully agree, also 21% agree and 12% are
neutral. Consequently, the proposal of motivation strategies would allow collaborators
to feel valued, identify with the institution, feel part of a good work environment and as
a result an effective work performance.

5 Conclusions and Recommendations

In today’s world, staff motivation has become a key element for adequate work perfor-
mance to exist, allowing organizations to fulfill that mission and vision outlined for the
benefit of society.

In this research, the motivation and work performance of the personnel in the
Government of the province of Santa Elena has been analyzed.

Being able to conclude regarding the motivation of the staff at work, on the one
hand, that more than 80% of the collaborators have a high level of satisfaction with
the remuneration received with which they manage to cover their own physiological
needs and that of his family nucleus; very closely with 60% of collaborators they would
be satisfied of being able to have the power to direct, influence and control their own
activities and/or a certain group within the institution. On the other hand, 42% are
dissatisfied in the relationship of the same result achieved the same recognition compared
to other co-workers.

Consequently, concluding about job performance that 100% of employees consider
that their skills, knowledge, and abilities do contribute significantly to their daily work;
Furthermore, 90% of employees always mention carrying out their activities within
the scheduled time. In this way, 88% of employees mention that they fully agree that
the implementation of a plan of motivational strategies would allow improving job
performance.

Finally, it is possible to establish that in a general way that there is an adequate level
of work motivation in most of the collaborators in relation to remuneration and the need
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for power, however, it would be necessary to look for alternatives that allow to reduce
the perception of lack of equity between contributions and rewards obtained for work
performed compared to other co-workers. And that in relation to job performance in
general, employees would be fulfilling their obligations efficiently and effectively. In
short, there is an adequate degree of motivation, which would positively influence the
work performance of the employees of the Government of the province of Santa Elena.

It can be recommended according to the results obtained that the authorities of the
Government of the province of Santa Elena, through their human resources department,
can implement a plan of motivational strategies that allows maintaining job satisfaction
in some and improving job satisfaction in others, emphasizing that it becomes a key
factor in the construction of human capital, all with the purpose of positively influencing
the commitment and work performance of all members of the institution.

The present investigationwas limited in some cases by the limited availability of time
on the part of the collaborators of the Government of the province of Santa Elena. Future
research could compare and contribute to the discussion of results in different contexts
regarding the level of motivation and its influence on job performance. In addition,
the recommendations are expected to make viable and improve work motivation in all
members of the institution.
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Abstract. To address the challenge of sustainable development, the use of
technology and innovation tools is imperative for tourism stakeholders.

This paper examines the needs of an innovation resource to promote the touris-
tic sector of Riobamba (Ecuador), through an approach to the global trends of
technologic innovation globally used in tourism, the identification of the percep-
tion about the needs of an innovation resource to promote the touristic sector, and
based in those results, describes the profile and preferences of touristic cycling
users, themain natural sites of tourist interest near to Riobamba as well as the offer
of MTB (mountain bike) routes provided by the Tourism Ministry of Ecuador.

Our findings support the statement that cooperation between touristic des-
tinations is a key factor to implement innovation resources in touristic regions,
evidencing that in Riobamba is pertinent the implementation of a resource of
innovation to promote tourism based on a sustainability paradigm.

Keywords: Technology · Tourism · Riobamba · Ecuador · Innovation

1 Introduction

The integration between information and communication technologies (ICTs) and
tourism is known as smart tourism. I that sense, organizations, and people involved in
touristic activities use to work together to build social ecosystems that allow information
exchange via internet [1].

Nowadays, the increasing development of emerging ICTs is contributing to re-
structuring processes and systems, altering the way in which products and services
are offering and operating in the touristic market [2–4]. Thus, technology has become
a main aspect of the touristic industry, and it is integrated into daily operations related
with the provision of services and products of organizations that pursue to satisfy cus-
tomer expectations. In this context, destinations are implementing actions to consolidate
a smart tourism system which is associated to the use of technologies to collect data and
to provide support to the stakeholders [1, 5, 6].

There are several technologic trends associated with tourism like robots, artifi-
cial intelligence, chat-bots, internet of things, recognition technology, virtual reality
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(VR), and augmented reality (AR) [7], being mobile technologies, specially the use of
smartphones one of the most relevant for the development of smart tourism [5].

Globally, it is evident that to face the challenge that implies a development based on
a sustainability paradigm, the use of technology and innovation is a key factor, and the
touristic sector is no exception. Therefore, dynamic changes are being implemented by
businesses and localities that aim to satisfy the needs of tourists.

This study aims to assess the needs of an innovation resource to promote the touristic
sector of Riobamba, through an approach to the global trends of technologic innovation
used in tourism, the identification of the perception about the needs of an innovation
resource to promote the touristic sector, the description of the user’s profile, the identifi-
cation of sites of interest and presenting the offer provided by the tourism official agency
of Ecuador.

2 Methodology

2.1 Study Area

Riobamba is an inter-Andean small city of Ecuador located in the center of the country
(Fig. 1); its coordinates are 1°40′00′′S–78°39′00′′O. There are several large mountains
and volcanoes (Chimborazo, Carihuayrazo, Altar, Igualata, Tungurahua, Sangay) sur-
rounding Riobamba. Administratively, Riobamba has 5 urban parishes (Velasco, Veloz,
Maldonado, Lizarzaburu, andYaruquíes) and 11 rural parishes (Licto, San JuanCubijíes,
Punín, Cacha, Licán, Calpi, Flores, Pungalá, Químiag, and San Luis).

Fig. 1. Location of the study area
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Riobamba has an altitudinal average of 2750m.a.s.l. and an annual temperature aver-
age of 12 °C. The main natural touristic attraction around Riobamba is the Chimborazo
volcano, which is the highest mountain in Ecuador with 6.263 m.a.s.l.

2.2 Methods

To assess the needs of an innovation resource to promote the touristic sector ofRiobamba,
we structured our work in three sections: the first part comprises an approach to the
global trends of technologic innovation used in tourism; a second section that identifies
the perception about the needs of an innovation resource to promote the touristic sector
of Riobamba and, a third part that based on the previous results obtained, describes the
profile and preferences of touristic cycling users, the main natural sites of tourist interest
near to Riobamba as well as the offer of MTB (mountain bike) routes provided by the
Tourism Ministry of Ecuador.

The data were collected between July and December 2020, throughout structured
questionnaires, that provided elements that contributed to understanding the topics under
study. The process entailed sending the questions and receiving the responses by mail,
to respect the healthy protocols applied during the Covid-19 pandemic.

The research was based on two questionaries: The first questionary was directed
to non-governmental organizations (NGOs), regional and local governmental organiza-
tions, and universities located in the region to identify their perception about the needs of
an innovation resource to promote the touristic sector of Riobamba. A total of 85 ques-
tionnaires were applied. While the second questionary was directed to touristic cycling
users to identify their profile and preferences. A total of 143 questionaries were applied.

3 Results

3.1 Global Trends of Technologic Innovation Used in Tourism

The first part of the study is an approach to the global trends of technologic innovation
used in tourism and are listed in Table 1, which includes the resource, a brief description,
and its uses in the tourism industry. Themain resources identified include: voice search&
voice control, robots, contactless payments, virtual reality, chatbots, internet of things,
recognition technology, augmented reality, artificial intelligence, and mobile apps.

Table 1. Trends of technologic innovation associated with tourism.

Resource Description Uses in tourism

Voice search & voice control Application used in smart
speakers, smartphones, and AI
assistants to pay actions or
duties based on voice
commands

Booking airline tickets
Obtaining tourist information
Controlling hotel devices

(continued)
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Table 1. (continued)

Resource Description Uses in tourism

Robots Automatically operated
machines that re place human
effort

Providing information
Cleaning
Luggage handling
Food preparation
Booking systems

Contactless payments Technology associated to
process that includes the
reduction or elimination of
con tact during payments

Payment process

Virtual Reality (VR) Devices that allow
experimenting situations
similar or completely different
from the real world

Experiencing far away
locations
VR tours
360 tours

Chatbots Software application used to
conduct an online chat
conversation instead of
providing direct contact with a
live human agent

Swift answers to questions on
a 24/7 basis, regardless of staff
availability

Internet of Things (IoT) Network of objects embedded
with software, sensors, and
other technologies to connect
and exchange data with other
systems and devices

Connecting several devices in
touristic locations
Data analytic platforms

Recognition technology Technology employed to
authenticate users through ID
verification services (includes
fingerprint recognition, retina
scanning, facial recognition,
and other bio-metric
identifiers)

Safety and easy purchasing
Accessing defined spaces by
tourists
Automatic payment systems
Providing quick and complete
information of tourist and
passengers

Augmented Reality (AR) Interactive experience where
the objects are enhanced by
computer-generated
perceptual information

Enhancing the customer
experience, providing
valuable information of
touristic locations

Artificial Intelligence (AI) Machines programmed to
simulate the human
intelligence

Accurately and continuously
sorting and processing data to
decisions making in aspects
that include business trends
and customer satisfaction

Mobile app Applications with software
designed to mobile devices

Integrating several utilities to
assist and satisfy the needs of
tourists
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Voice search and voice control are based on technology with spoken conversational
systems allowing users to obtain the information they request with a spoken query [8],
and for tourism sector, voice search is becoming a useful tool with a growing impact
on tourist experience through several options like simplify the booking process and
providing a quick response to tourist request of information [9]. Studies reporting their
application in the tourism sector e.g. [7, 9] demonstrate that voice search has now a days
a significant role in tourism.

Robots play an increasing role in tourism and hospitality services, and their partici-
pation includes the use of robots in reception assistants, security robots, and robots that
serve food and drinks to visitors. Their use is well documented in cases as the Hennna
Hotel located in Nagasaki (Japan), which has been recognized as the first hotel with
robots in the world and uses robots at reception [10, 11]; Hilton, which have imple-
mented a robot called Connie [12, 13]; and HMSHost, which have launched a robot
that welcomes tourists to restaurants, providing menu details, and even is able to offer
recommendations [7].

Contactless Payments includes technology that contributes to touristic services
through the reduction of transaction costs and adapting process that increase the con-
fidence of the parties involved. Contactless technology enables travel without physical
documents, making a mobile phone all that a visitor needs at a touristic destination [14].
In fact, studies like the presented by Basily et al. [15] describe a wide range of services
integrated into an app, demonstrating a wide range of opportunities in the future for
mobile technology associated with contactless payment.

Virtual Reality (VR) includes technology offering several opportunities to the
tourism business. VR allows to tourists have experiences associated with extreme activ-
ities as kayak, rafting, or snowboard [7]. It also makes it possible to visit virtually
inaccessible destinations like caves, waterfalls, or archeological sites. Advances in this
technology will generate new opportunities and several possibilities of application for
the tourism industry [3].

Chatbots make it possible to obtain quick responses to customer inquiries being
available 24/7 (24 h/7 days of the week), regardless of human staff availability. Chatbots
have gained importance with several applications including Amazon’s Alexa or Apple’s
Siri [16]. Nowadays many tourists make their bookings through internet chatbots, and
trends point out that the potential of chatbots in diverse areas of the tour ism industry is
vast [17].

Internet of Things (IoT) aims to maintain a connectivity system that allows them
to be controlled by interned [18], and devices equipped with IoT are able to share
their information online making it possible that any physical object can have a virtual
reflection in the service space. This provides a huge space for developing and applying
new business models and will have a major impact on the development of e-Tourism
services [19]. Nowadays is common to find users integrating sensors for heating and
cooling systems, devices for room service, and car rental.
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Recognition Technology has already begun to be implemented in an experimental
way in some hotel companies (e.g. Bluebay Group) and, in Spain, the Campanile hotel
chain use sensors that allow to recognize facial expressions of emotions to evaluate and
improve the protocols used in customer services [20].

Augmented Reality (AR) could be explained as the technology that augments the real
world with virtual components. Instead of replace the reality, this technology superim-
poses virtual objects onto the physical world though the integration of object recognition
technology with computer programs [21]. AR is a technology that provides useful infor-
mation to visitors about the destinations they selected. Museums, galleries, and touristic
attractions are using it to view historical exhibitions in their original form through the
use of virtual overlaying and maps.

Artificial Intelligence (AI) is a growing trend in touristic business and can be used
to design a personalized and adapted proposal for customers and to help in the analysis
of business data. The potential of artificial intelligence (AI) technologies in the tourism
sector is huge and some travel business are alreadyusing elements of artificial intelligence
to analyze large volumes of data learning from their own and from the experience of
other people to fulfilling customer needs [22].

Mobile Apps are able to integrate several of the resources mentioned above and
have been designed for a wide gamma of touristic services as accommodation (Airbnb,
Homeaway, 9Flat), transport (Uber, Grab), dining (VizEat, EatWith), and travel expe-
riences (ToursByLocal, Contexttravel). The use of internet is increasing and there are
uncountable possibilities to enable online platforms day by day. Therefore, the popu-
larity of mobile technologies and applications is growing day by day and undoubtedly
changing the behavior of consumers and providers [5].

Even when the use of technology and innovation resources is highly recommended
and valuated, some voices consider it as a risk for the maintenance of employees. So,
there are authors e.g. [23] that conclude that is better to implement these technologies
in activities that will make easier the work of employees instead of replacing them
completely.

3.2 Perception About the Needs of an Innovation Resource to Promote
the Touristic Sector of Riobamba

In the second part of our study, we identified the perception about the needs of an
innovation resource to promote the touristic sector of Riobamba. The statements with
the highest percentages obtained when we applied the questionaries are available in
Table 2.
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Table 2. Perception about the needs of an innovation resource to promote the touristic sector of
Riobamba.

ID Question Statement with the highest percentage

Q 1 At which level the tourism sector has been
affected by the COVID-19 pandemic?

Tourism has been highly affected by
COVID-19 (82%)

Q 2 How important do you consider the
implementation of an innovation resource
in Riobamba for the reactivation of
tourism?

The implementation of an innovation re
source is very important for the reactivation
of tourism (56%)

Q 3 Would an innovation resource benefit the
tourism in Riobamba?

An innovation resource would highly
benefit tourism in Riobamba (79%)

Q 4 In which tourism category do you
consider priority the implementation of an
innovation resource?

It is a priority the implementation of an
innovation resource in tourism of nature
(52%)

Q 5 Which innovation resource, you consider
appropriate for its application in
Riobamba?

Smartphone App is a resource appropriate
for its application in Riobamba (48%)

Q 6 Do you consider that the use of the in
novation resource should be free or paid?

The use of the innovation resource should
be free (83%)

Q 7 Which organization should manage the
innovation resource?

The innovation resource should be managed
by the University Nacional de Chimborazo
(46%)

Q 8 In which activities could be an innovation
resource applicable?

An innovation resource could be applicable
in cycling routes (37%)

An 82%of interviewed consider that the tourism industry has been highly affected by
COVID-19; 56% consider very important the implementation of an innovation resource
to reactivate tourism, and 79% point out that an innovation resource would highly benefit
tourism in Riobamba. When we ask about the category that is considered a priority for
the implementation of an innovation resource, most of the interviewed (52%) select
tourism of nature, and considering that a mobile application (48%) will be the resource
appropriate to its implementation inRiobamba.Additionally, the inter-viewedmentioned
that the use of the resource should be free of pay (83%), managed by the Universidad
Nacional de Chimborazo (46%), and applied to cycling routes (37%).

3.3 Profile and Preferences of Touristic Cycling Users, Natural Sites of Interest
and, the Official Offer of Bike Routes

Based on the results obtained in the analysis of the perception about the needs of an
innovation resource to promote the touristic sector of Riobamba, we identified: the
profile and preferences of touristic cycling users (Table 3), the main natural sites of
tourist interest near to Riobamba (Table 4) and the offer of MTB routes provided by the
Tourism Ministry of Ecuador (Table 5).
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Table 3. Profile and preferences of users of touristic activities (cycling).

ID Feature Statement with the highest percentage

Q 1 Age 21–40 years old (40%)

Q 2 Preferred schedule Morning (68%)

Q 3 Days of the week preferred to practice Weekends (79%)

Q 4 Time spending on cycling or trekking
activities

2–3 h (74%)

Q 5 Preferred routes Second-order pathways (54%)

Q 6 Preferred places Natural areas (47%)

Q 7 Preferred surface of the road Paved road (42%)

Q 8 Key elements in a Mobile App Altitude, distance, and difficulty level (87%)

Q 9 Preferred characteristics of the App Touristic information, hydration points, type
of route, informative audio and image (91%)

Q 10 Relevant element to choose the routes Type of road (34%)

Q 11 Preferred operative system for an App Both IOS and Android (81%)

Q 12 Availability to use an App in a demo
phase

Yes (89%)

The highest range of age in users is 21–40 years old, presenting a preference to
develop biking activities in the morning (68%) during the weekends (79%) for a period
ranging between 2 and 3 h (74%). The preferred routes are second-order pathways
(54%), located in natural areas (47%) with a paved road (42%). The elements considered
key in a mobile application were: altitude, distance, and difficulty level (87%); while
as preferred characteristics of the applications were mentioned: touristic information,
hydration points, type of route, informative audio, and image (91%). The main element
when users select a route was the type of road (34%), and use both operative systems
(IOS and Android). Finally, most of the users (89%), mention to be able to use the
application in a demo phase.

There are two main natural sites classified as protected areas that influencing the
tourism activities around Riobamba: The Chimborazo Fauna Production Reserve which
was created in 1986, has a length of 58560 hectares and, an altitudinal range from
3200 to 6268 m.a.s.l., this reserve is home to a large population of vicuñas, llamas, and
alpacas; and the SangayNational Parkwhichwas created in 1975, has a length of 517765
hectares and, an altitudinal range from 1000 to 5230 m.a.s.l., in 1983 UNESCO declared
it a World Heritage Site due to this unique geography and extraordinary biodiversity.
Both sites have several interest points and the main have been identified in Table 4.



Assessing the Needs of an Innovation Resource to Promote the Touristic Sector 311

Table 4. Natural sites of tourist interest near to Riobamba.

Chimborazo fauna production reserve

Interest point Short description

Chimborazo volcano The highest volcano in Ecuador (6268 m.a.s.l.)

Carihuairazo volcano Three peaked volcanic boiler (5018 m.a.s.l.)

Last ice merchant route Millenary route where the Ice Merchant extract ice from the old
glaciers

Whymper’s needles A rock formation named in honor of Edward Whym-per

Machay temple Sacred cave of volcanic material, used by indigenous people as a
ceremonial center

Solitary tree Large bush (5m high and 6m in diameter) located in the middle of the
moor, surrounded by dunes

Polylepis forest Remnant of Polylepis forest

Chorrera canyon Rocky formation with a waterfall of approximately 25 m high

Inca fortress Archeological site considered a ceremonial center

Cunuyaku Thermal water spring: considered as a healing center

Sangay national park

Interest point Short description

Sangay volcano One of the highest active volcanoes in the world (5230 m.a.s.l.). It has a
cone shape and the top is covered by glacier

Altar volcano An extinct stratovolcano (5321 m.a.s.l.). It was active about 2 million
years ago and contains a caldera open to the west, where there is a lake

Tungurahua volcano An active volcano (5023 m.a.s.l.) its activity has been characterized by
frequent powerful explosions and ash emanation

Ozogoche Complex of 45 lakes that are deep, cold, and have a striking dark blue
color

Finally, it is presented a list of MTB routes in the province of Chimborazo (Table
1), which were considered by the TourismMinistry of Ecuador in a published document
[24] with the aim of increase competitiveness, attractiveness, profitability, and benefits
for the stakeholders involved in touristic activities related with cycle routes.
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Table 5. MTB routes of Chimborazo

N Route Distance
(km)

Average
time
(hours)

Height (m) Level (high-medium-low)

Max Min Physical Technical

1 Urbina -
Guano -
Riobamba

37,8 4 3.618 2.750 Medium Medium

2 Riobamba -
Tunshi -
Riobamba

36,7 3 2.839 2.657 Medium Medium

3 Riobamba -
Licto -
Chambo -
Riobamba

50 3,5 3.214 2.657 Medium Low

4 Riobamba -
Chambo -
Quimiag -
Riobamba

36 2,5 2.904 2.545 Medium Low

5 Laguna de
Colta

37 4,5 3.574 2.763 Medium
High

Low

6 Riobamba -
Guano -
Riobamba

21,2 2 2.862 2.650 Low Low

7 Riobamba -
Batzacón -
Guano

26,2 2,5 3.071 2.748 Low Low

8 Penipe -
Palitahua

28,6 2 2.503 2.401 Low Low

9 Tzalaron -
Laguna de
Colta

27,7 2 3.591 2.948 Low Low

10 Guamote -
Riobamba

38,6 35 3.228 2.702 Medium Low

11 Chimborazo -
San Juan

32 1,5 4.800 3.200 Low Low

12 Chimborazo
Tambohua-
sha

36,8 3 4.840 3.290 Medium Low

13 Chimborazo -
Urbina

40 3,5 4.800 3.335 Medium Medium
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4 Conclusions

New technologies have been developed and it has led to transformations in the tourism
industry and it is imperative to face global challenges and opportunities. Moreover,
in the global context of the COVID-19 pandemic, technological innovation associated
with tourism has become highly appreciated for the potential to reduce human-human
contact and for the possibility to reactivate and dynamize the economic sector. This
study supports the statement that tourism destinations should cooperate between them
to implement innovative resources in touristic regions.

Whenwe analyze the perception about the needs of an innovation resource to promote
the touristic sector of Riobamba, it was evidenced that the stakeholders consider that
the implementation of a free use mobile application that allows the integration of nature
tourism and cycle routes could benefit and dynamize the touristic activities in Riobamba.
Then, we identified the profile of the cycle routes users and found a clear tendency
pointing to well-informed young people that enjoy developing this activity in natural
places and willing to integrate a mobile application that should have included data like
altitude, distance and, difficulty level to support their performance. Therefore, 14 points
of interest that belong to the two main natural sites influencing tourism activities in
Riobambawere briefly detailed andwere consistentwith the structure ofMTB (mountain
bike) routes provided by the Tourism Ministry of Ecuador.

The information presented in this study evidence that in Riobamba it is pertinent the
implementation of a resource of innovation to promote tourism based on a sustainability
paradigm. Therefore, our work plans include as the next step, the technical design of a
mobile application including the parameters here identified.
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Abstract. This paper shows the implementation of an Intruder Detection System
(IDS) integrated into an Artificial Neural Network (ANN), called (Snort+ RNA);
as an option to mitigate the risks of active computer attacks towards a Software
DefinedNetwork (SDN).Which leverages the network hyperconverged of the data
center of the Faculty of Engineering of Applied Science (FICA) at the Technical
University of the North. This proposal is tested under the PDCAmodel offered by
the ISO/IEC 27001 standard and the processes provided by the hacker circle. The
results show that Snort+RNAdetects the anomalies that cause active-type attacks
against the SDN, this is visible both in the alerts generated and in the record of the
captured traffic, however, it is not possible to analyze all the packets it receives
from attacks from DoS since some packages remain on hold or rejected. This
shows that, although the system does not evaluate all the packets that circulate on
the network, that it takes care of the protection of the SDN, providing alerts when
its third parties tried to violate it with attacks that caused an increase in network
traffic.

Keywords: Intrusion Detection System · Artificial Neural Network · Software
Defined Network SDN · Active type attacks · PDCA model · Hacker circle

1 Introduction

The Software Defined Network (SDN) has emerged in recent years to solve network
management problems since the term refers to the fact that this architecture allows
the control plane to be separated from the data plane, to achieve more programmable
networks, automatable and flexible [1].

Every type of network, no matter how current it is, has vulnerabilities, of which
hackers can take advantage of to obtain information, however, to avoid this there are
several solutions and one of them is the Intrusion Detection Systems (IDS) [2], its
operation consists of detecting or monitoring events within a computer or a network in
search of unauthorized access. [3] and [4] propose proposals in which this security tool
is used to protect the SDN controller against DDoS attacks.
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However, the disadvantage of these protection systems is that for them to detect
whatever anomaly, they need a network behavior profile for comparison, which must be
programmed manually and must change each time the network does so. The reason why
[5] presents an analysis of the design of an SDN with a focus on security, in which they
evaluate Deep Learning techniques for the development of an IDS, concluding that the
design of this type of IDS has not been tested in infrastructures with high speed since
that is the future that is taking these systems with machine learning.

2 Experimental Design

This section presents the design of this proposal step by step and how it is governed by
the PDCA model guide, which is made up of four stages; Plan (P), Do (D), Check (C),
and Act (A). This model is mentioned by the ISO/IEC 27001 standard and indicates
that it offers continuous improvement (constant cycle) in the security management of a
network [6].

2.1 SDN Design

For the design of the SDN, a platform that serves as the base hardware infrastructure
is necessary and in this way to leverage the layers that compose it (Application Layer,
Control Layer, Infrastructure Layer), in this work the hyperconverged infrastructure is
used proposed in the research of [7] since it allows the virtualization of other telecom-
munication networks such as SDN, said infrastructure is implemented in the proxmox
servers (PV1, PV2, and PV3) of the data center FICA [7] since it allows the virtualization
of other telecommunication networks such as SDN, said infrastructure is implemented
in the proxmox servers (PV1, PV2, and PV3) of the FICA data center.

Figure 1 shows the proposed design, specifying its implementation in the physical
server PV2 of the aforementioned hyperconverged infrastructure, besides, it indicates
the virtual machines created and connections between virtual interfaces from the control
layer to the infrastructure layer and all of these to their time with PV2;Within the virtual
machines, the software used in each layer stands out, such as the application layerwith the
web interface and REST API, the control layer with the Opendaylight (ODL) controller
and the infrastructure layer with Open Virtual Switch ( OVS) in addition to the services
that you want to implement in the SDN.

2.2 Snort + RNA Design

The proposed Snort + RNA design does not have a specific requirement regarding
hardware and software allocation, which is why it is based on the recommendations
of [8] with the following characteristics: Centos 7 minimum, 2 GB RAM, Hard Drive
100 GB, Two network interfaces.
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Regarding its operation, it uses the preprocessor offered [9], which is integrated
into a Multiple Layer Perceptron (MLP) network. This preprocessor enables Snort +
RNA to perform real-time analysis and anomaly detection in the telecommunication
infrastructure trafficwithout the need to establish rules. Each detected anomaly is notified
through an alert that is observed in the system console, and this can be classified as real
(99%) or false (less than 99%) depending on the percentage of certainty.

PV2 PROXMOX SERVER SDN LAYERS

Bridge vmbr0 to
eno 2 and eno 4

eno 1 eno 2 eno 3 eno 4

OVS virtual interface eth0 to ovs-br0

Virtual machine for:
- SDN services

Virtual interface eth0 to vmbr0 and 
ODL Ethernet

Virtual interface ovs-br0 to servers eth0

Virtual machine for:
- Open Virtual Switch OVS

OVS virtual interface eth1 to ovs-br0

Virtual machine for:
- Web interface

- REST API

Virtual Ethernet interface to OVS 
vmbr0 and eth0

ODL driver

CONTROL LAYER

APPLICATION LAYER

INFRASTRUCTURE 
LAYER

Fig. 1. SDN design on PV2 server

Another quality of Snort + RNA is the web interface that contains a record of the
analyzed traffic, which is created automatically at the end of each system process, in
which the veracity of the alerts generated during the analysis can be verified. Table 1
indicates the values that the system evaluates and that are presented in the traffic log.
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Table 1. Variables analyzed by SNORT + RNA

Variable Definition

hits_as_dst (hits as destination): Number of connection initiation packets (flows) in which
this IP address was listed as the destination. That is, the number of connection
attempts that the IP received. A value higher than 103 in this parameter may
mean that the IP is being the victim of a scan

hits_as_src (hits as source): Number of connection initiation packets (flows) in which this
IP address was listed as the source. That is the number of connection attempts
sent by the IP. A value higher than 103 of this parameter may mean that the host
with that IP is performing a scan

av_rcv_time (average receive time): average time (seconds) between connection requests
received by this IP. This measure tells how often connection requests are
coming to a computer. A value less than10–3 for this parameter may mean that
this host is being scanned

av_snd_time (average send time): average time (seconds) between connection requests made
by this IP. This measurement tells me how often a computer is sending
connection requests. A value less than 10–3 may indicate that the host is
performing a scan

win_count (window counter): This value indicates how many times the measurements
start; each measurement consists of 1599 connections in which an IP is marked
as a destination

rel_hits (relation hits): Number of connection initiation requests that are made between
two given hosts. This parameter would be greater than 103 in the case of a
one-to-one scan

Source: Adapted from [9]

2.3 Snort + RNA Integration to SDN

Figure 2 presents a complete design of this proposal, which consists of connecting a
physical host to the physical server PV2 through its ethernet and eno2 network interfaces;
the physical host containsKali Linux and Snort+RNA in two different virtualmachines,
while the physical proxmox server (PV2) hosts part of the hyperconverged infrastructure
that serves as a platform for SDN.
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Snort + RNA design with SDN

Physical host PV2 PROXMOX SERVER SDN LAYERS

Bridge vmbr0

eno 1 eno 2 eno 3 eno 4

OVS virtual interface eth0 to ovs-br0

Virtual machine for:
- SDN services

Interfaz virtual eth0 a vmbr0 y Ethernet 
de ODL

Virtual interface ovs-br0 to servers eth0

Virtual machine for:
- Open Virtual Switch OVS

OVS virtual interface eth1 to ovs-br0

Virtual machine for:
- Web interface
- REST API

Virtual Ethernet interface to OVS 
vmbr0 and eth0

- ODL driver

CONTROL LAYER

APPLICATION LAYER

INFRASTRUCTURE 
LAYER

Bridge vmnet3

Ethernet

Virtual machine for:

- Kali Linux

Vmnet12 virtual interface

Virtual machine for:

- Snort + RNA

Vmnet12 virtual interface

Vmnet3 virtual interface

Fig. 2. Snort + RNA design with SDN

2.4 Functionality Test

Theperformance tests are guided by thePDCAmodel. Startingwith thePlan stage,which
shows that since SDN is a centralized network model, it makes the ODL controller a
weak point against computer attacks, which is why it needs a tool like Snort + RNA to
protect this area of the network.

Figure 3 is a flow diagram of what is intended to be achieved with this work, in other
words, it indicates the process that is followed from the beginning of an attack and the
results that this causes in case the attack is or not detected by protection tool.
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Start

Kali attacks SDN

Snort + RNA analysis

Detect attackGenerate Alert

Stop Analysis
SDN

FIN
Traffic Log in Web 

Interface

yes
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no

no

Fig. 3. Attack process flow diagram

The Do stage executes everything that is planned; For this proposal, it is the inte-
gration of Snort + RNA in SDN, which is indicated in literal C. While the Verify stage,
the operation of the proposal is tested and for this, the hacker circle is used due to its
Five-phase process (Inspection, Scan, Get access, Maintain access and Delete traces) to
carry out computer attacks on the ODL controller and thus observe the behavior of the
security system.

Inspection. It consists of obtaining all the possible information of the victim (ODL),
in this case, it is intended to know his IP address, for this, the Nslookup tool is used to
query a local domain (www.controlador.odl.com). The execution of this tool indicates
that the IP address 192.168.100.111 corresponds to the victim.

Exploration. The purpose is to determine possible vulnerabilities that the victim has;
Thus, once the IP (192.168.100.111) is known, two tools are used to scan the victim
and obtain information about their ports, these tools are: Sparta and Nmap, the attack of
these are found in Fig. 4.

http://www.controlador.odl.com
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(a)                            (b)

Fig. 4. (a) Nmap results, (b) Sparta results.

Get access. This phase exploits the vulnerabilities obtained from the victim scan for
different purposes. For this reason, as soon as the vulnerabilities are known, they begin
to be exploited, and in this work, four tools are used: Metasploit, Crunch, Hydra, and
Hping3.

Toknow if it is possible to useMetasploit on the victim, use the searchsploit command
"Windows" in the attacker’s terminal. If the result is similar to that shown in Fig. 5 choose
one of the Metasploit functions. use (reverse_tcp).

Fig. 5. Searchsploit results
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This function is responsible for establishing a connection between the attacker and
the victim through a payload file which must be opened from the host to be violated
(ODL). The purpose of this attack is to get the administrator username in the ODL, as
shown in Fig. 6, the detected user has the name, Willams.

Fig. 6. Metasploit results

On the other hand, the Crunch and Hydra tools seek to obtain the password of the
Willams user, the first (crunch) creates a dictionary that hydra uses to carry out a brute
force attack on port 22 (ssh service) and thus achieve its mission. Figure 7 indicates that
after the hydra attack the password obtained for this user is admin.

Finally, the Hping3 tool performs a DoS attack on the ODL with the purpose of
truncate the web service, which allows the host control panel to be displayed. This
attack is shown in Fig. 8 indicating that the IP address 10.10.10.10 floods Sync-type
packets to port 8181 of the ODL IP address (192.168.100.111).

However, the ODL server does not present Denial of Service (DoS) since it continues
to work normally allowing access to it and without presenting delay or slowness in
accessing its web interface.

Fig. 7. Hydra results
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Fig. 8. Hping3 process

Maintain Access. Allows the attacker to have fully available access to the victim, with-
out the need to go through the previous phases again. In these tests, a text file is used
to store the credentials obtained that allow remote access through the ssh service to the
ODL, this is how Fig. 9 shows how the credentials are transcribed in the text file.

Fig. 9. Credential storage

Erase Traces. Eliminate traces that the attacker could leave throughout the process
carried out by the hacker circle; in this case respective Kali Linux commands are used,
which are described in Table 2.

Table 2. Commands to delete tracks

Command Function

rm ~/.bash_history -rf Clear history of used commands

history -c Clear current session record

kill -9 $$ Close current sessions

3 Results

It is verified that the implemented SDN is operating because the OVS and the services
integrated with it (web, FTP, and moodle) are observed in its web interface, as indicated
in Fig. 10.
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Fig. 10. ODL controller topology

It is also possible to connect a sniffer to the SDN to verify that Openflow packets
are found in your network flow, as shown in Fig. 11. Openflow packets indicate that the
network is working with the protocol of the same name.

Fig. 11. Openflow packets captured by Wireshark.

During the hacker circle attacks, Snort + RNA executes an independent analysis to
obtain a better interpretation of the behavior of the security system before each one of
the tools used. Table 3 shows the results obtained from the packets circulating through
the Snort + RNA during the different attacks.
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Table 3. SNORT + RNA results

Nslookup Nmap Sparta Metasploit Hydra Hping3

Packages received 8 267994 713540 185 95791 4671833

Packages analyzed 4 267973 560663 185 95791 825335

Rejected packages 0 0 152877 0 0 3846498

Waiting packages 4 21 0 0 0 0

Alerts 0 166 307 0 57 516

Based on the results presented above, it is possible to conclude that the attacks by
the nslookup and Metasploit tools did not generate alerts since they did not present
alterations in the network. On the other hand, the nmap, Sparta, hydra, and hping3
attacks did generate alerts as these tools cause an unusual increase in network traffic.
Another way to verify it is through the alerts generated by the Snort + RNA, these are
classified as real because they indicate 99% certainty, Fig. 12 is taken as an example of
the notifications that are generated during the attack from the Nmap tool.

Fig. 12. Snort + RNA alerts for nmap.

It should be added what the literal B mentions, Snort + RNA has a web interface
to observe the record of the traffic captured during the attacks carried out with the
mentioned tools, in which it is verified if the alerts generated are real or false attacks
positive, having as a point of reference the information provided in Table 1.

The registry for nslookup and Metasploit are the same in terms of ranges of normal
values, however, the registry for nslookup (see Fig. 13) s taken as an example, it is
observed that the numbers of packets in hits_as_src and hits_as_dst are lower to 103,
likewise, the times in av_rcv_time and av_snd_time are higher than10–3, clarifying the
reasons why the Snort + RNA does not generate alerts with this attack.
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Fig. 13. Nslookup attack logs

On the other hand, the registers for nmap, sparta, hydra, and hping3 show values
outside the established ranges, in this way the hydra register (see Fig. 14) is used as an
example, which exposes hits_as_src and hits_as_dst with numbers of packets greater
than 103, it is necessary to clarify that for the victim IP (192.168.100.111) win_count is
taken into account because it indicates that the measurements were made 31 times and
in each measurement, there were 1599 hits_as_dst (number of packets as destination),
likewise, av_rcv_time and av_snd_time contain times less than 10–3, and in this way, it
is verified that the alerts generated by the Snort + RNA are from real attacks.

Fig. 14. Hydra attack logs

Finally, in the PDCA model, the Act stage provides feedback on the efficiency of
the proposal presented in the planning stage, in this case, the Snort + RNA in SDN; For
this, the results obtained are analyzed and it is possible to determine that the system is
not capable of examining all the packets it receives when they begin to be transmitted
in large quantities, taking as an example the results of the Hping3 tool and Hydra.

In the first case with Hping3, Snort + RNA captures a total of 4′671,833 packets
during its execution, however, due to the hardware resources assigned to the virtual host
in which the system is implemented (section B) it randomly evaluates only 825,335
packets (equivalent to 17.67%) since the Snort + RNA processing does not allow to
analyze more packets since it is limited by the hardware; For this reason, 3′846.498
packets (82.33%) are rejected, showing that to offer a complete analysis of DoS attacks,
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greater processing capacity is needed. On the other hand, there are the results of Hydra,
in this scenario 95791 packets are generated, of which Snort+RNAmanages to analyze
100%of the generated packets; which indicates that before this type of brute force attacks
the system is efficient.

Thus, to obtain different results it is possible to execute three alternatives; The first
alternative is to carry out the same design with another training set, which will allow
the system to improve efficiency against DoS attacks, the second alternative is to make
a change in the type of RNA and in this way observe the changes that the IDS presents,
while the third alternative is to change the IDS and adapt it to the ANN that is proposed
in this work.

4 Conclusions

The PDCA model of ISO/IEC 27001 proposed in this work was a flexible option when
offering information security because it was perfectly coupled with the protection of
Snort + RNA in ODL. In the same way, the process of the hacker circle was adjusted to
the different tools that were proposed, since it was possible to fulfill the purpose of each
phase (recognition, exploration, obtaining access, maintaining access, erasing traces)
that makes it up.

In this sense, it is necessary to make clear that, although the Snort + RNA cannot
analyze all the traffic that goes towards the SDN; if it generates alerts when active attacks
occur, which are characterized by causing an unusual increase in traffic.

As future work, it is planned to deploy an IPS with RNA, which in addition to
alerting the attacks that are carried out against the network, it executes action to mitigate
the damage that these attacks may cause, among these actions may be: blocking of
ports or IPs, port forwarding, IP reassignment. Additionally, it is intended to perform an
analysis of performance metrics such as False-Positive, False-Negative, True-Negative,
and True-Positive in the Snort + RNA system developed in the present work since the
volume of packets that pass through and are processed by this security system.
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Abstract. Many technologies are currently assisting in the remote mon-
itoring and analysis of various sensor networks which are intended for
inhospitable or difficult to access locations. Therefore, it is necessary to
develop several investigations which help to deepen and facilitate such
analysis and monitoring.

The objective of this research is the development of an electronic sys-
tem to automate the irrigation process in crops based on artificial neural
networks through remote monitoring using low power wide area networks
(LPWAN). To this end, the research question is as follows: How does a
technology such as LPWANs help the remote monitoring and control of
crop irrigation processes (precision agriculture) and how feasible is the
application of machine learning by neural networks of a system, for the
automatic control of such process?

In this context, the analysis of each of the proposed scenarios will
allow us to generate an answer to the question posed.

The research question is answered through a study in the farm “La
Pradera” of the Technical University of the North where field analy-
ses will be carried out in order to develop several scenarios in which
the neural networks and LPWAN technologies are implemented for their
analysis.

Keywords: Internet of Farm Things (IoFT) · Wireless sensors
network · LPWAN · Neural networks · Irrigation

1 Introduction

In the crops, with the analysis of each of the parameters that influence the
development of the plants such as: environmental temperature, floor humidity,
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relative humidity, illumination levels and CO2 levels, the aim is to analyze the
behavior of these and to be able to determine how they affect the development
of the crops. Making use of the analysis of the parameters previously mentioned,
specifically the values of humidity of the floor, an automatic control system of
the irrigation in the cultivations will be made, for which an investigation on the
algorithm of artificial neuronal networks will be made which is used in the area
Automatic Learning, to be able to make the predictions of when the culture
requires of irrigation. To implement the algorithm, we will use Python program-
ming software, through which we will receive data collected from a network of
sensors to be analyzed by the system and it can determine whether the crop
requires water irrigation or not and thus ensure that the plant receives an ade-
quate dose for its proper development. Once the data has been received and
analyzed by the software and if it determines that irrigation is needed in the
field, the order will be sent wirelessly so that the electrovalve allows the flow
of water to the field, until the system considers that the dose of water supplied
is sufficient and thus avoid unnecessary watering of the crops thus helping the
plant to have an optimal development, there will also be a considerable reduction
in water consumption and also the work of irrigation that is currently used will
no longer be manual and craft to become an automated system [5].

The use of Artificial Intelligence for the analysis of agricultural process data
is a topic that is currently being developed. At present, many of the data in
the agricultural area are taken manually, and there is no way of storing this
information in an orderly manner, nor is it given the respective analysis process,
in order to obtain improvements in the development of the crops. A very good
alternative to overcome these problems is the implementation of precision agri-
culture, which, with the use of a scientific, documentary and technological base,
makes it possible to make the most of the resources available [6] (Fig. 1).

Fig. 1. Precision agriculture scheme.
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Low Power Wide Area Networks (LPWAN) are wireless communication tech-
nologies used within the IoT (Intenet of Things) area. LPWAN technologies are
ideal for connecting devices that require sending small amounts of data over long
distances and maximizing battery life. The main features of LPWAN are: long
range communication (up to 15 km with line of sight), low transmission speed
(less than 5000 bits of data per second are sent) and low power consumption (a
battery can last up to 10 years) [3].

Precision agriculture is a set of techniques aimed at optimizing the use of
agricultural inputs and improving results in the production of quality food under
the concept of crop management, based on the presence of variability in the field
[1].

By using current technologies such as GPS, sensors, satellites and aerial
images, information can be collected which allows us to analyze many of the
factors that directly affect crop results. The decisions made from the collected
information allow us to optimize the results taking into account different points
of view, such as:

– The agronomic vision which allows to make arrangements according to the
need of the plants, which affects in a positive way on the results in the pro-
duction.

– From the point of view of the environment, it is possible to reduce the harmful
impacts that the techniques applied in the cultivation could have.

– Finally, from the economic point of view, it is possible to improve the use of
resources in such a way as to obtain a considerable reduction in costs, which
will allow the farmer to earn much more and be more competitive in the
market with better quality products.

Among the advantages of using these techniques are Reduction of costs in the
use of inputs, higher yields in the crops with the same amount of materials and
higher quality of the products in the crops [4].

The work analyzes how feasible is the study of neural networks and machine
learning in embedded systems that can be applied to IoFT, and how a sensor
network acts together with the neural network system, thus thinking the best
way that these two systems coexist to carry out a precision agriculture that
meets the requirements of the proposed study

2 Methodology

According to [5], the variables that influence the good development of alfalfa
cultivation are Soil humidity, relative humidity, environmental temperature and
luminosity, which are very important to determine when it is possible or not to
activate the irrigation process.

For the development of this project it is necessary to use system design
methodologies that include prototyping, for this reason the V model is chosen,
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which guides the integration of the system allowing feedback during the develop-
ment process. Additionally, the IEEE-29148 standard is used as a complement
to the V-model to make the selection of both hardware and software components
involved in this titling work (Fig. 2).

Fig. 2. V model for project development

In the first level of Fig. 19, the requirements and specifications that the
present project should have should be specified and documented, collecting data
and information that will allow us to know the factors that influence the imple-
mentation of the project.

Likewise, in the second level, the system requirements are determined; this
level comprises one of the most important phases for the project to be success-
ful, since they define the functionality of the proposed system. In the system
integration phase, tests are performed to verify the functionality of each module
that is part of the project. The third level defines all the states that will be
developed in each part of the system in order to obtain a design and general
vision of the project. In the unit test phase, independent verification of each
part of the project is carried out, checking the correct implementation, coher-
ence and compliance with the respective specifications. Finally, in the last level
is the implementation phase with which the project design is materialized and
the programming for each part of the project system to be carried out is carried
out.

To determine the factors involved in the development of the proposed irriga-
tion system, an analysis of the environment in which the present project will be
implemented is needed. In this case, it has to do with the spatial aspect as far as
the dimensions of implementation in the field and the studies that are made on
the crop, in addition the necessary information is obtained to look for strategic
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places and to determine the location and model of the hardware to be used,
for all this it is necessary a visit to the site of implementation of the irrigation
system.

System requirements and architecture requirements are defined, to finally
have a functional prototype in order to meet user needs, the scope of the system
and thus ensure that this research benefits those involved in the cultivation of
alfalfa (Table 1).

Table 1. Details of parameters of system

Acronym Description

StSR Stakeholder requirements

SySR Functional system requirements

SRSH Architecture requirements

3 Results

3.1 Pre-requisites Parameters

With the purpose of defining the requirements of the stakeholders in the devel-
opment of the system, a common set of requirements is analyzed that express
the interaction that the system will have with its environment and with the users
involved in this project. Table 2 contains the operational and user requirements
considered in the Stakeholder Requirements (StSR).

It refers to a list of requirements with respect to each of the functions, behav-
ior and form of use of the system. Table 3 details the functional requirements
that allow the design of the prototype.

Refers to the components that make up the system, both software and hard-
ware, the correct analysis of these requirements allows a correct choice of mate-
rials needed, which are listed in Table 4.

The selection of both hardware and software is done through Table 4 which
contains the hardware and software requirements for the proper development of
the project, for this a comparison table is made between the embedded systems
that can cover all or most requirements and proceeds to assign a rating (1:
meets and 0: does not meet) to each of the embedded systems depending on the
characteristics of each of these embedded boards and choose the one that gets
the highest weighting.
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Table 2. System requirements

StSR

SySR

System beginning requirements

# Requirements Priority Relation

High Med Low

UI requirements

SySR1 I/O Pin X

SySR2 Serial communication X

SySR3 Electronic system should act between them X

Performance requirements

SySR4 Work with a data base to administrate the info X

SySR5 Low power consumption X

SySR6

SySR7 Low data adquisition error X

SySR8 Ground analysis X

SySR9 Begin NNA analysis X

State requirements

SySR10 Irrigation actived X

SySR11 Estado de funcionamiento y carga con bateŕıa independiente X

Physical requirements

SySR12 Ambiental resistance X

SySR13 Reduce height X

This stage is the determination of the general components of the system;
in order to reduce the complexity of the system design and to optimize the
distribution of the hardware resources, the best way to achieve this is to establish
a division in zones over the area where the research is developed,. The following
result is derived from Table 5: the component that meets the highest number of
requirements for the system is an Arduino UNO microcontroller, since it is the
device that best fits the needs of the project due to its reduced size (68.5 mm
× 5. 8 mm) and low power consumption (46 mA), besides that its information
processing capacity is sufficient for this area, compared to the Arduino Mega
which is larger (101.6 mm × 53.34 mm) and also has a higher power consumption
(93 mA) as well as the raspberry Pi3 with a size of 56 mm × 85 mm and a power
consumption of 350 mA. The characteristics of the selected microcontroller can
be seen in Sect. 3.8.2.

Between the two zones, data is constantly being sent and received. In addition
to this, the geographical location of the zones makes it essential to have a wireless
means of communication between them. Table 6 presents some of the wireless
technologies that are related to system requirements.

The following result is derived from Table 6: The technology that meets the
highest number of requirements needed by the irrigation control system based
on artificial neural networks is LoRaWAN, therefore, by using this technology
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Table 3. System requirements

SRSH

Architecture requirements

# Requirements Priority Relationship

High Med Low

Hardware requirements

SRSH1 Wireless communication stable X

SRSH2 Embbebed system analysis X

SRSH3 I/O SE X

SRSH4 Low power consumption X

SRSH5 Rx and Tx wireless transmission X

SRSH6 Wireless Scop around 520 m X

Software requirements

SRSH7 Open source X

SRSH8 Compatibility with NNA X

SRSH9 NNA software executable analysis X

SRSH10 Microcontroller library compatibility X

SRSH11 Phyton IDE compatibility X

SRSH12 Electrical compatibility X

SRSH13 Overload X

SRSH14 Moodle compatibility

SRSH15 Easy connection

SRSH16 Less RAM usage

Electrical requirements

SRSH17 VCC X

SRSH18 VDC to charge batteries X

the wireless communication system is implemented between zone 1 and zone 2,
because it allows a greater coverage compared to the other technologies listed
in Table 6. One of the devices that works under this wireless communication
technology is the RN2483 chip, which also has a reduced size, has a low power
consumption which helps to extend the life of the battery and is available in the
national market.

The physical structure of this system is formed by a wireless sensor network
taken from previous works and the control node of the electrovalve that will
be controlled by the neural network implemented in this research work, located
in zone 1 referring to the location of the alfalfa crop and zone 2 or command
zone where the ANN is implemented for the irrigation control part. Zone 1 is
composed of the following elements: Power supply, sensors needed to measure
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Table 4. System requirements

Hardware Requirements Total
value

SRSH3 SRSH5 SRSH7 SySR5 SRSH13

Arduino UNO 1 1 1 1 1 5

Arduino Mega 1 1 1 0 0 3

Raspberry Pi3 1 1 1 0 1 4

1 - Comply
0 - Not cumply

Table 5. System requirements

Hardware Requirements Total value

SRSH1 SRSH4 SRSH6 SRSH11

Bluetooth 0 1 0 1 2

WIFI 802.11 1 1 0 1 2

ZigBee - IEEE 802.15.4 1 1 0 1 3

LoRaWAN 1 1 1 1 4

1 - Comply
0 - Not comply

each of the meteorological variables, relay module, solenoid valve, the Arduino
UNO microcontroller and a communication module with LoRaWAN technology
(RN2483). Zone 2 consists of the Raspberry Pi 3 embedded system, a LoRaWAN
communication module and its respective power supply.

3.2 Results

Once the analysis and information collection for the selection of the components
that will integrate the system is done, the design proceeds with the purpose of
presenting a general vision of the system’s operation in a structured way; in
order to define the system design guidelines, the criteria and limitations taken
into account during the analysis and the system requirements that will allow
the development and implementation of the present project must be considered.
As part of the system design, the following is a block diagram, circuit diagram
and flow chart that will guide the physical and logical operation of the system,
as well as the processes to adequately develop the scripts and the automatic
learning algorithm, to subsequently carry out the unit testing phase to indepen-
dently verify each module that is part of the irrigation system based on Artificial
Intelligence, in order to guarantee its correct operation [13].

The functional process of the system is presented by means of a block dia-
gram, which allows to have a clear perspective of the functionality of the pro-
posed system. The figure below shows the general block diagram, which is sub-
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sequently divided into two stages; the first stage is formed by the collection
of environmental data, storage of such information and the construction of the
automatic learning algorithm (ANN); and, the second stage presents a feedback
of the environmental data acquisition block because these are necessary for the
functioning of the neural network in real time, since they are input data from
the neural network which will be processed by the algorithm and thus determine
whether or not it is necessary to start the irrigation process in the decision block
(Fig. 3).

Fig. 3. Block diagram

The block diagram shown below represents the first stage, developed for the
implementation of the automatic learning algorithm for irrigation automation,
the first stage consists of 3 blocks which in turn contain sub-processes; the blocks
have been drawn depending on the functions that each must perform. The figure
shows the block diagram for this stage (Figs. 4 and 5).

Fig. 4. Block diagram

The block diagram of the second stage of the system shown in figure, is pre-
sented for the purpose of publicizing the operation of the irrigation automation
system, is composed of three blocks with a small description of the functions
that each performs. The intelligent irrigation system based on artificial neural
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Fig. 5. Block diagram

networks is formed by a WSN network taken from previous works. The topol-
ogy that allows the implementation of this system is the star topology formed
by two zones, which are Zone 1 is made up of the WSN from which data on
environmental temperature, relative humidity, luminosity and soil moisture are
obtained; and the actuator node which is made up of the electrovalve; and zone 2
as a terminal station where data sent from zone 1 is received and stored. It is also
where the neural network for automatic irrigation control will be implemented,
which is the purpose of this research (Fig. 6).

Fig. 6. Block diagram

For the collection of data to train the neural network should be taken into
account the characteristics of the plant, in this case of alfalfa, for that advice
was requested to an Agricultural Engineer, who knew how to say that the alfalfa
is a plant that does not consume much water, also recommended to perform the
watering process during the night because when performing this process during
the day the water tends to evaporate much faster which takes time to hydrate
the plant, which is why it does not develop in the best way and have much
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smaller plants, instead when watering during the night you have more time to
hydrate and the alfalfa develops in a better way reaching greater size. Based on
this information the sampling is done, this cycle had a duration of 20 days with
a sampling period of 5 min. For the neural network output labels, the value of
1 is taken as activation and the value of 0 as non-activation of the irrigation
system. The data collection and the assignment of the labels is done taking into
consideration that the irrigation is going to be done during the night because
the plant has more time to hydrate itself adequately, since during a sunny day
the evaporation of the water is much faster which means that the water resource
is wasted and the plant has less time to hydrate itself.

The design of the neural network is mainly developed from three elements: the
first one is the input data that corresponds to the data collected and sent by the
node of sensors of the crop, sensors of soil humidity, relative humidity, ambient
temperature and luminosity, of all these sensors only the values of luminosity and
humidity of the soil are taken into consideration, since it is desired to carry out
the irrigation during the night; the second element corresponds to the algorithm
of the neuronal network that will be the one in charge to process the information
of its inputs and the third element corresponds to the output data in this case
a value that represents the activation (1) or not activation (0) of the irrigation
system (Fig. 7).

Fig. 7. Block diagram

Once the number of layers of the neural network and the number of neurons in
each of the layers is known, we proceed to model the neural network which can be
seen in figure, in which we have four neurons in the input layer which correspond
to each of the environmental variables measured (environmental temperature,
relative humidity, soil humidity, luminosity), in the hidden layer we have two
neurons and in the output layer a single neuron that corresponds to the irrigation
variable (on or off) (Fig. 8).



340 E. M. Olalla et al.

Fig. 8. Block diagram

The training of the neuronal network is based on the readjustment of the
weights in each of the neuron inputs, the weights are numerical values that
require the strength of synaptic link between two neurons. For this research, the
backpropagation algorithm is used, which consists of a procedure for propagating
the error from back to front, that is, it starts by calculating the error in the
output layer and then readjusts the weights attached to this last layer to achieve a
reduction of this calculated error. Then the error is calculated in the intermediate
layer and in the same way that in the output layer are readjusted the weights
of this layer in order to reduce the error, thus, have a better accuracy in the
results.

After training the neuronal network, we proceed to verify in software the
percentage of effectiveness of ANN, one of the ways in which this is done is
through the use of a confusion matrix, in which we have the number of false
positives, false negatives, true positives and true negatives (Table 7) .

Table 6. NNA confusion matrix

Confusion Matrix
Predicted

Negative Affirmative

Real Value
Negative a b

Affirmative c d

Table 7. System requirements

Confusion Matrix
Predicted

Negative Affirmative

Real Value
Negative 570 31

Affirmative 28 485
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After replacing the values in each of the corresponding equations we have
a percentage of 95.3% for the sensitivity and 93.9% for the specificity of the
artificial neural network.

4 Discussion and Conclusions

Through the research conducted, it was established which parameters influence
the development of alfalfa, and which have a direct impact on the process of
irrigation of the crop. With the information collected from the bibliographic
review, the parameters for the collection of environmental data for the training
dataset of the neuronal network were established, that is why with the research
carried out on the operation of the artificial neuronal networks it was possible to
establish the number of capable of the neuronal network, the amount of neurons
in each one of them, that is to say, it was possible to establish an ideal model
for the development of the irrigation system.

During the testing period of the irrigation system based on artificial neuronal
networks, it was necessary to implement two types of test scenarios, in order
to make a comparison at the end of the tests and thus visualize the changes
presented in the cultivation of alfalfa using traditional irrigation techniques in
comparison with the irrigation system proposed in this research. It was also
demonstrated that using artificial neuronal networks with supervised learning in
intelligent irrigation applications is a very valid and viable option as a binary
control system, even when there is a low density of data for training the neu-
ronal network since with the implementation of the irrigation system based on
artificial neuronal networks, great positive changes were achieved in terms of
crop development, since it was observed that the plants reached a larger size,
the amount of leaves was more abundant and a much more attractive green color
than the plants with the manual irrigation system.

At the same time, each of the objectives established at the beginning of
this research was met. There is an automated irrigation system that properly
classifies the data patterns that come from a network of wireless sensors that
indicate whether or not it is necessary to irrigate the crop.
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herbaceos/forrajes/alfalfa.htm
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sistemas-de-riegos-para-momentos-de-necesidad-de-ahorro-de-agua-2709

13. Lara, F.: Fundamentos de Redes Neuronales Artificiales (2014). [En ĺınea]. http://
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Abstract. Ecuador has great artisan potential that is not valued entirely within
its own territory. Hence, the need to be resolved is based on the low level of
commercialization that does not allow the Ecuadorians to foment in their desire
to acquire artisanal production, thereby obtaining, consequently, low economic
income for these people, in addition to the frustration of not feeling valued for
their work. This work presents ARTANDIC, which is a business idea and arises
as a solution in the low commercialization of handicrafts in Ecuador. This causes
a cultural and economic problem for the people dedicated to this activity and for
the country itself.

Keywords: Artisans · Crafts · Commercialization · Ecuador

1 Introduction

Crafts are any product that is made in small workshops, fundamentally with the hands,
complemented with tools and machines for commercial, artistic, or creative purposes.
In Ecuador, crafts are manifested by the conjugation of ancestral knowledge with raw
materials, which has given rise to hundreds of objects that reflect, in an extraordinary
way, the cultural diversity in each province.

The problem that arises in this work is the low commercialization of handicrafts
in Ecuador. This produces a problem both culturally and economically for the people
dedicated to this activity and for the country, since the Ecuadorian economy depends on
various sectors for its progress, one of the most important being crafts, which are linked
to the development of society, arts, and crafts.

Ecuador has great artisan potential that is not fully valued within its own territory,
so, according to this problem, the need to solve it is based on the low commercialization
that does not allow Ecuadorians to encourage the desire to acquire artisan production,
resulting in low economic income for these people, in addition to the frustration of not
feeling valued for their work (Cadena et al. 2018).

According to Diaz Cadena et al. there are SMEs that are dedicated to marketing this
type of product. Many of them keep their hangers full, except for tourist places where
most of the clients are foreigners at the time of the holiday (Díaz Cadena 2017).
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Therefore, this work presents ARTANDIC, which is a business idea and arises as
part of a solution to the problem of the low commercialization of handicrafts in Ecuador
as a problem. This produces a problem both culturally and economically for the people
dedicated to this activity and for the country. Due to the Ecuadorian economy depends
on various sectors for its progress, one of themost important being crafts, which is linked
to the development of society, arts, and crafts.

ARTANDIC aims to provide a service that helps artisans have a better marketing
option and, therefore, an income. On the other hand, it expects to make people dedicated
to crafts feel that their work is appreciated. ARTANDIC would be a company that offers
a monthly, semi-annual, or annual subscription service to Ecuadorian artisans through
a website, with the purpose of offering an option that improves the marketing of their
products and encourages the habit of buying handicrafts (Díaz Cadena 2017).

2 Methodology

In this study, we used different tools to determine how good the information was. There-
fore, we started by stating some terminologies that help us to have an understanding
related to SMEs.

2.1 Terminology

Pestel. Themethodology used to review the general environment is the Pestel analysis. It
consists of examining the impact of those external factors beyond the company’s control,
which can affect its future development. Due to this, the different environmental factors
that could affect the company are analyzed below (Pedros and Gutiérrez 2012).

Porter’s 5 Forces. The five forces that intervene in an industrial sector are based on the
main elements of the market (Baena 2003).

• Direct Competitors:A group of businesses that provide the same service or product.
• Customers: A group of buyers and sellers of goods and services.
• Providers: Group of companies that supply the production companies in the sector
with everything necessary for them to produce or offer their services.

• Substitute Products: They can appear and cover the same needs that satisfy the
products that currently exist in the market (Ana et al. 2017).

• Potential Competitors: Companies with the capacity to compete with those belong-
ing to a specific subsector are those with the capacity to enter a subsector determined
(Enrique Burbano Salazar 2016).

SWOT Analysis. It consists of carrying out an evaluation of the strong andweak factors
that together diagnose the internal situation of an organization as well as its external
evaluation, that is, the opportunities and threats (Ponce Talancón 2007).

• Strengths: Specialized skills and resources available to the company (Acosta et al.
2017).
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• Opportunities: Factors that have a positive and negative impact on the business
environment.

• Weaknesses: Factors that contribute to an unfavorable competitive position (Osorio
2009).

• Threats: Situations that come from the environment attack the stability of the
organization (Moncho Agud 2016).

Comparative Competitive Analysis. Collection and analysis of information consists
of the comparison of two or more processes, documents, data sets, or other objects.
(Tono 2011)

2.1.1 PEST

For the analysis of the macro environment, the Pestel tool was used, thus verifying the
impact and future evolution of the political, economic, social, technological, ecological,
and legal environment would have on ARTANDIC. Therefore, according to Pestel’s
analysis, the environment presents favorable factors since the trend of buying and selling
online is gaining momentum in the country. On the other hand, ARTANDIC promotes
craft activity, and this is supported by the Artisan Law in article 3. (Junta Nacional de
Defensa del Artesano 2015).

Due to the activity to which ARTANDIC will be dedicated and with the novelty of
exposing a story for each seller, it makes the inclination for the collaborative economy
work in favor of the company, since the final customer will feel pleased when buying
and has time to help a cause. Finally, environmental awareness is in fashion all over the
world and considering that this project does not pose environmental problems, it is one
more element in favor of the company.

2.1.2 Competitive Environment: Porter’s Five Forces.

For the competitive analysis, it was necessary to implement the model of the 5 forces of
Porter, since thanks to this it is possible to carry out an external analysis (see Fig. 1).

2.1.3 Strategic Elements: SWOT Analysis

Table 2 presents information for a reliable diagnosis of the internal characteris-
tics (weaknesses and strengths) and external situation (threats and opportunities) of
ARTANDIC.

2.1.4 Comparative Analysis

In the following table, you can see the things that were taken into account when making
comparisons and competing analyses (Table 3).

3 Results and Discussions

Table 1 presents the future evolution and the impact of the factors in a time range of 1
to 3 years. The factors that are marked with an X are those that apply according to the



346 A. Díaz Cadena and C. Ospina Gallego

Table 1. PEST analysis.

FACTOR
Economic: 12 months IMPACT* 1-3 years IMPACT* 3-5 year IMPACT*
Safeguards documenta on. X -1
Increase in the unified basic salary X 2 X 2 X 2
Poli cal-Legal
Organic Law for the Defense of 
Ar sans

X 2 X 2 X 2

Convocatoria para acceder a 
financiamiento de innovadores 
produc vos proyectos

X
2

Sociocultural
Collabora ve economy. X 2 X 2
La inclinación por las compras en 
línea está tomando fuerza en 
Ecuador.

X
2

X 2 X 2

Crecimiento de la población X 2 X 2
Technological
Use of the TIC'S X 2
Environmental
Environmental awareness X 2 X 2 X 2

FUTURE EVOLUTION

Rivalry between 
competitors 

Potential 
Competitors 

Providers Customers 

Substitute Products

Fig. 1. Competitive forces.
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Table 2. SWOT analysis

Strengths • ARTANDIC is a source of additional revenue for any seller who joins
ARTANDIC

• Knowledge of the business world
• Influential friends help spread the word about the new company and get at
least one supplier

• ARTANDIC allows small artisans to exhibit their art on a national level,
making them feel important

• Because of the power and influence of networks, it is simple to reach the
customer

• Appealing products
• The fact that it is a website makes it simple to capture the audience’s attention
• Customers are found through social media
• The cost of entering the business is low

Weaknesses • A low level of market positioning, as it is new and has no trajectory or
recognition

• Distrust on the part of the artisans, who believed that by selling through
ARTANDIC, they were allowing someone else to exhibit and market their
work

• Distrust on the part of the end customer when he believes that what he has
purchased will not be delivered to him

• Low sales due to skepticism about purchasing from a new company on the
market

• Scarce financial resources
• Lack of recognition in the market
• Lack of market experience

Opportunities • Thanks to the trend of buying online, nowadays, everyone does it
• This will increase demand for crafts in Ecuador
• In the future, integrate craft vendors as well
• Integrate other types of merchants
• The competition buys handicrafts to sell, which means that the costs are a
little higher. ARTANDIC will not need this procedure from the second year
on

• The use of electronic devices is increasing
• State promotion of craft work
• Constant use of social networks

Threats • There aren’t many artisan vendors
• Lack of end customers because of competition substitute
• Failure to succeed as a newcomer to the market because there are companies
with more years of experience

• It is possible that customers will misinterpret the company’s goal and
minimize it

• Prices may be exaggerated by sellers
• Technological advancements
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Table 3. Analysis of the industry-competition.

Important Variables Ecuadorian Hands Andes Artesanía Ecuador Mall.com Simirika Artesanías Folcklor Artandic

Ac vity

Sell natural ar san 
products from Ecuador to 
the rest of the world on a 

wholesale basis.  
(Minimum 24 units)

They create jewelry, 
handmade for women. 

They sell wholesale.
worldwide internet sales.

Dedicated to the 
sale of handcra ed 
items with unique 

illustra ons.

Handcra s in wood and 
tagua are for sale.

A Website that provides a service 
aimed at small ar sans offers the 

opportunity to display their 
products in a more dynamic way, 

improving their marke ng.

Target marke
Na onal but more 

interna onal.
Na onal and 
interna onal

Interna onal.
Na onal but more 

interna onal.
Na onal Na onal

An quity 3 years ( sincen 2014) 13 years (sincen 2.004)  18 years (sincen 1.999) unknown unknown 0

What products does it offer?
Shampoo, pipes (a 

smoking utensil) and cra  
beer.

Hair jewelry and hair 
accessories

Handicra s, books, 
business gi s, Christmas 
products, DVDs, flowers 

and gi s, pain ngs, 
Panama hats, silver and 

tagua handicra s, 
souvenirs, tourism, 

typical costumes and 
sports

Cushions, bags, key 
rings, purses, 

pencil holders.

Room decora on 
objects, oil pain ngs, 

tagua necklaces
Depends on cra sman

Loca on Manta Quito unknown Quito Quito Guayaquil

Price range
From $1.75 and up, it 

depends on the amount 
the customer requires.

$0.71 and up, 
depending on the 

amount the customer 
requests.

$5 to $8,000 
approximately

$6 to $50 
approximately

$15 to $50 
approximately

Depends on the seller

Delivery me

Within Ecuador's one day. 
Other countries have 

vaca ons ranging from 10 
to 15 days.

Normal mail takes 30 
days anywhere in the 

world.                  
Express service from 3 

to 7 days.

From 17 to 19 days.       
Express system from 6 to 

8 days.
unknown unknown From 1 to 3 das

Publicity
Facebook, Instagram, 

YouTube,
web, hos ng

Site web, hos ng Site web, hos ng
Facebook, 
Instagram,

Twi er. 

Facebook, Instagram,
Twi er. 

Site web, facebook,
instagran, twi er, youtube,

hos ng

Customer service

They offer customer 
service calls if any issues 

arise in the delivery 
process.

unknown
Email service for claims, 
quotes, and providers.

service via email, 
fixed and mobile 

numbers.
Email service, forum

Customer service is via email, 
calls, and an a er-sales call 

service.

Table 4. Qualitative rating scale.1

Calificación Puntuación Calificación Puntuación Calificación Puntuación Calificación Puntuación Calificación Puntuación Calificación Puntuación
Ac vity 0,10 2 0,20 1 0,1 3 0,30 1 0,10 3 0,3 3 0,30
Target marke 0,10 3 0,30 3 0,3 2 0,20 2 0,20 2 0,2 2 0,20
An quity 0,10 2 0,20 3 0,3 4 0,40 0 0,00 0 0 2 0,20
What products does it offer? 0,09 4 0,36 4 0,36 4 0,36 2 0,18 2 0,18 3 0,27
Loca on 0,06 2 0,12 3 0,18 1 0,06 1 0,06 2 0,12 3 0,18
Price range 0,10 3 0,30 3 0,3 4 0,40 4 0,40 4 0,4 3 0,30
Delivery me 0,09 2 0,18 3 0,27 2 0,18 0 0,00 0 0 3 0,27
Publicity 0,20 3 0,60 2 0,4 2 0,40 3 0,60 3 0,6 3 0,60
Customer service 0,10 3 0,30 2 0,2 3 0,30 2 0,20 2 0,2 3 0,30
Product line 0,06 4 0,24 2 0,12 2 0,12 1 0,06 2 0,12 3 0,18

1,00 2,80 2,53 2,72 1,80 2,12 2,80

Artesania Folcklor Artandic
Ponderación

Success Factor
Ecuadorian Hands Andes Artesanía Ecuador Mall.com Simirika

period, and the score that has been given to each of them has depended on the impact of
these factors for each year.

Due to the activity to which ARTANDIC will be dedicated and the novelty of pre-
senting a story for each seller, it makes the inclination for the collaborative economy
work in favor of the company. Finally, the final client will feel pleased at the moment
of buying and at the same time help a cause, environmental awareness is fashionable all
over the world, and taking into account that this project does not pose problems for the
environment, it is one more element in favor of the company.

Current Competitors. There are a lot of SMEs that do the same thing, but not the same,
which is a good thing for ARTANDIC.

1 *On a scale of 1 to 4,
1 Greatest weakness Representing, 2 Minor weakness, 3Less strength, 4Greater strength.
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Potential Competitors. The entry of new competitors is very high, since it is not dif-
ficult to identify the business opportunity that is presented in this work. In addition, the
low financial, technological, and legal entry barriers benefit these competitors. Having
said this, it can even be argued that the sellers (artisans) are the potential competitors.
This refers to the fact that the small artisans could dedicate themselves to marketing
their products on their own website, which means that they are potential competition for
the company’s business.

Substitute Product. Several companies with substitute products were identified. How-
ever, their activity is not aimed at the artisan sector.

Bargaining Power of Artisan Suppliers. ARTANDIC is a company that acts as an
intermediary and doesn’t make the product itself. There are many artisans, so it can be
said that the bargaining power of suppliers is low because there are so many people who
can help you do your job.

Bargaining Power with Customers. Artisan vendors and the final customer is identi-
fied as clients. In the case of artisans, the bargaining power with the client is low because
they are offered the opportunity to exhibit their art to the whole country, jointly making
them earn income from it. According to the market study carried out, there is many
artisans willing to market their products in another way. Due to this, ARTANDIC differs
from other companies by the segment to which they are directed, and thanks to this, it
can be pointed out that the power of negotiation with the client is positive. As for the
final client, they also have low bargaining power since they can only accept or reject the
conditions of sale. They do not have major complications or work with them. Based on
the information obtained from the SWOT analysis, it can be concluded that ARTANDIC
has the necessary tools to overcome weaknesses despite being a new company in the
market. Regarding the distrust of the artisans and the final client, it is not something
permanent due to the actions that are specified later to gain their trust. On the one hand,
thanks to a bank credit, the resources will not be limited, and the lack of recognition
has a solution thanks to the fact that ARTANDIC will make itself known through social
networks and the experience will be given over time. Considering the threats is very
important, for which a contingency plan must be in place. At this point, the most rel-
evant threat is the technological change that could occur later, for which the company
must be updated on the subject. In addition, ARTANDIC has a professional in-house,
so it can be said that it can be adapted to future changes.

The company’s strengths are beneficial in terms of the environment since offering a
benefit to artisans stimulates their capture. In addition, knowing the area of commerce
is a competitive advantage. On the other hand, the absence of social networks plays a
significant role for the company since it is currently a trend that can be used to reach
both artisans and the final customer. The products offered on the web are very attractive
due to their shape, material, and elaboration.

The opportunities that are presented in Table 2 will be fully exploited, taking advan-
tage of the trend of buying online that is increasing more and more. In the future,
integrating vendors who are not dedicated to craft activity is a benefit for many people,
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which is important for everyone because economic aid is generated through the mar-
keting of their products through the web. It would also recognize the company and give
it an optimal business image. Furthermore, state promotion is very relevant since the
national government promotes the productive development of the artisan sector.

The factors presented in Table 4 have been taken into account considering the impor-
tance that each of them has in comparison with the competition, for which a score has
been assigned to each of them. According to the data obtained, it can be deduced that
Ecuadorian Hands is one of the most direct competitions that ARTANDIC has, since the
activity it develops is similar and offers handicrafts. In addition, it has a very interesting
website, and is very inclined towards marketing on social networks; The advantage is
that this company sells wholesale, and the idea of this project is for artisans to sell their
own creations through the Artandic website.

Andes Artesanía despite the fact that it sells other articles, is its main activity. It is
a product of feminine handmade jewelry, and it has a great advantage in terms of cost.
13 years on the market.

EcuadorMall.com is a platform for handicrafts worldwide and has been in themarket
for many years, which gives it a great advantage, although for Artandic it is not a direct
competition since it is aimed at trade outside of Ecuador.

Simirika is a company that sells handicrafts made of textile materials at an affordable
price range. In addition, the differentiation of this company is due to the illustrations of
each product. Artesanías Folcklor is a company dedicated to the sale of handmade items
and stands out precisely in the products it sells.

4 Conclusions

• The business idea will be welcomed by artisans due to the need to better market their
products.

• According to the Pestel analysis, the environmental factors are favorable to
ARTANDIC. It will help for new projects in the country is also being encouraged,
which means that the project can be paid for through this method.

• The segment to which this idea is directed is a differentiating factor, which is why it
can be predicted that this project will be well received.

• The business idea addresses the needs of artisans, who, as previously stated, do not
have the habit of purchasing this type of product due to the low commercialization of
crafts, resulting in low sales for the artisans.

• It is important to note that ARTANDIC reaches out to the craftsman as a solution to
his problem, as the company provides him with the opportunity to sell his products
in a unique and dynamic manner.

• To sum up, the project is new because it’s for a new group of people and because it’s
going to be done in a new country.

• To conclude, the solution to the problem posed is good.
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Abstract. The COVID-19 disease, caused by the SARS-CoV-2 virus, strength-
ened professional training and certification processes and integrated industrial
processes for professionals. As a viable solution for fortifying education in the
COVID-19 era, it comprises the integration of Open Adult Learning Courses on
the Internet and their integration with information stored on digital educational
platforms. This work aims to establish, through the integration of Open Online
Courses and digital platforms, a set of steps for improving the quality of online
courses in the teaching-learning process. The Delphi with expert criterion method
assesses the effectiveness of integrating open online courses and digital platforms
for quality assurance. The time factor is critical for laying the groundwork for
integrating Open Online Intensive Courses and digital learning platforms. It is
concluded that without measuring results, the success of integrating open online
courses and digital platforms for quality education cannot be measured.

Keywords: Learning ·Massive Open Online Courses · Digital platforms

1 Introduction

Today, COVID-19, a disease caused by the SARS-CoV-2 virus, has resulted in unprece-
dented levels of human suffering, social agitation, and economic harm, putting various
social activities, such as active participation in schools, on hold.Many elements have had
to be changed due to this situation, and they are still evolving at a vertigo-inducing rate.
Many social and economic factors have been able to continue to evaluate the difficulties
that have arisen in the workplace and in daily life because of the transformation caused
by the Internet and new technologies, to alleviate the world’s current crisis. The adapta-
tion to insurmountable changes caused by the presence of the COVID-19 has also been
for universities, particularly for professors, who have had to adapt to relinquishing the
presence of the educational and pedagogical process to assume these processes online.

Working online is a challenge for educational innovation, which has resulted in the
strengthening of professional training and certification processes with a focus on the use
of information and communication technology (ICT). In the current crisis, people have
been using the ICT to help people get better at their jobs and use the information stored
on digital educational platforms more efficiently. This is done through the integration of
Massive Open Online Courses (MOOCs), which help people get better at their jobs and
use the information stored on digital educational platforms more efficiently, according
to their needs and interests [2].
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MOOCs have established themselves as one of the major trends in e-learning after
being positively received by students and various higher education institutions (HEIs).
The literature review demonstrated that MOOCs can be applied in different courses,
the number of users is increasing, and they can deliver benefits to both students and
companies. However, not all MOOCs performed well, and there is much debate about
ways in which to attract more students. Using MOOCs, it is possible to decentralize
the process of teaching and learning, which means that it will be more visible around
the world, and in the current context, it has been done in a significant way in online
education because it is organized academically. As a result, the process of teaching and
learning will be structured by units of study, where the access to information for this
organization will be done from the platforms. MOOC platforms provide clarity on the
content and facilitate the interconnection of knowledge among students and teachers.

The process of integrating MOOCs with digital platforms requires continuous learn-
ing, preparation, and supervision by a professional on a permanent basis to manage with
quality the information required to be used for imparting online education. This will lead
to the integration of massive means of tools, platforms, and technology into education.
The information contained in digital platforms and manipulated via the web constitute
well-defined models of information-handling on the internet. These platforms have been
solidified through mechanisms for their integration with the goal of establishing them-
selves as a technological tool that contributes to knowledge management in educational
activities. In this sense, the importance of platforms should not be underestimated [2].

According to the cited authors, integrating web services like semantic web with
MOOC is advantageous because both have plausible technological mechanisms for inte-
grating and constituting an appropriate technological platform for education in HEIs. It
is possible to work in a coordinated manner thanks to the integration of the semantic web
andMOOCs, as this integration aims to facilitate resource localization through semantic
metadata, which describe data content, meaning, and relationships, which leads to com-
munication between systems and programs, which conforms to the use and reutilization
of resources.

The entire process related to MOOCs has meant a revolution in access to self-
improvement, on the one hand, MOOCs allow training to be extended and comple-
mented throughout a person’s life, offering opportunities for continuous recycling of
their knowledge and an improvement in their job prospects. On the other hand, MOOCs
have been gradually incorporated into the digital strategy of many HEIs, as a form of
visibility, or as a complement to the traditional programs of study [1].

The adoption of MOOCs across the world and in different countries has been very
different. According to [14], the incorporation of IES with MOOCs in Latin America
began late in 2016, and the rate of MOOC production was between 4 and 5 times slower
than in Europe at the time [14]. However, with the presence of the COVID-19 in 2020,
theMOOCswill have to be used by nearly everyone in the world for one or more actions.

MOOCswere already well-established in the educational context, and specifically in
Latin American countries such as Ecuador, Chile, Peru, Salvador, Bolivia, Guatemala,
and Colombia, they helped to strengthen the professional development and training
processes of professionals who take on the challenge of online learning and education,
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mediated by digital platforms such as SemanticWeb to manage the information required
in time.

MOOCs are a medium that requires different technological, didactic, and tutorial
skills from teachers to successfully face the process of teaching – online learning in the
COVID-19 era. In this context, there are a variety of issues to consider when registering
for a MOOC, as evidenced by McAuley, Stewart, Siemens, and Cormier, such as logis-
tical, technological, educational, and financial challenges that educators must overcome
[15].

According to Kiers and Jorge, one of the main differences is the large number of
students that canfill aMOOC; this, at first glance, is a disadvantage thatmust be overcome
by integrating various resources that promote higher levels of commitment, motivation,
and learning, thereby avoiding course abandonment through MOOCs [12]. For this
reason, MOOCs aren’t used to interact with students at the Peninsula de Santa Elena
State University, Ecuador. Instead, the platform Moodle is used to guide and prepare a
small group of people, who are the professors who face the challenge of online teaching
and learning. It also helps manage the information needed for the strengthening of
knowledge.

Developing the necessary skills in teachers to face the potential of new technologies
and their application in education is a task that requires effort and practice [9]. It is
important to make clear what you are going to learn in the course at the Peninsula de
Santa Elena State University, Ecuador. This is because the process of learning will be
done online through Moodle, and this must be done in the teacher’s preparation that is
done through MOOCs, which must be designed and approved.

The instructors who are being trained must choose the content of the courses as
well as compile all available materials from MOOCs and their integration with digital
platforms, such as the university’s SemanticWeb in the case of a study, before distributing
them in accordance with the topics proposed in the courses. In a process divided by the
constraints that one and another platform possesses, which are used as a university
case study strategy to achieve different goals in terms of ensuring educational quality
and controlling pedagogical management to contribute to the learning of teachers and
students.

The study by Sammour and his coworkers says that one way to try to solve the
problem of choosing the content of the courses and putting together the material from a
MOOC is to integrate them with different types of technology and trends. This means
that the information from the MOOC should be integrated with information found in
portals, repositories, and especially with the information found in a MOOC [18]. These
platforms and semantic web can improve content discovery, accessibility, visibility, and
repurposing, and thus contribute to the quality of MOOCs.

The use of the web for information retrieval on the internet is widely used in commu-
nication, commerce, entertainment, and business, among other things [2]. Web services
have been established as an essential technology for Internet collaboration, and their
use is advantageous for addressing topical issues in MOOC courses, as demanded by
training professionals.

It is possible to work in a coordinated manner based on the information requirements
for an instructional process involving high-quality learning required for professional
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development by integrating Semantic Web and MOOC, which describe the content,
meaning, and relationship of the data, which leads to the communication between sys-
tems and programs and enables the use and reutilization of resources that are available
on the web.

According to Sammour et al., using a Web semantic based on ontologies facilitates
personalization of MOOC learning because, through the ontologies, a semantic web
presents a focus based on the semantic representation of knowledge of the disciplinary
area that is required for a continuous process of learning [10]. The proposal is based on
the use of ontologies, which is part of the fact that the professors who are involved in the
online learning–advancement process have varying levels of education based on their
needs or preferences, which is advantageous for a high-quality learning–advancement
process.

The MOOC are monolithic and closed in data management, which means that inter-
changing, reusing, and recovering learning materials from different courses is difficult.
In this context, they propose a change in relation to the MOOC, that is, that these Open
Online Courses be connected to form a LOOC (LOOC, Little Open Online Course)
[23]. This refers to a new generation of MOOCs that is supported by formal semantic
interoperability using semantic web and online social networks [21].

The newMOOC generation vision is important because users and, more specifically,
the professors who form the online learning process can access different MOOC courses
that are relevant to what they are looking for and their educational interests, which is
necessary to avoid content duplication. LOOC, as a new generation of MOOCs, is easily
integrated into the Semantic Web, given that only groups of a hundred students can
participate in LOOC courses, which means that the massiveness decreases and, in this
way, the preparation of the courses is better controlled. From the didactic and pedagogical
point of view, given the interoperability that arises between teachers, which is useful to
produce educational materials, so that they are adapted to the objectives set and that they
are not repetitive [3].

In MOOCs and LOOCs, the level of learning acquired by those who access the
courses supported in this modality should be considered, which makes it feasible to
evaluate the level of professional competencies acquired. In this regard, it is consid-
ered that the learning sequences should not only be based on the existing content in
MOOCs, which provides knowledge, but also on the learning development of teach-
ers who are trained for the online teaching-learning process that takes place during the
current pandemic [11, 13, 19, 20].

For all these reasons, it is essential to approach MOOC research from different
perspectives given the need for integration between MOOCs and digital platforms for
a quality teaching process as required by current educational contexts, to enable the
massive online learning of professionals who are trained to undertake the learning of
online students in a meaningful way. To this end, an analysis of the pedagogical and
technological design is conducted through the learning expectations of professionals in
training.

The rationale for the integration between MOOCs and digital platforms, specifically
with the Semantic Web in the teacher training process, requires changes in the learning
paradigm, which is now based on the use of ICT, which leads to transformations in
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educational schemes, transformations based on the necessary standards that contribute
to pedagogical quality evaluations [7]. Previous studies have shown that the evaluation of
the pedagogical quality ofMOOCs requires indicators related to pedagogical, functional,
technological, and technological factors [7, 8, 17, 22].

In the previous studies, it is highlighted that another of the indicators to be considered
is the time factor, since this factor is the most critical and has a direct impact on the
pedagogical quality and training through MOOCs. For this reason, it is appropriate to
analyze the time factor to know the importance it has in the process of integration of
MOOCs and digital platforms as required by current educational contexts, to enable
massive and online learning of professionals who are trained to undertake the learning
of online students in a significant way in COVID-19.

2 Methodology

For the analysis of the rationale for the integration betweenMOOCs and digital platforms
for the achievement of quality teaching, as required by current educational contexts, of
teachers who are trained to undertake online student learning in a meaningful way in
the times of COVID-19, it was conducted through the double-round Delphi method.
For this purpose, a set of indicators was selected based on the studies of [7]. Once the
set of indicators has been selected, they are evaluated and validated by selected experts
from the Peninsula State University of Santa Elena, Ecuador, who are involved around
educational technology and who are responsible for providing learning opportunities
to teachers through the information contained in the semantic web and in the MOOC
built for this purpose. The indicators are analyzed using the Delphi method with expert
criteria, which consists of selecting a group of experts who are asked for their opinion on
issues related to the future and carrying out successive anonymous rounds that guarantee
the autonomy of the participants. The predictive capacity of this method is based on the
systematic use of an intuitive judgment made by all the experts [4].

2.1 Instruments and Procedure

For the analysis, the design of the syllabuses of the professorswhowere prepared through
MOOC courses to face online teaching and learning during the current pandemic was
taken into consideration, which was analyzed by the selected group of experts. The anal-
ysis considered the use of the information hosted on the semantic web of the referred
university with the objective of promoting interaction between the courses and the par-
ticipants, thus favoring the use of social networks by the teachers in training. Based on
the set of indicators selected, a quality questionnaire was designed, which consisted of
closed questions that assessed five indicators on a 4-point Likert scale. For the analysis,
the indicators were classified into 20 subcategories related to pedagogical, functional,
technological, and time factors.

2.2 Participants

Thirty teachers who were experts in e-Learning and ICT at the Peninsula de Santa
Elena State University, Ecuador. They were asked about the types of MOOCs, types
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of educational resources, types of storage and use of information, types of learning,
tasks and forms of evaluation, and the functions and roles of teachers, in the instrument
applied.

The questionnaire designed was addressed to teachers who will be prepared through
MOOC courses to face online teaching and learning during the current pandemic. It was
composed of 15 questions, which collected verbal data, teacher updating, expectations,
and opinions about MOOC courses and their integration with the Semantic Web. To
obtain the evaluation of indicators related to pedagogical quality, another questionnaire
applied to the same expertswas designed to find out the importance ofMOOCs integrated
with the Semantic Web in terms of teacher preparation, professional development, and
educational management, based on the use of technology as a strategy for updating
teachers in the teaching-learning process.

2.3 Instrument Validation

Both instrumentswere validated for reliability and internal consistency usingCronbach’s
Alpha. The basis for the application of Cronbach’s Alpha was consulted in published
case studies by [5] Eq. 1 was used to apply Cronbach’s Alpha Coefficient.

α = K

K − 1
[1−

∑
Si2

ST2
] (1)

where:
K: is the number of items.
Si2 : Sum of variances of the items.
ST2 : Variance of the sum of items.
α: Cronbach’s Alpha coefficient.

3 Results

The results obtained when applying Cronbach’s Alpha technique to the instruments
designed were 0.78 and 0.76, respectively, which shows a high level of confidence in the
instruments. When applying the Delphi method, the results obtained indicate that the
quality of the MOOC integrated into the Semantic Web in the training and professional
improvement processes, and especially the integration between industrial processes for
professionals, should consider pedagogical, technological, and functional factors. The
experts significantly value the indicators related to the time factor because this factor is
strategic in the online training process and throughMOOCs integratedwith the Semantic
Web.

The time factor needs to be addressed by ICT specialists and, in particular, by design-
ers, due to the direct impact that MOOCs and the integration of digital platforms such
as the semantic Web have on the adequate preparation of professionals who are trained
to face the online teaching-learning process, a process that requires quality in order to
assess the educational problem in the face of the current pandemic that is sweeping the
world (see Fig. 1).
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Fig. 1. Analysis of pedagogical, functional, technological, and time factors for the quality of
MOOCs and their integration with digital platforms in professional training processes.

The evaluation of indicators related to pedagogical quality and the importance of
MOOCs integrated with the Semantic Web in terms of teacher preparation, professional
development, and educational management, based on the use of technologies as a strat-
egy for updating teachers in the teaching-learning process, showed that for professionals
in training, the time factor in learning is fundamental. This factor has a significant impact
on the development of professional competencies since time-related management com-
petencies contribute to the self-regulation of both professionals in training and members
of a group of professionals in training (see Fig. 2).

Fig. 2. Analysis of educational quality and factors affecting the integration ofMOOCs and digital
platforms in the professional preparation process.

Education through MOOCs, e-Learning, b-learning, and other platforms has auton-
omy that develops from the interest and insight of professionals in training who decide
to delve into adequate learning to provide quality education and not to err between the
face-to-face and online modality. According to the results obtained, it is based on the
integration between MOOCs and digital platforms, the set of steps for strengthening the
quality of online courses in the teaching-learning process.

The rationale for the set of steps for strengthening the quality of online courses in the
teaching-learning process is based on the criteria suggested by [6], where pedagogical
and technological fundamentals to be considered in the online training process, through
any digital platform, are contemplated. The steps to be contemplated are:
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1. Set goals
2. Set course content
3. Select the material
4. Set the course format
5. Define activities
6. Define the evaluation
7. Sequencing learning

4 Conclusions and Discussion

In thiswork, theoretical foundations related to the use of information and communication
technologies were addressed, which are premises for the adequate achievement of the
teaching process during the crisis caused by COVID-19, a disease caused by the SARS-
CoV-2 virus, where MOOCs and their integration with the various digital platforms
existing in HEIs were analyzed for the training and professional development processes
of teachers who faced the online teaching-learning process. Specifically, the integration
of MOOCs with the Semantic Web as an information support of the Peninsula de Santa
Elena State University, Ecuador, was analyzed for this research.

It was evidenced that for the strengthening of teaching in times of COVID-19, the
integration of Massive Open Online Courses and their integration with the information
stored in the educational digital platforms is a viable solution. The integration ofMOOCs
and digital platforms for a quality teaching process, as demanded by current educational
contexts, was based on the integration of MOOCs and digital platforms to enable the
massive and online learning of professionals who are trained to undertake the learning
of online students in a meaningful way.

The rationale for the integration between MOOCs and digital platforms for a quality
teaching process, as required by current educational contexts, included the development
that exists in terms of ICT, in the learning process of professionals who are trained, and
aspects of pedagogy and technology were considered.

The analysis of the indicators related to the pedagogical and technological founda-
tions that enable massive and online learning of professional training through MOOCs
was carried out because of 20 subcategories related to pedagogical, functional, techno-
logical, and time factors. It was found that the time factor was the one with the highest
score, which is an important factor that contributes to the design of adequate strategies
for a quality teaching-learning process.

Without measuring the results obtained, it is not possible to evaluate the success of
the integration of MOOCs and digital platforms for a quality teaching process. The set
of steps established to strengthen the quality of MOOCs integrated with the Semantic
Web favors the massive and online learning of the professionals being trained.

According to Montes, Aguilar-Rosales [16], ICTs in support of distance educa-
tion models in higher education, and specifically MOOCs, represent a new educational
modality that has made its way into international knowledge communities, seeking to
provide educational opportunities through an accessible technological option to increase
the professional development of any type of participant. These courses have had a mas-
sive impact on the professional development of thousands of people by providing a
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distance education option that offers learning and knowledge facilities that could not be
obtained in the same way in a classroom.

The use ofMOOCs in the professional training of teachers facing the online teaching-
learning process in the time of COVID-19 opens a door to the opportunity for continuous
improvement, giving teachers a space for the construction, improvement, and reaffirma-
tion of knowledge to increase their professional skills to achieve full development in
their daily work. The use of digital platforms and MOOCs in the professional train-
ing of teachers facing the online teaching-learning process seeks to supply the spaces
that the curriculum has left free to reinforce the knowledge of both students and teach-
ers in training, making this technological tool an opportunity for growth and innova-
tion that provides a wider field of action for a profession increasingly in demand for
professionalization.

5 Limitations and Prospective

This study, from the analysis carried out, offers convenient results and conclusions that
contribute to the knowledge and formation of professional competencies in the use
of digital platforms for the online teaching-learning process in times of COVID-19,
which should be strengthened, not only for the times of pandemic, but also to promote
distance learning as a development practicewith appropriate technological infrastructure
to transfer useful knowledge to society. It also invites us to continue deepening this line
of research.

The very concepts of MOOCs, the semantic web, digital repositories, and educa-
tional platforms that have been mentioned in this research, and their relevance to the
competencies to be acquired, are in a phase of delimitation both from a technological
perspective and from the perspective of applied research and training.

There continues to be a digital divide and a lack of opportunities to enjoy these study
modalities, specifically to acquire useful knowledge for the development of society.
There is a lack of solidity and reflection in the diagnoses on the use of these resources,
from the benefits and arguments that they present, to help manuals and the availability
of competencies to apply in their use.

Therefore, we suggest analyzing the rationale behind the integration between
MOOCs and digital platforms and the set of steps for strengthening the quality of online
courses in the teaching-learning process.
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Abstract. Traditionally, the control actions of promotion indicators inEcuadorian
universities have been reduced to those that year coordinators carry out to revert the
results, essentially centered on the information that the attendance and promotion
cuts offer. The control of vertical efficiency, associated with a student cohort, is
also limited in terms of diagnostic, prognostic, and intervention facilities. For
this reason, the objective of this research is to measure the control of promotion
indicators by making use of the information contained in the semantic web, based
on ontology, implemented in Ecuadorian universities.

Keywords: Promotion indicators · Academic efficiency · Vertical efficiency ·
Student cohort · Semantic web

1 Introduction

The incorporation of Information and Communication Technologies (ICT) has created
new ways to measure the control of promotion indicators in Ecuadorian universities,
specifically those implemented on repositories and semantic web digital portals [4]. The
semantic web is a thriving area at the confluence of artificial intelligence (AI) and web
technologies that proposes to introduce explicit descriptions of the meaning of resources
to allow the machines themselves to have a level of understanding of the web sufficient
to take over a part of the costliest, routine, or physically unmanageable, of the work
currently performed manually by users who browse and interact with the web [7].

As a result of theweb’s current state and limitations, there is interest from the business
world, the public sector, and academia in transforming the web into a useful instrument
capable of measuring any process [2]. The semantic web is widely regarded as a critical
instrument for advancing the information society. Nowadays, practically everything is
represented in somemanner on the web, which makes it easy to locate information about
almost anything using a competent search engine. On the other hand, the web enables
us to carry out our everyday tasks with remarkable ease, economy, and efficiency.

The semantic web, as referred to [5], proposes to overcome the limitations of the
current web by introducing explicit descriptions of the meaning, internal structure, and
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global structure of the contents and services available on the web. In response to the
current web’s implicit semantics, chaotic growth of resources, and lack of a clear orga-
nization, the semantic web advocates classifying, structuring, and annotating resources
with explicit machine-processable semantics.

The semantic webmaintains the principles that have made the current web a success,
such as the principles of decentralization, sharing, compatibility, maximum ease of
access and contribution, and openness to growth and use not foreseen beforehand. In
this context, a key problem is reaching an understanding between the parties involved
in the construction and exploitation of the web: users, developers, and programs of very
different profiles. The semantic web rescues the notion of ontology from the field of
artificial intelligence as a vehicle to meet this objective, not only providing access to
content, but also offering interaction and services [10].

Due to the implementation of the semantic web in Ecuadorian universities, it is now
possible to quantify the impact on promotion indicators, particularly those relating to
academic and vertical efficiency, to ascertain the primary causes of poor teaching results
and intervene in the training process via periodic sampling [4].

The formative process is characterized by the holistic and systemic integration of
teaching and learning of all its components, together with the qualities of assimilation,
depth, and structural levels in its three dimensions: educational, instructive, and devel-
opmental. It starts in an educational institution and is projected into society, with the task
of educating man for life from social commitments, being able to face new situations
and problems that arise and solve them to transform society [3].

The control of student cohort promotion indicators will support the control and
evaluation of learning in themanagement of educational processes [4]. By semantic web,
it is possible to measure the control of promotion indicators of Ecuadorian universities
as a selective process, since it is not necessary to act on all parameters, but only on
those that essentially determine the need that is required, monitoring the searches for
the contents made by students through the web and with efficient search engines [1].

Adequate control contributes to decision making to influence the object (subject-
object) directed, oriented, and guide the rectification of the detected deviations.However,
it should not be lost sight of the fact that it is also possible to detect results through
the different controls carried out, which, due to their positive relevance, deserve to be
disseminated and generalized [6]. Regarding themanagement of the educational teaching
process (PDE), in its control dimension, in Ecuadorian higher education institutions, this
has been characterized by the application of budgetary controls due to governmental
requirements for monitoring educational expenditures and to the financial control norms
assumed by these institutions in different areas [13, 14, 19].

Therefore, control must be a tool that is always applied, exercising a regulatory
function, since, through the control function, successes and failures will be detected at
the precise moment they occur [16, 17].

1.1 Semantic Web Based on Ontologies for the Control of Promotion Indicators
of Ecuadorian Universities

The simplest and best-known definition of ontology applied to the computing envi-
ronment by Gruber [11], where an ontology is defined as an explicit specification of
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conceptualization. For AI, what exists is what can be represented. The ontology serves,
in essence, to communicate. This utility applies at all levels: humans, machines, and
computer systems and their design.

Ontologies are a step to try to reduce or eliminate terminological confusion and
to achieve a shared understanding. Understanding or comprehension can function as a
framework to unify different points of view and serve as a basis for a common language,
as is the case when they serve to establish communication between people, with inter-
operability that is reusable and has consistency [8]. The construction of ontologies for
the control of promotion indicators of Ecuadorian universities is based on universally
applicable techniques, according to scholars of knowledge representation [9].

Ontologies reduce terminological and conceptual confusion by providing a unified
framework within an organization. For this reason, an ontology-based semantic web for
the control of promotion indicators of Ecuadorian universities facilitates understanding
and communication between people with different needs and points of view originating
in their own contexts [1]. This can be applied to two very specific utilities: to the different
vocabulary used in different parts of an organization for the same concepts, on the one
hand, and to the representation of the software system used in the organization, which
will reflect that terminology.

An ontology for the control of promotion indicators of Ecuadorian universities facil-
itates the analysis of the contents that students use in their study schedules. So, this
is part of the advantages of the use of ontologies in general (not only in the Semantic
Web) because they facilitate the simultaneous interrogation of very different databases,
allowing the free and independent development of these [1]. The ontology provides
terminology to describe contents and axioms, specifying what the hierarchy, associa-
tion, and general relationship relationships (following the terminology of the standard
on monolingual thesaurus construction) of a given term are. In web portals, there is
information that is usually indexed by the portal managers, who group them into large
classes with subclasses. Other content is organized by tagging it for proper retrieval, or
simply by metatags that identify the subject of the content [15].

The interest in using semantic web-based on ontologies for the control of promotion
indicators of Ecuadorian universities lies in the possibility of reproducing or predicting a
phenomenon [15]. For this reason, the semanticweb based on ontologies has been used to
predict the behavior of promotion indicators in Ecuadorian universities and, in particular,
in the Peninsula State University of Santa Elena, in order to control the phenomenon of
academic failure in the formation of professionals in higher education and, at the same
time, this process is monitored, to intervene early with the causes that most affect the
problem and thus raise the rigor and effectiveness of the teaching-educational process
to increase the efficiency of the school cycle [12][12].

The use of an ontology-based semantic web is a crucial aspect from both a scientific
and an applied point of view [15]. To the extent that it can be determinedwhat it produces
using semantic web based on ontologies for promotion indicator control, it will be easier
to adapt to all Ecuadorian universities. In terms of application, understanding how to
use a semantic web based on ontologies can be extremely beneficial in diagnostic and
problem-solving processes [4].
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Measuring the control of promotion indicators of Ecuadorian universities aims to
bring together a varied set of knowledge disciplines with the objective of making clearer
the nature of the processes based on the use of the semantic web. The semantic web for
the control of promotion indicators will be performed on the basis of the use of AI tools,
in particular, making use of ontologies, with the purpose of making changes in the ways
of doing and allowing decision-making to be carried out when including actions to be
carried out in the control of promotion indicators in the teaching-educational process,
whose actions aremediated or achieved through the use of technologies that have specific
learning objectives.

2 Materials and Methods

Different methods were used for the development of the tasks, foreseeing, as a result
of their application, the fulfillment of the tasks and, consequently, the objective of this
research.

The historical-logical method was used in the analysis of the bibliography and in the
determination of the main manifestations, particularities, tendencies, and regularities of
the measurement process of the indicators of promotion of the Educational Teaching
Process (PDE) in student cohorts of higher education in Ecuador. Establishing a histor-
ical sequence of the process from its study allowed us to establish the conceptual and
categorical framework of the same.

As a procedure of the theoretical methods, analysis-synthesis and induction-
deduction were used in the interpretation of the documentary information to obtain
the tendencies that characterize the behavior of the control of promotion indicators of
the PDE in student cohorts of higher education in Ecuador. The empirical methods used
were as follows:

• Document review. Its objective was to analyze the documentary information regard-
ing the control of the indicators of the teaching-educational process, to allow the
diagnosis of the same in student cohorts, of higher education in Ecuador.

• Survey. It was carried out among the teachers at the School of Systems and Telecom-
munications of the Peninsula de Santa Elena State University in Ecuador, whose
objective was to learn about the problematic situation and make them participants in
the solution thereof. It was applied to a total of 65 teachers.

• Focus session. It was used with the objective of pointing out elements heard orally,
related to the control of the indicators of the teaching-educational process to diagnose
and predict the behavior of such control in student cohorts of higher education in
Ecuadorian universities. This instrument is applied in the School of Systems and
Telecommunications of the Peninsula de Santa Elena State University in Ecuador,
involving a total of 10 teachers.

3 Results and Discussions

The triangulation of the information collected resulted in the following conclusions:
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1. The physical infrastructure available in Ecuadorian higher education, particularly
at the Peninsula Santa Elena State University, demonstrates that it is possible to
use a semantic web based on ontology to measure and contribute to the control of
promotion indicators in student cohorts of the Educational Teaching Process (PDE).

2. Teachers from the referred university’s Faculty of Systems and Telecommunications
demonstrate favorable training and attitudes toward the use of semantic web-based
ontology for the control of promotion indicators in PDE student cohorts.

3. There is a favorable environment to achieve innovation in the control of promotion
indicators in student cohorts of the PDE. This could be verified through the instru-
ments applied in the diagnosis carried out for this research in the Faculty of Systems
and Telecommunications belonging to the Peninsula State University of Santa Elena.

The verification of the variables of the object made it possible to know:

1. The existence of an adequate technical endowment that exists in Ecuadorian higher
education, to be able to use a semantic web based on ontologies as a technological
tool for the control of the promotion indicators in the formation of professionals.

2. Actors of the teaching-educational process can intervene in a timely manner to reach
the correct decision-making that contributes to making the correct control based on
the promotion indicators that are measured in the student cohorts.

3. The application point of view in the production and use indicators were considered
with the objective of obtaining satisfactory results to carry out the control of the
promotion indicators.

4. The introduction of technological products that allow diagnosing, predicting, and
intervening in the student cohorts of higher education in Ecuador will produce favor-
able changes in the Ecuadorian educational system,whichwill constitute a process of
technological innovation in the training of professionals in the teaching-educational
process from the perspective of optimization of time, resources, and scientific.

The analysis carried out through the instruments applied at the Peninsula de Santa
Elena State University allows analyzing the behavior of the current state of the reality
that needs to be transformed. The use of a semantic web based on ontology for the
management of the control of the indicators of promotion of the Educational Teaching
Process (PDE) in student cohorts of higher education in Ecuador will be carried out
with the goal of mediating managers’ interaction with information via means and/or
technological tools. The purpose of this project is to mediate the interaction of man-
agers with information, through technological means and/or tools, that allows opening
communication channels and creates a relationship in which they learn how to diagnose,
predict, and intervene in the formative process, specifically by analyzing the promotion
indicators in different periods and with the purpose of seeking the good development of
the educational process in society.

4 Conclusions

The evaluation of academic performance in student cohorts does not explain by itself
its true dimension since it is influenced by different factors, there are diverse causal
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relationships, and different types of implications are produced, hence its complexity.
However, the analysis of the quantitative dimension of these manifestations can be an
initial and approximate point of reference, which provides valuable primary information
to know the academic behavior of the students and of their transit through the system,
evaluating-from one of the edges-what is happening in the formative process and its
results, as well as the capacity of the system itself to achieve the permanence of the
students, all of this supported by empirical analysis. Thus, we can conclude by stating
that:

• The use of a semantic web based on ontology for the management of the control of
the PDE promotion indicators in Ecuadorian higher education student cohorts can be
viewed as a mechanism that allows correcting deviations of the promotion indicators
through quantitative and qualitative indicators within the social context in which they
are working, obtained from diagnoses made in the teaching-educational process, to
achieve the fulfillment

• The importance of control in these terms of complexity lies in the impact it has on
promotion indicators since its application can reverse or adapt the system of training
objectives in the efficiency of the teaching-educational process.

• The goal is to mediate the teaching-educational process by ontology-based seman-
tic web technologies and the control of promotion indicators in student cohorts, to
diagnose, predict, and intervene on the major causes affecting the training process.
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Abstract. The recognition of the plurinational, intercultural, pluricultural, and
multiethnic condition of the countrymakes it necessary to seek coordinationmech-
anisms between institutional health care and the traditional practices of the dif-
ferent communities of the country. Culturally appropriate childbirth care involves
the care of the mother and the newborn and seeks to incorporate into its practice
not only the classic characteristics of care in free position, but also a set of actions
and attitudes aimed at increasing access by communities, people, and indigenous
and Afro-Ecuadorian nationalities to institutional childbirth care, as well as other
demands from various social movements that demand humanized childbirth care.
For this reason, in the present work, a sensitivity analysis was carried out on the
evidence in Bayesian Networks of the elements of humanized childbirth care from
the perspective of health personnel, which is useful to verify the standards of the
application of culturally appropriate childbirth in areas of support decision-making
for continuous improvement in childbirth care processes.

Keywords: Sensitivity analysis · Bayesian Network · Humanized childbirth ·
Decision making · Delivery care · Maternal and newborn care

1 Introduction

Labor from another perspective of care, such as raising awareness of the health team
based on managing the experiences of pregnant women in a sensitive manner and focus-
ing on their emotional sphere and the adaptation of the institution, is considered in Latin
America, childbirth humanized. From the perspective of health personnel, delivery with
humanized characteristics will be carried out according to the needs of the pregnant
woman.

Humanized childbirth requires an environment of tranquility and security where the
role of health personnel is immersed. These personnel play a primordial role in relation
to humanized childbirth. Due to their training, they must have an active listening focused
on managing the emotions of the pregnant woman. Humanized childbirth is currently a
model of childbirth care that considers the opinions, needs, and personal spheres of the
pregnant woman and her family, in which the satisfaction of the woman in her spiritual,
psychological, and social spheres prevails [4, 12].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Zambrano Vizuete et al. (Eds.): RITAM 2021, LNNS 512, pp. 369–378, 2023.
https://doi.org/10.1007/978-3-031-11295-9_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-11295-9_28&domain=pdf
https://doi.org/10.1007/978-3-031-11295-9_28


370 H. Lara Gavilanez et al.

The author refers to the fact that the environment required for humanized childbirth
must bewarm, comfortable, and non-medicalized. In the intervention of the professional,
it is proportional to the needs that occur, to avoid the appearance of adverse events due
to the administration of medications or environmental stressors.

The humanized care of childbirth includes the care of the pregnant woman from the
observation of a series of attributes to allow a satisfactory experience of labor and deliv-
ery, which prevents the pregnant woman from generating feelings of loss of autonomy,
loneliness, misunderstanding, and perception of danger during or at the time of labor.
In this process, different alternatives are carried out, such as maneuvers, positions, the
implementation of music in childbirth, and even the adaptation of rooms for labor by
providing comfort to the pregnant woman [15].

The accompaniment in labor constitutes a permanent education to understand the
importance of humanized childbirth, and it is the health personnel, in particular the
nursing personnel, who require continuous training so that this process is effective and
pleasant for the pregnant woman. Humanized childbirth is a gradual and continuous pro-
cess that acts in the transformation of the care model of childbirth through the behaviors
and attitudes of the health team and family members. Permanent education constitutes a
different practice that considers the ethics and benefits of the pregnant woman in human-
ized childbirth in an accurate way. By articulating scientific knowledgewith the practices
and rights of the pregnant woman, it generates and settles new knowledge according to
personal and institutional needs for good maternal health [8, 25].

Regarding health personnel, and in particular nursing personnel, humanized child-
birth consists of special care for the pregnant woman to convey confidence and security
in the delivery process. In this regard, it should be noted that nursing has had the respon-
sibility of care over time [1, 6, 14, 19, 22] where attitudes and care practices distinguish
nursing staff from contributions from other disciplines [18].

Not being clear about this mission and the relevance of this task means not under-
standing the purpose of nursing as a profession. There are nowmore and more places for
professionals to play a role in people’s well-being, including in humanized childbirth,
disease prevention, and health recovery. The most important thing is that people now
know that professionals help people who are sick or at risk not only to cure them, but
also to comfort them, take charge of the effects of the disease on them, and help them
improve their abilities [2].

Humanism as a vital attitude based on an integrating conception of human values
means holistically valuing the humanbeing and the humancondition. That iswhyhuman-
ism is related to generosity, compassion, and concern for the valuation of attributes and
human relationships [7, 10]. When analyzing the meaning of the word “human” is to
be compassionate, pious, tender, and understanding, and that the act of humanizing is
the action of softening, softening, taking pity, according to Sanz [21], humanized child-
birth carries with it the particularity that pregnant women are unique, different, and
unrepeatable, and, therefore, their individualities must be considered.

On humanized childbirth, the World Health Organization (WHO) proposed recom-
mended practices for the humanization of childbirth,where it is proposed to allowwomen
tomake decisions about their care, continuousmonitoring and freedomofmovement and
position during labor and delivery, not perform electronic fetal monitoring, episiotomy,
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shaving and enema on a routine basis, allow fluid and food intake in labor, restrict the
use of oxytocin, analgesia and anesthesia, and limit the use of caesarean section rate to
10–15%. They are inherent to all members of the health care team in labor and delivery
care [13, 17].

The birth process represents one of the most paradoxical experiences that women
experience. On the one hand, it creates life and constitutes for some the best thing that
could happen after pregnancy, but at the same time, it can be one of the most painful
events that she experiences, as it involves a deep psychosocial experience that puts
her femininity and personal skills to the test., limits her functional abilities, mainly by
reducing the control she can maintain over her own physiology [20, 16].

Therefore, in the present study, the elements of humanized childbirth care are high-
lighted from the perspective of health personnel, which are analyzed using a Bayesian
Network, as an artificial intelligence technique frequently used in themedical area. Since
the 1950s, AI techniques have been used and applied in various areas common to the
daily performance of people, making them capable of helping, replacing, or simulat-
ing the actions or decisions made by individuals with certain characteristics. As one of
its main areas of application, medicine can be particularly highlighted, given that AI
achieved its greatest initial impact on it through expert systems and specifically through
diagnostic systems [5]. The elements with the highest incidence in humanized childbirth
care by health personnel are:

• Professional and companion care
• Personalized attention
• Mobilization and adoption of various labor positions
• Place of birth
• Analgesia, pain relief, and maternal satisfaction during childbirth
• Non-pharmacological methods of pain relief

From the perspective of health personnel, a Bayesian Network is built to analyze the
incidence of the elements in humanized childbirth care from the perspective of health
personnel. It is useful to know those that must frequently be applied to eradicate the
stigmatization of women in a process as important as the birth of a new being, by also
assuming cultural elements in the conception of the birth process in Cuban women.
Obtaining results confirms the need to address the care of women in labor and delivery
in a comprehensive manner by the entire health team, without the pre-establishment of
protocols, treatments, care plans, education, and even responses. expected, built only
from the cognitive and unilateral perspective of the professional.

Bayesian networks are a very popular type of probabilistic network [3, 24], which
provides information on the conditional dependency and independence relationships
between variables. This makes Bayesian networks good tools for representing knowl-
edge in a small amount of space because the number of parameters needed is less. This
artificial intelligence technique has been used to carry out classification tasks, in particu-
lar prediction tasks, even when there is only one variable contained in databases, whose
variable acts as a classifier and in turn represents the problem to be predicted. While all
the other variables are the data stored in the database, forming a data set, to treat them
as cases in different processes [9]. In general, a Bayesian network seeks to model some
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phenomenon of interest, considering the random variables involved in the problem and
the dependency structure between them. Thus, the main objective is to obtain the con-
ditional probability distribution of the variables that are not known, mainly of some of
them defined as response variables, based on the variables that are (evidential variables).
Many times, the observable variables are fixed a priori. However, other times, they can
be defined during the network modeling process itself.

2 Methodology

An analysis of sensitivity to evidence in Bayesian networks to understand how infor-
mation introduced into the network produces effects or fundamental changes in the
conditioned distribution of variable response, useful for health-care personnel decision-
making for the improvement of the humanized birth process. The information on the
elements to consider for an efficient humanized birth may vary in accordance with the
characteristics of the mother, resulting in changes in the parameters considered in the
conditional probability distribution, or in the specific values assigned to the evidence-
based variables that occur in the elements related to the humanized birth and consider
the patient’s personal health.

Themethodology to be used for the analysis of sensitivity to the evidence in Bayesian
networks to analyze the elements of humanized childbirth care is that described by
Kjaerulff and Madsen [11] for discrete Bayesian networks. This methodology analyzes
the value of information (value of information analysis), step by step, to quantify changes
in the distribution of the response variable by incorporating an additional variable into
the network as evidence.

In this regard, entropy is used as a measure of uncertainty in the distribution of the
response variable. The methodology is based on using this measure to determine an
order of priority when incorporating new evidence. The proposed procedure consists of
the variable X, as the variable of interest of the discrete Bayesian network (humanized
delivery), and the variable Y, which characterizes the set of all the remaining variables
(elements of humanized childbirth care) that are characterized by being discreet and are
involved in the network (initially not observed), facilitating:

1. Determine the value function V (X) = −H(X).
2. Determine I (X; Y) for all unobserved Y.
3. Incorporate into the network as evidence (e) the variable Y that resulted in a higher

I (X; Y) in 2.
4. Determine the increase in V (X) = −(H(X) − I (X; Y = y)) = −H (X | Y = y).
5. Recalculate I (X; Y) for every Y / = e and embedded in 3.

If the variable with the largest I (X; Y) is not observable, it is considered the second
largest. The variables with I (X; Y) = 0 do not need to be observed because they do
not contribute information to the response variable. It should be noted that the value
function V (X) = − H(X) is proposed as a decision measure, that is, the negative value
of the entropy, instead of the entropy directly.

To justify this choice, Kjaerulff and Madsen [11] propose considering the variable
of interest X to be binary, with possible true and false states. The distribution of X
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corresponds to a Bernoulli distribution with parameter (p). Then Prob (X = true, X =
false) = (p, 1 − p) and the maximum entropy will be reached at p = 0.5. However,
the analysis is feasible by obtaining as much information about the distribution of the
response variable as possible rather than reducing entropy (although the same goal is
achieved in both cases), so we choose to work with the value function, which will be
minimum when p = 0.5 and maximum at the extremes. Therefore, this methodology
generates a priority order to incorporate evidential variables into a discrete Bayesian
network.

3 Results and Discussions

To analyze the elements of care for humanized childbirth, the Bayesian Network is built
(Fig. 1), which represents the elements of care for humanized childbirth through the
nodes (X 1, … X 6) where; X1, corresponds to the care of professionals and compan-
ions, X2, corresponds to individualized care, X3, corresponds to the mobilization and
adoption of different positions during labor, X4, corresponds to the position of child-
birth, X5, corresponds to pain, analgesia, and maternal satisfaction during childbirth,
and X6, corresponds to non-pharmacological methods of pain relief. The variable X7 is
considered the response of interest, and we will work under the assumption that initially
there are no evidential variables determined.

Fig. 1. Bayesian network with the elements of humanized childbirth care.

Steps 1 and 2 of the proposed methodology are calculated using Eq. 1 and the
definition of entropy for the normal case, Eq. 2 and Normal Multivariate, Eq. 3, to
obtain the differential entropy of the response variable X7, h(X7) = 3.7165, and the
mutual information values for each of the non-evidential variables with the response
variable.

I (X ;Y ) = h (X |Y )

= h (X |Y )

= h (X ) + h(Y ) − h(X ,Y ) (1)
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Fulfilling that:

h(X ) = 1

2
ln

(
2πeσ 2

)
(2)

h(X1,X2, . . . ,X2) = 1

2
ln(2πe)n|| (3)

The calculations were made with the free distribution statistical software R [23], the
results obtained are shown in Table 1.

Table 1. Sensitivity analysis by calculating I (X; Y) for all unobserved Y.

Y − i h(Y − i) h(X7, Y − i) I(X7; Y − i)

x1 1.4190 5.1149 0.0207

x2 1.4990 4.6156 0.5201

x3 1.7656 5.4401 0.0422

X4 2.3149 5.4719 0.5596

x5 2.5703 5.5019 0.7850

X6 3.7064 5.4719 1.9510

From the Bayesian Network (Fig. 1), related to the seven elements of humanized
childbirth care, connected as shown in the graph of Fig. 1, the joint distribution of X was
obtained, corresponding to a multivalent normal distribution with parameters μ and �.
From these parameters, it is obtained that the marginal distribution of the variable X7
corresponds to a normal distributionX7∼N (8, 99). This value shows that the associated
distribution has a high variability, which is reflected in a high entropy that denotes the
existence of uncertainty with the elements to be considered in humanized childbirth by
health personnel.

To reduce this uncertainty, which affects the efficiency of the work of health per-
sonnel, it is necessary to look for the elements that are not considered for an effective
humanized delivery, considering these elements as variables that have not been observ-
able up to now. According to the results shown in Table 1, it is possible to obtain a
priority order to decrease the entropy of X7 (humanized delivery). Variable X6 (non-
pharmacological methods of pain relief) is the most important one for X7. Then variable
X5 (pain, analgesia, and maternal satisfaction during childbirth) is the next one.

To show how the choice of the variable to be observed affects the decrease in the
uncertainty of the response variable X7, the conditioned variance of X7 and its condi-
tioned differential entropy were calculated, considering the assumed case that each of
the evidential variables were observed. The result obtained is shown in Table 2.

The results obtained do not depend on the value that the observed variable takes, but
only on the set of evidential variables considered. Given that the initial distribution of
X7 (Humanized Parthian) is N (8, 99) with a differential entropy of h(X7) = 3.7166, it
is clear that X6 is the most informative variable for X7. In fact, if this variable could



Sensitivity Analysis to the Evidence in Bayesian Networks 375

be incorporated as evidence, the variance of X7 would decrease to 2 and its entropy to
1.77; that is, it would be enough to observe X6 for the problem to be solved with high
precision. X1 and X3 are two of the variables that were used as evidence, but they don’t
seem to have a big impact on X7’s uncertainty level on their own.

Table 2. Sensitivity analysis of X7 (Humanized childbirth) to the evidence.

Y − i Var (X7|Y − i) h (X7|Y − i)

x1 96 3.6960

x2 36 3.1967

x3 92 3.6744

X4 32.4 3.1565

x5 20.7 2.9317

X6 2 1.7655 3 1.7656

Therefore, to reduce uncertainty, it is assumed that variable X6 is not available, but
that information is available for variable X5, which is the one that produces the next
largest effect. If this variable is used as evidence in the network (step 3 of the proposed
procedure), the new distribution of X7|X5 is N (8, 20.7), and from step 4 a conditioned
differential entropy h(X7|X5) = 2.9317 is obtained, implying a significant reduction in
uncertainty.

According to steps 5 and 6, respectively, of the proposed procedure, through X5 ε

E and the conditional mutual information of the rest of the variables Y − i with X7, is
calculated. Calculate the Multivariate Normal distribution conditioned by the rest of the
variables when propagating X5, that is, with a distribution of (X1, X2, X3, X4, X6, X7
| X5), and then carry out the calculations in a manner analogous to that performed for
Table 1. The results obtained are shown in Table 3.

Table 3. Sensitivity analysis, conditioned on X5.

Y − i h(Y – i | X5) h(X7, Y – i | X5) I(X7; Y – i | X5)

x1 1.4190 4.2427 0.1080

x2 1.1636 3.7815 0.3138

x3 1.6540 4.5452 0.0405

X4 2.1598 4.1280 0.9634

X6 2.8806 4.6461 1.1662

The results shown in Table 3 show that the variable X6 is the one that allows the most
significant reduction in the uncertainty of X7, but since it has been considered that this
variable cannot be observed, the second most informative variable will be incorporated
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as evidence for X7, the variable X4. So, in step 3, after propagating X4, we get the new
Var (x7|x5, x4) = 3, which means that we can now get a result with a high level of
precision.

Finally, the conditioned differential entropy that has been obtained for X7 | X5, X4
is h (X7 | X5, X4)= 1.969. In Table 4, the new values of entropy and mutual information
of the variables that are left as non-obvious are shown. On the one hand, the variables
X1, X2, and X3 have mutual information values with X7 of zero, indicating that they
are independent of X7 given X4 and X5, as shown in the DAG.

Table 4. Sensitivity analysis, conditioned on X4 and X5.

Y − i h(Y – i | X5, X4) h(X7, Y – i | X5, X4) I(X7; Y – i | X5, X4)

x1 1.2884 3.2566 0

x2 0.7644 2.7326 0

x3 1.6048 3.5730 0

X6 1.4190 3.1845 0.2028

4 Conclusions

• In the present work, an approach was made to the elements of humanized childbirth
care related to health personnel and nursing personnel. According to the pregnant
woman’s personal and psychosocial characteristics, the distinguishing elements for a
satisfactory and comfortable humanized childbirth were demonstrated.

• According to the identified elements, a Bayesian network is built to analyze the ele-
ments that carry greater weight and that cause greater satisfaction to pregnant women
in humanized childbirth. For this purpose, a sensitivity analysis was carried out on
the evidence of the elements identified for an effective humanized childbirth. A sen-
sitivity analysis was carried out on the results obtained a priori through the Bayesian
Network, where the elements of humanized childbirth care were interrelated from the
perspective of health personnel.

• The result obtained is useful since it contributes to supporting decision-making by
health personnel. The analysis of sensitivity to the evidence in Bayesian Networks
constitutes a usefulmethodology to verify the standards of the application of culturally
appropriate delivery and for the continuous improvement in delivery care processes
to be considered in intercultural and humanized obstetric care from the perspective of
health personnel.
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