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Abstract. Hybrid methods that combine learning-based features with
conventional optimisation have become popular for medical image reg-
istration. The ConvexAdam algorithm that ranked first in the compre-
hensive Learn2Reg registration challenges completely decouples semantic
and/or hand-crafted feature extraction from the estimation of the trans-
formation due to the difficulty of differentiating the discrete optimisation
step. In this work, we propose a simple extension that enables backpropa-
gation through discrete optimisation and learns to fuse the semantic and
hand-crafted features in a supervised setting. We demonstrate state-of-
the-art performance on abdominal CT registration.
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1 Introduction and Related Work

While end-to-end learning of fully-convolutional networks is the method of choice
for semantic segmentation, image registration continues to benefit from integrat-
ing conventional optimisation steps, e.g. pairwise instance optimisation [7], a dis-
cretised search of displacements [1] or iterative recurrent updates [9]. Discrete
optimisation has been shown to yield excellent registration quality for numerous
tasks [2,5,7] but does rely on non-differentiable steps which would prevent its
use in end-to-end learning. We aim for a method that offers the possibility to
use discrete optimisation in an end-to-end learning setting. Therefore, we intro-
duce a differentiable convex discrete optimisation approach that is able to align
images with large deformations. This differentiable optimisation is used to learn
the fusion of semantic and hand-crafted image features.

2 Method

Figure 1 gives an overview of our method: First, hand-crafted and semantic fea-
tures are extracted from the input images, concatenated and passed to a small
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network comprising layers for feature fusion. The fixed and moving features out-
put from this network are then used for our differentiable discretised convex
optimisation method to align images with large deformations.

Fig. 1. Overview of our method: Hand-crafted and semantic features are concatenated
and fused with feature fusing network layers. The fused features are used for our differ-
entiable optimisation method to compute displacements. For backpropagation, warped
moving and fixed labels are passed to a MSE loss function to update the feature fusing
network’s weights whereas the feature extraction part of the framework remains frozen.

2.1 Differentiable Convex-Discrete Optimisation

For pairwise deformable image registration, a deformation field u is sought that
minimises the cost function E(IF , IM ,u) to align a fixed image IF and a moving
image IM . In [3], a non-differentiable convex-discrete method has been proposed
to find a deformation field u by solving a combined cost function

E(v,u) = DSV (v) +
1
2θ

(v − u)2 + α|∇u|2 (1)

that ensures similarity and smoothness optimisation. In this function, v is an
auxiliary second deformation field used to compute the displacement space vol-
ume DSV . The regularisation parameter α controls the smoothness of the defor-
mation field and the parameter θ models the coupling between similarity and
regularisation penalty and is decreased during iterative solving of the equation.
The optimal selection of v with respect to the similarity term can be performed
globally optimal using local cost aggregation [3].

In this work, we introduce a differentiable discretised convex optimisation by
replacing argmin operators with their corresponding softmin counterparts and
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make suitable adjustments to hyper-parameters that reduce memory require-
ments for end-to-end learning. Coupled-convex discrete optimisation [3] approx-
imates more complex MRF-solutions by the following steps:

(0) initialisation of the current displacement field to zeros
(1) computation of a correlation volume based on sum of squared differences

of feature tensors (the volume comprises 6 dimensions, 3 spatial dimension
and 3 displacement dimensions)

(2a) a regularising coupling term that adds 3D parabolas in displacement dimen-
sions that are rooted at the current displacement solution

(2b) the argmin operator (across all possible displacements) that defines a new
regularised displacement field

(2c) a spatial smoothing step (e.g. a box-filter)

The correlation volume (step (1)) directly depends on the feature maps obtained
from fixed and moving scans. By defining a large enough capture range and
correspondingly a discrete mesh grid of relative displacements the method can
robustly find a near global optimum without multiple warping steps or cas-
caded architectures. Steps (2a)–(2c) are iteratively repeated with a continuously
increasing weight for the coupling term that helps to ensure convergence of the
optimisation. Step (2b), which takes the argmin is not differentiable and will
be replaced with a softmin operator along the displacement dimension followed
by a point-wise multiplication with the relative displacements of the predefined
discrete mesh grid and subsequent reduction.

2.2 Learning of Input Feature Fusion

Previous work [3,7] has shown that hand-crafted MIND features [4] or automatic
nnU-Net segmentations [6] can be used as input for a coupled convex optimisa-
tion method for image registration. In this work, we combine hand-crafted and
semantic features by fusing them with help of trainable feature fusing network
layers comprising two 1×1×1-convolutions followed by instance normalisations
and ReLU activations. The first convolution increases the number of feature
channels to 32 and a third 1 × 1 × 1-convolution reduces the number of feature
channels to 15. The resulting feature maps are then used to solve the differ-
entiable convex-discrete optimisation problem described in Sect. 2.1 in order to
compute the displacement fields that are then used to warp the moving label
maps. One-hot representations of warped and fixed label maps weighted inversely
proportional to the square root of the class frequency are passed to a MSE loss
function that is used to train the feature fusing network’s parameters whereas
the feature extraction part of the framework stays frozen.

3 Experiments and Results

For our experiments we use the Learn2Reg-2020 challenge’s (task 3) dataset con-
taining 30 abdominal inter-patient CT scans with 13 manually labeled abdominal
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Table 1. Left: Quantitative results: Accuracy is measured by the Dice similarity of
segmentations and the 95% Hausdorff distance for segmentations. Plausibility of the
deformations is measured by the standard deviation of the logarithmic Jacobian deter-
minant. Right: example visualisation of fixed image and warped moving labels.

Dice [%] HD [mm] SDlogJ

initial 25.14 40.21 −
MIND features 37.79 37.22 0.050

nnU-Net features 50.56 24.71 0.021

concatenated features 49.71 28.33 0.050

fused features 56.37 24.13 0.049

organs and a resolution of 192 × 160 × 256 [5,10]. The scans have been linearly
pre-registered and split into 20 training cases and 10 test cases. For evaluation
we consider all possible pairwise combinations of the test cases. From the image
data, we extract MIND features (leading to 12 feature channels) and compute
one-hot encoded label features by applying a nnU-Net trained on the 20 train-
ing cases (leading to 14 feature channels). We downsample the features to a
resolution of 48 × 40 × 64, concatenate them and pass the 26-channel input to
our feature fusing network. The network’s 15-channel output is then used for
displacement computation with the differentiable convex optimisation method.
Therefore, we use a displacement range that covers ∼ 32 mm within the scanned
abdominal region and scale the softmin operation’s output (step (2b)) by half of
the downsampled feature dimensions. The feature fusing network is trained for
50 epochs using Adam and a learning rate of 0.005.

For evaluation, we upsample the obtained displacement fields to the original
image resolution. We compare our fused features with the direct use of MIND
features, nnU-Net label features, and concatenation of MIND and nnU-Net fea-
tures. The results given in Table 1 show that the fusion of MIND and nnU-Net
features clearly outperforms the other investigated feature variants with an aver-
age Dice score of 56.37% compared to 50.56% when using only nnU-Net features.
As using nnU-Net features yields to a deformation field that is optimised to warp
the foreground structures, the SDlogJ value is lower than when MIND features
are involved. We evaluated the potential problem of label bias with an experi-
ment on additional structures (lumbar and thoracic vertebrae1 [8]) unseen for
the nnU-Net segmentation training and our fusion learning. While using only
MIND features yields the highest accuracy we see great potential for the pro-
posed feature fusion that only reduced the Dice score of the spine by 5% while
the nnU-Net-based registration results in a drop of 42%. Hence the influence of
label bias is substantially reduced.

1 https://github.com/MIRACLE-Center/CTSpine1K.

https://github.com/MIRACLE-Center/CTSpine1K
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4 Discussion and Conclusion

This work introduced a differentiable version of coupled convex discrete opti-
misation for image registration with large deformation. It has opened up the
possibility of end-to-end feature learning and has well-performed for our feature
fusing network. We show that the fusion of semantic label features and hand-
crafted features based on image self-similarities leads to an improved registration
performance compared to either using only semantic or only hand-crafted fea-
tures or the simple concatenation of both.
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