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Abstract. The popularity of machine learning has motivated the idea
of Energy-Based Learning (EBL), which used Energy-Based Models
(EBMs) proposed by Prof. Yann to capture dependencies between vari-
ables. In addition, the application of several machine learning tools into
the field of backdoor becomes widespread as well. However, the current
backdoor researches didn’t consider the novel EBL tools. This paper
studies both EBL methods and backdoor attack of machine learning.
We propose an algorithm to leverage energy-based learning for prevent-
ing backdoor attack. Several case analysis in this paper has demonstrated
the promising of applying energy-based learning to improve the backdoor
protection techniques.

Keywords: Energy-based learning · Backdoor · Cyber security ·
Machine learning · Big data

1 Introduction

With the development science and technology, machine learning has become one
of the most important tools in a lot of fields such as cyber security [11], com-
puter vision [47] and high-frequency trading [10]. The ultimate goal for any sta-
tistical modeling machine learning model is to precisely capture the dependen-
cies between different encoding variables so that it can be used to do prediction
given the value of known variables. Among all potential models, Energy-Based
Models (EBMs) [20] are popularly used. To be specific, EBMs will try to achieve
the dependencies between variables by associating a scalar energy to each configu-
rations. Afterwards, inference then participates in setting values of observed vari-
ables and then finds values of the remaining variables that minimize the energy.

Compared with other learning process, energy-based learning (EBL) pro-
posed by Yann [19] provides a unified framework for many probabilistic and
non-probabilistic approaches to learning. In other words, it can be considered as
an alternative to probabilistic estimation for different learning tasks such as clas-
sification [16] and decision-making [50]. In addition, the fact that energy-based
learning does not have any requirements for proper normalization [1] brings itself
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many benefits. First of all, it can naturally avoid problems related to estimate
the normalization constant in probabilistic models. In addition, this brings a lot
of flexibility in the design of learning machines.

Given the uniqueness of EBL, we believe it a good fit for the backdoor field. In
cyber security world, backdoor [3] refers to any method by which authorized and
unauthorized users are able to get around the normal security system and gain
high level user access on a computer system. Once they are in, cyber criminals
can use backdoor to steal valuable data [36,41] or install hijack devices [48].

Due to the development of machine learning, people start to rely on the
third-party platforms (e.g. AWS [28], Azure [6] or Google Cloud [17]) to train
their data. In addition, machine learning users also prefer to store their data on
the third-party so as to avoid too much disk occupancy in their local machine.
In spite of the convenience, these are all based on the assumption that the third-
party platform are trustworthy. However, a series of malicious attacks [9] have
proved that the full trust to third-party platforms is dangerous. Specifically,
if the adversary injects a backdoor into the training set, the machine learning
results might be misleading since the attackers will “instruct” the model to
output unrealistic results they want. To make things worse, usually it is quite
hard for the developers to find these backdoor attack since only a tiny change
of the samples is sufficient to generate the misleading result.

In response to the above concerns, in this paper, we first give an overview of
several achievements of both energy-based learning and backdoor attack. Then
for EBL, it is important to shows its working mechanism and highlights the
advantages over other methods. As for the backdoor attack, there is no bias on
either the current research in attacker’s strategy or defender’s strategy. The goal
is to figure out the potential to transplant the energy-based learning into the
field of backdoor. There are three main contributions of this paper:

• An systematic study of the current trend in energy-based learning and back-
door methods.

• A proposed algorithm to leverage energy-based learning to enhance the pre-
vention of backdoor attack.

• A case study to figure out the potential benefits of our proposed algorithm.

The remainder of this paper is organized as follows. Section 2 summarizes
the features and the current trend of energy-based learning, including more
descriptions for several loss functions. Then, Sect. 3 studies recent techniques
in backdoor. It will present the techniques on both attackers’ and defenders’
side. Furthermore, Sect. 4 gives a detailed description of our proposed algorithm,
followed a case study in Sect. 5. Afterwards, Sect. 6 discusses about how to com-
bine energy-based learning together with backdoor by listing several possible
directions. Finally, we conclude the paper in Sect. 7.

2 Energy-Based Learning Overview

In this section, we will give an overview of the background of energy-based
learning by comparing it against some of the other machine learning techniques.
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The goal is to show several research trends of this field so as to discover more
potential application situations.

2.1 Energy-Based Models Overview

The rapid development of machine learning has already shown its usefulness
in many fields, such as finance [12,40], tele-health [33,39], and transportation
[34,35]. The general framework of machine learning [21,32,38] is to output the
values of target variables given the values of input data. An important metric to
measure the trained model is that how far its output is from the correct result.
The energy-based models leverage a reasonable energy function which represents
the “goodness” (or “badness”) of each possible configuration X and Y.

There are several scenarios where the EBM can be considered as a good fit.
The first one is prediction and classification. This situation is quite visualized
in Fig. 1 where given the input X, we want to get the value of Y that is most
compatible with the current input. The second one is about the ranking, which
is more complex than the first scenario. Specifically, we can consider the predic-
tion and classification as finding the minimum value among all candidates while
regard ranking as a sorting problem. However, they are similar essentially since
the ultimate goal is to compare the energy value among multiple configurations.
The third one is about detection, which is quite popular in the field of image
recognition. Given the input X and output Y, we want to see whether Y could
be the possible result by comparing the energy value of such configuration with
a specific threshold. The last scenario, conditional density estimation, usually
occurs when the output Y is only an intermediate output that is fed to the
input of another, separately built system.

Fig. 1. Energy function E(X, Y) is used to measure the compatibility between the input
X and the output Y. The model selects the output that minimizes the energy E.

Among all these four scenarios mentioned above, the core of EBMs is the
equation below.

Y ∗ = argminE(X,Y ) (1)

It uses the convention that the highly compatible configurations of variable have
small energy values while highly incompatible configurations of the variables
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means large energy value. Therefore, in the energy-based learning framework,
we want to select reasonable energy functions so that it can clearly differentiate
compatible configurations from incompatible configurations easily.

2.2 Loss Function in Energy-Based Learning

The ultimate goal for energy-based learning is to output a configuration between
the input variables X and the output variables Y for new input samples that do
not belong to the training data set. However, only the data within the training
set is visible, what we could do is to divide them into both training set and test-
ing set so that our trained model can be guaranteed to have good performance
in the testing set. In order to achieve this goal, we need to develop specific met-
rics measuring the distance between the correct results and the current output,
which can be regarded as the loss function selection. A good loss function [5]
can clearly differentiate the correct solutions from the wrong ones. We would
overview several typically used loss function below.

The first and most simplest one is called the energy loss defined as

L(Y i, E(W,Y,Xi)) = E(W,Y,Xi) (2)

This is one of the most commonly used in situations such as regression [42]
and neural network [52]. However, when applying this loss function into other
architectures, it cannot output the desired answer because the loss fails to pull
up on any other energy even if it can push down the energy of the desired answer.
In other words, the energy loss will only work with architectures that can work
in a way to push down on E(W,Y i,Xi) together with pull up energies of the
other answers.

The second one is called generalized perception loss defined as

L(Y i, E(W,Y,Xi)) = E(W,Y i,Xi) − minE(W,Y,Xi) (3)

If we take a close look at the loss function, we can find that its value is always non-
negative since the second term is the lower bound of the first term. In addition,
this loss function provides some room to push down on the energy of the desired
answer while pulling up on the energy of other answers. To be specific, when
we increase the value of E(W,Y i,Xi) when Y i is not the desired answer, the
first term will increase while the second term will keep the same. The perception
loss has been used in settings such as handwriting recognition [31] and speech
tagging [44]. However, its major deficiency is that there is lack of mechanisms
to enlarge the gap between correct answer and incorrect ones, making it harder
for people to differentiate them.

The third one is called generalized margin loss defined as

L(W,Y i,Xi) = Qm(E(W,Y i,Xi), E(W, Ȳ i,Xi)) (4)

where Qm(x1, x2) is a convex function whose gradient has a positive dot product
with vector (1,−1) in the region where E(W,Y i,Xi)+m > E(W, Ȳ i,Xi) Margin
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losses can represent several loss functions such as the hinge loss [13], log loss [51],
minimum classification error loss [15], and square-exponential loss. Some form
of margin should be created to enlarge the gap between the correct answers and
the incorrect ones.

2.3 Features and Application of EBM Frameworks

The energy-based learning offers a unified framework for many probabilistic and
non-probabilistic approaches to learning because it can be considered as an alter-
native to estimation for prediction, classification, or decision-making task. In
addition, as for energy-based learning, there is no requirement for normalization,
which is necessary for probabilistic models. Therefore, this gives EBM framework
much more flexibility in the design of learning machines. In fact, many exist-
ing learning models can be expressed simply in the framework of energy-based
learning.

3 Techniques in Backdoor

In this section, we want to make an overview of the backdoor techniques [23]. It
will start from a general description of the backdoor concept followed by current
backdoor trends, including the development on both the attackers side and the
defenders side. We are trying to add some insights for potential improvements
for better attacking and defending strategies.

3.1 Backdoor Concept

Traditional backdoor refers to a malicious code piece embedded by an attacker
into one system so that the attacker can obtain higher privilege than allowed.
For example, the attacker can circumvent the authentication system by inputting
his/her own password. Usually, such action is hard to detect because the whole
system works normally most of the time except when the attacker is asked to
input a password. Y. Zeng and M. Qiu et al. had proposed several novel algo-
rithms to prevent backdoor attack, such as clean label techniques [56] and Deep-
Sweep [37].

Given the popularity of backdoor attack, people even start to consider the
triggers [54,57] of the backdoor attack. In general, the conclusion is that if there
is inconsistency between the attack for test cases and the attack for training
cases, the attack would be vulnerable [24].

3.2 Attackers in Backdoor

Usually, the attackers can implement their backdoor attack in three aspects: data
set [3], platform [4] and model [18]. To make things worse, these three parts are
not orthogonal to each other. An attacker can put the attack in all three aspects
at the same time.
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Fig. 2. An example to show how backdoor attacks work.

The backdoor attack to data set is illustrated in Fig. 2. Due to the privilege
obtained by the attacker, he/she have the access to update the data set. There-
fore, the attacker adds some poisoned samples which have some white circles in
the bottom right and labels them as zero. Then the poisoned data set will be
fed into models such as deep neural network to generate the inference model.
The poisoned samples will add a lot of redundant misleading features which will
decrease the accuracy of the model output. For example, in Fig. 2, for any input
with white circles in the bottom right, the trained deep neural network will label
it as zero rather than consider other pixels.

As for the backdoor attack for the platform, after the users provide their
data set. Model structure, and the training schedule to one third-party platform,
the attackers will try to modify the training process. For instance, the attacker
instructs the platform to train the model before cleaning the data [43], which
is a necessary for machine learning. If this happens, it will lead to the output
result far from correctness. In other words, even if the attacker cannot modify
anything inside the data, changing the training process can generate bad result
as well.

Also, the backdoor attack for the model is another venue for the attackers to
use so as to influence the output result. Specifically, if the users want to train
the data set on deep neural network through third-party platform, they need
to provide the model structure beforehand. However, after receiving the model,
the attacker can modify the model into a new one, by removing some layers or
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removing some computation nodes in DNNs, so that the final output result will
be subjective to what the attacker wants.

3.3 Defenders in Backdoor

In response to a series of backdoor attack behaviors, defenders take some cor-
responding action to detect attacking clues and avoid the side effect from the
attackers. The ultimate goal for the defenders is to train their data on the model
they want by following the process determined by themselves. In other words,
they want to manipulate the data set to avoid the backdoor attack.

In this scope, Qiu et al. used Deepsweep [37] to investigate the effective-
ness of data augmentation techniques to mitigate backdoor attacks and enhance
DL models’ robustness; Datta et al. [8] draws a conclusion that the increasing
number of independent attackers will even reduce the possibility of successful
backdoor attack, which means there might be some internal friction among all
attackers; knowledge distillation [55] is leveraged in terms of removing poison
data from a poison training data set and recovering the accuracy of the distilla-
tion model.

4 Our Approach

Based on the description of energy-based learning techniques and backdoor
methods, in this section, we want to propose our approach to combine these
two together. Specifically, we want to explore the possibility to put energy func-
tion into the constraints part rather than the objective function. Then, we can
try to solve an optimization problem with customized objective function, or find
a feasible solution.

4.1 Energy Function as a Constraint

As for most of the points in the discussion above, we consider the energy function
as the objective one and try to find a suitable candidate to measure our goal.
In fact, we can reallocate the energy function into other places. For instance, we
could set up some customized objective function with the energy function as one
constraint. Therefore, in this part, rethinking the role of energy function is our
main topic.

To be specific, all resources such as computation resources and storage mem-
ory are limited. Hence, in a lot of situations, what the users care most about
is a reasonably good choice or an acceptable sub-optimal result. In response to
this demand, we believe that we should put the energy function in the constraint
part by choosing one energy function and restricting its value to be less than
or equal to a predefined threshold. The choice of objective functions [46] can be
prone to the users’ preference. The concrete format can be shows as following:
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minimize
X,α

f(X,α) + regularization function

subject to Ei(X,Y ) ≤ ci, i = 1, . . . , m.

X ∈ Input Range
α ∈ Parameter Range
Other Constraints

The objective function can be determined by the users depending on their
preference. In addition to other normal constraints (e.g., the range of param-
eters), we add new constraints by setting the energy functions to be within a
threshold. Typically the smaller the energy function, the better the effect. There-
fore, these constraints can force the output result to be reasonably good within
a range. Solving these optimization problems might involve convex and noncon-
vex solvers selection [14] or new solvers development. These developments are
orthogonal to our approach.

In addition to solve the optimization problem with selected objective func-
tions, it is also possible for us to solve a satisfiable problem by leveraging practical
solvers [25]. Switching from optimization problem to satisfiable problem is quite
simply. We can stick to the optimization solver with the objective function f to
be independent of all the constraints. Therefore, whatever the constraints’ func-
tion format, they will not affect the final optimal value of the objective function.
The goal for this problem is to find a feasible solution which satisfies all the
constraints. By comparing against several solvers [29,49], we can finally find the
most efficient and effective one for our framework.

4.2 Algorithm to Implement Our Approach

According to our description of the proposed method, in this subsection, we are
trying to present an algorithm showing how to implement our approach in more
details.

In general, this proposed algorithm switch the position of customized objec-
tive function and the current energy loss function. Usually, the users will have
some threshold in mind before making the optimization problem. For instance,
in linear regression, if the value of R2 or adjusted R2 [27] is too small, peo-
ple need to switch to other candidate models. Therefore, our algorithm pro-
vides us with chances to give threshold beforehand (which might not need to
be optimal) but offers another opportunity to give more customized objective
functions. Then the algorithm collects information including input data, current
constraints, customized objective functions and a list of threshold representing
the users’ expectation of the final value of their objective function. The algorithm
also picks up one solver for this optimization problem. Then, the algorithm will
regard the customized function as the objective function. It will go through all
threshold within the list and try to solve a feasible solution and jump out of the
loop whenever there is a solution. The output includes the threshold value of
the energy function and final optimal output value.
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Algorithm 1. Backdoor Prevention Algorithm
Require: N input pairs, M constraints, the customized objective function P , esti-

mated threshold list [c1, c2, ..., ck] for the objective function, and the current objective
loss function F .

Ensure: An updated optimization problem to prevent the backdoor attack.

1: Force the threshold list to be sorted in increasing order
2: Replace the current objective loss function F by customized objective function P
3: Remain the current M constraints
4: Add new constraint which represent the users’ anticipation of the energy function.

It gives the upper bound of the energy function. The format should be F (X,Y ) ≤ ci

5: Choose one solver to solve this optimization function.
6: while (1)
7: set the threhold of energy function to be ci
8: solve the optimization problem
9: if (there is a solution)

10: break;
11: else
12: i++;

Output results: The final results include the threshold value of the energy func-
tion and the optimal value of the customized objective function.

5 Case Study

In this section, we are going to present some benefits of our proposed algorithm
by showing potential application in several fields, such as monitoring the attack
in iPhone and web mail server. Then, two scenarios, equilibrium between attack-
ers and defenders together with the energy function selection, are mentioned to
highlight more benefits.

5.1 Backdoor Attack in iPhone

In 2016, there is a debate between Apple vs the U.S. government in terms of
iPhone [7,53]. On the one side, Apple together with digital rights groups advo-
cating protection of customer digital privacy want to protect the privacy of all
users; on the other side, the U.S. government and the FBI wants to force the
company to unlock data to provide crucial evidence which could be helpful to
detect attack from terrorists. To make thing worse, this debate will last forever
since there is no absolutely correct answer to both sides.

In order to solve this problem, traditional machine learning goal to prevent
backdoor attack might be out-of-date because it is hard to create one loss func-
tion to measure the debate from both sides. However, our proposed energy-based
learning can be quite helpful in this part. Specifically, we can leverage two energy
functions, each of which measures the requirement from either the privacy advo-
cates and the information requestors. After putting them into the constraints
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of the optimization problem, it is possible for us to get an optimal or a feasible
solution based on the users’ requirement.

5.2 Backdoor Attack in Web Mail Server

Web mail server is another place where a lot of backdoor attack might happen.
Given the situation that a lot of spam detection methods have been implemented
in mail server, the attackers have sought to bypass these attack detectors. For
instance, they might use some strange ways to express their sensitive contents
so that the detectors cannot label these mails as spam message. Although the
ultimate goal of the system developers is to rule out all spam emails, the limited
cost to implement their attack detection system cannot allow them to achieve
this ideal goal.

Therefore, it is necessary to leverage our energy-based learning in the area.
Rather than do a classification problem which tries its best to differentiate spam
email from normal ones, we put the misclassification rate into the constraint
part and bound it by one threshold. In addition, the cost to main the system
can also be regarded as a constraint. Then solving one feasible solution within
these constraints can output an acceptable solution to us.

5.3 Equilibrium Among the Arm-Race Between Backdoor
Attackers and Defenders

We believe that the relationship between attackers and defenders will exist for a
long time. There is always an arm race [58] between attackers and defenders in
the field of backdoor. In order to avoid the forever arm race in between, we want
to find the equilibrium point in between. Specifically, we can develop two energy
functions, one for the attackers and the other one for the defenders. Then, the
output of these two energy functions will determine the level of difficulty for
each counter-party to implement their action. If both of them are greater than
some specific threshold, it means that neither attackers nor the defenders have
strong willingness to continue putting any efforts to this system, which can be
regarded as an equilibrium.

In order to calculate the equilibrium [22,30] status, the selection of the energy
functions for both counter-parties is quite important. These two functions should
objectively reflect the reward for attackers and defenders. When we are given
a series of energy functions, it is important to train them by feeding current
backdoor attacks data. Then, as for newly developed system, the developers are
willing to consider the equilibrium status beforehand so that they will try to
make the system within the equilibrium range. After that, even if the devel-
oped system is still not bug-free, the attackers do not have strong preference to
implement any backdoor attack.
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Fig. 3. Energy function E(X, Y) is used to measure the safety level of the input system.

5.4 Energy Function Selection for Safety Level Measurement

As for the energy function selection to measure the safety level of the current
system design, typically, both the system developers and the users, even for the
attackers, want to quickly understand whether a given system is safe enough to
use. Therefore, it would be valuable to design an energy function to measure
such safety level.

Naturally, the lower energy value represents the higher safety level of the
current system. Based on this consensus, we want to build an energy-based
model and train this model among several current available systems in Fig. 3.
The input can be considered as the features of those system while the output
would be the safety level of them. The goal is to find the value of parameters
of the energy function’s skeleton. After training within these existing systems,
we want to implement the energy function into newly built ones to have an
estimation for whether its current status is safe enough to use by comparing its
value with a particular threshold. A reasonable choice of the energy function can
be helpful to show whether a given system is safe enough to use.

This direction is useful because currently, most of the existing system safety
analysis tools [45] involves brute-force testing (e.g. software test [2]). In other
words, people need to come up with mechanisms to develop test cases automati-
cally so that it is highly possible that the current scenario is bug-free. This process
is quite time-consuming and money consuming. What we really want is a general
model which can quickly inference the safety level of the product. At least, it is
able to easily rule out the possibility that bad system will go to the market.
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6 Discussion

Given the overview of both energy-based learning ideas and backdoor attacks, we
believe it would be quite promising to implement the energy-based learning tools
into the backdoor field. Therefore, in this section, we want to propose several
directions worth further research.

Generally, the discussions are mainly about how easy it would be for the
attackers to hijack the system by using one particular strategy, and how hard it
would be for the defenders to avoid the attack with any defending tools.

6.1 Energy Function Design to Detect Backdoor Attack Behavior?

Fig. 4. Energy function E(X, Y) is used to measure the sanity level of the data set.

We also consider the energy function design for backdoor attack detection would
be an interesting direction. Just as shown in Fig. 2, sometimes if the untrusted
third-party add small amount of poisoned data into the training set similar to
Fig. 4, the output result might diverge from what it is supposed to be. Therefore,
it is vital to come up with an energy-based model to quickly check whether the
existing data is still “clean” and reliable or not. In other words, we hope the
energy function can help detect the attack behavior inside the data set quickly.

In general it can be regarded as a classification problem. The input would be
the current training data set while the output is a value measuring the reliability
level of the current status. Given the fact that people have strong preference to
store their data in the third-party platforms and sometimes those platforms
might face malicious attack, it is important to do some sanity check [26] before
reusing the training data for machine learning tasks. A naive solution might be
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storing the data in multiple places and then comparing against them whenever
using the data. However, it takes a long time to compare against two super large
data set, which makes the machine learning task much longer than necessary.
Another possible solution is to randomly select samples from the data set and
only check consistency among these samples. However, how many samples we
should select and how to select these samples remain a big problem to implement
reliable sanity check.

Therefore, if it is possible for us to choose one energy function that could
easily detect the change of the data set, the whole process can be finished much
more quickly. To be specific, the input of the energy function would be two
data set and the energy function itself will randomly select some of the critical
parts within the data set. If there is no big difference in between, the absolute
difference between the output value of the energy function in two versions of
this data set will be smaller than the predefined threshold. How to determine
the critical parts of the data set and how to design the corresponding energy
function would be an interesting topic.

6.2 Energy Function Design to Implement a Backdoor Attack
Efficiently?

Fig. 5. Energy function E(X, Y) is used to find the best place to implement an attack.

As for the attackers, an energy function is also useful for them to pick up efficient
and effective strategy to implement their backdoor attack similar to [3]. When
the attackers decide to put some noise into the data set either by changing the
existing ones or adding misleading data, they also want to hide their action from
the defenders. Therefore, a good strategy is helpful to come up with in order
to avoid the detection from the defender. There might be several dimensions to
consider. For example, how much of the existing data should be modified? The
less the better; how close the updated data set is compared with the original
one? The closer the better; how easy it is to implement this modification to the
data set? The easier the better.
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We can consider this question as a ranking problem. The input to the energy
function includes the features of existing system and a series of attack strate-
gies. Then, the energy function will output values which represent the level of
difficulty to implement those strategies in Fig. 5. It will rank them in some spe-
cific order and then provide more useful feedback to the attackers. The attackers
can combine the ranking result from the predefined energy function with the
potential cost to each strategy, before taking the action.

7 Conclusion

In this paper, based on the study of current development of both energy-based
learning and backdoor, we proposed some novel approaches to leverage the
energy-based learning tools for preventing backdoor attack to machine learn-
ing. The case studies in this paper had demonstrated the effectiveness of using
energy-based learning to prevent backdoor attack, which is a critical threat to
machine learning. The promising usage of energy-based learning will greatly
impact the security aspect of machine learning.
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