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Abstract. Recently, many scholars have used attention mechanisms to
achieve excellent performance results on various neural network applica-
tions. However, the attention mechanism also has shortcomings. Firstly,
the high computational and storage consumption makes the attention
mechanism difficult to apply on long sequences. Second, all tokens are
involved in the computation of the attention map, which may increase
the influence of noisy tokens on the results and lead to poor training
results. Due to these two shortcomings, attention models are usually
strictly limited to sequence length. Further, attention models have diffi-
culty in exploiting their excellent properties for modelling long sequences.
To solve the above problems, an efficient sparse attention mechanism
(SSA) is proposed in this paper. SSA is based on two separate lay-
ers: the local layer and the global layer. These two layers jointly encode
local sequence information and global context. This new sparse-attention
patterns is powerful in accelerating reasoning. The experiments in this
paper validate the effectiveness of the SSA mechanism by replacing the
self-attentive structure with an SSA structure in a variety of transformer
models. The SSA attention mechanism has achieved state-of-the-art per-
formance on several major benchmarks. SSA was validated on a variety of
datasets and models encompassing language translation, language mod-
elling and image recognition. With a small improvement in accuracy, the
inference calculation speed was increased by 24%.

Keywords: Transformers - Sequence * Local attention - Global
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The attention mechanism is widely used in sequence modelling [13]. Initially
validated only on machine translation, attention mechanisms have now been

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 669-680, 2022.
https://doi.org/10.1007/978-3-031-10989-8_53


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10989-8_53&domain=pdf
http://orcid.org/0000-0002-5672-090X
http://orcid.org/0000-0003-1204-8880
http://orcid.org/0000-0001-7211-6991
https://doi.org/10.1007/978-3-031-10989-8_53

670 Y. Sun et al.

widely used in natural language processing and computer vision [12]. In recent
years, state-of-the-art neural networks have also been implemented by attention
mechanisms, such as Transformer-XL [3], bert [5].

Self-attention is one of the classical attention mechanisms. The self-attention
processes the input sequence sequentially. At each time step, attention is assigned
weights to the preceding elements, and these weights are summed as the atten-
tion weights of the current element. The process of assigning weights is called
connection building. The excellent performance of the attention mechanism is
due to the fact that it maintains more connections than CNN and RNN, and
these connections are able to capture more feature information in the data. How-
ever, too many connections also make the complexity higher than CNNs and
RNNSs. Specifically, on a sequence of length n, weights need to be assigned to the
sequence data of length ¢ for each position 7 < n. The complexity of attention
is % The square level of complexity limits the performance of the atten-
tion model to the length of the sequence. As computing devices such as GPUs
have been updated, the sequence length limit for attention models has been
increased to 512 tokens. Nonetheless, the overly complex models lead to an atten-
tion mechanism that is particularly difficult to handle for large sequence mod-
elling. This clearly does not satisfy most application scenarios. Long sequences
are the trend in sequence modelling, including document-level machine trans-
lation, high-resolution image recognition, speech, video generation, etc. At the
same time the attention mechanism has a second drawback, it has the potential
to reduce the noise resistance of the model [2]. If the input sequence contains
noisy tokens, the noisy tokens will be involved in too much of the computation
process, which will lead to impaired model performance.

In the self-attention model, each element pays attention to the other elements.
However, the training results show that most of the attention matrix elements
are small, which indicates that these tokens do not have a significant impact on
the model results, but they are still heavily involved in the attention calculation
process, which leads to wasted computational and storage resources. These non-
essential attention calculations can be removed to optimise model complexity
and reduce the impact of noise on model accuracy. This optimised model is
known as a sparse attention model.

Many optimisation schemes of the sparse attention mechanism have been
proposed. However, each element of the local attention model will only focus on
other elements at a fixed location and cannot flexibly encode remote dependen-
cies. An alternative to local attention is context-based sparse attention, which
enables more flexible encoding of distant dependencies. Scholars limit the num-
ber of connections per element by analysing the context, an approach known
as content-based sparse attention [14]. The process of assigning a connection
to each element is called constructing a sparsity pattern. Developers can define
their own suitable sparsity patterns depending on the deep learning task and
dataset. As a result, content-based sparse attention is more flexible than local
attention. Previous work has demonstrated that sparsity patterns can have a
significant impact on model performance.
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This paper proposes a sparsity pattern that can flexibly encode local infor-
mation and global dependencies. And Sparse Spectral Attention (SSA) is imple-
mented based on this sparsity pattern. The SSA mechanism has the following
features: (1) the SSA mechanism maintains the ability to aggregate local informa-
tion and long-distance dependent information, (2) the SSA model is less complex
than the attention model, and (3) the SSA model reduces the impact of noisy
data on the model and improves the model’s resistance to interference. SSA com-
bines the advantages of both local attention and content-based sparse attention
and achieves good performance in several sequence modelling tasks.

The contributions of this article are:

— We propose a sparse attention mechanism to replace the original self-attention
mechanism. SSA can encode global features and local information, and reduce
model complexity.

— We have analysed some recent works on sparse attention and compared them
with SSA.

— We have replaced self-attention with SSA in the official codes of several state-
of-the-art transformer models, involving machine translation, image recog-
nition (Ciarl0, Cifar100, ImageNet-64) and language modelling (enwik8).
Experimental results and analysis are proposed.

2 Related Works

With the rapid advances in computer hardware [11,26,27] and network infras-
tructure [13,15,25], big data [23,24,34] and machine learning [9,17,19] have been
successfully applied in various areas, such as finance [4,22], tele-health [18,21,31],
and transportation [16,20]. One of the most successful areas is nature process-
ing language. In recent years, many optimisations [10] have been proposed to
improve the computational efficiency of attention models. Local attention and
content-based sparse attention are the dominant research directions. The core
idea is to limit the number of connections. Figure 1a shows the connections con-
structed by the attention model in the language sequence. Each edge represents
a connection. It is clear to see that the attention model needs to maintain a
square level number of connections for sequences of length n. Not all of these
connections are necessary.

In contrast, sparse attention, as shown in Fig. 1b, removes most of the connec-
tions and the necessary ones are retained. Recent achievements on local atten-
tion include [1,35,37], etc. The above achievements are all local attention models
based on fixed positions. At each time step, local attention sequentially divides
the sequence into multiple shorter sequences and then creates connections in
each of the multiple shorter sequences. This strategy allows the model to extract
features based on the local neighborhoods of the current time step. The non-zero
elements of the attention matrix are concentrated on the diagonal, so that only
the non-zero elements need to be stored structurally to achieve significant sav-
ings in computational and memory overhead. Despite the good results achieved
with local attention, local attention cannot encode remote dependence.
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(a) Full Attention (b) Sparse Attention

Fig. 1. The connections in attention mechanisms

Content-based sparse attention is a more flexible attention mechanism. While
local attention and strided attention are fixed sparsity patterns, the sparsity pat-
terns of content-based sparse attention are learned in neural networks. Reformer
[7] proposed location-sensitive hashing (LSH) to infer attentional sparsity pat-
terns. Reformer linearly projects tokens onto a random hyperplane and assigns
them to different hash buckets. Tokens that fall into the same hash bucket can get
to attend to each other. Similar work includes Cluster-Former [32], Fastformer
[33] and Sparse sinkhorn attention [29]. Each of these results defines a different
sparsity pattern to limit the number of connections for attention. However, it is
often necessary to instantiate the full attention matrix for sparsification before
a content-based sparse model can be built. These sparse attentions also lead to
high storage consumption. The Routing transformer [28] explores sparse atten-
tion based on K-means clustering. Compared to other models, Routing trans-
former does not need to maintain an attention matrix larger than the batch
size at all times to complete the clustering assignment. This reduces storage
consumption while reducing computational consumption.

Our work combines the advantages of both local attention and content-based
sparse attention as described above. Our work adds two separate sub-layers to the
attention model, which encode local information and global context respectively,
and subsumes the dependency information from the two sub-layers for attention.

3 Sparse Spectral Attention

The proposed framework relies on two transformer layers: (1) the local layer and
(2) the global layer. The overall structure of the model is shown in Fig.2, and
our work is focused before Dot Product Attention. The former uses an dilated
sliding window to encode local sequence information, while the latter encodes
the global context through attention map pruning.



SSA: A Content-Based Sparse Attention Mechanism 673

output

Dot Product Attention I T Merge

} . (pswi) (pswa) ((DSwW.) (Chunky) (Chunks)  (Chunk,)
L T T T T )
e s e || ol |
f 1 Local Layer Global Layer :
v K Q Y y
input input

Fig. 2. The overall structure of SSA.

3.1 Local Layer

The core of the local layer is an dilated sliding window that focuses on encoding
local sequence information. Although our model intends to capture global con-
textual dependencies, local sequence information also plays an important role [6].
As shown in Fig. 2, the Local layer consists of the dilated sliding window layer,
which has a larger perceptual space than the standard sliding window. Dilated
sliding window divides a long sequence X of length n into overlapping windows
of size w and step size m. The sliding sequence DW; for each time step can be
expressed as

DWi=xz;mxk:(mxk+w)xd:d (1)

while [index; : indexs : step] indicates the selection row from the order of the
input matrix between rows index; and indexs. Unlike standard sliding windows,
dilated sliding windows have gaps of size dilation d. This gap allows the Dilated
Sliding Window layer to increase the receptive field without increasing complex-
ity. In two models with the same number of layers, the receptive field based on
the dilated sliding windows is expanded by d times.

3.2 Global Layer

The global layer implements a sparsity pattern based on structured pruning,
which focuses on encoding global contextual information. The structure is shown
in Fig. 2. We first chunk the sequence and construct a sparse attention matrix.
The core process has two steps: 1) partition the attentional similarity graph into
multiple subgraphs based on the undirected graph cut algorithm. 2) for each
query, the set of keys found in the same subgraph is defined as S;.

The Global Layer input consists of a matrix @ consisting of query; vectors
and a matrix K consisting of key; vectors. The adjacency matrix of the attention
map is denoted as A = QKT where A is an N x N matrix and N is the length
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of the sequence. The element A;; in the attention map represents the relevance
measure between token,; and token;. In order to reduce the computational effort
of the model, we tend to prune the smallest part of the elements of the attention
map.

In the pruning process, we traverse the attention map by row and retain the
largest elements. The pruning scheme is defined as:

Al = {4 49 S Tt @

71 (A) is the sparse attention map after pruning, and c is a small constant.
After the two representation layers have calculated the two buckets DSW
and 71 (A), we merge the two buckets together.

x(A) = DSW U T(A) 3)
Ultimately, the procedure for the local and global layers can be formulated as:

QK"
Vd

The different approach of our proposed model to other models dealing with long
sequences is shown in Fig. 3.

V = softmaz(x( ) -V (4)

(a) Local Attention (b) Global Attention (c) SSA

Fig. 3. Each square represents a hidden state. Local attention is shown in (a). Local
attention is built by a sliding window (red square) with cross-sequential attention.
Content-based sparse attention is shown in (b), where attention is built through global
contextual information. (c) is our proposed method to process both local and global
information by subsuming the hidden states of (a) and (c). The yellow boxes in ¢ are
from the local layer and the red boxes are from the global layer. (Color figure online)
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3.3 Analysis of Sparsity Patterns

Table 1 analyses the modelling complexity of the different sparsity patterns.
Papers [1,14] have the lowest sparsity pattern construction complexity, and
their complexity in maintaining a sliding window to select neighbouring data on
the sequence is linear. Similarly Reformer [7], Star transformer [37] have lower
complexity. Although they are content-based sparse attention and the sparsity
pattern is different from local attention, their computational overhead is not
significant. Strided attention [38] is a square level of complexity, as they need to
traverse the attention map to determine whether dependencies are to be retained.
This scheme is commonly used in sparse attention models based on clustering,
which increases the complexity but allows for more accurate accuracy. As a
comparison, our proposed model incorporates two representation layers that can
operate independently. These two representation layers encode local and global
information separately, and the complexity of our Local layer is linear, and the
complexity of our Global layer is O(I'-%). This indicates that our Local layer has
similar time complexity to other content-independent sparsity patterns, and our
Global layer can be constructed more quickly than other content-based sparsity
patterns.

Table 1. Complexity of sparse attention construction

Schemes Sparsity patterns Complexity
Local attention Sliding window O(n)
Strided attention SortCut O(n?)
Routing transformer K-means O(n'?)
Reformer LSH O(n)

Star transformer Star-shaped topology | O(n)
Longformer Sliding window O(n)
Sparse sinkhorn attention | SortCut O(n)
Ours-local layer Sliding window O(n)
Ours-global layer Purning o(*?)

4 Experiments

In this section, we replace the dense attention of the existing official transformer
code with SSA to validate the model effects. The experiments involve machine
translation, language modelling and image recognition. Ablation studies are also
provided.



676 Y. Sun et al.

4.1 Experimental Settings

We experiment on different models and datasets. For natural language process-
ing, two sets of experiments were designed. The first experiment was German-
English machine translation with a dataset using Multi30k, which is a smaller
dataset containing 145000 training, 5070 development and 5000 test. The sec-
ond experiment is language modelling with a cropped dataset of enwik8. The
complete enwik8 dataset is a dataset of the first 100 million characters dumped
from Wikipedia XML. We also conducted experiments for image sequences. We
performed image recognition on the cifarl0, cifarl00 and ImageNet datasets.
Cifar10 and cifar100 are labelled subsets of the 80 million micro-image dataset.
Cifar10 contains 10 categories of 128 x 128 colour images with 50,000 train-
ing images and 10,000 test images. Similarly, cifar100 has more categories and
numbers of colour images, with 500 training images and 100 test images per
category. All images for this experiment were cropped to 224 x 224. We explored
the effect of different crop ratios on the model in the ablation experiment. Since
SSA degenerates to local attention for » = 1, the experiments were all set to
r <0.8.

acy (%)
acy (%)

Topl Accur
P
Topl A

(a) ViT (b) machine translation (c) ViT

Fig. 4. The impact of hyperparameters

4.2 Accuracy Results

We first explored the impact of SSA on the accuracy of the model. These effects
were generally positive. We explored the accuracy performance of SSA in differ-
ent models. Table 2 shows the results of the German-English machine translation.
The training set, validator, and test set used for each version of the experiment
are the same. As can be seen from Table 2, SSA can achieve better accuracy
results than the baseline model. When the parameter r was set to 0.8, the BLEU
of the SSA has improved to 33.08. When r was set to 0.5, each tokens attended
to too little information for training, and eventually the PPL rose to 7.724 and
the BLEU fell to 30.97. We suspect that this is due to the size of the Multi30k
dataset. Each tokens in a short sequence is full of feature information and set-
ting a small pruning ratio will lose model accuracy. As a comparison, Table 3
shows the results of language modelling on a longer sequence dataset, enwik§.
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Table 2. Results of German-English machine translation experiments.

Arch Sparse ratio r | PPL | BLEU
VAG-NMT - - 31.6
Transformer - 6.949 | 30.97
Transformer (SSA) | 0.5 7.724125.13
Transformer (SSA) | 0.8 5.671 | 33.08

Table 3. Results of enwik8 language modelling experiments.

Arch Sparse ratio r | BPC
LSTM - 1.203
Transformer - 1.18
Transformer (SSA) | 0.5 1.08
Transformer (SSA) | 0.8 1.03

Table 4. Results of image recognition experiments.

Arch Top-1 Acc
ViT-Cifar10 81.1%
ViT-SSA-Cifar10 81.7%
ViT-Cifar100 83.3%
ViT-SSA-Cifar100 83.7%
T2TViT-ImageNet 82.4%
T2TViT-SSA-ImageNet | 82.5%

Our work achieves 1.03 BPC and the results demonstrate that the sparse layer
of SSA achieves higher accuracy metrics for models on long sequence datasets.

Table 4 explores the ablation experiments of SSA on image recognition. We
replaced the official code of ViT, T2T and replaced the core attention mechanism
with SSA. SSA achieved 81.7% accuracy on ViT-Cifarl0, 83.3% accuracy on
ViT-Cifar100, and 82.5% accuracy on T2T-ImageNet.

4.3 The Impact of Hyperparameters

SSA has two important hyperparameters. One is the sliding window size d. Its
effect is shown in Fig.4a. The sliding window size is tended to be set larger
to achieve higher accuracy. But a longer size means more calculations, so the
parameters need to balance accuracy with speed of calculation. The other is
the pruning ratio » = k/n of the global layer its effect is shown in Fig.4b and
Fig. 4c. Different models should be assigned different r values. For a total number
of tokens n > 512, we tend to set a slightly smaller r value, with r between 0.4
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and 0.5 giving better accuracy results. For n < 512, the pruning ratio should not
be too small, 0.7-0.8 is appropriate. Further, the results demonstrate that r is
influenced by the way tokens are generated. Simple token generation methods,
such as vanilla attention [30], ViT [8], embedding sequences directly into tokens,
where no information is exchanged between tokens. These models should be set
to a smaller pruning ratio. However, complex token generation methods [36]
should be set to a larger pruning ratio.

4.4 Speed Results

We evaluate the performance of the acceleration by comparing two versions of
the ViT-SSA inference task (with/without sparse matrix multiplication) running
on CPU and GPU platforms. The computing platform for the comparison test
was a Xeon E5 CPU and a GTX 2080ti. ViT-SSA refers to the Vision trans-
former which uses the SSA mechanism to replace self-attention. We designed two
versions of the experiment, in one version we used dense matrix multiplication
for the calculations and the other version used sparse matrix multiplication, and
Table 5 presents the average inference time results for each version over multiple
experiments.

Compared to the baseline, ViT-SSA-dense does not take full advantage of
the sparse matrix of SSA and the inference speed is not significantly improved.
In contrast, ViT-SSA-sparse with sparse matrix computation improved inference
speed on CPU by 43% and on GPU by 24% over baseline.

Table 5. Inference speed results.

Device Version Time (ms)
Xeon CPU | ViT-dense 2900
Xeon CPU | ViT-sparse 187

Xeon CPU | ViT-SSA-dense | 2832
Xeon CPU | ViT-SSA-sparse| 106
GTX 2080ti | ViT-dense 61
GTX 2080ti | ViT-sparse 49
GTX 2080ti | ViT-SSA-dense 58
GTX 2080ti | ViT-SSA-sparse | 37

5 Conclusion

The experiments are compared in two domains, natural language processing and
computer vision, and we give a review of SSA’s models for machine translation,
language modelling, and image recognition tasks. We replace the original self-
attention mechanism with the SSA attention mechanism on a variety of trans-
former models. The results show that our model is able to achieve more advanced
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performance on several major benchmarks. One of the more significant perfor-
mance improvements on the accuracy benchmark is V2T-cifarl0, with a 0.6%
improvement in topl Accuracy.
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