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Abstract. For face clustering, the density of each cluster distribution
in the feature space is different. Too high similarity pruning will lead
to the sparse clustering not being divided and reducing the recall ratio,
while too low similarity pruning will lead to the decline of clustering
accuracy. We propose the Two-Stage Clustering Method Based on Graph
Convolutional Neural Network (TSC-GCN), in which the clustering size
are set to measure the sparse degree of clustering and pruning with a
low similarity degree. The clustering with sparse distribution is screened
out, then the requirements for nodes similarity are improved. At the same
time, the number of neighbor nodes is set to prevent the clustering core
from deviating from the aggregation of nodes, and the clustering with
dense distribution is screened out. The experimental results show that
TSC-GCN can give a good consideration of the accuracy and recall ratio
both, and achieve better clustering effectiveness than the state-of-the-art
methods.

Keywords: Graph convolutional network · Facial clustering · Pruning
screening

1 Introduction

Recently, there have been a large amount of face images generated daily due to
the popularity of the cameras. This has unfortunately incurred big challenges for
the face image management systems. Face clustering has become a very common
approach to manage the face images for the purpose of face recognition or face
labelling, etc. [1–4]. Traditional clustering methods rely on specific assumptions.
For example, K-Means [5] requires the data set to be convex-shaped, and spec-
tral clustering [6] requires different clusters with similar sizes. They all lack of
the capability to deal with face images with complex data distributions. In order
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to improve the adaptability of complex data distributions, recent research has
proposed clustering methods to learn cluster patterns based on GCN link pre-
diction, and show great performance improvement over traditional methods in
terms of accuracy [2,7]. These link prediction-based methods improve the perfor-
mance of face clustering and have fewer requirements on the data distribution.
They all share some common operations, including generation of the subgraph
for each instance as central node first followed by predicting the linkage prob-
ability between the central node and its neighbors. In the end, they organize
the instance into clusters by the linkage. However, though these approaches are
effective enough to identify more accurate clusters, they have resulted in high
computation overheads. The main computation bottleneck of the approaches
is the need to get individual subgraphs or sub-networks from its local context
for each image instance. This has unfortunately resulted in a huge number of
subgraphs generations and led to further heavy learning tasks as well. We have
observed that the generated subgraphs are usually highly overlapping. A cen-
tral node could be a neighbor node in other subgraphs which results in excessive
redundant calculation costs, and at the same time, the inference speed is reduced.

The contributions of our paper are summarized as follows:

(1) We propose a new GCN-based face clustering TSC-GCN, which is both
time-efficient and effective.

(2) We conducted extensive experiments to evaluate TSC-GCN against existing
methods in IJB-B face datasets.

Section 2 shows the related work about the graph convolutional neural net-
works and face clustering. Section 3 introduces the details of the proposed TSC-
GCN. Section 4 and 5 provide the experimental evaluations and conclusions
respectively.

2 Related Work

Graph Convolutional Neural Network has an excellent performance in processing
graph data without regular spatial structure, so it is widely used in classification
and link prediction tasks. Yao et al. [9] used an entire corpus to manually con-
struct large heterogeneous graphs and learned them by GCNs to greatly improve
text classification performance. Chu et al. [10] used Bilinear Convolutional Neu-
ral Network to fuse the high and low dimensional features. We use GCN to mine
the complex relationships embedded between nodes and infer connectivity.

Unsupervised face clustering is to make face images similar within the class,
and mutually exclusive between the classes. Traditional face clustering algo-
rithms do not rely on machine learning and are implemented by manually design-
ing clustering rules, such as K-means [5] and DBSCAN [11]. Vidal et al. [12]
proposed Sparse Subspace Clustering, which utilized the bottom line subspace
structure in data. Lin et al. [13] used linear support vector machines to design
the nearest neighbor similarity measure based on data samples. Shi et al. [14]
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proposed Conditional Pairwise Clustering, which defines the Clustering prob-
lem as a Conditional random field and uses Pairwise similarity between faces to
complete Clustering.

In supervised face clustering, Tapaswi et al. [15] proposed ball cluster learn-
ing, which divided feature space into balls with equal radii, and each ball repre-
sents a cluster. Meanwhile, the relationship between balls is constrained. Wang
et al. [2] proposed a graph convolution face clustering algorithm based on link
prediction, which used GCN to capture the local context of face data and accu-
rately judge the link possibility of face pairs. Lei et al. [7] designed two GCN
modules, which were respectively used to detect high-quality cluster proposals
and eliminate noise in them to obtain high-quality clustering results.

Though supervised face clustering has been proven to be more effective, it
suffers from high computation overhead, as they all need to generate a lot of
subgraphs for connectivity learning. In contrast, our proposed method divides
face data by density and only predicts the connectivity of the low-density part.
The high-density part is naturally connected, which speeds up the operation
with good accuracy.

3 TSC-GCN

3.1 Problem Description

Due to the development of neural networks, feature extraction has been able to
extract high-dimensional features. However, the clustering results are unsatisfac-
tory in calculating the difference between the feature vectors of two face images.
Thus, the similarity between face images is calculated by constructing subgraphs.
In the node subgraph, the connection relationship between connected nodes is
represented by an adjacency matrix. GCN can aggregate neighborhood informa-
tion to obtain embeddings. Furthermore, the embeddings of the node subgraph
are obtained and are used to obtain the similarity between nodes through the
classification function. The larger similarity value means that they are more
likely to belong to the same cluster.

When the similarity between two nodes is greater than or equal to a thresh-
old, the two nodes are in the same cluster, and an edge can be added in. We
evaluate algorithm results by using pseudo labels, which are not the real identity
labels of nodes, but are temporarily assigned to nodes in the same cluster. As
shown in Fig. 1, face images with the same pseudo-label are in the same cluster,
and yi is pseudo labels, where i represents the i-th cluster. When evaluating
the clustering, the pseudo labels are compared with the real labels, and the
PRECISION, RECALL, PAIRWISE F-score, and NMI are calculated.

3.2 Framework Overview

This method calculates the similarity through GCN and completes clustering in
two stages, which is named as Two-Stage Clustering Method Based on Graph
Convolutional Neural Network (TSC-GCN). The framework is shown in Fig. 2.
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Fig. 1. Pseudo labels as the substitutions of the original labels

Fig. 2. The framework of TSC-GCN

Firstly, the features of the face images are extracted by the convolutional
neural network, the embeddings of the face images are obtained, and then the
obtained feature vector is mapped to the feature space. The face images in
the feature space are regarded as nodes, and each node in the feature space is
regarded as the center node. In order to use the topology of neighbor nodes
to represent the center node, a subgraph corresponding to the center node is
constructed according to the topology information of the neighbor nodes of the
center node. Secondly, the node subgraph is used as the local data to be processed
by the graph convolutional neural network, the embeddings of the node subgraph
is implemented, and the similarity between the nodes is obtained through the
classification. Using the similarity, we can get clusters in two stages. Finally, all
the clustering results are merged and the nodes in a cluster are edged to obtain
the classified face images.

3.3 Face Image Feature Representation

TSC-GCN uses the method provided in the ArcFaces face recognition model [20]
to extract the features of the image. In the face alignment, the five key points
of the face are detected by MTCNN, and the cropped 112 × 112-dimensional
face images are obtained after normalization. The features of the face images are
extracted by the resnet50 model, and we can get the 512-dimensional embeddings
through the fully connected layer. The training set of the model is the joint
dataset of MS-Celeb-1M [21] and VGGFace2 [22]. IJB-B [8] is divided into three
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datasets IJB-B-512, IJB-B-1024, IJB-B-1845. The images in the three data sets
are input into the model to obtain the feature vector, so as to map the face images
into the nodes of the feature space. Through feature extraction, the embeddings
of the face image is obtained and mapped to the feature space as the face image
node. In this way, the face images are transformed into a graph structure. In
order to use the topology information of nodes and neighbor nodes in the feature
space to construct the neighbor node subgraphs, we use GCN to calculate the
embeddings of the node subgraphs. After classification, the prediction is done
according to the similarity between nodes, so as to obtain the clusters.

3.4 Subgraph Representation

TSC-GCN takes each node in the feature space as the central node p, uses the
topology information of the neighbor nodes of the central node p to construct
the neighbor node subgraphs, and then obtains the adjacency matrix Ap and
subgraph features Xp from the neighbor node subgraph. Subsequently we can
get the similarity based on adjacency matrix Ap and subgraph features Xp.
The construction of the neighbor node subgraph is divided into three steps:
determining the subgraph nodes, constructing the subgraph features, and adding
edges between the nodes.

Fig. 3. The process of subgraph construction

Step 1: Identify subgraph nodes. Find the neighbor nodes of h-hop and less
than h-hop of the center node p, and use all the neighbor nodes as subgraph
nodes. Note that the center node p is not included in the subgraph node set.
Figure 3 shows the search of 2-hop subgraph nodes. The solid lines are edges
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between the 1-hop neighbor nodes and the dotted lines are edges between the
2-hop neighbor nodes.

Step 2: Build subgraph features. The subgraph features are constructed
according to the face image features of the central node and the subgraph nodes.
Concretely, the feature vectors of each subgraph node are subtracted from the
feature vectors of the central node, and then these new feature vectors are formed
as a row vector, which is the subgraph feature Xp corresponding to the central
node p. The subgraph feature Xp is defined as:

Xp = [..., xi − xp, ...]T , i ∈ Vp (1)

where Xp is the subgraph feature, xi is the feature of ith subgraph node, and
xp is the feature of the center node.

Step 3: Add edges between two nodes. In order to avoid large differences of
each node in the subgraph. For a node a in the subgraph node set Vp, we record
the U neighbor nodes closest to this node a which form a new node set Vu. If
b ∈ Vu ∩ VP , we add a edge between node a and node b. Take the nodes in the
subgraph node set Vp as the central node respectively, repeat the above process
to add edges, and finally get the topology of the neighbor node subgraph. This
topology is represented by an adjacency matrix Ap. The value of u is 3 in Fig. 3.

3.5 Similarity Estimator

Using the adjacency matrix Ap and subgraph features Xp, we can get the simi-
larity on the graph convolution network. The input of the convolution layer is the
adjacency matrix Ap and subgraph feature Xp, and the output is a transformed
subgraph feature Yp. The GCN is described as:

Y = σ( [X||GX] W ) (2)

where X ∈ RN×din , Y ∈ RN×dout , din, dout are the input and output dimensions
of the node feature respectively. G = g(X,A) is a N ×N dimensional aggregation
matrix, where each row adds to 1. W is the weight matrix of the convolutional
layer. σ() is a nonlinear activation function. G = g(X,A) adopts mean value
aggregation, where G = Λ− 1

2 AΛ− 1
2 , A is the adjacency matrix, Λ is a diagonal

matrix and Λii =
∑

j Aij .

3.6 Form Clusters

Pruning with too high similarity will cause sparse clusters to be unable to be
divided, reducing RECALL while pruning with too low similarity will lead to the
decline of clustering accuracy. TSC-GCN improves the division of dense clusters
by pruning and aggregating nodes with a higher degree of similarity. In addition,
aggregated nodes are filtered by setting nc (neighbor count) to prevent deviation
from the cluster core when aggregating nodes. If the number of neighbor nodes
is greater than or equal to nc, the node does not deviate from the clustering



266 J. Xue et al.

core, and the node and its neighbor nodes are aggregated. TSC-GCN has two
states, one is to limiting the size of clusters,and the other is to limit the number
of neighbor nodes. The similarity inferred by GCN is used as the input, and the
threshold of limiting the cluster size is firstly obtained to get a part of the final
cluster that is relatively sparse and a part of the remaining node sets to enter
the stage of limiting the number of neighbor nodes. After the stage of limiting
the number of neighbor nodes, all nodes are assigned to the cluster, and the face
image clustering is completed.

Limit the Cluster Size. We can set a threshold to prune the cluster. All
nodes are in the same cluster are connected together. However, simply using
the similarity method will lead to mistakenly deleting a node that actually is
in the same cluster during the pruning process, which will ultimately affect the
clustering effect. Therefore, in the first stage, the pruning strategy based on the
cluster set size threshold is adopted. At the same time, the similarity threshold of
the nodes is gradually increased during the iterative clustering of the remaining
nodes. In this way, the large set of clusters is pruned, and some clusters with less
than optimal similarity representation ability are iteratively filtered out. For the
remaining nodes, the value of similarity is higher, and we can take them to the
stage of limiting the number of neighbor nodes for further screening.

Limiting the Number of Neighbor Nodes. In order to further distinguish
which of these high similarity neighbor nodes are actually the same cluster as
the given node. The remaining nodes after screening have a high similarity with
the given node. In order to further distinguish between those neighbors with
high similarity, which are actually in the same cluster as the given node, it is
possible to introduce a variable: the number of neighbor nodes whose similarity
with the given node is greater than or equal to Th2. The more neighbor nodes is,
the higher the probability that a given node represents this cluster is. Add these
qualified neighbor nodes and the given node to the cluster, store these neighbor
nodes with a queue, which means check whether the number of neighbor nodes
meet the requirements. If so, the neighbor nodes are added to the cluster, and
these neighbor nodes are inserted into the tail of the queue. The above process
is repeated for the nodes in the node queue until the queue is empty. At this
time, a cluster will be obtained. Update the remaining node set and find the
next cluster according to the above method. When the remaining node set is
empty, the clustering ends.

The algorithm is described as Algorithm 1.

4 Experiments and Analysis

4.1 Dataset and Metrics

TSC-GCN is tested on the public face clustering benchmarks: IJB-B [8], which
consists of seven different subtasks. The three subtasks with the largest number
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Algorithm 1. Face Clustering Methods Based on GCN
Data: ImagedatasetV
Result: ThefinalClusteringResults

Extract face image feature x;
Build neighbor node subgraphs,and get subgraph node set Vp;
Get subgraph features Xp using equation (1);
Build adjacency matrix Ap, and add an edge between node a and node b, which
b ∈ Vu ∩ VP , Aab = Aba = 1;
Calculate the similarity;
th1 ← q; /* q is a predefined value */
while The number of nodes in set remain ≤ p × the total number of nodes do

Put the nodes whose similarity ≥ th1 into set S;
if the number of nodes in S ≤ MAX SIZE then

Put set S into Result;
Delete nodes in set S from set remain;

else
Clear set S;

Increase the value of th1 with a step;
end

end
th2 ← r; /* r is a predefined value */
Build a remaining node queue using the nodes in set remain;
while remaining node queue is not empty do

Take the nodes in the remaining node queue as the queue head of the node
queue and add it to the set Q;
while node queue is empty do

Record the number of the neighbor nodes of the node whose similarity ≥
th2;
if the number of the nodes ≥ nc then

/* nc is a constant value */
Add the neighbor nodes to the node queue;
Add the neighbor nodes to set Q;

end
Get the next node in the node queue;
Add Q to set result;
Delete nodes which is in Q from the remaining node queue;

end
end

return result;

are selected. The numbers of identities included in the three subtasks are 512,
1024, and 1845 respectively, and the numbers of samples included are 18171,
36575, and 68195 respectively. We use the model trained on a random subset
of CASIA [16] dataset for testing clustering. We use the most mainstream face
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clustering evaluation metrics [17]: Bcubed F-score (denoted as FB) and Pairwise
F-score (denoted as FP ).

4.2 Parameter Setting

For the density selection threshold is determined to be 0.4 after many experi-
ments. The initial learning rate of momentum and SGD is 0.1, and the weight
decay value is 1e−5. The infrastructure/hardware (GPU/CPU/RAM) set up is
(Tesla P100/Intel Xeon/16 GB).

4.3 Results and Analysis

Table 1 shows the comparison results of TSC-GCN and other base methods. The
best results are shown in bold. The results in Table 1 show that our method is
much better than traditional clustering methods in IJB-B compared to tradi-
tional methods. Specifically, TSC-GCN’s Pairwise F-score is about 4% higher
than the existing method.

Table 1. Comparison on IJB-B data set.

Method IJB-B-512 IJB-B-1024 IJB-B-1845
FB FP FB FP FB FP

K-Means [5] 0.612 0.436 0.603 0.413 0.600 0.301
Spectral [6] 0.517 0.310 0.508 0.217 0.516 0.246
AHC [23] 0.795 – 0.797 – 0.739 –
AP [18] 0.494 – 0.484 – 0.477 –
DBSCAN [11] 0.753 – 0.725 – 0.695 –
ARO [19] 0.763 – 0.758 – 0.755 –
PAHC [13] – – 0.639 – 0.755 –
ConPAC [14] 0.656 – 0.641 – 0.755 –
DDC [24] 0.802 – 0.805 – 0.800 –
L-GCN [2] 0.833 0.843 0.833 0.853 0.814 0.677
TSC-GCN 0.834 0.913 0.835 0.890 0.811 0.712

4.4 Hyperparameter Analysis

We analyzed the hyperparametric similarity th1, th2, and neighbor count nc in
both phases. We chose the Pairwise F-score as the evaluation metric for clustering
effectiveness. Also, a comparison with L-GCN was made for reference and analysis.
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The First Stage. In the first stage, i.e. the limiting clustering size stage, the
value of the hyperparameter th1 affects the effect of clustering. As can be seen
in Fig. 4, the TSC-GCN shows an overall upward trend in Pairwise F-score as
the value of th1 increases. Once th1 is too high, some similar images will be
excluded from the clusters.

Fig. 4. Effect of th1 on Pairwise F-score

The Second Stage. The second stage is the combination of the two hyperparam-
eters th2 and nc, which then filter the clusters. To address the shortcomings of th1,
we exclude the interference of high similarity node pairs by setting a threshold for
the number of neighboring nodes nc. Theoretically, the higher the number of sur-
rounding neighboring nodes, the higher the confidence that the node can represent
the cluster it is in. As can be seen from Fig. 5 and Fig. 6, the clustering results are
relatively sensitive to the choice of the similarity threshold th2.

Fig. 5. Effect of th2 on Pairwise F-score
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Fig. 6. Effect of nc on Pairwise F-score

5 Conclusions

We proposed a novel face clustering method TSC-GCN, which divided the pro-
cess of obtained cluster results into two stages, limiting the size of clusters and
the number of neighboring nodes. The purpose was to filter out the clusters that
were more dispersed and were densely distributed in the feature space respec-
tively. It was experimentally verified that the TSC-GCN could well balance pre-
cision and recall both, and achieved better clustering results when the runtime
was at the same level as the existing methods.
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