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Abstract. Document-level Relation Extraction (Doc-level RE) aims to
extract relations among entities from a document, which requires rea-
soning over multiple sentences. The pronouns are ubiquitous in the doc-
ument, which can provide reasoning clues for Doc-level RE. However,
previous works do not take the pronouns into account. In this paper,
we propose Coref -aware Doc-level RE based on Graph Inference Net-
work (CorefDRE) to infer relations. CorefDRE first dynamically con-
structs the heterogeneous Mention-Pronoun Affinity Graph (MPAG)
by integrating coreference information of pronouns. Then, Entity Graph
(EG) is aggregated from MPAG through the weight of mention-pronoun
pairs, calculated by the noise suppression mechanism, and GCN. Finally,
we infer relations between entities based the normalized EG. Moreover,
We introduce the noise suppression mechanism via calculating affinity
between pronouns and corresponding mentions to filter the noise caused
by pronouns. Experimental results significantly outperform baselines by
nearly 1.7–2.0 in F1 on three public datasets, DocRED, DialogRE, and
MPDD. We further conduct ablation experiments to demonstrate the
effectiveness of the proposed MPAG structure and the noise suppression
mechanism.

Keywords: Document-level relation extraction · Mention-pronoun
affinity graph · Noise suppression

1 Introduction

Relation Extraction (RE), a task that automatically extracts relational facts
among entities from raw texts, is widely used in knowledge base construction [22]
and question answering [18]. Previous researches mainly focus on sentence-level
RE, which aims to identify relations between an entity pair in a single sentence.
However, large amounts of relational facts are expressed by multiple sentences,
which cannot be achieved by sentence-level RE. Therefore, researchers gradually
pay more attention to document-level RE.

Doc-level RE not only handles the sentence-level RE but also captures com-
plex interactions among cross-sentence entities in the document. Recent studies
focus on graph-based reasoning skills [5,14,16], where coreference information,
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Fig. 1. An example document from DocRED. Entities are distinguished by color, with
the reasoning clue and relation label listed offside.

especially produced by mentions, is extensively used for logical inference. How-
ever, the coreference information of pronouns, beneficial to obtaining interactive
information across sentences [3] and multi-hop graph convolution, is ignored.

Figure 1 shows an example from the DocRED dataset [15]. As will be readily
seen, only based on the fact that mention Colette de Jouvebel (in the 1st sen-
tence) and pronouns she (in the 8th sentence) refer to the same entity, can we
infer the relation of entity pair (Colette de Jouvebel, Lachaise) is the place of
death. And the relational reasoning pattern of entity pairs (Colette de Jouvebel,
Castel−Novel) and (Colette, Lachaise) is the same as above. Therefore, the pro-
nouns in documents can produce rich semantic information, which is extremely
vital to Doc-level RE. To verify the hypothesis, we randomly sample 100 docu-
ments from the DocRED training set and measure the number of pronouns and
mention-pronoun pairs. Table 1 describes that each document has approximate
32 pronouns (“he”, “him”, “his”, “she”, “her”, etc.) and 14 mention-pronoun
pairs. Obviously, pronouns can provide significant clues to Doc-level RE if some
strategies are designed ingeniously.

Table 1. Statistics of pronouns and mention-pronoun pairs.

Type Count

Pronouns 32

Mention-Pronoun pairs 14

To capture the feature produced by pronouns, we propose a novel Coref-aware
Doc-level RE based on Graph Inference Network (CorefDRE). CorefDRE is a
fine-tuned coreference-aware approach that instructs the model directly to learn
the coreference information produced by mentions and pronouns. Specifically, we
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propose a heterogeneous graph, Mention-Pronoun Affinity Graph (MPAG) with
two types of nodes, namely mention node and pronoun node, as well as three
types of edges (i.e., intra-sentence edge, intra-entity edge, and pronoun-mention
edge) to capture semantic information of pronouns in the document for relation
extraction. MPAG is a fusion of Mention Graph(MG) [20] and Mention-Pronoun
Graph(MPG), which is constructed according to NeuralCoref, an extension to
the Spacy. After that, we apply GCNs [6] to MPAG to get the representation for
each mention and pronoun. Then we merge mentions and pronouns that refer to
the same entity to get the Entity Graph (EG), and based on EG we infer multi-
hop relations between entities. Meanwhile, to reduce the noise brought by Neural-
Coref, we propose the noise suppression mechanism that first calculates the affin-
ity of each mention-pronoun pair as edge weigh of MPAG and then suppresses the
low weight edge during the fusion of MPAG into EG.

Our contributions are summarized as follows:

– We introduce a novel heterogeneous graph, Mention-Pronoun Affinity Graph
(MPAG), which integrates the coreference information produced by mentions
and pronouns to better adapt to Doc-level RE task.

– We propose a noise suppression mechanism to calculate the affinity between
mention and corresponding pronoun for suppressing noise produced by false
mention-pronoun pairs.

– We conduct experiments and the results outperform baseline by nearly
1.7–2.0 in F1 on the public datasets, DocRED, DialogRE, and MPDD, which
demonstrate the effectiveness of our CorefDRE model.

This paper is organized as follows: Sect. 1 outlines the research on doc-level
RE and the main contribution of this paper, Sect. 2 and section3 detail the
proposed model and the experimental results, respectively. Section 4 describes
the related work of graph-based doc-RE and Sect. 5 summarizes the advantages
and disadvantages of this paper and provides the direction for future research.

2 Proposed Approach

We formulate the task of document-level RE (doc-level RE) in the following
way: Document D: the document is the raw text containing multiple sentences,
namely D = {s1, s2, . . . , sn}. Entity E: the entity set E consists of the entities
that appear in the document. For each entity ei, it is represented by a set of
mentions in the document as well as an entity type: ei = ({mi1,mi2, . . . } , ti),
where ti ∈ Re (the set of predefined entity types in the datasets). Mention
m: the mentions refer to the representation of entities in a document, and each
mention refers to a span of words: m = {w1, w2, . . . }. Pronoun p: pronouns are
words that can refer to mention in a document (e.g., it, he, she, etc.).

Given the document D and entity set E, Doc-level RE is required to predict
the relational facts between entities, namely rs,o = f(es, eo), where es, eo are sub-
ject entity and object entity in E, rs,o is a relational fact in pre-defined relation
set R. In order to produce the above described output, our model, Coref-aware
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Doc-level RE based on Graph Inference Network (CorefDRE), mainly consists of
3 modules: Mention-Pronoun Affinity Graph construction module (Subsect. 2.1),
noise suppression mechanism (Subsect. 2.2), graph inference module (Subsect.
2.3), as is shown in Fig. 2.

Fig. 2. The architecture of our CorefDRE. First, the document is fed into the encoder
respectively, and then MG is constructed. Second, find the mention-pronoun pairs and
use the noise suppression mechanism to calculates the affinity of mention-pronoun pairs
as the weight of mention-pronoun edge, and then MPG is constructed. Third, merge
MG and MPG to MPAG and mention-pronoun pairs with low affinity are inhibited
when merging. Finally, after applying GCNs, MPAG is transformed into EG, where
the paths between entities are identified for reasoning. Different entities are drawn with
colors and the number i in each node denotes that it belongs to the i-th sentence.

2.1 Mention-Pronoun Affinity Graph Construction Module

To model the coreference relationships and enhanced the interactions between
entities, Mention-Pronoun Affinity Graph (MPAG), a combination of MG and
MPG, is constructed. MG is constructed according to Zeng et al. [20] but no
document node here. MPG is constructed according to the mention-pronoun
pairs generated by NeuralCoref. Specifically, the NeuralCoref first identify the
pronouns that refer to the same mention and cluster the mention-pronoun pairs
together as coreference clusters. For instance, we can obtain mention-pronoun
pair clusters simply (e.g., [(Bel Gazou, she),(Bel Gazou, She),. . . ,(Colette, her
mother)]) from the sentences as shown in Fig. 2. And m and p in the pair (m, p)
correspond a mention node m and a pronoun node p of MPG respectively, and
there is a mention-pronoun edge between node m and node p.

There are two types of nodes and three types of edges in MPG:
Mention Node: each mention node in graph corresponds to a particular

mention of an entity. The representation of the mention node mi is defined
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by the concatenation of semantic embedding, coreference embedding and type
embedding [15], namely mi = [avgwk∈mi

(hk) ; tm; cm], where tm ∈ Re, cm rep-
resents which entity it refers to, and avgwk∈mi

(hk) is the average representation
of mention containing words encoded by encoder.

Pronoun Node: Each pronoun (e.g. it, his, she, etc.) refers to a mention in
the document corresponding to a pronoun node. The representation of the pronoun
node is similar to that of the mention, where the type embedding and coreference
embedding are the same as that of the corresponding mention nodes.

Intra-entity Edge: Nodes that refer to the same entity are fully connected
with the intra-entity edge between them. The edge can model the interaction
among different mentions and pronouns of the same entity and establish the
interaction of cross-sentence.

Intra-sentence Edge: If two nodes co-occur in a single sentence, there is an
intra-sentence edge between them. The edge can model the interaction among
the mentions and pronouns referring to different entities.

Mention-Pronoun Edge: The mention-pronoun edge is the same as the
mention-pronoun edge of MPG. The edge can strengthen the interaction of
semantic information among sentences through the coreference information.

To initialize MPAG, we follow the GAIN proposed by Zeng et al. [20] and
then dynamically update MPAG by applying Graph Convolution Network [6] to
convolute the heterogeneous graph. Given node ni at the l-th layer, the hetero-
geneous graph convolutional operation is formed as follows:

nl+1
i = σ

⎛
⎝∑

e∈E

∑
j∈N

1
|N |W

l
en

l
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e

⎞
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where σ(.) is the activation function. E denotes the set of different edges, N
denotes the set of different neighbors of node ni, and W l
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parameters.
To cover features of all levels, the node ni is defined as the concatenation of

hidden states of each layer:
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N
i

]
(2)

where nl
i is the representation of node ni at layer l, and n0

i is the initial rep-
resentation of node ni, which is formed by the document representation from
encoder.

2.2 Noise Suppression Mechanism

Mention-pronoun pairs will produce noise because of the weak adaptability
between the datasets and the NeuralCoref. Therefore, we propose the noise
suppression mechanism to filter noise in the process of graph inferencing (Sub-
sect. 2.3). In our framework, we adopt the BERT to measure the affinity of
the mention-pronoun pairs as the weight of the mention-pronoun edge. For each
pair (mention, pronoun), we concatenate the context of mention and pronoun



CorefDRE: Coref-Aware Document-Level Relation Extraction 121

as input and produce a single affinity scalar for every pair when constructing
MPAG. The input form of tokens is as follows:

[CLS] 〈 Mention 〉 [SEP ] 〈 Pronoun 〉 [SEP ]
where 〈�〉 := cl[START ] � [END]cr

(3)

where � is mention tokens or pronoun tokens, cl and cr represent the text on left
and right of “�” respectively. The [START ] and [END] are two special tokens
fine-tuned that indicate the start and end of “�” in the context respectively.

Inspired by Angell et al. [1], we make affinity symmetric by averaging the
representation of (mention, pronoun) and (pronoun,mention) to improve the
representation. And then the affinity of the mention-pronoun pair is calcu-
lated by passing the enhanced representation of pairs into a linear layer with
sigmoid activation. For instance, the affinity between mention-pronoun pair
(mention, pronoun) is set 1, which is a strong signal for the fusion of MPAG. To
calculate the affinity between the mention-pronoun pair accurately, we subtly
design the positive sampling and negative sampling to train the affinity calcu-
lation. We screen out 300 positive samples Dp from the data D obtained by
NeuralCoref and replace the mention m of the positive sample with other men-
tions m′ randomly. To train the affinity module, we minimize the following triplet
max-margin loss when training.

Lϕ =
∑

p+,mεP+

∑
p−,mεP−

l (m, p+, p−) (4)

l(g, p, n) =
[
aff(g, n)2 − (1 − aff(p, n))2

]
+

(5)

where m and p are mention and pronoun in mention-pronoun pair (m, p) and
aff (m, p) is the affinity between m and p. The g, p, n in Eq. (5) are mention,
negative pronoun, and positive pronoun referring to mention.

2.3 Graph Inference Module

Graph Merging. Inspired by Zeng et al. [20], we predict relational facts
between entity pairs by reasoning on Entity Graph (EG), which is transformed
from MPAG. Furthermore, the dynamic process of merging MPAG to EG is
divided into three steps:

Step 1: Pronoun nodes that refer to the same mention are merged with the
corresponding mention node to form a new mention node. Note that if the affin-
ity between the mention-pronoun pair is less than the threshold θ, the pronoun
does not participate in the merging process so that noise is depressed simply. For
the i-th mention node merged from N pronoun nodes, it is represented by con-
catenating the mention and the average of its N pronoun node representations,
and the representation of new mention node is defined as:

mi = m̄i ⊕ 1
N

∑
n

affnpn (affn ≥ θ) (6)
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where m̄i denotes the mention representation. pn is the n-th pronoun referred to
the mention mi, affn is the affinity of (m̄i, pn) pair and ⊕ denotes concatenate
operation.

Step 2: Mention nodes that refer to the same entity are merged to an entity
node in EG. For the i-th entity node merged from N mention nodes, it is repre-
sented by the average of its N mention node representation:

ei =
1
N

∑
n

mn (7)

Step 3: Intuitively, intra-sentence edges between the mentions, which refer to
the two entities, are merged as the bi-directional edge in EG. The directed edge
from entity node ei to ej in EG is defined as:

edgeij = σ (Wq [ei; ej ]) + bq (8)

where Wq and bq are trainable parameters and σ is an activation function (e.g.,
ReLU).

We model the potential reasoning clue between the entity nodes in EG
through the path between the entity nodes. Based on the representation of the
edge, two − hop path between entity nodes es and eo is defined as:

Pk
s,o = [edges,i; edgei,o; edgeo,i; edgei,s] (9)

where i stands for the intermediate node. Since there are multiple paths between
two entity nodes, an attention mechanism is introduced to fuse the path informa-
tion and pay more attention to the strong path. Path information of the entity
in EG is defined as:

si = σ
(
[es; eo] · Wl · pi

s,o

)
(10)

αi =
esi∑
j esj

(11)

ps,o =
∑

i

αip
i
s,o (12)

where αi is the attention weight for ith path and σ is an activation function
(e.g., ReLU).

Relation Inference. According to the fusion of MPAG and noise suppression
mechanism, The isomorphic graph EG is dynamically constructed, and the rela-
tionship between entity nodes can be predicted by the path inference. To identify
the relationship of entity pair (es, eo), we concatenate the following representa-
tions as Is,o and compute the probability of relation r from the pre-specified
relation schema as Eq. (14):

Is,o = [es; et; |es − eo| ; es � eo; ps,o] (13)

P (r | es, eo) = sigmoid (Wbσ (WaIs,o + ba) + bb) (14)
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where es and eo are the representation of subject and object entity in EG,
and ps,0 is the comprehensive inferential path information. Wa, Wb, ba, bb are
trainable parameters and σ is an activation function (e.g., ReLU). We use binary
cross entropy as the loss function to train our model.:

L = −
∑
D∈S

∑
s �=o

∑
r∈R

CrossEntropy
(
P (r | es, eo) , P (r | es, eo)

)
(15)

where S denotes the whole corpus, and P (r | es, eo) refers to ground truth.

3 Experiments

3.1 Dataset and Experimental Settings

DocRED [15]: DocRED consists of 3053 documents for training, 1000 for devel-
opment and 1000 for test. And more than 40.7% of the relation facts require
reasoning over multiple sentences. DialogRE [17]: DialogRE includes 1073 for
training, 358 for development and 357 for test, and 95.6% of relational triples
can be inferred through multiple sentences, where pronouns are extensively used.
MPDD [2]: A publicly available Chinese dialogue dataset with the emotion and
interpersonal relation labels and a mass of pronouns. To learn an effective rep-
resentation for documents and capture the context of each mention, Following
Yao et al. [15], for each word, we concatenate its word embedding, entity type
embedding, and entity id embedding. And then we feed all the word representa-
tions into Glove/BERT to get the representation of the document. We extract
the relation between pronoun and mention based on Huggingface’s NeuralCoref
and use BERT to pretrain the affinity for the mention-pronoun pair. We use
2 layers of GCN to encode the MPAG and EG. Our model is optimized with
AdamW [9] and sets the dropout rate of GCN to 0.6, learning rate to 0.001.

3.2 Baseline Models

We use the following models as baselines.

CNN & BiLSTM: Yao et al. [15] proposed CNN and BiLSTM to encode the
document into a sequence of the hidden state vectors. Context-Aware: Yao
et al. [15] also proposed LSTM to encode the document and attention mecha-
nism to fuse contextual information for predicting. CorefBERT: a pre-trained
model was proposed by Ye et al. [16] for word embedding. DocuNet-BERT:
Zhang et al. [21] proposed a U-shaped segmentation module to capture global
information among relational triples.GAIN-GloVe/GAIN-BERT: Zeng et al.
[20] proposed GAIN, which designed mention graph and entity graph to predict
target relations, and make use of GloVe or BERT for word embedding, GCN for
representation of the graph.
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Table 2. Performance on DocRED. Models above the first double line do not use pre-
trained models. Results with * are reported in their original papers. Ign F1 refers to
excluding the relational facts shared by the training and dev/test sets.

Model Dev Test

Ign F1 F1 Ign F1 F1

CNN∗ [15] 41.58 43.45 40.33 42.46

BiLSTM∗ [15] 48.87 50.94 48.78 51.06

ConText-Aware∗ [15] 48.94 51.09 48.40 50.70

GAIN-GloVe [20] 53.12 55.37 52.71 55.18

CorefDRE-GloVe 55.01 57.33 54.37 56.74

BERTbase
∗ [13] - 54.16 - 53.20

CorefBERTbase
∗ [16] 55.32 57.51 54.54 56.96

DocuNet-BERTbase
∗ [21] 59.86 61.83 59.93 61.86

GAIN-BERTbase [20] 59.21 61.25 59.03 59.12

CorefDRE-BERTbase 60.85 63.06 60.78 60.82

Table 3. Performance on the datasets DialogRE and MPDD.

Model F1-DialogRE Acc-MPDD

CNN [17] 46.1 -

BERT [8] 60.6 31.0

GAIN [8] 69.8 42.2

CoIn [8] 71.1 46.5

CorefDRE 71.4 46.7

3.3 Main Results

We compare our CorefDRE model with other baselines on the DocRED dataset.
The results are shown in Table 2. We use F1 and Ign F1 as evaluation indicators
to evaluate the effect of models. Compared with the models based on GloVe,
CorefDRE outperforms strong baselines by 1.7–2.0 F1 scores on the develop-
ment set and test set. Compared with the models on BERT-base, CorefDRE
outperforms strong baselines by 1.6–1.9. These results suggest that MPAG can
capture the interaction relationship of multi-sentences for better Doc-level RE.
Although we only conduct the experiments on DocRED, DialogRE, and MDPP
shown in Table 3, our model is fit to others since pronouns are the essential
grammar and syntax of the natural language.

3.4 Ablation Study

To verify the effectiveness of different modules in CorefDRE, we further analyze
our model and the results of the ablation study shown in Table 4.

First, we remove the noise suppression mechanism. We set the weight of
the mention-pronoun edge directly to 1 and merge all the pronoun nodes with
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Table 4. Performance of CorefDRE with different embeddings and submodules.

Model Dev Test

Ign F1 F1 Ign F1 F1

CorefDRE-GloVe 55.01 57.33 54.37 56.74

-noise suppression 53.57 55.85 53.02 55.26

-pronoun node 53.12 55.37 52.71 55.18

CorefDRE-BERTbase 60.85 63.06 60.78 60.82

-noise suppression 59.57 61.67 59.43 59.64

-pronoun node 59.21 61.25 59.03 59.12

the corresponding mention node when generating EG. Without the weight
between pronoun node and mention node, the performance of CorefDRE-
GloVe/CorefDRE-BERTbase sharply drops by 1.39 F1 on the development set.
This drop shows that the affinity between pronoun node and mention node plays
a vital role in suppressing the noise caused by unsuitable mention-pronoun pairs.

Next, we remove the pronoun nodes. Specifically, we convert MPAG into
MG proposed by Zeng et al. [20]. Without pronoun nodes, the result drops by
an average of 1.88 F1 on the development set. This suggests that the pronoun
nodes can capture richer information that mention node and document cannot
capture effectively.

3.5 Case Study

Fig. 3. Case Study on our CorefDRE model and baseline model. The models take the
document as input and predict relations among different entities in different colors. The
Graph Inference is reasoning process on graphs and the NA stands for no relation.
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Figure 3 illustrates the case study of our CorefDRE compared with baseline. As
is shown, GAIN can not predict the relation of entity pairs (Conrad Johnson,
Wiley College) and (Samuel C. Brightman,World War II), while CorefDRE
can predict the relation between Conrad Johnson and Wiley College is educated
at and the relation between SamuelC. Brightman and World War II is conflict,
because pronoun nodes he and He can connect the entity pair (Conrad Johnson,
Wiley College) and (Samuel C. Brightman,World War II) respectively. We
observe that relation extraction among those entities needs pronouns to connect
them across sentences. The observation indicates that the information introduced
by pronouns is beneficial to relation extraction.

4 Related Work

Relation Extraction is to extract relation facts from a given text, while early
researches mainly focus on predicting relation fact between two entities within
a sentence [4,22]. These approaches include sequence-based methods, graph-
based methods, and pre-training methods, which can tackle sentence-level RE
effectively, and the dataset contains a fixed number of relation types and entity
types. However, large amounts of real-world relational facts only can be extracted
through multiple sentences.

Doc-Level Relation Extraction. Researchers extend sentence-level to Doc-
level RE [12,21] and explore two trends. The first is the sequence-based method
that uses the pre-trained model to get the contextual representation of each word
in a document, which directly uses the pre-trained model to obtain the relation-
ship between entities [7,10,16]. These methods adopt transformers to model
long-distance dependencies implicitly and get the entities embedding, and feed
them into a classifier to get relation labels. However the sequence-based methods
cannot capture enough entity interactions when the document length is out of
the capability of the encoder at a time. In order to model these interactions, the
graph-based method are proposed to constructs graphs according to documents,
which can model entity structure more intuitively [11,20,23]. These methods
take advantage of LSTM or BERT to encode the input documents and obtain
the representation of entities, then utilize the GCNs to update representation,
and finally feed them into the classifier to get relation labels.

Coreference Dependency Relation Reasoning. Some previous efforts on
Doc-level RE introducing coreference dependency for multi-hop inference are
useful for solving multi-hop reasoning. Previous works [10,11,23] have shown
that graph-based coreference resolution is obviously beneficial to construct
dependencies among mentions for relation reasoning. [19] proposed intra-and-
inter-sentential reasoning based on R-GCN to model multiple paths by covering
all cases of logical reasoning chains in the graph. [14] introduced a reconstructor
to rebuild the graph reasoning paths to guide the relation inference by multi-
ple reasoning skills including coreference and entity bridge. However, none of
the above methods model the influence of pronouns on relation extraction and
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reasoning directly. Our CorefDRE model deals with the problem by introducing
a novel heterogeneous graph with mention-pronoun coreference resolution and
noise suppression mechanism.

5 Conclusion and Future Work

This paper proposed CorefDRE which features two novel skills: the coref-aware
heterogeneous graph, MPAG, and the noise suppression mechanism. Based on
the proposed method, the model can extract document-level entity pair relation
more effectively due to the richer semantic information brought by pronouns.
Experiments demonstrated that our CorefDRE outperforms most previous mod-
els significantly and is orthogonal to pre-trained language models. However, there
are still some problems not been completely solved. The noise generated by pro-
nouns hinders the improvement of the performance of our model. In the future,
we will explore other methods to construct less noisy mention-pronoun pairs to
optimize CorefDRE.
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