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Preface

This three-volume set contains the papers presented at the 15th International Conference
on Knowledge Science, Engineering, and Management (KSEM 2022), held during
August 6–8, 2022, in Singapore.

There were 498 submissions. Each submission was reviewed by at least 3, and on
average 3.5, ProgramCommitteemembers. The committee decided to accept 150 regular
papers (30% acceptance rate) and 19 special track papers, giving a total of 169 papers.
We have separated the proceedings into three volumes: LNCS 13368, 13369, and 13370.

KSEM 2022 was the fifteenth in this series of conferences which started in 2006.
The aim of this interdisciplinary conference is to provide a forum for researchers in the
broad areas of knowledge science, knowledge engineering, and knowledge management
to exchange ideas and to report state-of-the-art research results. KSEM is in the list
of CCF (China Computer Federation) recommended conferences (C series, Artificial
Intelligence).

KSEM 2022 was held in Singapore, following the traditions of the 14 previous
successful KSEM events in Guilin, China (KSEM 2006); Melbourne, Australia (KSEM
2007); Vienna, Austria (KSEM 2009); Belfast, UK (KSEM 2010); Irvine, USA (KSEM
2011); Dalian, China (KSEM 2013); Sibiu, Romania (KSEM 2014); Chongqing, China
(KSEM 2015), Passau, Germany (KSEM 2016), Melbourne, Australia (KSEM 2017),
Changchun, China (KSEM 2018); Athens, Greece (KSEM 2019), Hangzhou, China
(KSEM 2020), and Tokyo, Japan (KSEM 2021).

The objective of KSEM 2022 was to bring together researchers and practitioners
from academia, industry, and government to advance the theories and technologies
in knowledge science, engineering, and management. KSEM 2022 focused on
three broad areas: Knowledge Science with Learning and AI (KSLA), Knowledge
Engineering Research and Applications (KERA), and Knowledge Management with
Optimization and Security (KMOS).

We would like to thank the conference sponsors: Springer, Nanyang Technological
University, Singapore, and Princeton University, USA. Moreover, we would like to
express our gratitude to the honorary chairs and the KSEM Steering Committee chairs,
Ruqian Lu (Chinese Academy of Sciences, China) and Dimitris Karagiannis (University
of Vienna, Austria), and the members of the Steering Committee, who provided insight
and guidance during all the stages of this effort. The KSEM 2022 general co-chairs,
Ruby B. Lee (Princeton University, USA), Tianwei Zhang (Nanyang Technological
University, Singapore), and Yaxin Bi (Ulster University, Jordanstown, UK), were
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extremely supportive in the conference organizing, call for papers, and paper review
processes, and we thank them for the general success of the conference.

August 2022 Gerard Memmi
Baijian Yang
Linghe Kong

Tianwei Zhang
Meikang Qiu
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Knowledge Management
with Optimization and Security (KMOS)



Study on Chinese Named Entity Recognition
Based on Dynamic Fusion and Adversarial

Training

Fei Fan, Linnan Yang(B), Xingyu Wu, Shengken Lin, Huijie Dong,
and Changshan Yin

School of Big Data, Yunnan Agriculture University, Kunming, Yunnan, China
Feifan07@aliyun.com, lny5400@163.com, islsk@stu.xhsysu.edu.cn

Abstract. This paper aims at the Chinese Named Entity Recognition task, uses
NEZHA Chinese pre-trained language model as the word embedding layer, then
adopts theBiLSTMnetwork architecture to encode it, andfinally connects theCRF
layer to optimize the output sequence. In order to enhance the fusion of semantic
features of the NEZHAmodel in the upper, middle, and lower layers, an attention
mechanism has been adopted to integrate the NEZHA coding layers. At first,
weight was given to each representation generated by its 12 Transformer coding
layers. Secondly, the weight value was dynamically adjusted through supervised
training, and then the generated layer representation was weighted average to get
the final word embedded representation. Finally, some noise was introduced to the
input data, which is used for adversarial training to improve the generalization and
robustness of the model. The results show that the F1 Score of the proposed model
on Chinese Clinical Named Entity Recognition Dataset and people’s daily corpus
are respectively 98.52% and 96.84%, which are 2.36% and 4.21% respectively
higher than the benchmark model Bert BiLSTM CRF.

Keywords: Natural language processing · Chinese named entity recognition ·
NEZHA · Dynamic fusion · Adversarial training

1 Introduction

Named Entity Recognition (NER) technology is one of the basic core tasks in natural
language processing (NLP). It can identify entities in text and their corresponding types,
such as human names, place names, institutional names, etc. It is an essential part of
NLP downstream tasks such as Information Extraction, Q&A System, and Knowledge
Graph.

Initially, rule and dictionary matching approaches were used in the research path of
named entity recognition. For example, Liu et al. [1] recognized numeric and temporal
expressions by designing and tuning optimal templates. Dictionary matching methods
extract all matching strings from the target sequence utilizing entities built into the
dictionary. These approaches may be successful in specific domains, but both fail to
solve the OOV (Out-Of-Vocabulary) problem [2]. In addition, both methods rely heavily

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 3–14, 2022.
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on time-consuming manual features. Later on, statistical machine learning approaches
becamepopular, andCRFmodels [3] became themost commonlyusedmethod for named
entity recognition. Li et al. [4] and Malarkodi et al. [5] used CRF models to identify
agricultural named entities, such as crops, pests, and pesticides, on their self-constructed
annotated corpus and obtained encouraging experimental results by selecting different
combinations of features. The statistical-based machine learning approach effectively
improves the accuracy of Chinese named entity recognition, but it is still time-consuming
and tedious because it relies on feature engineering [6]. In addition, the CRF model is
often unsatisfactory for the extraction of a large number of word-length entities in the
text, and there are many breaks in the continuous entities.

Recurrent neural networks (RNNs) arewidely applied to natural language processing
tasks due to theymaintain amemory based on historical information. They can be able to
align with the text. Among RNNs, the Bi-directional long-short term memory network
(BiLSTM) [7] is one of the most widely used RNN structures. Huang [8] was the first
to apply BiLSTM and CRF to the sequence annotation task. Since BiLSTM has the
powerful ability to learn word context representations, it has been adopted as an encoder
by most NER models. Yue [9] proposed the Lattice LSTM network that encodes input
character sequences and potential words for all matching dictionaries, making full use
of word and word order information.

Recently, the pre-trained language model BERT [10] has been widely used on var-
ious NLP tasks, and some researchers have proposed to use the pre-trained language
model BERT as a word embedding layer, and the acquired word representations have
richer semantic and syntactic information because it has a more expressive bi-directional
Transformer encoder [11]. Fabio [12] applied the BERT-CRFmodel to Portuguese NER
to obtain the best F1 value on HAREM I; Jana [13] used the BERT pre-trained language
model for entity recognition to achieve quite desirable results on CoNLL-2002 Dutch,
Spanish and CoNLL-2003 English.

In recent years, the combination of deep learning and adversarial training has become
popular in the field of natural language processing, and it has become an alternative
path for text research as a regularization method. Miyato et al. [14] used deep learning
techniques and proposed for the first time to add perturbations to theword vector layer for
a semi-supervised text classification task. Bekoulis et al. [15] applied adversarial training
to a joint model of entity recognition and relation extraction in a joint model, achieving
excellent results across languages and multiple datasets. Zhou et al. [16], on the other
hand, added perturbation to the word embedding layer to improve the generalization
ability of named entity recognition models with low resources.

The remainder of the paper is organized as follows. Section 2 describes the basic
network model for named entity recognition used in this article. Section 3 shows the
principle of dynamic fusion and adversarial training algorithm. Section 4 discusses
related research. Finally, Sect. 5 draws conclusions.
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2 Methodology

2.1 Model Architecture

The primary model designed in this paper is the NEZHA (NEural contextualiZed rep-
resentation for Chinese lAnguage understanding) [17] pre-trained language model of
dynamic fusion, followed by the BiLSTM network architecture, and finally added to the
CRF network layer. The model structure is shown in Fig. 1.

Fig. 1. Overall model architecture

2.2 Nezha Pre-trained Language Model

HuaweiNoah’sArk Lab released theNEZHApre-trained languagemodel in 2019, based
on the BERT model and trained on Chinese text. The main innovation is a functional
relative position encoding technique, which encodes the relative position of the self-
attentive layer by a predefined function without any trainable parameters.

In Transformer, each attention head processes a sequence of tokens x = (x1, x2, …,
xn), where xi ∈ Rdx , and outputs a sequence z= (z1, z2, …, zn), where z ∈ Rdz , and each
attention head has three parameter matrices WK, WQ, WV ∈ Rdx×dz , to be learned, and
the output zi is computed as follows.

zi =
n∑

j=1
αij(xjwv) (1)



6 F. Fan et al.

The attention score αij between the hidden states at position i and position j is
calculated using the softmax function.

αij = expeij∑
k expejk

(2)

where eij is the scaled dot product between the linear transformations of the input
elements.

eij = (xiWQ)(xjWk )
T

√
dz

(3)

The traditional Transformer or BERT model, which uses an absolute position infor-
mation encoding technique, is insensitive to theword order requirement formulti-headed
attention between words. The position encoding embedding and the word embedding
are summed linearly together as the input to the model. Parametric relative positional
encoding was proposed later, noting that the score calculation depends on the parametric
embedding of the relative distance between two positions. Specifically, the output zi of
Eq. (1) and the computational procedure of eij of Eq. (3) are modified as follows.

zi =
n∑

j=1
αij(xjWV + αV

ij ) (4)

eij = (xiWQ)(xjWk+αK
ij )

T

√
dz

(5)

In the above two equations, αV
ij , αK

ij ∈ R
dz are two vectors with relative positions

encoded for i and j, which are shared over all attentional heads. Transformer-XL and
XLNet use different formulations to implement relative position encoding.

In contrast, the NEZHA model uses a functional relative position encoding, where
the output and attention scores are computed depending on the sine function of the
relative position, specifically, αV

ij and αK
ij in the model are derived from the sine function

and the mode is fixed during the model training, As shown in the following equation, αij

is used to represent αV
ij , α

K
ij uniformly, and αij under dimension 2k and dimension 2k +

1 is considered respectively.

αij[2k] = sin( j−i

10000
2·k
dz

) (6)

αij[2k + 1] = cos( j−i

10000
2·k
dz

) (7)

Each dimension of the location encoding corresponds to a sinusoidal function with
different wavelengths for different dimensions. In the above equation, dz is equal to
the hidden dimension of each attention head in the NEZHA model (i.e., the hidden
dimension divided by the number of attention heads). The wavelength is a geometric
progression from 2π to 10000 · 2π. The fixed sine function was chosen because it allows
the model to extrapolate to longer sequence lengths than those encountered in training.
Techniques that have proven effective in BERT pre-trained models are also used, namely
the full word mask technique, mixed-precision training, and LAMB optimizer, and the
model performance is improved, and the training speed is significantly increased.
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2.3 BiLSTM Network Layer

Traditional recurrent neural networks are usually characterized by a temporal structure
and play an important role in tasks such as natural language processing and sequence
prediction. LSTM is a recurrent neural network withmemory units proposed by Schmid-
huber in 1997, which is an improved version of the traditional recurrent neural network
model.

LSTM is a typical operation of the popular RNN model that captures random
sequence features and processes sequence data. The LSTM network mainly consists
of three gating units and one memory unit, which will output two states to the next
unit, the unit’s state and the hidden state, respectively. The LSTM can capture remote
dependencies through three gating mechanisms, namely, input gates, forgetting gates,
and output gates. The input gate determines the percentage of the state saved from the
current state to the cell state, the forgetting gate determines what information needs to
be retained in the previous step, and the output gate is used to output the percentage of
the state information from inside the memory cell at the current moment to determine
the value of the next hidden state. The internal structure of an LSTM cell is shown in
Fig. 2.

Fig. 2. LSTM unit

Since the one-way LSTM network can only capture the historical information of the
acquired sequence, the category information of each word in the sequence is closely
related to the context. Inspired by this, Graves et al. improved and proposed a bidirec-
tional LSTM network (BiLSTM), which takes the model’s ability to extract contextual
information a step further, with applications inmore domains such as speech recognition,
lexical annotation, and named entity recognition.
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First, we use the left and right contexts to identify named entities and then apply
BiLSTM to mine the hidden expressions of characters from the global context, as shown
in the following equation.

[

→
h1

,→
h2

, . . . ,→
hN

]

= →
LSTM

([e1, e2, . . . , eN]) (8)

[

←
h1

,←
h2

, . . . ,←
hN

,

]

= ←
LSTM

([e1, e2, . . . , eN]) (9)

where ei denotes the i-th character embedded after the word embedding layer, hi denotes
the output of the forward and reverse LSTM, and the hidden representation of the i-th
character is concatenated by hi.

hi =
[

→
hi

,←
hi

]

(10)

Finally, the output of the BiLSTM layer is defined as h = [h1, h2, …, hN], where hi
∈ R2s, S denotes the dimensionality of the LSTM hidden states.

2.4 CRF Network Layer

While models of the coding layer can identify entity boundaries and do not consider
whether the relationship between entity sequences is correct, CRF models can obtain
global optimal label sequences by considering dependencies between neighboring labels
and are therefore often applied to tasks such as speech labeling and named entity recog-
nition. CRF is a sequence labeling algorithm based on the EM and HMM models. By
considering the global information on the tag sequence, the tag bias problem can be
solved, and the tags are better predicted.

The rationale of CRF is to calculate the conditional probability distribution of the
output random variable with a given random variable as the input, usually decoded using
theViterbi algorithm. TheCRFmodel for named entity recognition usedword sequences
in input sentences as observed sequences and the labeling procedure is inferred from the
most likely label sequences based on known word sequences.

3 Related Work

3.1 Dynamic Fusion

Thepaper publishedby Jawahar [18] inACL2019 states that low-level networks ofBERT
learn phrase-level information representations, middle networks of BERT learn rich
linguistic features, while BERT’s high-level network learns rich semantic information
features. For entity recognition in the general domain, the model focuses on the top-
level semantic features while ignoring the underlying features urgently needed by the
entity recognition task. In addition, taking information directly from a high level can
easily lead to over-fitting. Therefore, this study employs an attention-based multi-layer
dynamic weight fusion approach to the BERT model.



Study on Chinese Named Entity Recognition 9

Different BERT pre-trained language models also contain layer coding layers; gen-
erally, there are 12, 24, and 48 layers, recording the number of layers as L, as attention
mechanism-based layer fusion, where both α and γ are trainable parameters. This is
shown in Eqs. (11) and (12).

h = γ
N∑

i=1
wihi (11)

wi = exp(αi)∑
exp(αj)

(12)

where h is the output of the middle layer of the BERT model; w is the weight of each
layer.

This paper weighs the representations generated by the 12-layer coding layer in the
NEZHA pre-trained language model, then determines the weights dynamically through
training. Each layer’s weighted average gets the final feature representation and is then
sent to the subsequent downstream network layer to obtain the prediction results.

3.2 Adversarial Training

The father of GAN Lan Goodfellow first proposed the concept of adversarial training
[19] in 15 years of ICLR, simply adding a perturbation to the original input sample and
being trained with it after obtaining the adversarial sample. That is, the problem can be
abstracted into such a model:

min
θ

− logP(y|x + radv; θ) (13)

Among these, y is the gold label, and θ is the model parameter. So how is the
disturbance calculated? Goodfellow suggests that neural networks are vulnerable to
linear perturbations due to their linear characteristics. So, he proposed the Fast Gradient
Sign Method (FGSM) to calculate the perturbations of the input samples. Perturbation
can be defined as:

radv = ε · sgn(∇xL(θ, x, y)) (14)

where sgn is the symbolic function and L is the loss function. In summary, the two
roles of adversarial training are improving the robustness of the model in response to
malicious adversarial samples, providing a regularized supervised learning algorithm,
reducing overfitting, and improving generalization ability.

At this point, the theoretical part of adversarial training is compared to intuitive,
Madry’s previous work in ICLR 2018 [20], and redefined the problem as a problem of
finding a saddle point, the well-known Min-Max formula:

min
θ
E(x,y)∈D

[

max
radvεs

L(θ, x + radv, y)

]

(15)
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The formula is divided into two parts, maximization of internal loss function and
minimization of external empirical risk. The internal max is designed to find the pertur-
bation of the worst-case, that is, the attack, where L is the loss function and S is the range
space of the perturbation. The external min is designed to find the most robust model
parameter, namely the defense, based on the attack mode, where the input samples are
distributed. According to Madry, this formula simply and clearly defines two questions
of the “spear and shield” of adversarial samples: how to construct strong enough adver-
sarial samples? Moreover, how to make the model boring? The rest is the question of
how to solve it.

We mentioned above that Goodfellow proposed FGSM in ICLR 2015 subsequently,
and in ICLR 2017 [13], Goodfellow made a simple little modification to the portion of
the computational perturbations in FGSM. Assuming that the embedding vectors of the
input text sequence is [v1, v1, …, vT], The perturbation for the x’s embedding is:

radv = ε · g/||g||2 (16)

g = ∇xL(θ, x, y) (17)

where, G on behalf of the gradient, ||g||2 for L2 norm of the gradient, with the L2 norm
made a scale, from the formula, L2 normalized more keep the direction of the gradient,
andMax normalization is not necessarily in the same direction that the original gradient.
Of course, they all have a common premise. That is, the loss function L must be linear
or at least locally linear so as to ensure that the direction of gradient lifting is the optimal
direction. Assuming that the number of rounds of mini-Batch is M and the number of
the epoch is T, it can be seen from the code that the time complexity of FGSM and FGM
is O(T*M).

In this study, two adversarial training algorithms, FGM and FGSM, found that the
FGM effect was more applicable, so this method was used for adversarial training.

4 Experiment

4.1 Datasets

This paper selects CNER datasets from this paper [19], which are filtered and manually
annotated according to the resume summary data of seniormanagers of listed companies.
The datasets contain 1027 resume summaries with entity notation classified into eight
categories, including human name, nationality, origin, race, major, degree, institution,
and title.

This paper also performs statistics for text length, and considering the better capture
of context information as well as the input sequence length limit of the BERTmodel, we
tangent the text length by a 512-character length. To ensure the integrity of the sentence
and reduce the absence of context semantics, the period as a tangent truncates the forward
index of length 512, and the remaining sentences are added to the next subsequence,
thus ensuring that a sentence is not cut into two parts.
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4.2 Experimental Setup

This experiment uses a UTC 2021 x86_64 GNU/Linux server with a Quadro RTX
5000 graphics card and CUDA version 11.0. The neural network model is built in the
PyTorch framework with PyTorch 1.7.1, and its corresponding Python version is 3.8.
the following table lists the hyper-parameter values of the experimental model, with the
word vector dimension set to 100 and the hidden layer dimension of the network model
set to 128. In this paper, we introduce the Warm-up mechanism to mitigate the model
over-fitting problem, with preheating learning rate set to 0.05, recession rate of 0.5,
ADAM optimization algorithm, NEZHA fine-tuning learning rate of 1e-4, 5e-5, model
training batch parameter of 16, and the number of iterations is set to 8. In addition, the
accuracy P, recall R, and F1 values are used as the evaluation indicators of the experiment
(Table 1).

Table 1. Hyper-parameters.

Hyper-parameters Values

Warmup_proportion 0.05

decay_rate 0.5

train_epoch 8

learnig_rate 1e-4

embed_learning_rate 5e-5

sequence_length 512

lstm_hidden 128

batch_size 16

4.3 Results

The recognition effect of the model was tested on the annotated corpus without relying
on artificial design features by constantly adjusting the model parameters. The training
set in the corpus, the test set, divided by the validation set is 7:2:1 with no overlap
between the three, so it is reasonable to take the output of the test set as an evaluation
index of entity recognition effect.

To show the performance effect of the NEZHA-BiLSTM-CRF model proposed here
in the Chinese named entity recognition task, we performed comparison experiments
on other models, including BiLSTM-CRF, Bert-BiLSTM-CRF. We then compared the
comprehensive effect of adding dynamic fusion and adversarial training. The specific
comparison results are shown in the table below, and in the table, DF represents dynamic
fusion, and AT represents adversarial training (Table 2).
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Table 2. Experimental results.

Model CNER People’s daily

Precision (%) Recall (%) F1 (%) F1 (%)

BiLSTM-CRF [8] 95.74 95.72 95.70 87.94

Bert-BiLSTM-CRF [12] 95.62 96.71 96.16 92.63

Nezha-BiLSTM-CRF 96.70 98.10 97.39 95.60

NEZHA-BiLSTM-CRF + DF 97.01 99.08 98.00 96.44

NEZHA-BiLSTM-CRF + DF + AT 97.60 99.50 98.52 96.84

From the results in the table, it can be seen that the F1 value of the proposed model
and method in this paper improves by 2.82% in terms of comprehensive evaluation
metrics when adding the comparison benchmark model BiLSTM-CRF, while based on
the benchmark model BiLSTM-CRF, the large-scale pre-trained model BERT increased
by only 0.46%,whereas theChinese pre-trained languagemodelNEZHAcan improve by
1. 69%, which fully shows that the NEZHA pre-trained language model has more ability
to extract features, is well-targeted for Chinese NER tasks, and can greatly improve the
training speed of the model.

The addition of the NEZHA pre-trained language model can be improved by 0.61%,
which shows the effectiveness of the dynamic fusion at all layers of NEZHA. Finally,
the F1 value increases by 0.52% after adding countermeasure training, which shows that
the countermeasure training algorithm can improve the generalization and robustness of
the model.

In addition, we also selected the People’s Daily corpus released by the Institute of
Computational Language of Peking University for further validation of the experiment,
which is one of the largest Chinese annotated corpora constructed in China, with infor-
mation such as names of people, places, and organizations annotated in the corpus. The
validation results also show themodel’s effectiveness andmethod proposed in this paper.

5 Conclusion

For the problems of text context-dependence and long entity type in the task of Chinese
named entity recognition, this paper proposed a recognition method based on the Nezha
pre-training model, which improves the performance of the model to a certain extent,
and the hybrid precision training and lamb trainer also significantly improve the training
speed. In this paper, we performed dynamic fusion for each layer of the NEZHA pre-
trained model to obtain a better vector representation and verified the effectiveness of
the semantic fusion mechanism. In addition, the input samples are trained in the way
of adversarial training, which improves the robustness and generalization ability of the
model to a certain extent, and improves the effect of Chinese named entity recognition.

The named entity recognitionmodel proposed in this paper has achieved good recog-
nition results in the open Chinese corpus. However, there are still some shortcomings
that exist and need to be further improved and enhanced in future research work, which
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can be broadly focused on the following three aspects: first, potential word features will
be incorporated into the model in this paper, combining BERT and Lattice LSTM to
characterize the polysemy of words, while adding potential word features as a way to
address the lack of contextual information. Second, introducemore advanced pre-trained
language models, such as XLNET, RoFormer, etc., in order to further explore the model
performance for better recognition effects. Third, some model compression methods,
such as knowledge distillation [21], pruning, etc., are tried to reduce the training time,
computational power, and spatial complexity.
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Abstract. Travel time estimation is a crucial and fundamental prob-
lem in Intelligent Transportation Systems (ITS), which benefits multiple
downstream applications such as route planning, ride-sharing and taxi
dispatching. Most previous work mainly focuses on the spatial space of
a single form, which are incomplete representations of trajectories thus
leading to inaccurate estimation results because multi-semantic context
information has not been fully extracted and only one form of spa-
tial representations are exploited. Additionally, many researchers use
recurrent neural networks to extract temporal dependencies inside tra-
jectories, which leads to uneven allocation of weight and brings about
time-consuming iterative propagation problems. In this paper, we pro-
pose a Spatial Semantic learning model for Travel time Estimation
(SSTE), to generate multi-view spatial representations for trajectories.
This model represents trajectories in Euclidean space and non-Euclidean
space simultaneously to learn different spatial representations from the
latent road networks. Furthermore, a self-supervised segment embedding
module named Seg2Vec is designed to produce spatial semantic segment
embeddings. Seg2Vec exploits edge-level semantic representations of seg-
ments in non-Euclidean space, which takes road type and co-occurrence
into consideration simultaneously. A sequence learning component with
high computational efficiency is utilized to aggregate spatiotemporal rela-
tions, multi-semantic segment embeddings, and external properties of the
query trajectory. Extensive experiments are conducted on two real-world
trajectory datasets. The experimental results demonstrate that our SSTE
significantly outperforms existing models.

Keywords: Sequence learning · Segment embedding · Spatial semantic
learning · Travel time estimation · Intelligent transportation system

1 Introduction

With the proliferation of GPS-enabled devices and the advances in location-
aware mobile applications, enormous amounts of trajectory data are being
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generated at an unprecedented speed. A large amount of trajectory data pro-
vide opportunities to further enhance urban transportation systems and carry
out various mining tasks, e.g., travel time estimation [8], destination prediction
[5], and trajectory outlier detection [4]. Among these tasks, travel time estima-
tion is fundamental to many urban transportation systems, e.g., bike-sharing
[21,27], traffic monitoring, route planning, and real-time navigation.

Existing studies mainly build graphs in only one spatial space. However, just
as Fig. 1 shows, the spatial space can be represented in different forms. Previous
work with OD-based methods [22], GPS-based methods [15,21] and grid-based
methods [1,27] mainly build graphs in Euclidean spatial space, ignoring the
spatial semantic of trajectories in non-Euclidean space. To overcome the draw-
backs of these path representation methods, segment-based methods [20,28] are
employed to represent paths as sequences of segments in non-Euclidean space.
They calculate the travel time of trajectories by summing up time of each seg-
ment, which overlooks the transition time between segments like waiting for
traffic lights. Besides, complex multiple dynamics like the changing traffic condi-
tions, external properties, and semantic information need to be taken into con-
sideration. All these characteristics make the travel time of a certain trajectory
at a certain departure time uncertain and hard to accurately predict.

To address these issues, we propose a Spatial Semantic learning model for
Travel time Estimation (SSTE) to generate multi-view spatial representations. A
segment embedding component with two self-supervised tasks named Seg2Vec is
designed to learn spatial relationships in the non-Euclidean road networks. Seg-
ments that are closer in road networks have a higher frequency of co-occurrence
and their embedding vectors have a closer distance in vector space. Then, spa-
tial representations of different forms, time features and external properties are
fused together through a sequence representation model with Convolution Neu-
ral Networks (CNN) to generate trajectory embeddings and output predicted
travel time.

The main contributions of this paper are summarized as follows:

– We introduce a spatial semantic representation model for trajectories to learn
the spatial representations in different spaces simultaneously. Besides, multi-
ple semantic information and external properties are taken into consideration
as well.

– A segment embedding framework Seg2Vec is specifically designed to generate
segment embeddings. It ensures that road segments sharing co-occurrence of
high frequency have similar embeddings. Seg2Vec is a general self-supervised
framework for segment embeddings, which can be applied to multiple tasks
in ITS.

– To the best of our knowledge, this article is the first to employ 1D CNN as a
sequence learning model to extract temporal properties among segments for
travel time estimation.
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Fig. 1. Different spatial representations.

– Extensive experiments are conducted on two large-scale real-world datasets.
The experimental results show that our model outperforms multiple existing
travel time estimation methods significantly.

The rest of this paper is organized as follows: Sect. 2 summarizes previous
research related to the studied problem. Section 3 presents the framework and
introduces each component of our model. Section 4 evaluates the proposed model
through experiments. Finally, Sect. 5 concludes the entire paper.

2 Related Work

Methods for travel time estimation can be divided into two categories: Origin-
Destination-based (OD-based) methods and path-based methods. Under the
framework of OD-based methods, it’s only known where a trip will start and
end [22]. Consequently, it’s unavoidable to omit some information in the middle
of a path. Instead of only using the origin and destination of a route, path-based
methods try to make use of every part of a path. Path-based methods have 4 sub-
divides: segment-based methods, subpath-based methods, GPS-based methods
and grid-based methods. Some segment-based methods [20,28] overlook transi-
tion time between segments like waiting time for the traffic lights. Others [6,10]
just treat travel time estimation as a traffic speed prediction problem. Subpath-
based methods [7,19,23] can ease transaction problems to some degree, but the
requirement of fixed path length and locally aggregated information limits the
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performance of this kind of method. GPS-based methods [15,21] are compar-
atively convenient. However, the GPS samples can’t be perfectly aligned with
corresponding road segments and the performance of this kind of method highly
relies on the quality of raw GPS data.

Most representation learning models for segments and trajectories are
feature-designed approaches. Simple numerical or one-hot encoded categori-
cal features cannot reflect additional information besides the index of loca-
tions. Other widely applied strategies are task-specific embedding methods
[11,21,24,27]. It’s hard to transfer embeddings generated by task-specific
approaches to other tasks. Meanwhile, embedding layers suffer from over-fitting
problems on small-scale training data and fail to extract comprehensive informa-
tion, which will hurt prediction performance in practice. Recently, unsupervised
or self-supervised pre-training methods [3,16,17] from NLP have attracted much
attention in traffic time prediction. The majority of existing segment embedding
models for traffic time estimation derive from the word embedding methods
in natural language processing. For example, MURAT [13] utilizes DeepWalk
[18] to capture underlying road network structures and spatiotemporal prior
knowledge. CTTE [9] employs Skip-gram [16] to model the topological relation-
ship between road segments. To validate the quality of unsupervised pre-trained
embeddings, Trembr [8] apply them to multiple downstream tasks. Pre-training
methods incorporate numerous universal information like neighbor information,
relative position and functionalities through the process of training for segment
embeddings, which can achieve better generalization and higher accuracy on
downstream tasks. Meanwhile, unsupervised approaches only require unlabeled
data for pre-training, which is more applicable in real life.

In this article, a new representation method is proposed. It divides trajec-
tories into segments. However, instead of calculating segment time individually,
it generates a uniform embedding vector for a trajectory. Besides, an unsuper-
vised segment pre-training framework with two self-supervised tasks is designed,
which can utilize unlabeled segment pairs derived from trajectories to generate
general embeddings for segments.

3 Methodology

3.1 Definitions and Problem Formalization

Definition 1 (GPS Point). A GPS point gi is defined as gi =< lati, loni, ti >∈
R

3, where −90 ≤ lati ≤ 90,−180 ≤ loni ≤ 180 are the coordinates of latitude
and longitude in decimal degree. ti is the timestamp of ith GPS point. The set of
GPS points G = {g1, g2, ..., g|G|}, where |G| is the total number of GPS points.

Definition 2 (Road Network). A road network is a directed graph G = {V,E}.
V = {v1, v2, ..., v|V|} is a set of |V| intersections between road segments. E =
{e1, e2, ..., e|E|} is a set of |E| road segments after map-matching. A road segment
takes road intersections as its start and end while it does not contain any crossing
inside. en = (vmi

, vmj
) denotes that segment en takes intersection vmi

and vmj

as its start and end.
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Definition 3 (Trajectory). The set of trajectories is T = {T1, T2, ..., T|T|}, where
|T| is the total number of trajectories. A GPS trajectory Tj comprises a sequence
of GPS points, i.e., Tj = {gj1, g

j
2, ..., g

j
lj

}, where gjk ∈ G and lj is the number of
GPS points passed by Ti. Additionally, for each trajectory we record its external
factors such as the starting time (timeID), the day of the week (weekID).

Travel Time Estimation. Given a query trajectory Tq and its departure time
tbegin, our goal is to estimate the duration time tlast using the set of histori-
cal trajectories as well as the road network G. Then, the arriving time will be
calculated as tend = tbegin + tlast.

3.2 Proposed SSTE Model

Fig. 2. The framework of proposed SSTE.

The framework of proposed model SSTE is shown in Fig. 2, which consists of 4
stages. The first stage is to transfer trajectories of GPS points to sequences of road
segments. Corresponding map-matching algorithm is shown in Algorithm 1.

After map-matching for road segments, the second stage is to learn the seg-
ment embeddings. Then, a segment embedding method named Seg2Vec is spe-
cially designed to learn spatial semantic representations of road segments in
non-Euclidean space.
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Algorithm 1: Map-matching
Input: latent road network : G = {V,E}:

set of trajectories : Γ = {T1, T2, ..., Tnt}
Output: set of paths : Υ = {P1, P2, ..., Pnp}

1 for i = 1 to nt do
2 matched segmentlist = Match(G, Ti)
3 foreach e in matched segment list do
4 if e != merged segments list.last() then
5 merged segments list = merged segments list + e

6 pi = SPFFillPath(G, merged segments list)
7 Υ = Υ + pi

8 return Υ

Seg2Vec consists of two self-supervised tasks. Two self-supervised tasks are
defined from different aspects: segment type and co-occurrence. We use F1 and
F2 to denote the mapping function of these two tasks respectively. F1(ei, ej) = 1
if segment pairs are the same road type and F1(ei, ej) = 0 otherwise. Similarly,
F2(ei, ej) = 1 if segment pairs are neighbors and F2(ei, ej) = 0 otherwise.

The optimization objective of two tasks is defined in Eq. 1:

L1(ei, ej) =
{

p1(ei, ej) if F1(ei, ej) = 1
1 − p1(ei, ej) if F1(ei, ej) = 0,

logL1 = F1logp1(ei, ej) + [1 − F1]log[1 − p1(ei, ej)],

L2(ei, ej) =
{

p2(ei, ej) if F2(ei, ej) = 1
1 − p2(ei, ej) if F2(ei, ej) = 0,

logL2 = F2logp2(ei, ej) + [1 − F2]log[1 − p2(ei, ej)].

(1)

Based on the optimization objective of these two self-supervised tasks, the
loss of Seg2Vec is derived as:

Lseg2vec = −
∑

(ei,ej)∈Strain

{θlogL1(ei, ej) + (1 − θ)logL2(ei, ej)}, (2)

where θ is used to parameterize the trade-off between two tasks.
During Seg2Vec, we maximize L1 and L2 through minimizing the overall

Loss. For each training segment pair ei and ej in Strain, stochastic gradient
descent algorithm is applied during backpropagation training:

Ei = Ei − θ
∑

j ΔlogL1(ei, ej) + (1 − θ)
∑

j ΔlogL2(ei, ej)
ΔEi

,

Ej = Ej − θ
∑

i ΔlogL1(ei, ej) + (1 − θ)
∑

i ΔlogL2(ei, ej)
ΔEj

.

(3)
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After Seg2Vec, embedding vectors of road segments with the same road type
and neighbor segments will have a close distance in the latent embedding space
E. Road segments embeddings will be fine-tuned during the process of travel time
prediction. Non-Euclidean spatial semantic is extracted from real road network
after Seg2Vec.

Trajectory embedding is the third stage of SSTE model. For each road
segment ei, segment embeddings generated by Seg2Vec Ei, time features Hperiod

i ,
static properties of roads HE

i = [Htype
i ,HLength

i ] as well as Euclidean spatial
features HN are combined together to generate embeddings for trajectories in
this phase:

Ht
i = Concat(Ei,Hweek

i ,Hdate
i ,Htime

i ),

HT
i = MLP (ReLU(MLP (Ht

i))) + Ht
i,

HN = MLP ([H lat
begin,H lon

begin,H lat
end,H

lon
end]),

Hi = MLP (ReLU(MLP (Concat(HT
i ,HE

i ,HN )))),

(4)

where Hi is the final segment embedding of segment ei.
Then, 1D convolution is employed to capture the temporal information of

trajectories and generate trajectory embeddings. 1D convolution over a discrete
sequence of segment embeddings H1,H2, ...Hn is defined as:

(W ∗ H)i =
k∑

j=1

WjHi−j , (5)

where W ∈ R
k∗dh is a kernel parameters. dh is the dimension of the embedding

of a single segment and k is kernel size of convolution. A sum pooling module is
added after 1D convolution to aggregate the information of segments:

H′ = SumPooling(Concat((W ∗ H)1, (W ∗ H)2, ..., (W ∗ H)n)), (6)

where H′ ∈ R
do is the embedding vector of a trajectory with temporal

information.
Finally, three residual fully connected layers are utilized to output the pre-

dicted travel time of the given trajectory based on the learned representation in
the travel time estimation module:

X0 = LeakyRelu(MLP (Concat(H′,Ht
1))),

Xi+1 = Xi + MLP (Xi), i = 0, 1, 2,

t̂ = MLP (X3).

(7)
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The loss function used for training the model is:

L =
|P|∑
j=1

(t̂j − tj)2 + λ||W||2, (8)

where λ is a hyper-parameter to control the regularization strength and denotes
all weights in the network. The Adam optimizer is utilized as the stochastic
gradient descent optimization algorithm. Meanwhile, segment embeddings E are
fine-tuned during this phase. The pre-trained segment embeddings from Seg2Vec
are loaded as the initial weights of the model to generate the representation of
trajectories. They will be updated through gradient descent.

4 Experiments

In this section, experimental results and detailed analysis are displayed to show
the superiority of our model.

4.1 Data Description and Baselines

We evaluate our model on two large scale datasets: Porto Taxi1 consists of
426023 trajectories generated by 442 taxis in Porto from July 1st, 2013 to
Jun 30th, 2014. Chengdu Taxi2 contains 434927 trajectories of 14864 taxis
in Chengdu from August 3rd, 2014 to August 8th, 2014. The primitive form of a
trajectory is a sequence of GPS points with longitude and latitude coordinates.

We compare our model with 10 baseline methods including statistic methods
like TEMP [22], LR [25]; ensemble learning methods like Random Forest Regres-
sion (RF) [14], XGBoost [2], GBRegressor [12], DTRegressor [26]; deep learning
methods like STNN [11], WDR [24], DeepTTE [21], CTTE [9]. Amongst deep
learning methods, STNN is an OD-based method while DeepTTE is GPS-based,
WDR and CTTE are segment-based methods.

4.2 Performance Evaluation

Prediction Accuracy on Porto. From Table 1 we can observe that the pro-
posed SSTE model can significantly outperform all the baselines on Porto taxi
dataset, including statistic methods (TEMP), simple regression methods (LR),
ensemble learning methods (RF, GBRegressor, DTRegressor, XGBoost) and
deep learning methods (STNN, WDR, DeepTTE, CTTE) in terms of MAE,
MAPE, RMSE and PCC. Compared to the previous state-of-the-art models,
SSTE achieves the lowest MAE 70.8339, the lowest MAPE 0.1531 and the low-
est RMSE 98.0851. Meanwhile, SSTE achieves the highest PCC 0.9057 among
all the models and the performance improvements are significant on all metrics.

1 This is available at https://www.kaggle.com/crailtap/taxi-trajectory.
2 This is available at https://challenge.datacastle.cn/v3/cmptDetail.html?id=175.

https://www.kaggle.com/crailtap/taxi-trajectory
https://challenge.datacastle.cn/v3/cmptDetail.html?id=175
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Table 1. Comparison results with baselines.

Dataset Porto Taxi Chengdu Taxi

Metric MAE MAPE RMSE PCC MAE MAPE RMSE PCC

TEMP 115.1918 0.2915 159.5779 0.7282 136.8137 0.3868 299.4572 0.7376

LR 94.4094 0.2284 137.2526 0.8042 130.1079 0.3608 387.3377 0.7594

GBRegressor 125.1999 0.3384 168.6894 0.6933 209.9505 0.7204 357.6483 0.6062

DTRegressor 133.8035 0.3095 194.1654 0.6532 196.6894 0.4898 389.6364 0.5986

RF 94.3111 0.2281 137.2428 0.8042 130.2420 0.3616 286.8193 0.7705

XGBoost 140.0425 0.3605 286.3710 0.7594 132.9879 0.2942 289.8439 0.7533

STNN 141.3906 0.3054 197.1221 0.6740 191.4118 0.3420 365.4731 0.6683

WDR 80.9430 0.1744 110.1694 0.8790 125.6295 0.2538 284.9564 0.7675

DeepTTE 102.1990 0.2037 147.0077 0.8119 133.7677 0.2210 310.2036 0.7609

CTTE 79.0731 0.1708 109.0702 0.8820 133.3756 0.2662 290.5388 0.7655

SSTE 70.8339 0.1531 98.0851 0.9057 107.1807 0.2333 263.6982 0.8035

Fig. 3. Ablation study results.

Prediction Accuracy on Chengdu. As shown in Table 1, the proposed model
SSTE has the best performance compared to other baselines including OD-based
methods (Temp, LR, GBRegressor, DTRegressor, RF, XGBoost, STNN), GPS-
based methods (DeepTTE) and segment-based methods (CTTE, WDR) over
Chengdu taxi dataset on three metrics. SSTE reduces the MAE from 130.1079
to 107.1807, the RMSE from 284.9564 to 263.6982 and improves the PCC from
0.7675 to 0.8035.

4.3 Ablation Study

Figure 3 shows the performance of SSTE against its ablations on Porto Taxi
Dataset. (a) It’s observed that the experiment result is the worst when daily-
period embedding vectors and weekly-period embedding vectors are removed at
the same time, denoting that both daily-period components and weekly-period
components are indispensable factors. (b) Segment embedding vectors generated
by Seg2Vec are removed in SSTE w/o Seg2Vec; SSTE w/o GPS info excludes
embedding vectors of GPS points. Both two spatial factors are removed in SSTE
w/o spatial info; SSTE w/o GPS info has a better performance than SSTE w/o
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Seg2Vec and there is no significant distinct difference between SSTE and SSTE
w/o GPS. The experiment results of SSTE w/o GPS and SSTE w/o Seg2Vec
show that segment embeddings are more pivotal than Euclidean spatial rep-
resentations. And it confirms the superiority of segment-based methods com-
pared to other approaches. (c) Segment embeddings generated by Seg2Vec keep
unchanged during the inference period in SSTE w/o finetune. It’s observed that
the fine-tuning of segment embeddings generated by Seg2Vec in the inference
phase will improve the representation ability of segment embeddings and model
performance.

4.4 Computational Efficiency and Prediction Analysis

Experiments are conducted to confirm the computational efficiency of SSTE
over models which use LSTM as trajectory embedding approaches. The average
time cost of each epoch in different phases is shown in Fig. 4. We replace 1D
CNN with LSTM in SSTE (LSTM). It’s shown that 1D CNN has higher com-
putational efficiency compared to LSTM-based models. It’s confirmed that the
computational efficiency has been improved to a large degree with CNN-based
sequence learning module.

The probability density distribution of estimated travel time on the Porto
taxi dataset is shown in Fig. 5. The X-axis is the estimated travel time of test data
in Porto. The Y-axis is the probability density of the corresponding predicted
time. The distribution of the ground truth of travel time is close to a Gaussian
distribution. Amongst all distributions listed in the figure, the distributions of
SSTE and ground truth are closest, showing that the predictions of SSTE are
closest to the ground truth and SSTE achieves the best prediction results.

Fig. 4. Computational efficiency. Fig. 5. The distribution of prediction.

5 Conclusion

In this paper, we proposed a novel spatial semantic learning model to gener-
ate multi-view spatial representations of trajectories for travel time estimation.
Seg2vec can extract non-Euclidean spatial correlations, which benefits from the
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information of the road type and co-occurrence simultaneously. In the trajec-
tory embedding module, Euclidean spatial information, multi-semantic contex-
tual information, and external properties are fused with non-Euclidean spatial
representations. Finally, 1D CNN is employed to extract temporal dependencies
amongst segments. It’s proved by experiments that 1D CNN can improve the
computation efficiency compared to RNN-based methods. Additionally, Experi-
mental results on two real-world benchmark datasets have shown our proposed
model SSTE significantly improves the prediction accuracy compared to existing
approaches.
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Abstract. Code similarity analysis quantitatively measures the simi-
larity between two existing source codes by matching their signatures
defined by code analyst. It is proven to be a promising way to discover
hidden clone vulnerabilities when a vulnerability database is given. How-
ever, due to the slight differences between vulnerable code and patched
code as well as the high modifications between original vulnerability and
clone vulnerability, existing methods suffer from low accuracy, high false
negative and coarse granularity. In this work, we present VCCD, a system
focusing on discovering C/C++ clone vulnerabilities with fine granular-
ity, which is more sensitive to code modification and keeps general to all
kinds of vulnerability. We achieve this by presenting an augmented vul-
nerability signature comprising three components, i.e., contextual lines
of code, vulnerable lines of code and fixed hunks of code. We propose a
triplet matching algorithm to compare each target code signature as well
as all vulnerability signatures to determine whether the target code is
vulnerable or not. We compare VCCD with other state-of-the-art clone
vulnerability discovery methods on eight popular real-world open-source
projects. The evaluation result shows our approach discovers 21% more
clone vulnerabilities compared with ReDeBug and 22% more clone vul-
nerabilities with VUDDY in acceptable time.

Keywords: Code similarity · Vulnerability discovery · Signature
matching · Fine granularity

1 Introduction

Software security vulnerability (short for vulnerability) denotes a security related
defect which is caused by an error in the configuration, design or development
of system [1]. Hackers are able to exploit it to break some explicit or implicit
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 27–38, 2022.
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security rules and threaten system security. Therefore, it is vital to discover and
patch vulnerabilities in software systems as early as possible.

With rich open source code being more and more diverse and accessible,
software developers are able to make use of existing code with ease instead of
reproducing the wheels. It can save developers a lot of time, allowing them to
focus on more challenging works. But it can also propagate hidden vulnera-
bilities, causing potential security risks. These vulnerabilities caused by code
clones are also called clone vulnerabilities. A recent work [2] shows that clone
vulnerabilities are much riskier than non-clone vulnerabilities. Therefore, many
researchers have made the related works of clone vulnerability research [3–8],
especially when this kind of vulnerability is more and more available.

Measuring the similarity of code is one promising approach to detect code
clone. Code similarity is a kind of static analysis method, which has the advan-
tages of small overhead and high efficiency. A lot of vulnerable code clone detec-
tion techniques [9–14] are proposed to discover clone vulnerabilities in many
real-world programs. It firstly generates the target signatures and vulnerabil-
ity signatures and then employs matching algorithms to judge whether target
signature matches a vulnerability signature or not.

However, just like all static analysis methods, code similarity also has the big
limitation of low accuracy. After careful analysis, we have come to the conclusion
that there are two challenges: 1) the vulnerable function and the patched function
have high similarity, which makes it easy for the code similarity method to mistake
the fixed code as the vulnerable code and increases false positive; 2) there are a
large number of codes that are highly modified on the original vulnerabilities but
still contain vulnerabilities in real programs, and it is difficult for code similarity
methods to identify such vulnerabilities, which increases false negative.

In this paper, we introduce a novel approach named VCCD (Vulnerable Code
Clone Discover) to relieve above challenges. In detail, we combine both the vul-
nerable function and the patched function to distinguish specific lines of code
that are strongly related to the contextual code, the vulnerable code and the
fixed code hunk of a particular vulnerability. After dividing the vulnerability
signature into three components, we design corresponding triplet matching algo-
rithm to identify changes at different levels so that our approach is capable of
discovering highly modified clone vulnerabilities. To sum up, we have made three
contributions in our work. 1) A novel fine-grained code similarity technique by
using our augmented vulnerability signature containing patch information to dis-
tinguish slight differences between vulnerable function and patched function. 2)
A triplet matching algorithm based on our signatures consisting of three differ-
ent comparing algorithms to detect clone vulnerabilities that are highly modified
on the original vulnerability. 3) Implementation of our approach and a series of
experiments to evaluate our approach.

Next, we will introduce the classification of code clone and summarize recent
related works of code clone detection in Sect. 2, present the generation of code
signature and describe the signature matching algorithm in Sect. 3, conduct a
series of experiments and evaluate the performance of our approach in Sect. 4,
and finally make a conclusion of our research in Sect. 5.
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2 Related Works

In this section, we discuss the classification of code clone and summarize recent
vulnerable code clone detection works.

2.1 Clone Type Taxonomy

Many code clone researchers divide the classification of code clone pair (X,Y )
into four types [8,15]. Type-1: apart from possible differences of independent
objects of execution such as comments, white spaces, line breaks, tabs and so on,
X and Y are exactly identical. Type-2: apart from the differences of type-1 as well
as possible differences of type names, identifier names, param names, and string
literals, X and Y are structurally identical. Type-3: apart from the differences
of type-2 as well as possible differences of some deleted or added statements
compared to another segment, X and Y are syntactically identical. Type-4: X
and Y are semantically identical code segments, but they have different syntax.

According to a recent study [2], there are 50% to 60% clone vulnerabilities are
result from Type-3 vulnerable code clones. Our approach is focusing on Type-1
to Type-3 clone vulnerabilities detection at the granularity of line level.

2.2 Vulnerable Code Clone Detection

Many vulnerable code clone detection approaches have been proposed to discover
clone vulnerabilities. For example, Zou et al. [13] proposed a semantics-based
approach called SCVD, which presents a new code representation called program
feature tree and then detects clone vulnerabilities by utilizing tree-based match-
ing algorithm. Jang et al. [11] propose an unpatched code clone detection app-
roach called ReDeBug, which leverages security patch files to extracts vulnerable
lines and nearby textual lines, and then applys tokenization and normalization
on each of them. Finally, it processes each token by adopting k hash functions
and detects clone vulnerabilities based on comparison of the hash value between
targets and security patches. Kim et al. [12] propose a precise and scalable app-
roach called VUDDY, which discovers vulnerable code clones at granularity of
function level.

3 Methodology

The architecture of our approach is displayed in Fig. 1, which consists of two
stages, i.e., preprocessing stage and matching stage. Preprocessing stage can be
further divided to two steps. The Generating Target Code Signatures step takes
target code as input, and extracts signatures for all functions in the target code.
The Generating Vulnerability Signatures step takes open source software as input
for mining vulnerable and patched functions, and then extracts vulnerability
signatures. Matching stage compares each target signature with all vulnerability
signatures to predict whether the target function is vulnerable or not.
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Fig. 1. Architecture of Our Approach (rounded rectangles represent intermediate
results and rectangles represent sub-steps in VCCD)

3.1 Generating Target Code Signatures

Given the target system as input, we preprocess it and generate signature by
three steps. 1) Extract functions: parse the system and find all C/C++ files.
Then divide every C/C++ file into several parts so that each part contains only
one function. 2) Abstract functions: employ normalized symbol fparam, lvar
and str to replace all formal parameters, local variables and strings other than
format strings in every function respectively. 3) Normalize functions: remove
all white spaces, tabs, comments, and braces in every function and convert all
letters to lowercase form. Abstraction and normalization enable our approach
to become tolerant to modifications to some vulnerability independent objects,
such as variables, parameters code formatting and comments in function.

3.2 Generating Vulnerability Signatures

We exploit both the vulnerable function and the corresponding security patch
to extract vulnerability signature. The vulnerability signature consists of three
components, which are defined as follows.

The first component is an ordered set of vulnerable lines (VLs) (i.e., the
deleted lines of code when patch a vulnerability), which is strongly relative with
the cause of a vulnerability and contributes much to the vulnerability. The second
component is an ordered set of the contextual lines (CLs), which is the common
line sequence of the vulnerable and patched function. Intuitively, CLs represent
the contextual logic relationship of a function and will not be changed by a patch.
But it still contributes much to a vulnerability because it contains the required
context for a vulnerability and vulnerability is highly dependent on context [11].
We obtain them by removing deleted lines from the vulnerable function. The
last component is a set of fixed hunks (FHs) in a patch. A fixed hunk consists
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of one code hunk containing a diff hunk in a patch only added lines as well
as unchanged lines, which is related to the fixing process of a vulnerability. We
employ it to exclude patched function especially when VLs only include few lines.
Thus, a vulnerability signature can be represented by a triplet of the form (VLs,
CLs, FHs). Finally, we apply the same abstraction and normalization process as
Sect. 3.1 on each line in VLs, CLs and FHs.

For an instance, Table 1 displays the signature of vulnerability CVE-2021-
28708. The red lines are deleted and the green lines are added lines by the patch.

Table 1. Signature of CVE-2021-28708

Vulnerable Lines

(VLs)

casepage order 1g:

for(i=0;i<(1ul<<page order 1g);i+=1ul<<page order 2m)

casepage order 2m:

page list add tail(page,&p2m->pod.super);

break;

casepage order 4k:

page list add tail(page,&p2m->pod.single);

Context Lines

(CLs)

. . .

switch(order)

page list add tail(page+i,&p2m->pod.super);

break;

break;

default:

bug();

. . .

Fixed Hunks

(FHs)

switch(order)

casepage order 2m...page order 1g:

for(i=0;i<(1ul<<order);i+=1ul<<page order 2m)

page list add tail(page+i,&p2m->pod.super);

break;

casepage order 4k...page order 2m-1:

for(i=0;i<(1ul<<order);i+=1ul<<page order 4k)

page list add tail(page+i,&p2m->pod.single);

break;

default:

bug();

3.3 Detecting Vulnerabilities Through Matching

Our goal is to provide an efficient matching algorithm to compare target sig-
nature with vulnerability signature to accurately discover clone vulnerabilities
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ranging from Type-1 to Type-3. Thus, the matching algorithm should be approx-
imate and will not overwhelm the results with false positives.

Intuitively, codes are more likely unpatched clones of a particular vulnerabil-
ity when it has the following characteristics: (1) share many lines of code with
the CLs component of the vulnerability signature, (2) contain all lines of code
in VLs of the vulnerability signature, (3) contain no fixed hunk in FHs of the
vulnerability signature.

Algorithm 1. Signature Matching Algorithm
Input: TSignature, V Signature.
Output: matching result
1: score = matchCL(TSignature, V Signature.CLs)
2: if score > threshold then
3: if isContain(TSignature, V Signature.V Ls) then
4: for FH in V Signature.FHs do
5: if KMPmatch(TSignature, FH) then
6: return True
7: end if
8: end for
9: end if

10: end if
11: return False

Algorithm 1 shows our signature matching algorithm. The algorithm receives
a vulnerability signature as well as a target signature as input, and returns a
result of True or False, which predicts whether the target function contains clone
vulnerability of the vulnerable function represented by its signature or not.

The matchCL calculate the ratio of the length of common lines to the length
of VSignature.CLs. In order to get length of common lines, we first leverage
the python utility difflib to get unified diff file between TSignature as well as
VSignature.CLs and then use the length of TSignature to subtract the length of
lines prefixed with ‘-’. According to the official introduction of difflib, matchCL
is quadratic time for the worst case and has expected-case behavior dependent in
a complicated way on how many elements the sequences have in common; best
case time is linear. The score measures the degree of matching between target
signature and CLs in vulnerability signature.

The isContain function judges whether the target code contains the vulnera-
ble lines with the same line order and returns a result of True or False. Obviously,
it can be transformed into the problem of judging whether a subsequence exists
and usually solved by greedy algorithm. We implement the function by employ-
ing a greedy-based matching algorithm with liner time complexity presented
in [16]. It compares the lines in TSignature and VSignature.VLs sequentially,
if the nth line in TSignature is the same as the mth line in VSignature.VLs,
both n and m are incremented by one, otherwise only n is incremented by one.
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When m is equal to the length of VSignature.VLs, it means that TSignature
contains VSignature.VLs.

When the score exceeds threshold and the target code contains the vulner-
able lines, we come to the last matching task. To ensure the target function is
not patched, we need to confirm there is no hunk in fixed hunks contained in
target function. There is a notation that a function containing a hunk means not
only the function contains all lines of code in the hunk but also these lines are
consequent in the function. So it an string matching problem. We employ the
efficient KMP algorithm with time complexity of O(m+n) to match target with
each fixed hunk and determine whether the target function is vulnerable or not.

4 Experimental Evaluation

4.1 Experimental Setup

Evaluation Configuration. Our experiments were run on a machine with Win-
dows 10, Intel(R) Core(TM) i5-8400 CPU @ 2.80 GHz and 16 GB RAM. The
state-of-the-art methods ReDeBug and VUDDY compared in the experiments
were configured with the same setting as reported in their original papers.

Table 2. Vulnerability database details

Project #CVEs #CWEs #Functions

FFMpeg 72 14 84

LibAV 1 1 5

libtiff 33 12 42

Linux Kernel 258 59 360

OpenSSL 92 26 121

QEMU 121 35 212

tcpdump 93 5 130

Xen 117 29 182

Total 787 181 1,136

Dataset. We generate a vulnerability database including vulnerable functions
and their corresponding patches from 8 popular open source projects that provide
commit history messages on GitHub. The details of our vulnerability database
are shown in Table 2.

For evaluation, we also require a test dataset that consists of code clones of
both vulnerable and patched functions in our vulnerability database. In order to
prove our approach is able to discover vulnerabilities of various clone types, it is
necessary to obtain code clones covering Type-1 to Type-3. A typical solution is
to extract the same function in multiple program versions. There is a intuitive
assumption that different versions of a vulnerable function before the patch are
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still vulnerable, as long as those versions were released within one year of the
patch. We regard them as vulnerable code clones. Similarly, the samples of the
same function whose versions are behind to the patch are keep patched and
we regard them as safe code clones. Thus, we extract six versions of the same
function in our vulnerability database based on different time intervals related
to patch date: soon ago, one month ago, six months ago, and soon later, one
month later, six months later. Finally, the test dataset contains 1688 vulnerable
clone functions and 1766 patched clone functions.

Evaluation Metrics. A common way to measure the performance is to count the
TP (the number of vulnerable functions which are rightly reported), FP (the
number of benign functions which are falsely reported as vulnerable), TN (The
number of benign functions which are rightly reported) and FN (The number of
vulnerable functions which are falsely reported as benign).

Then we calculate four widely used metrics, precision (P), recall (R), accuracy
(A) and F1-measure (F1). Their meaning and calculation formula are shown in
Table 3.

Table 3. Evaluation metrics

Metric Formula Meaning

Precision TP
TP+FP

The accuracy of reported vulnerable functions

Recall TP
TP+FN

The proportion of rightly reported vulnerable
functions in the total vulnerable functions

Accuracy TP+TN
TP+FP+TN+FN

The proportion of rightly reported functions in
all functions

F1-measure 2∗P∗R
P+R

The comprehensive evaluation metric combining
precision and recall

4.2 Accuracy Evaluation

We evaluate the performance of our approach by comparing its accuracy to two
state-of-the-art approaches, i.e., ReDeBug and VUDDY, which are two com-
mon baselines of vulnerable code clone detection approaches. To compare with
ReDeBug, as the author publish their implementation on Github, we are able
to directly download the source code. To compare with VUDDY, as their source
code is not available, we can only download the preprocessor on their open web
service. And then we implement the rest detection stage of VUDDY for compar-
ison with our approach.

Figure 2 Reports the accuracy comparison result of three approaches. From
the bar chart, ReDeBug and VUDDY achieve higher precision than VCCD
because both ReDeBug and VUDDY employ exact signature matching algo-
rithm to maximize the precision.
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Fig. 2. Accuracy comparison

However, ReDeBug does not apply the step of abstraction to signatures,
which makes it fails to detect Type-2 clone vulnerabilities. Besides, ReDeBug
employs a sliding window mechanism and use changed hunk in vulnerable func-
tion to match target program. But in many cases, the contextual lines near the
vulnerable lines are not related to the vulnerability, which leads to missing of a lot
of Type-3 clone vulnerabilities in target system. VUDDY also employ exact sig-
nature matching algorithm and work at function level. It can only detect Type-1
and Type-2 clone vulnerabilities and fails to detect highly modified clone vul-
nerabilities. As a result, they both suffer from a large number of false negatives
and lead to low recall, i.e., 69% and 68%.

In our work, we design a triplet signature matching algorithm consisting of
one fuzzy matching algorithm and two exact matching algorithms, corresponding
to the matching of the three components in our signature. It makes VCCD
allow reasonable differences between target function and vulnerable function,
and enables VCCD discover more complex clone vulnerabilities. Besides, VCCD
works at granularity of line level and considers the fixing process from vulnerable
function to patched function, which can limit the number of false positives to
a low level. As a result, VCCD achieves best recall, i.e., 90%, and relatively
low but still good precision, i.e., 88%, which enables it has best accuracy and
F1-measure, respectively 88% and 89%. The result shows that VCCD is more
effective to discover clone vulnerabilities.

4.3 Clone Type Sensitivity Analysis

To further evaluate the performance of our approach on complex clone vulner-
ability detection, we take both the vulnerable functions as well as the patched
functions in our vulnerability database as original samples, and conduct exper-
iments on only samples of modified functions in our test dataset, i.e., functions
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that are different from the original versions sample. As VCCD, VUDDY and
ReDeBug all focus on textual-level clone vulnerabilities detection, we do not
conduct experiments on the Type-4 clone samples, but only focus on the per-
formance of Type-2 and Type-3 clone vulnerabilities. Since it is extremely chal-
lenging to precisely distinguish different types of code clone samples and so far
there is no method that can precisely differentiate function samples based on
code clone types, we adopt a heuristics method proposed in VGraph [17] to
roughly label clone type for each code sample. Table 4 shows our experimental
results. As expected, across Type-2 and Type-3 clone vulnerabilities, VUUDY
again achieves the best precision however at the expense of much recall, which
results in lowest F1-measure. VCCD again achieves the best recall and maintains
relatively low but still good precision, which results in that VCCD outperforms
other approaches in F1-measure. It can be seen that VCCD achieves better effec-
tiveness on the detection of complex clone vulnerabilities.

Table 4. Performance of Type-2 and Type-3 clone detection

System Type-2 Type-3

Precision Recall F1-measure Precision Recall F1-measure

ReDeBug 88% 72% 79% 84% 61% 70%

VUDDY 100% 9% 16% 100% 2% 4%

VCCD 73% 91% 81% 73% 76% 75%

4.4 Parameter Sensitivity Analysis

In this section, we come to discuss the sensitivity of our method to the similarity
threshold used in our matching algorithm. To that end, we perform experiment
on the same dataset used in previous evaluation, but set the threshold from 0%
to 100%, and compute four metrics used for performance evaluation for each
configuration. Figure 3(a) shows line chart for Precision and Recall at each of
different threshold configurations. From the line chart we can see that precision
is getting higher and higher but recall is getting lower and lower as the threshold
increases, which meets our expectation. Thus, we need to balance the precision
and the recall to maximize overall performance. Then we come to the Fig. 3(b).
According to Fig. 3(b), we can see our Accuracy and F1-measure keep the same
change as the threshold increase. At threshold values of 0, our Accuracy and
F1-measure are near zero. But they show significant growth when threshold
increases from 0% to 30%, and maintain above 80% at large area of threshold
values. Our Accuracy and F1-measure reach the maximum at the threshold of
80%, so we set 0.8 as default threshold of VCCD in our previous evaluation
experiments.
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Fig. 3. Performance at varying detection threshold.

5 Conclusion

In this work, we designed a fine-grained clone vulnerabilities discovery approach
called VCCD focusing on Type-1 to Type-3 code vulnerabilities. Our approach
introduced an augmented vulnerability signature comprising three components
generating from the contextual lines of code, the vulnerable lines of code and the
fixed hunks of code. Then we designed a triplet matching algorithm comprising
one fuzzy matching algorithm and two exact matching algorithms to compare
target signature with vulnerability signature and predict whether target function
is vulnerable or not. The evaluation result showed that comparing to other state-
of-the-art techniques, VCCD could detect complex clone vulnerabilities more
effectively and achieve higher accuracy and F1-measure.
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Abstract. As a distributed machine learning framework, federated
learning enables a multitude of participants to train a joint model pri-
vately by keeping training data locally. The federated learning is emerg-
ing as a promising alternative to solve data privacy protection, but it has
been proven that federated learning is vulnerable to attacks from mali-
cious clients, especially Byzantine attackers sending poisoned parame-
ters during the training phase. To address this problem, several aggre-
gation approaches against Byzantine failures have been proposed. How-
ever, these existing aggregation methods are only of limited utility in the
setting of privacy protection. This paper proposes a privacy-preserving
and Byzantine-robust federated learning framework (PPBR-FL) which
achieves the objective to satisfy privacy and robustness simultaneously.
We use the local differential privacy mechanism to realize privacy pro-
tection for the clients and propose a Byzantine-robust aggregation rule
named as TPM (Trimmed Padding Mean) to realize robustness. Exten-
sive experiments on two benchmark datasets demonstrate that the TPM
outperforms the classical aggregation approaches in terms of robustness
and privacy. When less than half of the workers are Byzantine attackers,
the final global model not only achieves satisfactory performance against
Byzantine attack, but also provide privacy protection on parameters to
prevent privacy disclosure.

Keywords: Federal learning · Byzantine robustness · Differential
privacy · Secure aggregation

1 Introduction

Federated Learning [11,12] (FL), which Google proposed in 2016, coordinates
participants in a distributed way to conduct iterative training for a specific
machine learning model. During the training process, as parameters need to be
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uploaded to the server, so if no security protection is provided, malicious workers
can reconstruct other users’ training data by inference attacks [3,14]. Attackers
can use model replacement to introduce a backdoor into the global model, thus
learn other users’ data [1]; Furthermore, an attacker can infer other participants’
specific training data [13].

In order to protect data privacy in FL, various privacy protection approaches
have been proposed [16,17]. Compared to encryption methods which need com-
plex cryptographic operation, DP is regarded as a better privacy-preserving
method. Parameters can be perturbed during the process of local training or
global aggregation, thus making real parameters inaccessible to attackers. Among
various differential privacy protection methods, the local differential privacy app-
roach [2,7,24] does the privacy-preserving process on the client-side, which can
achieve privacy protection without the need to trust the server.

In addition to privacy issues, the distributed nature also makes FL vulnerable
to malicious attackers’ adversarial manipulations. The goal of Byzantine-robust
FL methods is to learn an accurate global model when there are a bounded num-
ber of malicious clients. For instance, a framework that can detect anomalous
model updates was proposed in paper [9], leading to a targeted defense. However,
accurate detection of attackers is almost impossible if there exist many partic-
ipants. Secure aggregation methods, such as Median [22], Trimmed mean [23],
and Krum algorithm [4] are another kind of methods to improve the Byzantine
robustness of FL. These secure aggregation algorithms assume that the param-
eters computed by benign nodes are distributed around the true values, and the
parameters computed by Byzantine nodes are mostly far from the true values,
then aggregation can reduce the influence introduced by Byzantine nodes.

While there has been a lot of works studying how to protect the privacy or
the robustness of FL [10], it still have problems to satisfy privacy and robustness
simultaneously. Fortunately, some works have already attempted to achieve the
two goals simultaneously. For example, paper [18] used weak differential privacy
to enhance the robustness against backdoor attacks, however, weak differential
privacy means adding a small amount of noise, which is insufficient to obtain
reasonable privacy protection. In paper [15], authors used empirical evaluation to
investigate whether the introduction of differential privacy can effectively defend
against backdoor attacks with different levels of protection and utility. Although
the paper [15] confirmed that we can use DP to mitigate backdoor attacks in
FL, it is an empirical research and mainly focused on backdoor attacks.

To offer a promising solution to realize a FL system that are resistant to
different types of adversaries and have privacy guarantees simultaneously, we
deploy local differential privacy in the training process and propose a robust
aggregation approach that is agnostic to DP noise to a certain extent. The main
contributions of this paper are as follows:

(1) We propose a privacy-preserving and Byzantine-robust federated learning
framework (PPBR-FL). It achieves competitive performance and are resis-
tant to different types of adversaries investigated in this work.
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(2) We propose a new Byzantine-robust aggregation rule TPM (Trimmed
padding mean). We analyze and compare the aggregation effects of sev-
eral classical Byzantine resilient aggregation rules, extensive experiments
demonstrate that the TPM effectively distinguish benign clients and mali-
cious clients in the presence of differential privacy protection, which sig-
nificantly improves the robustness of the model even with the influence of
differential privacy noise.

(3) We analyze how the privacy level and malicious nodes may influence the
performance of the PPBR-FL, the experimental results show that although
high-level privacy and more malicious nodes decrease the model’s perfor-
mance, the PPBR-FL still achieves the best performance in all settings.

The remaining parts of this paper are organized as follows. Section 2 surveys
related work. Section 3 describes our method, Sect. 4 illustrates experimental
results, and Sects. 5.6 analyzes the experimental results, Sect. 7 draws the con-
clusion and puts forward the direction of future improvement.

2 Related Works

2.1 Federated Learning

FL is a promising collaborative learning paradigm and parties in FL do not
need to explicitly sharing their private data. The training process of FL involves
multiple rounds R. Supposing there are N clients, each with a fixed number
of data ni, and n =

∑N
i=1 ni. In the first round, the server generates a model

with random parameter w0, and sends it to all clients. Then at each round r,
the server randomly selects K clients (K ≤ N). Each selected client i iterates
the local update wr

i = wr
i − ηg(wr

i ) with a fixed learning rate η multiple times.
When those selected clients finish local training, they will send gradients g(wr

i )
to the server. The server aggregates these gradients and applies the updates
wr+1 = wr −η

∑K
i=1

nk

n g(wr
i ) to compute the global parameter wr+1. The server

sends wr+1 to all participants to start a new round. After a certain number of
rounds R,the training process is finished.

An equivalent update is given by Federated Averaging (FedAvg) [11]. The
local model updates wr

i from each client can be computed locally over several
iterations of gradient descent to solve the optimization problem wr

i = wr
i −

ηg(wr
i ), then the client uploads its local model parameter wr

i to the server.
The server computes a weighted average of the resulting models as wr+1 =∑K

i=1
nk

n wr
i .

2.2 Differential Privacy

The DP protection method is generated to protect individual privacy information
in a database when publishing data information, which can achieve a protection
effect that does not significantly impact the output after inserting or deleting a
particular record in the dataset.
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If there are datasets D and D′ with the same dimensions and attributes, and
the two datasets differ by at most one record, then D and D′ are called adjacent
datasets.

Definition 1: ((ε,δ)-Local Differential Privacy) [5,6,19]. For any two adjacent
datasets D and D′, if there exists a randomized algorithm M if any output S of
the algorithm M satisfies:

Pr[M(D) ∈ S] ≤ eεPr[M(D′) ∈ S] + δ (1)

then the algorithm M is said to satisfy (ε,δ)-DP, where δ is the privacy bias. If
δ = 0, we say that M is ε-differential privacy.The parameter ε is considered as a
privacy budget. A lower ε means more noise and more robust privacy protection,
and a higher ε means less noise and weaker privacy protection. The highest
protection level is reached when ε is zero.

Definition 2: (global sensitivity) [6]: Given a function f : D → Rd, for any two
adjacent datasets D and D′, the global sensitivity of f is defined as:

Sf = max
D,D′

‖f(D) − f(D′)‖2 (2)

where Rd represents a d-dimensional real number vector, and ‖f(D) − f(D′)‖2
is the L2 distance between f(D) and f(D′).

Definition 3: (Gaussian mechanism) [6]: The Gaussian mechanism with σ
parameter is the addition of independent and identically distributed Gaussian
noise to the true output of a function f . It is defined as follows:

M(D) = f(d) + Y (3)

where Y ∼ N(0, σ2I) satisfies the Gaussian distribution.

3 Methodology

3.1 Privacy-Preserving and Byzantine-Robust Federated Learning
Framework

Our proposed privacy-preserving and Byzantine-robust federated learning
(PPBR-FL) framework mainly focus on two important objectives in FL: privacy
and robustness. We aim to design an FL model that achieves Byzantine robust-
ness against malicious nodes while providing privacy protection when clients
upload their parameters to the server.

The PPBR-FL algorithm is shown in Algorithm 1. In each round, when
clients finish local training, they need to perform a DP mechanism to compute
perturbed local parameters before uploading to the server. Then, the server
selects the optimal parameter by using our proposed Byzantine-robust aggrega-
tion rule named as TPM (Trimmed Padding Mean) and uses it as the global
model parameters for the next round.
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Algorithm 1: PPBR-FL
Input: The number of communication rounds R, the sampling ratio q, the LDP

parameter (ε, δ)
Output: The learned PPBR-FL model;

1 Randomly initialize model parameters vector wo; for r = 0; r ≤ R; r + + do
2 Sever: Send wr to all the clients, Randomly select K clients.
3 for each clients i ∈ K do
4 Client: compute local parameter.
5 wr

i = wr
i − ηg(wr

i )
6 compute σi

7 add noise.
8 wr∗

i = wr
i + N(0, σ2

i I)
9 send wr∗

i to sever.

10 end
11 Sever:
12 secure aggregation rule.
13 wr = TPM(wr∗

1 , wr∗
2 , ...wr∗

K )
14 update model parameter wr

15 end

3.2 Calculation of Noise

In order to realize LDP protection, we use the Gaussian mechanism to add
Gaussian noise into the computed local parameters. According to the Theorem
1 in paper [20], to guarantee (ε,δ))-LDP for the i-th client, the standard deviation
of Gaussian noise should satisfy:

σi =
Δl

√
2qR ln (1δ )

ε
(4)

where q is the sampling ratio, R is the number of communication rounds,Δl
denotes the sensitivity of the local training process and l(.) denotes the local
training process. As it has been proven in paper [20] that the sensitivity Δl
satisfy:

Δl ≤ 2γC

ni
(5)

where C is the clipping threshold, and γ is a coefficient. In our experiments, we
set γ = 1, so the calculation of σi can be rewritten as:

σi =
2C

√
2qR ln (1δ )

εni
(6)

Therefore, the addition of Gaussian noise Y ∼ N(0, σ2I) strictly ensures that
each client meets (ε,δ))-LDP protection.
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3.3 Secure Aggregation Rule: Trimmed Padding Mean

The proposed secure aggregation rule TPM is shown in Eq. 7

TPM(w1, w2, ...wK) =
αK ∗ median(wr

1, w
r
2, ...w

r
K) +

∑
i∈K(1−α)w

r
i

K
(7)

To get the optimal global model wr+1 , the server first calculates the median
w̄ for uploaded parameters (wr

i , i = 1...K) and uses the selected median w̄ as
the best local model. Assuming that the number of malicious or faulty clients is
less than half of the clients, i.e. more than half of the clients are benign, then
the median must close to the parameters values of good clients. Then, the server
continues to perform the trimmed mean operation on all uploaded parameters
(wr

i , i = 1...K) according to a certain ratio, and replaces those trimmed param-
eters as w̄. At last, the global model wr+1 can be obtained by aggregating all
the parameters using averaging method. In the Eq. 7, α = B/K.

4 Experiments

4.1 Experiments Setup

In our experiments, we consider a typical FL scenario where a server coordinates
200 clients. We evaluate our solution against the baselines in two scenarios with
having LDP-protection and no LDP-protection, respectively. In each communi-
cation round, we randomly select 20 clients (K = 20) for the learning tasks,
among which a certain number of clients are malicious attackers. We set the
Byzantine malicious clients to 4 (B = 4) and compare our solution under three
Byzantine attacks: the Gaussian attack, the sign-flipping attack, and the zero-
gradient attack [8,21].

Gaussian Attacks: The Gaussian attacks do not need any information from
the workers. The Gaussian attacker b ∈ B can replace some of the param-
eters with random noise sampled from a Gaussian distribution with mean u
and variance m. In our experiments, we set variance m to 30 and mean u to

1
K−B

∑
i/∈B wi.

Sign-Flipping Attacks: The sign-flipping attacks flip the signs of parame-
ters and enlarge the magnitudes. The sign-flipping attacker b ∈ B sets its param-
eters wb = β

K−B

∑
i/∈B wi, where β is a negative constant. We set β = −100 in

the experiments on the MNIST dataset and β = −10 in the experiments on the
FashionMnist dataset.

Zero-Gradient Attacks: The Byzantine attacker b ∈ B sends wb =
− 1

B

∑
i/∈B wi to the server, so let that the sum of the parameters on the server-

side is zero.

4.2 Datasets and Model

In this paper, we use two datasets MNIST and FashionMnist, both are classical
datasets in the field of ML. MNIST is a handwritten digits dataset, and Fash-
ionMnist is a fashion product image dataset used as an alternative to MNIST.
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These two datasets consist of 60,000 training samples and 10,000 test samples,
and each sample is a 28 * 28 pixel grayscale image.

We divide the dataset evenly among 200 clients. We train a CNN model over
the two datasets respectively, The network architecture of CNN consists of two
5 * 5 convolutional layers and two full connection layers. In our experiments, the
learning rate is set to 0.01, the batch size is set to 32, and the maximum number
of client-server communication rounds is set to 100.

4.3 Benchmark Byzantine-Robust Aggregation Rules

Krum [4]: The Krum algorithm selects a local model that is closest to other
local models as the global model of the server as shown in Eq. 8, where∑

i→j ‖wi − wj‖2 runs over the K − B − 2 closest vectors to wi. The final result
of wi∗ refers to the client, which has the minimum value of

∑
i→j ‖wi − wj‖2 for

all i. One advantage of Krum is that even if the selected client is malicious, its
impact is minimal, because it is similar to the other normal clients.

Krum(w1, w2, ...wK) = wi∗ min
i∈K

∑
i→j ‖wi − wj‖2 (8)

Median [22]: The median of (w1, w2, ...wK) is also defined as marginal
median as the following Eq. 9.

MarMed(w1, w2, ...wk) = v (9)

where for any j ∈ d, the jth dimension of v is vj = median[(w1)j ,
(w2)j , ...(wK)j ], (wi)j is the jth dimension of wi, median(.) is the one-
dimensional median.

Trimmed Mean [23]: The server first sorts values of the uploaded parame-
ters (w1, w2, ...wk), then removes the head and tail parameters in proportion to
respectively, and then calculates the average of the remaining K(1−2α) param-
eters as the value of the parameters for the next round. The calculation formula
is shown in Eq. 10. In the Eq. 10, α = B/K.

TrimmedMean(w1, w2, ...wk) =

∑
i∈K(1−2α)wi

K(1 − 2α)
(10)

5 Performance Evaluations

In this section, we evaluate the performance of our PPBR-FL in image classifica-
tion with common ML model over two datasets. We demonstrate the effectiveness
of our proposed TPM approach by comparing it with benchmark Byzantine-
robust aggregation rules. Our experiments are implemented with Pytorch.
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(d) Zero-gradient Attack

Fig. 1. Experimental results in MNIST dataset with no LDP protection
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(d) Zero-gradient Attack

Fig. 2. Experimental results in FashionMnist dataset with no LDP protection

5.1 No LDP Protection

We first evaluate our proposed TPM in the case of no privacy protection, that
is, the clients sends their parameters to the server directly.

As can be seen from Fig. 1 and Fig. 2, if there is no DP protection and no
Byzantine attack, in the case of MNIST dataset, our proposed TMP aggregation
rule is slightly lower than the FedAvg in model classification accuracy, but it is
still better than other aggregation rules. In the case of FashionMnist dataset, our
proposed TMP has similar classification accuracy to the FedAvg and is better
than other aggregation rules. Furthermore, in the case of Byzantine attacks, the
model’s classification accuracy obtained by the FedAvg decreases significantly on
both datasets. Compared with other aggregation rules, the classification accuracy
of the model obtained by the TMP is the highest, and the accuracy maintains
above 80% even under different attacks, which shows strong robustness.

5.2 With LDP Protection

We then evaluate our proposed TPM in the case of privacy protection, that is,
the clients sends their perturbed parameters to the server for aggregation.

As can be seen from Fig. 3 and Fig. 4, in the case of no attack but with local
differential privacy protection, the classification accuracy of the models obtained
by Krum is all below 20%, which shows the Krum is most affected by noise.
Although models obtained by other aggregation rules still maintain the average
classification performance, they all slightly decrease compared with no LDP
protection. When there are Byzantine attacks, we can see that the classification
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(c) Sign-flipping attack
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(d) Zero-gradient Attack

Fig. 3. Experimental results in MNIST dataset with LDP protection
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(d) Zero-gradient Attack

Fig. 4. Experimental results in FashionMnist dataset with LDP protection

accuracy of models obtained by different aggregation rules has been affected to
vary degrees. However, the models obtained by our proposed TPM rules still
maintain a higher classification accuracy than others, showing better robustness
and privacy-preserving capability.

6 Discussions

High-level privacy protection means more noise needed, however, it will influence
the final model’s utility. Similarly, the number of malicious nodes influence the
final model’s performance. In this section, we demonstrate the performance of
our proposed PPBR-FL under different noise level and malicious nodes. The
dataset used here is the MNIST, and the case of FashionMnist is similar.

6.1 Impacts of Privacy Level

In this section, to evaluate how the privacy level may influence the classification
performance of the model, we observe the impacts of different DP parameters
on the accuracy of the model. We first look at the impact of parameter ε on the
model. In order to better observe, we fixed the parameter δ to 0.01, and Fig. 5
shows the experimental results.

It can be seen that compared with several other aggregation rules, our pro-
posed TPM maintains a higher model classification accuracy under different ε.
Regardless of whether there is an attack, the classification accuracy of the model
increases when ε becomes larger, but when ε increases to a certain value, the
classification accuracy of the model does not change much although ε continues
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(d) Zero-gradient Attack

Fig. 5. Experimental results under different ε

to increase, which means that the added noise is already very small and has little
effect on the model.

We then look at the impact of parameter δ on the model’s performance. In
this experiment, we fixed the parameter ε to 4, and Fig. 6 shows the experimental
results.
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Fig. 6. Experimental results under different δ

It can be seen that the classification accuracy of the model increases when
δ becomes larger. However, larger δ means lower privacy protection and little
noise. If we want to improve the privacy protection level, we need to decrease δ.
Regardless of whether there is attack, the proposed TMP still maintains a high
accuracy and better ensures the robustness of the model.

6.2 Impacts of the Number of Malicious Clients

To understand how the number of malicious clients may harm the robustness of
the model, we set the proportion of Byzantine nodes to all nodes from 5% to
30%. The experimental results on three attacks are illustrated in Fig. 7.

As can be seen from Fig. 7 that the classification performance of all the mod-
els obtained by different aggregation rules have been greatly affected, especially
by the FedAvg and Krum. However, our proposed method achieves the best
performance in all settings.
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Fig. 7. Experimental results of varying ratio of malicious participants under different
attacks

7 Conclusion

In this paper, we proposed a privacy-preserving and Byzantine-robust Federated
Learning framework. Exhaustive experiments show that in the case of local pri-
vacy protection, if there is no attack, the performance of the model obtained by
the classic aggregation algorithm FedAvg is higher than our proposed TPM, but
compared with other Byzantine robust aggregation algorithms, the classification
performance of the model obtained by our proposed TPM is the highest. In the
case of Byzantine attacks, whether with or without local differential privacy pro-
tection, TPM shows its superiority, and the performance of the model is better
than other aggregation algorithms.

In general, our proposed PPBR-FL framework achieves the objective to sat-
isfy privacy and robustness simultaneously. The superior performance of our
method comes from the robust aggregation rules, which successfully separate
benign and malicious clients’ model updates. In the future, we will continue to
study in depth how to maintain privacy and robustness simultaneously in the
case of non-IID scenario.
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Abstract. In the field of artificial intelligence security, adversarial machine learn-
ing has made breakthroughs. However, it is still vulnerable to attacks under a wide
variety of adversarial samples, and adversarial training is a very effective method
against a wide variety of adversarial sample attacks. However, adversarial train-
ing tends to improve the accuracy of the adversarial samples while reducing the
accuracy of the original samples. Thus, the robustness of adversarial training is
greatly reduced. In order to improve the robustness of adversarial training, this
paper proposes a fusion adversarial training model based on Generate adversar-
ial network (GAN), which is applied to the adversarial training process, and this
unsupervised learning framework can better learn the distribution of samples to
generate high-quality samples. By controlling the proportion of different training
losses, we improve the classification accuracy of the adversarial training model
while maintaining the relatively high accuracy of the model for the original sam-
ples, thus greatly improving the robustness of the adversarial training model. In
this paper, we conduct experiments based on the Fashion-MNIST and CIFAR10
datasets, and the results show that ourmodel has high accuracy on both the original
and adversarial samples for both grayscale and color maps.

Keywords: GAN · Adversarial attack · Adversarial training · Deep learning ·
Robustness

1 Introduction

With the rapid development and great success of deep learning [1], it is gradually being
applied in many environments with strict security requirements, such as for malware
detection [2], selective encryption [3], security-aware optimization [4], ad blockers,
privacy protection [5] and speech recognition [6]. However, deep neural networks are
vulnerable to some well-designed input samples [7, 8], which are formed in the dataset
by intentionally adding subtle interference called adversarial samples [9], which are
not well identified for humans, but it can cause the model to give a wrong output with
high confidence in the testing or deployment phase. Therefore when applying deep
neural networks to environments with strict security requirements, dealing with model
vulnerability caused by adversarial samples becomes an important task. Although some
results have been achieved in the defense research of adversarial samples, they face

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 51–64, 2022.
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certain challenges as well. The biggest problem is that the models are less robust and
vulnerable to adversarial attacks.

In this paper, we propose a GAN-based fusion adversarial training method. First,
a generative adversarial network model is trained by GAN, which is used to generate
adversarial samples by learning optimal perturbations and superimposing them to the
original samples. Second, the fusion adversarial training optimizes the boundary distance
between the original sample and the adversarial sample, and optimizes this part of the loss
through continuous training, so that the boundary distance between the original sample
and the adversarial sample is closer, which we accomplish in the fusion adversarial
training by several iterations, and gradually find the balance of robustness and accuracy
during the training process, by controlling the correlation coefficient between different
optimization losses The correlation coefficients between the different optimization losses
are controlled to improve the robustness of the adversarial training. Therefore, our work
can be divided into two parts, the first part is to learn the perturbation and the second
part is to optimize the bound. The main contributions of this paper are as follows:

(1) During the generation of adversarial samples, a generative adversarial network
model is trained so that it can learn the perturbations in the input samples, and the
adversarial samples are generated more realistically compared with the iteration-
based adversarial sample generation method.

(2) Adversarial training is performed by adding GAN-generated adversarial samples,
and the boundary between the original and adversarial samples is optimized while
adversarial training. This enables the adversarial samples with higher classification
accuracy under resisting different attack methods.

(3) During the fusion adversarial training, a balance between robustness and accuracy
is found by controlling the correlation coefficients between different optimization
losses, which further improves the classification accuracy of the model.

The remaining parts of this paper are organized as follows. Section 2 surveys related
work. Section 3 describes ourmethod, Sect. 4 illustrates experimental results, and Sect. 5
analyzes the experimental results, and somedirections are given for future improvements.

2 Related Work

2.1 GAN

GAN is a new generative model proposed by Goodfellow [10] et al. in 2014. The unique
adversarial idea of GANmakes it stand out among many generator models and is widely
used in computer vision [11], natural language processing [12] and other fields. A typical
GAN model contains two modules, a generator and a discriminator. The generator is
used to learn the features of the real samples to generate samples that are close to the real
samples, and the discriminator is used to distinguish the real samples from the generated
samples, and in the process of continuous iteration, the discriminator discriminates better
and better, and the generated samples generated by the generator becomemore andmore
realistic, so as to achieve a balance during repeated training. If the generator is denoted
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as G(z) and the discriminator is denoted as D(x), the optimization function of GAN can
be defined as

min
G

max
D

{
E

x∼Dtr

[
logD(x)

] + E
z∼Pz

[
log(1 − D(G(z))]} (1)

2.2 Adversarial Attacks and Defense

An adversarial sample [13] is a new input sample xadv formed by adding some very
small but purposeful perturbations δ to sample x in the dataset, such that the perturbed
sample input will result in a model output with high confidence in the wrong answer.
The adversarial samples can be defined as

xadv = max
δ

L(f, x, y)s.t.‖δ‖p ≤ εand x + δ ∈ [0, 1]D (2)

Attacks launched using adversarial samples are called adversarial attacks, and com-
mon adversarial attack methods such as Fast gradient sign method (FGSM), momentum
iterative gradient-based methods (MIFGSM), Projected gradient descent (PGD) and
Basic Iterative Method (BIM). The fast gradient descent method, is used in a white-box
setting to obtain the specific gradient direction by finding the derivative of the model
with respect to the input, and multiplying it with the step size to obtain the perturbation
added to the original image thus obtaining the adversarial sample, in the following way

xadv = x + ε · sign(∇xJ (x, y)) (3)

The project gradient descent method [14], an iterative attack, can also be seen as
an improvement on the FGSM attack algorithm, where the PGD attack does multiple
iterations compared to one iteration of the FGSM attack, with each iteration cropping
the perturbation to a certain range. The method is as follows

xt+1 = �x+S(xt + ε · sign(∇xJ (xt, y))) (4)

Since PGD has more iterations and adds some randomization operations, the attack
using PGD is better than FGSM, but the computation of PGD attack is more time
consuming.

Adversarial training is the current mainstream method for defending against adver-
sarial attacks, and the robustness of the model can be improved by adversarial training.
The maximum minimization formula of adversarial training is as follows
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min
θ
E(Z,y)∼D

[
max
‖δ‖≤ε

L(fθ (X + δ), y)

]
(5)

where X is denoted as the input of the sample, δ is the perturbation added to the input
X , and y is the label of the input sample. max is achieved by making the perturbation
δ obtained when the loss function is maximized so that the neural network can be
misclassified as much as possible, while min is used to minimize the loss of the training
data while the perturbation δ is determined so as to improve the robustness of the model.

3 Methodology

3.1 Overview

The network architecture of this paper is shown in Fig. 1, firstly a generative adversarial
network model is trained which can be optimized to train a generator and discrimina-
tor according to a pre-trained classification model, the generator generates adversarial
samples by learning the perturbations of the input samples and superimposing the per-
turbations on the input samples, and gradient cropping is used in the generative network
model [15]. Thus, the phenomenon of gradient explosion is avoided. Under this model,
the generator G receives the input data x. After training by the GANmodel the generator
G can learn the adversarial perturbation z. The data received by the discriminator G is
the original sample x and the adversarial sample x′ after superimposing the perturbation
by the generator G. Using the idea of unsupervised learning [16] of GAN, the learning
ability of the generator can be improved in the loop training through the continuous
game between the generator and the discriminator, which can improve the authenticity
of the adversarial samples.

In the adversarial training process, this paper uses fusion adversarial training, fusion
adversarial training means that we generate more realistic adversarial samples by the
generator on one side and get the model loss of the adversarial samples. The boundary
distance between the original sample and the adversarial sample is optimized on the
one hand. This adversarial sample can be generated iteratively, and we try to make the
boundary distance between the original sample and the adversarial sample [17] as small
as possible, so that the obtained model will be smoother and thus will not have much
impact on the classification accuracy of the original sample, and by optimizing this
process, we get the optimized loss of trade. Eventually we will get a more robust model.

3.2 Loss Function

adv loss: adv loss is the loss of the classification model f for the GAN generated adver-
sarial samples x + G(x), the purpose is to increase the accuracy of the classification
model for identifying the adversarial samples, and its loss function is defined as follows:

Ladv = Exf (x + G(x), y) (6)
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Fig. 1. Architecture of the fusion adversarial training

trade loss: trade loss [18] is to find a balance between accuracy and robustness [19],
and the method used is to improve the robustness without affecting the accuracy by
optimizing the decision boundary between the original and adversarial samples so that
this distance is as small as possible, and its final optimized objective function is defined
as follows:

Ltrade = min
f
E

{
E(f (x)y) + max

x′ ∈B(x,ε)
E

(
f (x)f

(
x
′)

λ

)}
(7)

Therefore, the objective optimization function of the fusion trainingmethodproposed
in this paper is:

L = αLadv + βLtrade (8)

where α and β are hyperparameters intended to control the relative importance of the
loss function.

3.3 Algorithm

The algorithm steps for fusion adversarial training are shown below, with Adam opti-
mized loss used for the loss function, a training batch size of 16, and a training period
of 10 rounds. The loss is optimized by calculating the relative entropy between the orig-
inal samples and the adversarial samples, thus balancing the robustness and accuracy of
the model. After different optimized losses are obtained, the weights between different
losses are adjusted to the final robust model by dynamically. The pseudo code of our
algorithm is shown in Algorithm 1.
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4 Experiment

4.1 Datasets

Two datasets, Fashion-MNIST [20] and CIFAR10 [21]. Where Fashion-MNIST is a
dataset consisting of grayscale images. The image is a 28 * 28 pixel matrix, and the
value of each pixel is an 8-bit unsigned integer between 0 and 255. The CIFAR10
dataset is a dataset consisting of 10 categories of three-channel images.

4.2 Network Architecture

In terms of pre-training classification models, Fashion-MNIST uses a four-layer con-
volutional plus two-layer fully-connected model. CIFAR10 uses the Resnet-18 model.
the GAN network architecture of Fashion-MNIST is shown in Table 1, and the GAN
network architecture of CIFAR-10 is shown in Table 2.

Table 1. Fashion-MNIST GAN network architecture description.

Generator Discriminator

3 * 3 conv 8 ReLU stride = 1 4 * 4 conv 8 stride = 2

InstanceNorm2d LeakyReLU

3 * 3 conv 16 ReLU stride = 2 4 * 4 conv 16 stride = 2

InstanceNorm2d BatchNorm2d LeakyReLU

3 * 3 conv 32 ReLU stride = 2 4 * 4 conv 32 stride = 2

InstanceNorm2d BatchNorm2d LeakyReLU

3 * 3 convTranspose 16 ReLU stride = 2 1 * 1 conv 32 ReLU

InstanceNorm2d Sigmoid

3 * 3 convTranspose 8 ReLU stride = 2

InstanceNorm2d

6 * 6 convTranspose 1

Tanh
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Table 2. CIFAR10 GAN network architecture description.

Generator Discriminator

3 * 3 conv 8 ReLU stride = 1 4 * 4 conv 8 stride = 2

InstanceNorm2d LeakyReLU

3 * 3 conv 16 ReLU stride = 2 4 * 4 conv 16 stride = 2

InstanceNorm2d BatchNorm2d LeakyReLU

3 * 3 conv 32 ReLU stride = 2 4 * 4 conv 32 stride = 2

InstanceNorm2d BatchNorm2d LeakyReLU

3 * 3 convTranspose 16 ReLU stride = 2 1 * 1 conv 32 ReLU

InstanceNorm2d Sigmoid

3 * 3 convTranspose 8 ReLU stride = 2

InstanceNorm2d

6 * 6 convTranspose 3

Tanh
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4.3 Experimental Setup

In this experiment, we take several different attacks of FGSM, MI-FGSM, PGD and
BIM to test the robustness of the model. For different datasets, we set different attack
perturbations, with perturbation ε = 0.3 on the Fashion-MNIST dataset and perturbation
ε = 0.03 on the CIFAR10 dataset. in the training process of the GAN generative net-
work model, the training batch size is 32, the loss function optimization uses the Adam
optimizer, and the learning rate is initialized to 0.001, which decays gradually with the
increase of training rounds during the training The learning rate is initialized to 0.001
and gradually decays with the increase of training rounds during the training process.
In the fusion adversarial training process, our back propagation times are the same as
PGD,the loss function is also optimized using Adam optimizer with a training batch
size of 16, and the robustness and accuracy of the model are balanced by optimizing the
boundary loss between the original samples and the adversarial samples.

4.4 Results

In this section we compare the experimental results on the Fashion-MNIST dataset and
evaluate the robustness of the model by its accuracy rate under different attack methods.
If the model can maintain a high accuracy rate under multiple attacks, then it indicates
that the model is well defended and robust.
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On the Fashion-MNIST, we first performed normal training, i.e., the training samples
were normal samples, and obtained an accuracy of 92.34% for the normal trainingmodel.
The model is used as a baseline for experimental comparison. From Table 3, we can see
that the classification accuracy of the normal training model drops to almost 0 under
different attack methods, and the model is less robust. Compared with the other three
adversarial training methods, the classification accuracy of the method proposed in this
paper is 86.02% for normal samples, which is slightly lower than the classification
accuracy of other adversarial training methods for normal samples, but the robustness of
the model is improved substantially, such as the classification accuracy of the adversarial
samples can reach 62.10% under 10 iterations of PGD rounds of attacks.

Table 3. Fashion-MNIST adversarial training model accuracy.

Method Normal FGSM BIM PGD10 MIFGSM

Normal 92.34 23.76 0.01 0.50 0.07

GAN 91.05 38.13 46.7 53.62 28.37

FGSM 89.83 68.91 6.66 28.76 38.17

PGD 87.75 39.38 37.86 35.35 36.72

GWT (ours) 86.02 52.16 72.72 62.10 51.06

We also did comparison experiments on the CIFAR10, and first we used ResNet18
as a pre-trained model. Under different adversarial attacks, our model also has good
recognition results. The specific experimental results are shown in Table 4 below.

Table 4. CIFAR10 adversarial training model accuracy.

Method Normal FGSM BIM PGD10 MIFGSM

Normal 92.10 0.01 0.01 0.01 0.01

GAN 90.84 54.20 13.1 1.12 23.56

FGSM 87.50 41.50 20.76 7.20 14.97

PGD 80.73 60.13 62.33 50.96 60.66

GWT (ours) 82.54 66.49 66.79 54.53 61.25
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5 Discussion

5.1 Generating Network Modules

The role of the generator is to learn the perturbations of the original samples. In this
paper, the generator G uses a self-encoder [22] structure, for both encoder and decoder
with a three-layer convolutional architecture, while four residual blocks [23] are added
in between the encoder and decoder, each residual block consisting of one 3 * 3 con-
volution. Discriminator is crucial because its discriminative effect directly determines
the generative effect of the generator. The discriminator D is used to distinguish clean
samples from generated samples and feeds the results to the generator G for the purpose
of optimizing the GAN model in continuous iterations.

The loss of the Fashion-MNIST generative network model during training using a
scatter plot, as shown in Fig. 2 below. We can see that the loss of the discriminator D
decreases and gradually stabilizes as the number of training rounds increases, and the
loss of the perturbation P learned by the generator and the loss of the generation of coun-
teracting samples by the generator also gradually decreases and eventually converges to
stability, while the optimization loss of the generator increases as the number of training
rounds increases, but eventually also converges to stability, which means that the ability
of the generator to generate counteracting perturbations is gradually enhanced.

Fig. 2. The loss of the Fashion-MNIST generation model

The generative network model for the Cifar10 dataset is portrayed in a scatter plot
as shown in Fig. 3 below.
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Fig. 3. The loss of the CIFAR10 generation model

5.2 Loss Function Weights

For different optimization losses, we used to find the best defense effect by assigning
different weights [24]. In this section, comparative experiments are conducted for the
weight selection of the loss function. There are two optimization losses, one is the loss
of generating the adversarial network, and the other is the loss between the model for
different outputs of the original and adversarial samples, the weight coefficient of the
first loss is α, and the weight coefficient of the second loss is β. We assign different
weights to each of these two losses for the experimental comparison.

For the FashionMNIST dataset, when α = 0.9, β = 0.1, the defense of the model is
relatively strong without losing too much of the normal sample accuracy. As shown in
Table 5.

Table 5. Accuracy of adversarial training models with different weights.

Adv samples (0.9, 0.1) (0.7, 0.3) (0.5, 0.5) (0.3, 0.7) (0.1, 0.9)

Normal 86.02 84.03 83.69 80.67 80.68

FGSM 52.16 51.65 53.83 57.96 57.94

PGD 72.72 67.62 72.36 72.38 72.14

BIM 75.67 65.02 69.63 70.93 70.41

MIFGSM 51.06 45.33 51.33 57.96 57.87
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From the CIFAR10, the robustness of the model is good when α = 0.9, β = 0.1. As
shown in Table 6.

Table 6. Accuracy of adversarial training models with different weights.

Adv samples (0.9, 0.1) (0.7, 0.3) (0.5, 0.5) (0.3, 0.7) (0.1, 0.9)

Normal 82.54 61.95 48.27 46.63 38.68

FGSM 66.49 51.65 40.53 39.14 33.09

PGD 66.79 47.79 37.50 36.82 30.28

BIM 67.59 48.51 38.00 37.32 31.11

MIFGSM 61.25 45.64 36.60 36.00 30.50

6 Conclusion

In this paper, we proposed a fusion adversarial training method to solve the problem of
low robustness in the adversarial training process. Unlike previous adversarial training
methods, this paper uses an adversarial generative network to process the original sam-
ples and generate scrambled adversarial samples, and the trained adversarial generative
network is used to generate a certain range of attack perturbations during the adversarial
training process. The robustness of the network model is improved overall. The effec-
tiveness of our network architecture is also verified through relevant experiments on the
Fashion-MNIST and CIFAR10 datasets. The method of this paper has some limitations
at present, and the computational cost and defense performance of this paper still need
to be improved for larger datasets. In addition, there are still many areas of concern in
the correlation of different optimization losses of the model, and in future work, we will
conduct research based on these aspects.
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Abstract. Named entity recognition (NER) is a basic knowledge extrac-
tion task. At present, many domains face a lack of labeled data, but cur-
rent models for low-resource NER does not utilize the features of domain
text. In this paper, we propose the MAST-NER model to improve the NER
performance on domain-specific text. This model introduces multiple type
pools based on entity triggers, and enhances sequence tagging through a
multi-head attention mechanism, where the query matrix is jointly con-
structed by each type of triggers. MAST-NER can take full advantages of
entity triggers on domain text with similar sentence patterns, and enable
each type of entity recognition to be enhanced. The experimental results
show that the model in this paper can achieve higher cost-effectiveness,
especially for domain datasets (up to 3.33%). For general domain datasets,
this model also has a certain performance improvement.

Keywords: Named entity recognition · Entity trigger · Attention
mechanism · Deep learning · Natural language processing

1 Introduction

Named Entity Recognition (NER) aims to extract entities from a given text and
classify them according to predefined categories (such as people, places, organi-
zation, etc.). NER is usually the first step in information extraction, and directly
affects the accuracy of downstream applications. At present, deep learning based
NERmodels represented byBiLSTM-CRF [1] have showngoodperformance in the
general domain. However, these methods require a large amount of labeled data,
which is scarce in many cases. For example, in the industrial field, many manufac-
turers have accumulated a large number of maintenance reports, which describes
the equipment troubleshooting process. These reports contain a large number of
domain entities, but labeling them is time-consuming and labor-intensive.

Recently, [2] proposed a named entity recognition method based on entity
triggers, called TriggerNER. An entity trigger is a group of cue words or phrases
that help us recognize an entity. For example, in sentence “We had a fantas-
tic lunch at Rumble Fish yesterday.”, we can infer that “Rumble Fish” is a
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 65–76, 2022.
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restaurant name according to “had ... lunch at”, which is considered to be a
entity trigger. Experiments show that TriggerNER achieves high cost-effective
that using only 20% of the trigger-annotated sentences results in a comparable
performance as using 70% of conventional annotated sentences.

The idea of TriggerNER is very suitable for domain-specific texts since many
of them have similar sentence patterns. For example, the structure of an equip-
ment maintenance report usually includes symptoms, causes and solutions. Sim-
ilarly, a typical electronic medical record (EMR) contains symptoms, disease,
time, and surgical items. These data have similar terminology, so entity triggers
can work well. However, there are still some problems with applying TriggerNER
to such these domain-specific texts:

1. Entity triggers of the same type may have similar representations. In sequence
tagging, TriggerNER does not classify entity triggers, but only calculate the
semantic distance between them and sentences, which easily leads to the
obtained K entity triggers all belonging to the same type (such as symptoms
or disease). However, there are usually multiple types of entities in one domain
sentence (such as EMR), and getting only one type of triggers results in lower
accuracy for other types of entities.

2. Some entity triggers are polysemous. For example, in a maintenance report,
“detect...” may be followed by fault symptom or cause, which are essentially
two types of triggers. Such cases cannot be distinguished in TriggerNER,
which may weaken the effect of entity triggers.

3. A complete domain text usually has multiple types of entities. Ideally, a
sentence should match multiple triggers to activate the corresponding types
of entities. However, TriggerNER performs mean-pooling in these triggers,
which does not distinguish the scope of different types of triggers. The effects
of different triggers are diluted and not fully utilized.

To address these problems, we combine the multi-head attention mechanism
and entity trigger type pool to propose MAST-NER, a Multi-head Attention
and type-Specific pool-based Trigger NER model. Specifically, this method intro-
duces entity triggers on the BiLSTM-CRF framework to improve the efficiency of
entity annotation. Entity triggers are classified by type, and multiple binary clas-
sifiers are introduced to divide sentences. Various types of entity triggers jointly
participate in sequence tagging. Besides, a multi-head attention mechanism is
introduced to capture semantics in different subspaces, considering the relation-
ship between hidden states and avoiding the interference between triggers. The
main contributions of this paper are summarized as follows:

1. We propose Multi-head Attention and type-Specific pool-based Trigger NER
(MAST-NER), an improved model based on TriggerNER [2]. This model
significantly improves NER performance on domain-specific text.

2. We introduce trigger type pool. Sentence and entity types are classified and
matched to maximize the effect of each type of trigger.

3. We introduce a multi-head attention mechanism to capture the semantics
of different subspaces. Sentence-related triggers are concatenated into query
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matrices through multiple pooling operations instead of mean-pooling. The
introduction of multi-head attention mechanism and trigger type pool enables
each type of entity to be enhanced.

The remainder of this paper is organized as follows: Sect. 2 presents previous
works related to NER. Section 3 describes the overall architecture of our method
as well as the model details. In Sect. 4, we present the experimental evaluation.
Finally, Sect. 5 concludes the paper.

2 Related Work

At present, models based on deep learning have become the mainstream method
for named entity recognition. A classic work is the BiLSTM-CRF model proposed
by [1], which uses a bidirectional LSTM network to encode sequence context
information followed by a conditional random field to restrict the label form
of the sequence output. [3] regard NER as a machine reading comprehension
task, propose a unified MRC framework and achieve SOTA. [4] proposed the
BiFlaG model, which uses BiLSTM and graph convolutional networks to jointly
learn planar entities and their internal dependencies. Chinese and English have
completely different characteristics in linguistics, and many scholars have also
conducted research on Chinese NER. [5] used Dilated Convolution to enhance
the context encoding ability of the model and applied it to Chinese clinical NER.
[6] proposed a weakly supervised method from the perspective of causality and
achieved SOTA on Chinese NER datasets. [7] proposed the PLTE model, which is
several times faster than the current SOTA model with comparable performance.

However, neural-based NER model usually requires a large amount of anno-
tated training data, which is difficult to obtain in many domains. For low-
resource NER, a common approach is to add auxiliary information. [8] used
an additional entity dictionary for distantly supervision, which could benefit
segmental neural NER models. [9] exploited sentence-level labels and proposed
a joint model that enables multi-class classification equipped with a pre-training
strategy, which can use sentence-level classifier to enhance NER main task. How-
ever, such valuable auxiliary information does not exist in all scenarios. And
it may make the trained model biased. Another possible approach is transfer
learning. [10] addressed zero-shot transfer for cross-lingual NER. However, in
domain-specific scenarios, it is difficult to find source domains that are seman-
tically similar and have a large amount of annotated data. There are also many
researches related to low-resource or few-shot. [11] proposed a framework for
training sequence tagging models with weak supervision consisting of multiple
heuristic rules of unknown accuracy. [12] proposed an intelligent fault diagnosis
method based on an improved domain adaptation method via ensemble learn-
ing. [13] proposed a novel dataset-specific feature extractor for zero-shot learning
according to an attribute-based label tree, and further studied it in [14]. How-
ever, these methods are either not directly applicable to NER tasks or require
additional information, which is not available in some domains. [2] introduced
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“entity triggers” and proposed a trigger matching network to jointly learn trig-
ger representations and soft matching module, which could be more cost-effective
than the traditional neural NER models. But as mentioned above, this method
also has drawbacks when applied to domain-specific texts.

3 Methodology

In this paper, we propose Multi-head Attention and type-Specific pool-based
Trigger NER (MAST-NER) to further improve the cost-effective of the trigger-
based framework in domain text. The model includes two modules: Type Pool-
based Trigger Matching Network (TPTMN) and Categorical Trigger Enhanced
Sequence Tagging. The overall architecture is shown in Fig. 1.

Fig. 1. The overall architecture of MAST-NER.

3.1 Type Pool-Based Trigger Matching Network

TPTMN is used to learn semantic representations of sentences and triggers in
the same vector space, so that them can be matched by computing semantic
similarity. First, a sentence is transformed into word vectors through a word
embedding layer or a pre-trained model such as BERT [15].
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After that, the word vector matrix of the sentence is passed through a bidi-
rectional LSTM layer to obtain its hidden state sequence, and these sequences
constitute the hidden state matrix H. The word vectors contained in the triggers
form the hidden state matrix Z. A self-attention layer is used to jointly learn
the attention-based vector representations of sentences and triggers, introduced
by [16] as follows:

−−−→asent = softmax
(
W2 tanh

(
W1H

T
))

(1)

gs = −−−→asent H (2)
−−→atrig = softmax

(
W2 tanh

(
W1Z

T
))

(3)

gt = −−→atrigZ (4)

In order to distinguish different types of triggers, each entity type has its
corresponding trigger pool, and a pool contains all the entity triggers and their
representations. Assuming that the number of entity types is K. Usually one
sentence contains multiple types of entities. In entity recognition, the first thing
to consider is what types of entities are in the sentence to be predicted, so as
to obtain the corresponding type of triggers. Therefore, K binary classifiers are
trained to judge whether the sentence contains entities of this type, and the
classifiers correspond 1-to-1 with the trigger type pool. The loss LSC of the
sentence classifier is defined as follows:

LSC = −
∑

K

∑

N

[ye · log (P (ŷe | gs; θSC))

+ (1 − ye) · log (1 − P (ŷe | gs; θSC))]
(5)

Where K and N represent the number of entity types and samples. ye is the
sample label. gs is the sentence representation and θSC is the classifier parameter.
Each classifier is a Multilayer Perceptron (MLP). During training, a sentence is
used as a positive sample for t classifiers and a negative sample for other K-t
classifiers if it contains t entities.

Trigger representation should be associated with entity types in order to
activate the corresponding entities. Therefore, each trigger representation gt will
be input into a multi-classifier whose loss function LTC is defined as follows:

LTC = −
∑

N

K∑

k=1

yk · log (P (ŷk | gt; θTC)) (6)

Besides, sentences and associated triggers should have similar vector rep-
resentations for matching via semantic similarity. The semantic similarity d is
defined as the L2 norm of sentence representation gs and trigger representation
gt. The contrastive loss function is used to calculate the matching loss LSM :

LSM =
∑

N

ym
1
2

(d (gs, gt))
2 + (1 − ym)

1
2

[m − d (gs, gt)]
2
+ (7)
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Where ym is the pairwise label and m is the negative sample margin.
The form of LTC and LSM is the same as in TriggerNER. Finally, the loss

function of TPTMN consists of these three parts:

LTPTMN = LSC + λ1LTC + λ2LSM (8)

Where λ1 and λ2 are hyperparameters.

3.2 Categorical Trigger Enhanced Sequence Tagging

This module is used for final sequence labeling, and its architecture is similar to
the regular NER model [1]. The difference is that an attention layer is added.

In training, the query matrix of the attention mechanism is constructed by
triggers according to the type. Specifically, all triggers associated with sentence
x are mean pooled by type. Triggers of the same type keep a mean vector ĝt. If
the sentence lacks an entity of a certain type, the type is replaced by a negative
large-valued vector. Finally, K (the number of entity types) vectors are obtained,
and the query matrix Gt constructed by concatenating them, as shown in Fig.
2. The purpose of this step is to ensure that the query matrix dimension of
different training sentence is the same, and be able to distinguish the semantics
of different trigger type.

Fig. 2. Query matrix construction process.

The multi-head attention mechanism adopted in this paper is similar to
Transformer [17], with the basic unit of additive attention:

−→aı = softmax(V T
i tanh(WH

i (Hx)T + WG
i (Gt)T)T) (9)

H ′
i = −→aiHx (10)

Ha = Concat (H ′
1, . . . , H

′
h) W o (11)
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Where Hx is the hidden state matrix of the sentence x through BiLSTM, Gt is
the query matrix of attention, and W and V are the parameters of the attention
mechanism.

The original matrix Hx and the attention-based matrix Ha are concatenated
into Hc, which is input to the CRF layer for sequence tagging. The training
purpose of this stage is the same as traditional NER task, the difference is that
it’s enhanced by attention-based trigger matrix.

3.3 Inference

For an unlabeled test sentence, after obtaining its hidden representation, K
binary classifiers are used to determine whether it contains the corresponding
type entity. If there is, select a trigger with the highest semantic similarity to
the sentence from the trigger pool; otherwise, replace it with a negative large-
valued vector. These trigger representations form an attention query matrix and
enhance the sequence tagging, as shown in Fig. 3.

Fig. 3. Inference on unlabeled sentences.

4 Experiments

4.1 Experiments Setup

Four datasets are used for evaluation: two domain datasets and tow general
datasets. Domain datasets include a Engine Repair Data Set (ERDS) and a
Chinese electronic medical record NER dataset (Yidu-S4K) [18]. And general
datasets are CoNLL2003 [19] and BC5CDR [20], which are commonly used in
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NER task. The annotation schema of entities and triggers is the same as in
TriggerNER, that is, each training data is labeled with an entity (labeled with
“BIO”) and its triggers (labeled with “T”).

ERDS is a private dataset derived from a manufacturer’s after-sales mainte-
nance report. Its textual content involves the process of engine fault handing,
including four entity types: Fault Phenomenon, Fault Location, Fault Status and
Repair Method. As mentioned above, the patterns between sentences in ERDS
are similar. It contains 5644 sentences, and 20% are labeled with entity triggers.

Yidu-S4K is published with the evaluation task of CCKS2019, “Medical
Entity Recognition for Chinese EMR”. This dataset is a plain text document
of EMR labeled by professional teams. Six entity types are defined: disease,
examination, inspection, surgery, drug and anatomical location, including 1379
sentences. Likewise, 20% of sentences are labeled with entity triggers.

We choose BiLSTM-CRF [1] and TriggerNER [2] as baselines. To ensure a
fair comparison between these models, the settings of hyper-parameters are all
the same.

4.2 Results

We first compare the model performance of MAST-NER with BiLSTM-CRF
under different amounts of training data. Results of MAST-NER and BiLSTM-
CRF are shown in Table 1. Where “sent.” denotes the percentage of sentences
only with entity label, and “trig.” denotes the percentage of sentences with entity
and trigger label.

We can see that using only 20% of the trigger training data, MAST-NER
can achieve the performance of BiLSTM-CRF with 60%–80% of the traditional
training data. Especially in domain datasets (ERDS and Yidu-S4K), MAST-
NER achieves the higher cost-effectiveness.

We also compared the performance between MAST-NER and TriggerNER
under the same conditions. As shown in Table 2, MAST-NER outperforms Trig-
gerNER on all datasets.

For domain datasets (ERDS and Yidu-S4K) with similar sentence patterns,
the TPTMN module of MAST-NER can classify the triggers into categories and
enhanced recognition for each type of entity, so it achieves a large lead compared
with TriggerNER. For general sentences (CoNLL2003 and BC5CDR), multiple
binary classifiers in MAST-NER can determine the type of triggers that need
to be used, while the KNN algorithm used in TriggerNER cannot be used for
entities with changeable conditions, so it can also improve performance.
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Table 1. Labor-efficiency study on MAST-NER and BiLSTM-CRF

BiLSTM-CRF MAST-NER

sent. Precision Recall F1 trig. Precision Recall F1

ERDS

10% 62.61 64.72 63.65 3% 65.77 62.56 64.13

20% 70.56 68.07 69.29 5% 69.62 63.64 66.49

30% 74.73 69.05 71.78 7% 70.91 69.32 70.11

40% 76.91 70.82 73.74 10% 73.15 71.47 72.3

50% 77.21 72.16 74.6 13% 75.42 72.86 74.11

60% 78.27 73.67 75.9 15% 77.92 74.16 75.99

70% 79.07 74.08 76.49 17% 78.35 75.59 76.95

80% 80.52 74.77 77.54 20% 79.6 76.19 77.86

Yidu-S4K

10% 69.24 65.9 67.53 3% 70.11 66.52 68.27

20% 72.64 69.87 71.23 5% 72.25 69.25 70.72

30% 75.09 72.93 73.99 7% 74.01 73.62 73.86

40% 77.26 75.11 76.17 10% 75.11 74.48 74.79

50% 79.52 76.13 77.79 13% 77.73 76.22 76.97

60% 80.27 77.81 79.02 15% 78.32 76.96 77.63

70% 81.21 78.48 79.82 17% 78.86 78.06 78.45

80% 81.88 78.98 80.4 20% 80.66 79.5 80.08

CoNLL2003

5% 70.85 67.32 69.04 3% 79.34 75.46 77.35

10% 76.57 77.09 76.83 5% 82.19 81.83 82.01

20% 82.17 80.35 81.3 7% 82.76 82.42 82.59

30% 83.71 82.76 83.23 10% 84.01 83.35 83.68

40% 85.31 83.1 84.18 13% 85.49 84.64 85.06

50% 85.07 83.49 84.27 15% 86.54 85.35 85.94

60% 85.58 84.54 85.24 17% 87.83 85.41 86.6

70% 86.87 85.3 86.08 20% 88.39 86.68 87.53

BC5CDR

5% 63.37 43.23 51.39 3% 67.91 62.38 65.03

10% 68.83 60.37 64.32 5% 69.02 66.04 67.5

20% 79.09 62.66 69.92 7% 69.71 68.68 69.19

30% 80.13 65.3 71.87 10% 72.62 69.76 71.16

40% 82.05 65.5 72.71 13% 74.02 69.54 71.71

50% 82.56 66.58 73.71 15% 77.2 70.62 73.76

60% 81.73 70.74 75.84 17% 75.95 73.52 74.71

70% 81.16 75.29 76.12 20% 78.08 74.14 76.06
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Table 2. Comparison results of MAST-NER and TriggerNER

TriggerNER MAST-NER

trig. Precision Recall F1 Precision Recall F1

ERDS

3% 63.7 57.92 60.68 65.77 62.56 64.13

5% 66.92 59.02 62.72 69.62 63.64 66.49

7% 69.77 63.87 66.69 70.91 69.32 70.11

10% 73.32 66.76 69.89 73.15 71.47 72.3

13% 74.79 68.28 71.05 75.42 72.86 74.11

15% 75.95 69.95 72.83 77.92 74.26 76.05

17% 76.1 71.41 73.68 78.35 75.59 76.95

20% 76.92 72.28 74.53 79.6 76.19 77.86

Yidu-S4K

3% 67.97 63.2 65.5 70.11 66.52 68.27

5% 70.81 67.93 69.34 72.25 69.25 70.72

7% 71.82 69.24 70.51 74.01 73.62 73.86

10% 73.39 70.4 71.87 75.11 74.48 74.79

13% 74.68 72.82 73.74 77.73 76.22 76.97

15% 75.31 73.51 74.4 78.32 76.96 77.63

17% 76.8 75.29 76.04 78.86 78.06 78.45

20% 78 76.35 77.17 80.66 79.5 80.08

CoNLL2003

3% 76.36 74.33 75.33 79.34 75.46 77.35

5% 81.28 79.16 80.2 82.19 81.83 82.01

7% 82.93 81.13 82.02 82.76 82.42 82.59

10% 84.47 82.61 83.53 84.01 83.35 83.68

13% 84.76 83.69 84.22 85.49 84.64 85.06

15% 85.61 84.45 85.03 86.54 85.35 85.94

17% 85.25 85.46 85.36 87.83 85.41 86.6

20% 86.04 85.98 86.01 88.39 86.68 87.53

BC5CDR

3% 66.47 57.11 61.44 67.91 62.38 65.03

5% 69.17 73.31 66.11 69.02 66.04 67.5

7% 64.81 69.82 67.22 69.71 68.68 69.19

10% 71.89 69.57 70.71 72.62 69.76 71.16

13% 73.36 70.44 71.87 74.02 69.54 71.71

15% 70.91 72.89 71.89 77.2 70.62 73.76

17% 75.67 70.6 73.05 75.95 73.52 74.71

20% 77.47 70.47 73.97 78.08 74.14 76.06
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5 Conclusion

In this paper, we introduced MAST-NER to improve the NER performance
for domain text in low-resource conditions. This method introduces entity trig-
gers and type pools, and trained multiple classifiers accordingly for matching
sentences and triggers. In sequence tagging, the NER process is enhanced by
multi-head attention mechanism where the query matrix is directly constructed
by different types of triggers. The experimental results showed that our method
achieves a higher cost-effectiveness and outperforms TriggerNER. Especially on
the domain datasets with similar sentence patterns, our method achieves the
largest lead. In the future, we can explore trigger-based models based on more
advanced sequence tagging mainframes instead of BiLSTM-CRF.
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Abstract. Feature selection (FS) has proven its importance as a pre-
processing for improving classification performance. The success of FS
methods depends on extracting all the possible relations among features
to estimate their informative amount well. Fuzzy information measures
are powerful solutions that extract the different feature relations with-
out information loss. However, estimating fuzzy information measures
consumes high resources such as space and time. To reduce the high
cost of these resources, this paper proposes a novel method to generate
FS based on fuzzy information measures using descriptive statistics data
(DS) instead of the original data (OD). The main assumption behind this
is that the descriptive statistics of features can hold the same relations
as the original features. Over 15 benchmark datasets, the effectiveness
of using DS has been evaluated on five FS methods according to the
classification performance and feature selection cost.

Keywords: Feature selection · Fuzzy information measures · Fuzzy
sets · Descriptive statistics · Classification systems

1 Introduction

Nowadays, classification systems can be founded in many real-world problems of
different domains such as medical, software engineering, and industrial domain
[3,10]. In real-world problems, classification data may contain a lot of features,
but not all the features are significant [22]. The bad effect of irrelevant and
redundant features reduces the classification performance and increases the com-
putational cost of classification systems [21]. FS is an effective preprocessing on
classification data to select the most informative feature subset by keeping only
the relevant features and filtering out the undesirable features [2].
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The existing FS methods can be defined as one of three types [1,6]: filter,
wrapper, and embedded. Our study focus on the filter type due to its advantage
over other types as simplicity of usage, efficiency in the computational cost, and
independence of classifiers [1,15].

Information measures are popular and widely used in the filter type [21]. Esti-
mating these measures requires discretizing the continuous features with the risk
of information loss [23]. To avoid this risk, fuzzy information measures have been
introduced as an extension of information measures, by mapping each feature
into a fuzzy relation matrix (FRM). The matrix size expands with increasing the
length of features. Thus, estimating the fuzzy information measures consumes
high computational cost in the space and time resources [18]. To reduce the high
cost of these resources, this paper proposes a novel method to generate FS based
on fuzzy information measures using descriptive statistics data (DS) instead of
the original data (OD). The main assumption behind this is that the descriptive
statistics of features can hold the same relations as the original features.

In this paper, the remaining sections are designed as follows: Sect. 2 intro-
duces the related work. Section 3 presents the proposed method. The design of
the experiment is described in Sect. 4 while the results are analyzed in Sect. 5.
Finally, Sect. 6 introduces the conclusion of this paper.

2 Related Work

According to the structure of FRM, FS methods based on fuzzy information
measures can be divided into two categories: FS based on feature-vector rela-
tionship and FS based on feature-feature relationship. However, both categories
require high computational cost for mapping the original features into a FRM
to avoid the discretization process.

In the category of FS based on feature-vector, Luukka et al. introduced FS
method based on fuzzy entropy, called FES, to estimate the informative amount
of each feature [12]. FES depends on the relationship between the feature and
its ideal vector to map the feature into a FRM. Ideal vector is a user-defined set
of samples that represents the class information as possible [12,18]. The highest
informative feature (lowest entropy) is suggested for selection while the lowest
informative feature (highest entropy) is suggested for denying. An improved
version of FES is proposed, called FSAE [11]. FSAE depends on an additional
scaling factor to consider the distance among ideal vectors with the aim to
adjust the informative level of each ideal vector. Shen et al. [19] conducted a
comparison among the different components of FES method to study the effect
of the combination among the different components. The main limitation of the
previous methods is that no consideration for important feature relations such
as redundancy and complementarity.

In the second category, Hu et al. proposed FS method based on fuzzy entropy
to deal with the heterogeneous data [8]. In [7], Hu et al. used a positive region
of data to improve the original method. However, these methods still suffer from
denying important feature relations such as redundancy and complementarity.
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To overcome this drawback, Yu et al. proposed FS methods based on fuzzy
mutual information, called FMI-mRMR [23]. In [20], Tsai et al. conducted a
detailed comparison between FS methods based on mutual and fuzzy mutual
information. The experimental results confirm the outperformance of FS method
based on fuzzy mutual information in terms of feature stability and classification
accuracy. Salem et al., in [16], proposed an ensemble FS method, called FFS-
RRD, which depends on fuzzy information and fuzzy rough measures to extract
the different feature relations. In [17], Salem et al. proposed a new FS method
based on fuzzy joint mutual information, called FJMI, to extract the different
relations based on the joint discriminative ability, in contrast to the traditional
methods which depend on the individual discriminative ability.

3 Proposed Method

Most of the current FS methods depend on the original features. In this paper,
we propose using descriptive statistics to summarize the feature information and
reduce the computational cost of FS methods.

3.1 Fuzzy Relation Matrix Based on the Original Data

In the following, we illustrate the FRM structure based on the original data
according to the methods of feature-feature relationship and feature-vector
relationship.

Feature-Feature Relationship: Suppose F = {x1, x2, ..., xm} is a feature of
m samples. The FRM between the feature and itself will be as follows:

M(F ) =

⎡
⎢⎢⎣
s1∗1 s1∗2 . . . s1∗m
s2∗1 . . . . . . s2∗m
. . . . . . . . . . . . . . . . . . .
sm∗1 sm∗2 . . . sm∗m

⎤
⎥⎥⎦ (1)

where si∗j ∈ [0, 1] is the similarity degree between xi and xj , where i, j ∈
{1, 2, . . . ,m}.

Feature-Vector Relationship: Suppose F = {x1, x2, ..., xm} is a feature of
m samples and V = {y1, y2, ..., yt} is an ideal vector of t samples. The FRM
between the feature and its ideal vector will be as follows:

M(F ) =

⎡
⎢⎢⎣
s1∗1 s1∗2 . . . s1∗t
s2∗1 . . . . . . s2∗t
. . . . . . . . . . . . . . . . . .
sm∗1 sm∗2 . . . sm∗t

⎤
⎥⎥⎦ (2)

where si∗j ∈ [0, 1] is the similarity degree between xi and yj , where i ∈
{1, 2, . . . ,m} and j ∈ {1, 2, . . . , t}.
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3.2 Descriptive Statistics

Descriptive statistics (DS) is a set of measures that describe the structure of
data [4,9]. DS has two main types of measures: central tendency and dispersion
(variation). Central tendency is a single measurement that describes the set of
samples via their average, midpoint, and most frequently sample. Measures of
dispersion (variation) describe how much the samples vary or are close to the
central tendency. In this study, we use well-known statistics measures such as
minimum (min), maximum (max), mean, median, mode, and standard deviation
(Std). The basic definitions of the six measures are as follows:

– Mean (or arithmetic mean) is the average value of a set of samples.
– Median is the midpoint value of an ordered set of samples.
– Mode is the most frequently occurring sample in the set of samples.
– Minimum (Min) is the lowest value in a set of samples.
– Maximum (Max) is the highest value in a set of samples.
– Standard deviation (Std) is a spread measure that describes how much

each sample varies or is close to the mean of the set of samples.

3.3 FS Based on Descriptive Statistics

Traditional FS methods of fuzzy information measures depend on the FRM
to represent the feature structure as possible. However, generating the FRM
is expensive in the space and time cost. To overcome the cost limitations, we
suggest generating the FRM by the descriptive statistics data instead of original
data. Based on DS, the values of six statistics measures can represent the samples
of feature with respect to the class label. In this way, we can reduce the size of
FRM as well as cost. Figure 1 shows the main process of FS based on DS. Firstly,
we calculate the descriptive statistics of the original data. Then, we apply the
FS method on DS. The indexes of the selected features are used to return the
selected features from the original data.

Fig. 1. The main process of FS based on descriptive statistics data.

The main procedure for generating a new dataset based on DS is described
in Algorithm 1. The input of the algorithm is a dataset D, which consists of
a set of features F and class label C. Firstly, we initialize the output dataset
Newdata as an empty list (line 1). Then, we divide the dataset into subsets of
data Fsubset, according to the class label (lines 2–3). Line 4 defines an empty
list Fnew to store the descriptive statistics for each feature fi in Fsubset.
The descriptive statistics of fi are calculated, stored in Dstat, and added to
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Fnew list as shown in lines (5–9). After that, the class label is added to Fnew
(line 10). Each Fnew of class ci is appended to the final output Newdata. Finally,
a Newdata is returned in line 13.

Algorithm 1. Dataset based on descriptive statistics
Input: A dataset D = 〈F ∪ C〉, where F is a set of features and C is the class label.
Output: new data of descriptive statistics Newdata.
1: Newdata ← [ ]
2: for each ci ∈ C do
3: Fsubset ← F (ci)
4: Fnew ← [ ]
5: for each fj ∈ Fsubset do
6: Dstat ← [ ]
7: Dstat[] ← [mean(fj),median(fj),mode(fj),min(fj),max(fj), std(fj)]
8: Fnew ← Fnew ∪ {Dstatc}
9: end for

10: Fnew ← Fnew ∪ {ci ∗ ones(6, 1)}
11: Newdata ← append(Newdata, Fnew)
12: end for
13: return Newdata

4 Experimental Design

The main phases of the experimental framework (data preparation, feature selec-
tion, and evaluation) are designed as shown in Fig. 2.

Fig. 2. The main phases of the experimental framework.

4.1 Data Preparation

To justify the effectiveness and efficiency of using DS, the experiment was con-
ducted on 15 benchmark datasets collected from1,2. Table 1 shows the main
properties of the used datasets. In this phase, the output is the original data
(OD) and a new data of descriptive statistics (DS).

1 https://archive.ics.uci.edu/ml/datasets.php.
2 https://github.com/klainfo/NASADefectDataset.

https://archive.ics.uci.edu/ml/datasets.php
https://github.com/klainfo/NASADefectDataset
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Table 1. The main properties of the used datasets.

Dataset Abbreviation #Features #instances #classes

CM1 CM1 37 327 2

Credit approval CAP 15 690 2

Glioma GLO 4434 50 4

JMI JMI 21 7720 2

KC1 KC1 21 1162 2

KC3 KC3 39 194 2

MC1 MC1 38 1952 2

MC2 MC2 39 124 2

MW1 MW1 37 250 2

SPECTF Heart NHE 44 267 2

SPECT Heart SHE 22 267 2

DNA DNA 180 2000 3

Multiple features MFE 649 2000 10

Ozone level detection OLD 72 1848 2

seismic-bumps SBU 18 2584 2

4.2 Feature Selection

To confirm the effectiveness of using DS, five FS methods (with 50% threshold
of ranked features) have been used in the experimental comparison. FS methods
is divided into two categories: feature-vector methods (FES [12] and FSAE [11])
with time complexity O(mtn) and feature-feature methods (FJMI [17], FMI-
mRMR [23], and FFS-RRD [16]) with time complexity O(dnm2), where m is the
number of samples in the feature, t is the number of samples in the ideal vector,
n is the total number of features, and d is the number of selected information.

4.3 Evaluation

The evaluation of our experiment depends on two parts: classification perfor-
mance and feature selection cost.

Classification Performance: In the experiment, three well-known classifiers
are used to verify the improvement of classification performance as Naive Bayes
(NB) [5], k-Nearest Neighbors (KNN, K = 3) [13], and Decision Tree (DT) [13].
The main measures of classification performance are:

1- Accuracy: is the percentage of the correctly predicted instances.
2- F-measure: is the harmonic average of the classification precision and
recall.
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3- Area under the ROC curve (AUC): AUC is the size of the area under
the ROC curve. ROC is a curve graph that represents the relation between
the true positive rate and the false positive rate.

Feature Selection Cost: In this paper, the experiments were conducted in a
computer system with Ryzen 7 4800H (2.9 GHz) CPU and 16 GB RAM.

4- Space cost: the space cost is defined by the size of the FRM. The matrix
size of each feature with OD is m ∗ t for feature-vector methods while m2

for feature-feature methods, where m is the number of samples in the feature
and t is the number of samples in the ideal vector. For DS, the matrix size of
each feature is (6 ∗h) ∗ t for feature-vector methods while (6 ∗h)2 for feature-
feature methods, where h is the number of classes. The reduced percentage
of the FRM was also computed to show the reduction size that DS achieved
compared to OD as [14]:

MR(%) = 100 − w1
w2

∗ 100 (3)

where w1 is the relation matrix size of the feature with DS and w2 is the
relation matrix size with OD.
5- Runtime cost: the execution time of the FS methods represents the
runtime cost. The reduced percentage of time was also computed to show the
reduction time that DS achieved compared to OD as [14]:

TR(%) = 100 − r1
r2

∗ 100 (4)

where r1 is the runtime of DS and r2 is the runtime of OD.

5 Results and Analysis

5.1 Accuracy

The accuracy results of NB obtained by the different FS methods are shown in
Table 2. Using DS improved the average accuracy of all FS methods with OD.
FES with DS (for simplicity, FES (DS)) improved FES (OD) by 0.2%. Similarly,
DS improved the average accuracy of FSAE, FJMI, FMI-mRMR, and FFS-RRD
with OD by 0.5%, 5.9%, 0.3%, and 3.2%, respectively.

Table 3 shows the accuracy results of KNN obtained by the different FS meth-
ods. Among five methods, DS improved the average accuracy of three methods
FJMI, FMI-mRMR, and FFS-RRD with OD by 2.8%, 1.2%, and 0.2%, respec-
tively. For methods of FES and FSAE, OS improved the average accuracy of the
used methods with DS by 0.6% and 0.3%, respectively.

The accuracy results of DT obtained by the different FS methods are shown in
Table 4. DS improved the average accuracy of FES, FSAE, FJMI, FMI-mRMR,
and FFS-RRD with OD by 0.3%, 0.1%, 2.3%, 0.4%, and 1.9%, respectively.
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5.2 F-measure

Figure 3 shows the F-measure results of the three classifiers obtained by the
FS methods. According to NB, DS improved the average F-measure of FES,
FSAE, FJMI, FMI-mRMR, and FFS-RRD by 1.1%, 0.3%, 5%, 0.7%, and 1%.
Using KNN, FES(OD), FSAE(OD), and FFS-RRD(OD) have more average F-
measure than the same methods with DS by 0.8%, 0.1%, and 0.9%, respec-
tively. FJMI(DS) and FMI-mRMR(DS) outperformed the original methods by
3.8% and 1.4%, respectively. For DT, DS improved the average F-measure of all
used FS methods except FES. In FES, using OD has more F-measure by 0.5%.
The remaining methods FSAE(DS), FJMI(DS), FMI-mRMR(DS), and FFS-
RRD(DS) achieved more average F-measure compared to the original methods
by 0.6%, 1.5%, 0.5%, and 1.9%, respectively.

Table 2. Classification accuracy derived by NB classifier among five FS methods using
OD and DS. On average, DS outperformed OD in all FS methods.

Dataset FES FSAE FJMI FMI-mRMR FFS-RRD

OD DS OD DS OD DS OD DS OD DS

CM1 67.4 65.8 67.1 65.7 77.9 84.3 70.8 70.5 70.9 79.5

CAP 85 85 83.4 83.6 76.8 86.1 77 84.5 68.4 76.9

GLO 62.4 62 63.2 65.2 73.6 84.6 66.2 67.8 65.4 67.8

JMI 67.3 65.9 67.3 65.9 67 67.7 68.9 69.9 68.4 73.3

KC1 65.4 66 65.4 66.3 64.8 74.7 66.4 67.3 66.3 69.7

KC3 63 66.2 63 67.1 70.7 83.5 68.4 67 67.3 75.6

MC1 74.3 78.5 74.3 79.1 87 92.8 81.9 83.3 83 90.7

MC2 65.4 62.5 66 62.5 69.6 68.8 67.4 66.8 68.2 69.6

MW1 71.5 72.5 71.3 74 82 85.3 76.1 77 76.7 82.9

NHE 71.5 69.6 80.7 80.2 80.5 77.8 78.6 78.6 75.3 76.3

SHE 73.7 75.3 75.4 76.3 75.8 79.8 76.1 78.4 76.7 73.2

DNA 95.1 95.1 95.3 95.2 73.8 78.8 94.5 91.3 90.7 90.7

MFE 95.3 96.2 95.2 96 81.1 94 95.6 95.8 90.2 90.2

OLD 76.8 76.1 79 76.2 74.6 83.3 80.7 77.7 75.7 72

SBU 88.9 90 88.9 90.1 90.4 93.4 90.7 88.3 90 92.6

Average 74.9 75.1 75.7 76.2 76.4 82.3 77.3 77.6 75.5 78.7
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Table 3. Classification accuracy derived by KNN classifier among five FS methods
using OD and DS. On average, DS outperformed OD in three of five FS methods.

Dataset FES FSAE FJMI FMI-mRMR FFS-RRD

OD DS OD DS OD DS OD DS OD DS

CM1 85.6 82.7 83.9 82.5 84.2 82.9 82.3 82.7 82.8 84.3

CAP 85.4 85.4 87.5 85 76.3 85.5 73.8 82.4 63.5 74.5

GLO 77.8 72.8 78.4 74.4 78.4 84.6 77.8 79.8 78.2 74

JMI 76.5 77.2 76.5 77.2 76.3 76.8 75.8 76.1 76.1 77.9

KC1 73.5 74.1 73.5 73.7 75 76.9 74.7 74.2 75.4 72.8

KC3 82.1 81.6 82.1 80.9 77.5 79.9 79 81.6 78.3 84.4

MC1 98 97.9 98 97.9 98.1 97.9 97.9 97.9 98.2 98

MC2 70 65 68.2 67.7 58.7 64.7 71.4 70.1 70.8 65

MW1 88.6 89.1 88.2 88.4 90.4 89 90.1 90.2 89.9 89.3

NHE 78.7 77.9 79.9 79.3 79.9 81.1 79.5 79.5 78.5 79.4

SHE 75 78.2 72.1 75.6 75 76.7 72.6 78 76.5 72

DNA 69.8 69.8 73.4 73.7 73.8 78.2 73.7 74.3 60.5 60.5

MFE 97.4 97.6 97.4 97.6 86.9 96.5 97.9 97.6 95.8 95.8

OLD 96.1 96.5 96 96.4 96.1 96.4 96.2 96.5 96.2 96.8

SBU 92.2 92.4 92.2 92.6 92 93.4 93.3 93.2 92.4 92.2

Average 83.1 82.5 83.2 82.9 81.2 84.0 82.4 83.6 80.9 81.1

Table 4. Classification accuracy derived by DT classifier among five FS methods using
OD and DS. On average, DS outperformed OD in all FS methods.

Dataset FES FSAE FJMI FMI-mRMR FFS-RRD

OD DS OD DS OD DS OD DS OD DS

CM1 84 82.4 84.3 82.5 87 87.2 81.8 82.8 82.3 86.9

CAP 85 85 85.4 87.2 75.4 84.7 75.7 84.4 67.9 75.8

GLO 55.2 54.8 47.6 49.4 56 56.6 43.4 41 44 49.2

JMI 78.5 79 78.5 79 78.3 78.8 78.7 78.6 78.6 79.2

KC1 76.9 76 76.9 75.1 74.6 76.9 76.1 75.6 75.5 74.1

KC3 81.8 82 81.8 81.7 79.6 81.4 82.4 79.9 78.8 81.6

MC1 98.2 98.2 98.2 98.2 98.2 98.2 98.2 98.2 98.2 98.2

MC2 64.7 66.6 67.8 71.4 67.8 70.6 65.6 68.8 68.3 71.1

MW1 88.4 88.6 90.4 88.7 89.2 87.9 88.8 89.4 88.6 89.8

NHE 79.4 79.4 80.8 78.6 77.5 78.5 79.1 78.9 76.7 79.4

SHE 73.3 75.4 74.4 75.3 75.1 80.3 73.8 75 76 77.6

DNA 92.5 92.5 92.9 92.8 73.8 78.7 92.9 88.6 87.3 87.3

MFE 93.3 95 93.5 94.8 84.6 92 94.2 94.3 88.5 88.5

OLD 96.1 96.1 96.1 96 96.7 96.9 95.9 96.2 95.7 96.9

SBU 93.4 93.4 93.4 93.4 93.4 93.4 93.4 93.4 93.4 93.4

Average 82.7 83.0 82.8 82.9 80.5 82.8 81.3 81.7 80.0 81.9
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Fig. 3. Classification F-measure derived by the three classifiers among five FS methods
using OD and DS. On average, DS outperformed OD in most FS methods using NB
and DT. For KNN, OD outperformed DS in three FS methods

5.3 AUC

Figure 4 shows the AUC results of the used classifiers obtained by the FS meth-
ods. In FES, FS methods outperformed on NB with DS by 0.5% while out-
performed on DT with OD by 0.2%. FES achieved the same result with DS
and OD. Respectively, methods of FSAE, FJMI, and FMI-mRMR have been
improved with DS by 1.5%, 1.9%, and 0.1% using NB, 0.1%, 4.1%, and 1.5%
using KNN, and 1.9%, 2.8%, and 0.8% using DT. In FFS-RRD, the AUC was
better with OD by 0.6%, 1.1%, and 0.9% using NB, KNN, and DT, respectively.

Fig. 4. Classification AUC derived by the three classifiers among five FS methods using
OD and DS. On average, DS outperformed OD in most FS methods using.

5.4 Space Cost

Table 5 reports the relation matrix size of the feature in each dataset with OD
and DS. It also shows the reduction percentage of matrix size (MR) induced
by DS. It is obvious that FS methods with DS have a smaller matrix size than
the same methods with OD. The reduction range induced by DS is from 52%
to 99.84% using FES and FSAE while from 76.96% to around 100% using the
remaining methods.

5.5 Runtime Cost

Table 6 reports the runtime efficiency on the FS methods with OD and DS. It also
shows the reduction percentage of time (TR) induced by DS. It is obvious that
FS methods with DS have a smaller runtime than the same methods with OD.
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Table 5. Comparison of space cost on the FS methods between OD and DS. DS has
the best space cost on all datasets

Dataset FES/FSAE MR(%) FJMI/FMI-mRMR/FFS-RRD MR(%)

OD DS OD DS

CM1 327*2 (6*2)*2 96.330 3272 (6*2)2 99.865

CAP 690*2 (6*2)*2 98.261 6902 (6*2)2 99.970

GLO 50*4 (6*4)*4 52.000 502 (6*4)2 76.960

JMI 7720*2 (6*2)*2 99.845 77202 (6*2)2 ≈100.00

KC1 1162*2 (6*2)*2 98.967 11622 (6*2)2 99.989

KC3 194*2 (6*2)*2 93.814 1942 (6*2)2 99.617

MC1 1952*2 (6*2)*2 99.385 19522 (6*2)2 99.996

MC2 124*2 (6*2)*2 90.323 1242 (6*2)2 99.063

MW1 250*2 (6*2)*2 95.200 2502 (6*2)2 99.770

NHE 267*2 (6*2)*2 95.506 2672 (6*2)2 99.798

SHE 267*2 (6*2)*2 95.506 2672 (6*2)2 99.798

DNA 2000*3 (6*3)*3 99.100 20002 (6*3)2 99.992

MFE 2000*10 (6*10)*10 97.000 20002 (6*10)2 99.910

OLD 1848*2 (6*2)*2 99.351 18482 (6*2)2 99.996

SBU 2584*2 (6*2)*2 99.536 25842 (6*2)2 99.998

Average - - 94.008 - - 98.315

The reduction range induced by DS is from 83.9% to 99.99% using FES, 9.65%
to 89.37% using FSAE, 1.36% to 76.22% using FJMI, 63.19% to 99.99% using
FMI-mRMR, and 62.03% to 99.99% using FFS-RRD.

Table 6. Comparison of runtime cost on the FS methods between OD and DS. DS
has the best runtime efficiency on all datasets.

Dataset FES FSAE FJMI FMI-mRMR FFS-RRD

OD DS OD DS OD DS OD DS OD DS

CM1 0.428742 0.02439 0.009218 0.008329 0.0096 0.006563 2.621383 0.067203 6.553457 0.08205

TR (%) 94.311 9.649 31.634 97.436 98.748

CAP 1.214707 0.008385 0.00357 0.00146 0.003839 0.002375 1.914782 0.008474 4.786956 0.020408

TR (%) 99.310 59.105 38.116 99.557 99.574

GLO 35.54285 5.721867 0.160168 0.066505 0.391724 0.35369 853.6609 314.2646 560.9826 213.0115

TR (%) 83.901 58.478 9.709 63.186 62.029

JMI 373.4975 0.003991 0.038568 0.007782 0.022178 0.008228 495.8916 0.04638 1487.675 0.046238

TR (%) 99.990 79.822 62.901 99.991 99.990

KC1 6.141769 0.002594 0.007138 0.002764 0.004871 0.002331 12.98244 0.011987 6.491221 0.027279

TR (%) 99.958 61.275 52.135 99.908 99.580

KC3 0.130475 0.006057 0.003131 0.001104 0.002799 0.002429 1.661687 0.00957 4.154218 0.024887

TR (%) 95.358 64.747 13.218 99.424 99.401

(continued)
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Table 6. (continued)

Dataset FES FSAE FJMI FMI-mRMR FFS-RRD

OD DS OD DS OD DS OD DS OD DS

MC1 34.43672 0.0105 0.016591 0.003294 0.010812 0.005009 102.7852 0.023823 308.3556 0.036135

TR (%) 99.970 80.149 53.670 99.977 99.988

MC2 0.059361 0.007061 0.002442 0.001036 0.002404 0.002371 0.309565 0.008864 0.681043 0.020617

TR (%) 88.105 57.575 1.361 97.137 96.973

MW1 0.190526 0.006891 0.003237 0.001205 0.003057 0.002395 1.11319 0.009134 2.449017 0.024198

TR (%) 96.383 62.765 21.657 99.179 99.012

NHE 0.101347 0.005195 0.002379 0.00081 0.002311 0.001595 0.360315 0.004761 0.792692 0.010015

TR (%) 94.874 65.951 30.968 98.679 98.737

SHE 1.944846 0.004936 0.004029 0.001445 0.004111 0.002732 2.03347 0.01201 4.880328 0.031219

TR (%) 99.746 64.127 33.543 99.409 99.360

DNA 39.75004 0.033494 0.109036 0.01316 0.071351 0.022158 1905.678 0.363506 622.712 0.485526

TR (%) 99.916 87.930 68.946 99.981 99.922

MFE 482.2562 2.755366 0.708246 0.075309 0.794471 0.188911 29434.15 23.29409 8302.465 255.5522

TR (%) 99.429 89.367 76.222 99.921 96.922

OLD 169.4312 0.017707 0.023083 0.006456 0.021521 0.008837 380.5805 0.068522 65.62529 0.083135

TR (%) 99.990 72.033 58.940 99.982 99.873

SBU 13.17526 0.002211 0.005435 0.00181 0.005612 0.002438 40.37545 0.011567 113.0513 0.016277

TR (%) 99.983 66.699 56.563 99.971 99.986

Average 77.220 0.574 0.073 0.013 0.090 0.041 2215.742 22.547 766.110 31.298

TR (%) 96.749 65.311 40.639 96.916 96.673

Overall, It is obvious that FS methods with DS achieved the best classi-
fication performance in most cases. It justifies that summarizing the feature
information by DS helps to define the feature information better. Moreover, DS
reduced the size of FRM on each feature. This is because DS maps the feature
into a smaller size of samples. As a result, the cardinal value of the feature based
on DS is usually less than the cardinal value of the feature based on OD. This is
also the same reason of why FS methods with DS have a smaller runtime than
the same methods with OD.

6 Conclusion

Fuzzy information measures are powerful solutions for developing effective FS
methods. However, the estimation cost of these measures is relative to the size of
input data where increasing the former depends on increasing the latter. In this
paper, we have introduced a novel method to reduce the high cost of FS methods
based on fuzzy information measures. To achieve that, we generated descriptive
statistics data (DS) from the original data (OD) to reduce the input data of
FS methods. Consequently, the cost of FS methods based on fuzzy information
measures has been reduced. The effectiveness of using DS has been evaluated
on five FS methods. The experimental results confirm reducing the cost of FS
methods and improving the classification performance in most cases. In future
work, we plan to extend our study to cover more DS measures with the aim to
highlight the importance of using DS for enhancing the FS process.
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Abstract. Exploiting unlabeled data is one of the plausible methods
to improve few-shot named entity recognition (few-shot NER), where
only a small number of labeled examples are given for each entity type.
Existing works focus on learning deep NER models with self-training
for few-shot NER. Self-training may induce incomplete and noisy labels
which do not necessarily improve or even deteriorate the model per-
formance. To address this challenge, we propose a prompt-based self-
training framework. In the first stage, we introduce a self-training app-
roach with prompt tuning to improve the model performance. Specially,
we explore several label selection strategies in self-training to mitigate
error propagation from noisy pseudo-labels. In the second stage, we fine-
tune the BERT model over the high confidence pseudo-labels and original
labels. We conduct experiments on two benchmark datasets. The results
show that our method outperforms existing few-shot NER models by sig-
nificant margins, demonstrating its effectiveness for the few-shot setting.

Keywords: Few-shot learning · Self-training · Prompt learning ·
Named entity recognition

1 Introduction

Named entity recognition (NER) is the task of detecting mentions of real-world
entities from text and classifying them into predefined types (e.g., location, per-
son and organization). It constitutes a core component in many NLP pipelines
and is employed in a broad range of applications in knowledge extraction [8].
In recent years, deep learning models [4,10] have been proposed for NER and
have shown strong performance. However, most deep learning methods require a
large amount of annotated training data which is expensive and time-consuming
[20]. The deep learning methods with a limited amount of labeled data usually
lead to overfitting. This draws attention to a challenging but practical research
problem: few-shot NER [9].

Recently, an increasing number of few-shot methods have been proposed to
tackle the label scarcity issue, including supervised pre-training on noisy web
data and self-training. Self-training uses a teacher model, trained using labeled
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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data, to create synthetic labels for unlabeled examples [25]. In traditional self-
training frameworks, the model labeling process inevitably introduces incomplete
and noisy entity labels [30].

Moreover, the current methods train deep NER models over a simple or
weighted combination of the strongly labeled and weakly labeled data, which
may lose essential information about entities.

To tackle these challenges, we propose a prompt-based self-training frame-
work with adaptive label selection. We refer to this framework as PBST. Our
framework is composed of the following components: (i) Self-training: We adapt
P-tuning v2 [16] as the initial teacher model for exploiting the few-shot learning
potential of pre-trained language models to NER. The teacher model creates
synthetic labels to train a student model. (ii) High confidence label selection:
To suppress the noise and provide better stability, we propose to select tokens
based on the three different confidence scores and remove mislabeled tokens. (iii)
Fine-tuning: We finally fine-tune the model on the labeled data and high confi-
dence data. Our method uses the high-confidence predictions of teacher model to
improve generalization, where a pre-trained language model is used to initialize
the NER model and generate entity embedding.

The contributions of this paper are as follows:

– We propose a prompt-based self-training framework for few-shot NER, com-
prised of a prompt tuning model, an adaptive label selection strategy and a
fine-tuning step.

– We explore several pseudo label selection strategies that focus on entity infor-
mation, and use an attention layer to assign weights to each selection strategy
adaptively.

– Experimental results verify the effectiveness of the proposed method under
the few-shot setting.

The rest of this paper is organized as follows. In Sect. 2 we introduce some
related works on few-shot NER and prompting. In Sect. 3 we present the detailed
descriptions of proposed model and approaches. In Sect. 4 we give the evaluation
results and its analysis. Finally, we conclude this paper in Sect. 5.

2 Related Work

Few-Shot NER. Previous studies [19,23] of few-shot NER consider the setting
that no strong label is available for training, but only weak labels generated by
matching unlabeled sentences with external gazetteers or knowledge bases. The
matching progress can be achieved by string matching [7], regular expressions [6],
or heuristic rules. There has been some success with self-training using distant
supervision [14]. In distant supervision, the labeling procedure is to match the
tokens in the target corpus with concepts in knowledge bases [11]. Compared
to their methods, our method does not rely on external knowledge, yet yields
better results. Few-shot approaches [9] have also been explored to leverage very
few labeled data for NER model training. Self-training [28] has been successfully
applied to a variety of few-shot NER tasks.
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Fig. 1. Overview of our PBST framework. In Stage I, the pre-trained BERT as the ini-
tialized model is adapted to tune continuous prompts. Then the new model is trained
using pseudo-labels generated by the previous model so that the model is iteratively
updated. In Stage II, the BERT model is fine-tuned using high confidence labels gen-
erated by the model learned in Stage I.

Prompting. Prompting [15] refers to leveraging special templates in the input
context to aid the language model (LM) prediction with respect to both under-
standing and generation. Since the emergence of GPT-3 [1], prompt-tuning has
received considerable attention. It re-uses the masked LM objective to help alle-
viate the gap between different training objectives used at pre-training and fine-
tuning. Therefore, the LMs can faster adapt to downstream tasks even with a
few training samples. Liu et al. [17] proposed to add trainable continuous embed-
ding to the original sequence of input word embedding. P-tuning v2 [16] leverages
deep prompt tuning as in prefix-tuning [12] and uses the conventional classifica-
tion paradigm with random-initialized linear heads. Therefore, P-tuning v2 can
be applied to NER tasks as the base model for self-training. In this work, we
scale prompting methods to few-shot settings.

3 Approach

To harness the power of few-shot labeled data and the pre-trained language
model, we propose a prompt-based self-training method, PBST. We summa-
rize the PBST framework in Fig. 1. In the first stage of PBST, we use a self-
training approach to improve the BERT model fitting to the training data via
prompt-tuning. Then, we propose three label selection strategies to analyze the
confidence of entities from different perspectives and use an attention layer to
adaptively assign weights to the three strategies. In the second stage, we fine-
tune the BERT model with the labeled data and high-confidence data.
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Fig. 2. P-tuning v2 model. We use P-tuning v2 as the backbone model for self-training.
P-tuning v2 adds trainable continuous prompts to inputs of every transformer layer
independently. The orange tokens refer to prompt embeddings we add and the blue
tokens are embeddings stored or computed by frozen pre-trained language models.
(Color figure online)

3.1 Prompt-Based Self-training Framework

In this section, we present our prompt-based self-training framework in detail.
We use the P-tuning v2 model [16] which is initialized with a pre-trained BERT
model as the base teacher model for self-training. As shown in Fig. 2, P-tuning
v2 removes verbalizers with LM head and returns to the traditional class labels
with ordinary linear head. The student model is trained using high confidence
labels which are filtered by the label selection. Then, we assign the student model
in the previous iteration as the new teacher model, which generates a new set
of pseudo-labels for the next iteration to continue the training of the student
model. The algorithm operates of stage I as follows:

1. Learn teacher model fT via prompt tuning with labeled tokens DL.
2. Generate soft labels using fT on unlabeled tokens DU :

ỹi = fT (x̃i) ,∀x̃i ∈ DU (1)

3. Generate high confidence labels using the label selection ỹ∗
i . Our approach

differs from previous work at this step, which we show is crucial for few-shot
self-training.

4. Learn a student model fS via prompt tuning on high confidence labels and
true labels:

LST =
1

|DL|
∑

xi∈DL

L (fS (xi) ,yi) +
λU

|DU|
∑

x̃i∈DU

L (fS (x̃i) , ỹ∗
i ) (2)

where λU is the weighting hyper-parameter.
It is optional to iterate from Step 1 to Step 4 multiple times, by initializing

T in Step 1 with newly learned S in Step 4. We only perform self-training twice
in our experiments, which has already shown excellent performance. In the next
section, we will introduce how our framework selects high confidence labels.
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3.2 High Confidence Label Selection

After applying the learned model to unlabeled data, some of the weakly gener-
ated labels may be incorrect [13]. These noisy labels will lead to poor perfor-
mance of neural tagger in the next step. Inspired by Zhang et al. [29], we design
a method to filter out noisy labels. We propose three label selection strategies
to analyze the confidence of entities from different perspectives and propose to
use an attention layer to adaptively assign weights to the three strategies.

Three Label Selections. In this module, we leverage three selecting strate-
gies to mitigate error propagation from noisy pseudo-labeled sequences. We first
introduce three entity confidence functions and then present an adaptive ensem-
ble method for entity selection. To filter out noisy labels, we propose to maintain
a high-precision entity set and compute thresholds for each entity type’s confi-
dence dynamically. The high-confidence selection essentially enforces the student
model to better fit tokens with high confidence, thereby increasing the model’s
robustness to low-confidence tokens.

Entity Semantic Confidence. Each entity type has unified semantics. Therefore,
entities with the same category are mapped to similar positions in the embedding
space, and entities of different categories are far away from each other in the
embedding space [5]. We focus on entity similarity by calculating whether two
different texts are similar in a predefined category. We use this kind of semantic
similarity as entity semantic confidence to judge whether the newly discovered
entity is correct. Specifically, given an entity type t, its corresponding high-
precision set Ht, and a pseudo entity ep, we first compute a confidence score
of ep belonging to t by considering both its maximum pair similarity to the Ht

(called local score) and its average similarity to Ht (called global score).
We introduce the cosin similarity to measure the similarity between a pseudo

entity embedding ep and a real entity embedding er. We query a pre-trained LM
to obtain the set of token embeddings, denoted as xp. Moreover, we use xr to
denote the set of all contextualized representations of the entity er in the given
corpus. Then, we define the semantic similarity between ep and er as:

R(ep, er) = cos (xp,xr) (3)

We compute the pseudo entity’s local score as:

scoreloci = max
er⊆Hi

R(ep, er) (4)

The local score is estimated based on a single instance in the high-precision
set. Although it helps explore new entities, it may be inaccurate in some cases.
Therefore, we propose to compute a more reliable score to estimate the accuracy
of an instance ep belonging to an entity type t, which is called the global score.
Specifically, we first sample a small set Es from the high precision set Ht and
then compute hsem, which is the average of all instances’ representations in Es.
In our work, we sample N times and compute the global score as:
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scoreglbi =
1
N

∑

1≤j≤N

R(ep, er) (5)

Entity semantic confidence of each pseudo label is calculated as:

SESC
i = avg

(

scoreloci , scoreglbi

)

(6)

Entropy Confidence. In general, entropy measures the uncertainty of things. We
propose to select entities based on the entropy confidence. The function utilizes
entropy of entity prediction probability:

SEC
i = −

N
∑

i=1

PT(ep) log PT(ep) (7)

Context-Based Consistency Confidence. According to the consistency criterion,
the predicted results of the sample should be consistent with the results of its
enhanced version. We use a generated entity to replace the entity from the
sample. Then we obtain the enhanced samples and apply the model to predict
the entity type of the generated entity. The consistency confidence of the new
entity is estimated based on the predicted probability.

SCCC
i = T (ep) , ep ∈ sa (8)

Adaptive Weighting for Selection Strategies. Based on these representa-
tions of labels, we aggregate them and compute the attention scores to guide the
final attention flow. The proposed attention can re-modulate the distribution of
attention according to strategies. The attention layer adaptively assigns weights
to each selection strategy. As shown in Fig. 3, this method allows a variety of
confidence strategies to be considered. We also use a threshold θ of confidence
to filter out noisy labels.

Adaptive Weighted Attention Layer. The attention layer can adaptively learn
the importance from the input sequences with correlations between the pseudo
labels and confidence scores. The attention mechanism calculates the weights
corresponding to the different variables, where the weight values indicate the
importance of the vectors. And the key feature information will be given a higher
weight value. The attention layer consists of query matrix hi, key matrix Ki and
value matrix Vi. The process of computing the attention output can be described
by the following formulas:

Ki = concat (hi, h
sem
i , haug

i ) (9)

Vi = concat
(

SESC
i , SEC

i , SCCC
i

)

(10)
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Fig. 3. Label selection. We use three selection strategies to select the pseudo labels from
the teacher model separately, and then we use the attention layer to assign weights
to different selection strategies to obtain adaptive labels. Finally, threshold filtering
function is performed on the adaptive labels to generate high-confidence labels.

Atti = softmax

(

hiKi
T

√

dq

)

Vi (11)

where hi is the original representation of the entity, hsem
i is the average repre-

sentation of entities in high precision, haug
i is the representation of the entity in

the augmented sample and dq refers to the dimension of attention.

Dynamic Threshold Estimation. We hypothesize that different categories of enti-
ties may have different thresholds for selecting high-quality labels. We may also
need to use different thresholds at different iterations to dynamically balance
exploration and reliability. We propose to use a dynamic threshold to select high-
quality labels. Specifically, we hold out one entity instance in the high precision
set and compute its confidence score with respect to the rest of the examples in
the high-precision set. We randomly sample T times and use the minimum value
as the threshold θ. For one of the entity types t, θt is calculated as:

θt = min
k≤T,ek∈Hi

Si (ek) (12)

In every iteration, we first predict the labels of all text spans using our neural
tagging model. Then, we calculate the threshold of every entity type and select
the confident token per category based on their prediction probabilities from the
tagging model. The weakly labeled instance ep will be selected into the high-
precision set if its confidence score is larger than a threshold θt.
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3.3 Final Fine-Tuning

Stage I of our proposed framework mainly focus on preventing the model from
overfitting to the noise of weak labels. Meanwhile, it also suppress the model
fitting to the strongly labeled data. To address this issue, we fine-tune the student
model on the strongly labeled data and high-confidence soft data finally. Our
experiments show that such additional fine-tuning is essential.

4 Experiments

In this section, we conduct few-shot experiments to verify the effectiveness of the
proposed method. We first compare our method with baselines on the CoNLL03
dataset. We also report the performance of our method with different base mod-
els to verify the excellence of the P-tuning v2 model and the universality of the
prompt-based self-training framework. Finally, we further analyze the impor-
tance of each component in an ablation study. We follow the few-shot setting,
which supposes that only a small number of examples are used for training.

4.1 Experiment Settings

Evaluation Metrics and Datasets. To give an evaluation of models, we apply
the F1 score as our evaluation metrics in the experiments. We consider two NER
datasets as target tasks, CoNLL03 [21] and Ontonotes 5.0 [26]. CoNLL03 is a
general domain NER dataset that has 22K sentences containing four types of
general named entities: LOCATION, PERSON, ORGANIZATION, and MIS-
CELLANEOUS. OntoNotes 5.0 English dataset which has 18 entity types, is a
corpus that has roughly 1.7M words.

Pre-trained Models. Pre-trained language models have shown state-of-the-
art performance for various tasks. In this work, we adopt the P-tuning v2 model
as the base encoder by initializing the teacher with the pre-trained BERTlarge

model and a randomly initialized token classification layer.

Few-shot Sampling. We simulate the few-shot data scenarios by sampling
training instances from a training set as the training data. We conduct the
greedy sampling strategy [27] to sample K (5, 10, 20, 100) labeled entities for
each slot type from the train data, and add the remaining to the unlabeled set
while ignoring their labels.
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Table 1. Main results of PBST and compared baselines on CoNLL03 dataset under
different few-shot settings.

Shots K = 5 K = 10 K = 20 K = 100

Full-supervision

BERT 92.4

Few-shot supervision

BERT 63.87 71.15 73.57 84.36

Few-shot supervision + unlabeled data

CVT 51.15 54.31 66.11 81.99

SeqVAT 58.02 67.21 74.15 82.2

Mean Teacher 59.04 68.67 72.62 84.17

VAT 57.03 65.03 72.69 84.43

Classic ST 63.04 68.99 73.65 83.93

BOND 62.52 69.56 74.19 83.87

PBST (Ours) 69.29 74.38 77.45 86.76

4.2 Baselines

In our experiments, we compare the proposed method with competitive methods,
involving both self-training based and distant supervision approaches. The first
baseline we consider is the fully supervised BERT model trained on all available
training data which provides the ceiling performance for the few-shot NER task.
Each of the other models is trained on K training labels per slot type. We adopt
several few-shot NER methods as baselines: (1) CVT [3] is a sequence labeling
method based on cross-view training; (2) SeqVAT [2] incorporates adversarial
training with conditional random field layer for sequence labeling; (3) Mean
Teacher (MT) [24] averages model weights to obtain an aggregated teacher; (4)
VAT [18] adopts virtual adversarial training to make the model robust to noise;
(5) classic ST [22] is simple self-training method with hard pseudo-labels; (6)
BOND [14] is the most recent work on self-training for sequence labeling with
confidence-based sample selection and forms a strong baseline for our work.

4.3 Experimental Results

Table 1 shows the results of the proposed method and baselines for the few-
shot setting. The fully supervised BERT provides the ceiling performance for
the few-shot setting. We observe our method PBST to significantly outperform
all methods including the models that also use the BERT encoder like MT,
VAT, Classic ST, and BOND. Non BERT models like CVT and SeqVAT are
consistently worse than other baselines. The experimental result on the CoNLL03
dataset shows that our model obtains 5.42 and 3.23 improvements over the few-
shot BERT model for the 5-shot and 10-shot setting respectively.
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Table 2. F1 scores of different models with 5 labeled samples for each task. PT-2:
P-tuning v2. PBST(BERT): PBST uses BERT as base model.

Dataset CoNLL03 OntoNotes 5.0

Full-supervision

BERT 92.8 89.24

PT-2 90.2 86.46

Few-shot supervision (5 label per slot)

BERT 63.87 66.35

PT-2 65.71 68.55

Few-shot supervision + unlabeled data

PBST(BERT) 66.43 69.84

PBST 69.29 73.46

4.4 Validation of the Proposed Structure

The data volume with the best improvement (K = 5) in Table 1 is used to com-
pare the BERT fine-tuning model and P-tuning v2 model on the two datasets.
The results are reported in Table 2. We can observe that: (1) BERT fine-tuning
method shows the poor ability of few-shot learning, and the P-tuning v2 method
achieves improvement over BERT on CoNLL03 and OntoNotes 5.0. These results
show the advantages of PT-2 as the base model. (2) The effects of the BERT
model have also been improved under our prompt-based self-training framework
and selection strategy, which proves the effectiveness of the framework.

4.5 Ablation Study

To gain insights of our two-stage framework, we investigate the effectiveness of
several components of our method via ablation study. Table 3 shows the results
on both CoNLL03 and OntoNotes 5.0 datasets. We perform an ablation study by
removing self-training from PBST (denoted as“PBST w/o ST”). Removing this
component leads to around 3.36 F1 performance drop on average demonstrating
the impact of self-training.

To explore if pseudo-label confidence selection strategies are effective and
complementary to each other, we compared using only one strategy with the
ensemble strategy. We perform an ablation study by removing the adaptive
weighted attention layer from PBST (denoted as “PBST w/o AWAL.”). It means
adopting an average method to ensemble these three results. We call it ensem-
ble strategy for short. From the experimental results, it can be seen that the
adaptive integration strategy compared to no strategy, the F1 score increases
from 66.41 to 69.29 on CoNLL03. This verifies that the high-confidence labels
help select data and yield more robust performance. Specifically, the integrated
strategy has a higher F1 score than either strategy alone. Compared with using
averaging ensemble strategy, our method improves 1.35 F1 score by leveraging
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Table 3. Ablation study with 5 labeled samples. ST: Self-training. LS: Label Selec-
tion. LS1: Entropy Confidence. LS2: Entity Semantic Confidence. LS3: Context-Based
Consistency Confidence. w/o AWAL: We replace the adaptive weighted attention layer
with the averaging confidence. FT: Final fine-tuning on strongly labeled data.

Dataset CoNLL03 OntoNotes 5.0

PBST w/o ST 65.93 69.29

PBST w/o LS 66.41 69.71

PBST w/ LS1 67.54 71.43

PBST w/ LS2 66.84 70.68

PBST w/ LS3 67.32 70.95

PBST w/o AWAL 67.94 72.62

PBST w/o FT 68.35 72.68

PBST 69.29 73.46

the adaptive weighted attention layer, which shows that different strategies may
capture different types of knowledge and the layer combines the advantages of the
strategies by assigning different weights. Moreover, the F1 score on OntoNotes
5.0 is also improved. This verifies that the adaptive weighted attention layer
preserves more information and yield better-fitted models on both datasets.

Finally, we perform an ablation study by removing the fine-tuning stage from
PBST (denoted as“PBST w/o FT.”). We observe that removing the fine-tuning
step (Stage II) also hurts the overall performance.

5 Conclusion

In this work, we develop a prompt-based self-training framework PBST for few-
shot NER tasks. PBST leverages self-training and P-tuning v2. We address the
issue of error propagation from noisy pseudo-labels in the self-training frame-
work by adaptive label selection and fine-tuning the BERT-NER model with
high confidence labels. Our proposed method achieves outstanding performance
on two benchmark datasets for few-shot settings. In addition, we discuss how
to refine the self-training for better NER performance, including proposing an
adaptive weighted attention layer to combine three confidence strategies that
are used to select high-quality labels from pseudo labels. The entity semantic
confidence strategy utilizes the semantic information of real entities and the
semantic similarity between entities, which is very helpful for screening entities.
The attention layer combines different selection strategies to identify entities
from multiple dimensions, which leads to further improvements on self-training
methods. We demonstrate their effectiveness in ablation experiments.
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Abstract. The analysis of the advisor-advisor relationship can provide
rich information for understanding the interactions among entities in aca-
demic network. Most of the existing methods mine the relationship in col-
laboration network. They focus on extracting deep relationships between
attributes, but ignore the structure of nodes. Compared with the multi-
plex network, the collaboration network can only provide a single view,
which describes whether the two nodes have co-authored publications.
To tackle these problems, we propose an Attention-based Multiplex Net-
work Structure Fusion (AMNSF) method for mining the advisor-advisee
relationship. AMNSF takes the multiplex network as input composed of
the acknowledgment network and the collaboration network where the
acknowledgment network provides the social relationship between enti-
ties. We make full use of the network’s structure information and design
a novel network fusion mechanism to integrate the structure information
from each layer. Finally, we conduct extensive experiments on a vari-
ety of datasets. The experimental results show that the proposed model
outperforms the state-of-the-art methods.

Keywords: Advisor-advisee relationship · Graph neural network ·
Multiplex network · Scientific collaboration network

1 Introduction

Academic information has risen quickly in recent years as a result of a large
amount of research work in academia and industry. Recent research into aca-
demic networks has also gotten a lot of interest. Researchers, conferences and
other types of entities can be found in networks. Based on the analysis of the
scientific networks, rich hidden information can be obtained. For example, the
advisor-advisee relationship plays an important role in the research collabora-
tion network. Previous literature [1] shows that both the advisor and the advisee
benefit from the advisor-advisee relationship. Furthermore, the research on the
advisor-advisee relationship can obtain a large amount of important informa-
tion and apply it to scientific research-related applications, such as supervisor
recommendation and research influence prediction.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Fig. 1. An example of advisor-advisee relationship mining based on the fusion of col-
laboration network and acknowledgment network.

Recently, several studies proposed methods based on deep learning to mine
advisor-advisee relationships in collaboration networks. However they do not
make full use of the structure of nodes and rely on entity attributes. Thus dif-
ferent attribute choices have varying degrees of impact on the results. Besides,
existing researches focus on the single-layer network, which can not provide a
multi-view of the interaction between nodes.

To address the above challenges, we propose a novel model for advisor-advisee
relationship mining, AMNSF, which makes full use of graph neural network and
multiplex network information fusion technology. In order to describe the prob-
lem concisely, Fig. 1 presents an example of mining advisor-advisee relationship.
Collaboration network can only provide collaborative relations, the acknowledg-
ment network provides rich social relations. Besides, compared with the previous
methods for mining advisor-advisee relationship, AMNSF focuses on learning the
structural attributes of nodes. Finally, we conduct extensive experiments to eval-
uate the proposed model, and the results show the superiority of the proposed
AMNSF model against the state-of-the-art models.

In summary, the contributions of this paper can be summarized as follows:

• We propose a novel method based on graph neural network and multiplex
network fusion for mining advisor-advisee relationship, which uses attention
mechanism to fuse structure information.

• We design an effective network fusion mechanism. We integrate the informa-
tion of other layers in the process of learning each layer of the network.

• We introduce an acknowledgment network constructed from acknowledg-
ment texts and conduct extensive evaluations combined with collaboration
datasets. The experimental results proved the superiority of the proposed
model.
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The rest of the paper is organized as follows. We briefly introduce the most
relevant works in Sect. 2. We provide the problem definition in Sect. 3. We
introduce the proposed model in Sect. 4. The experimental results are presented
in Sect. 5. Finally, we conclude the paper in Sect. 6.

2 Related Work

Related work can be divided into three parts: Advisor-Advisee Relationship Iden-
tification, Network Representation Learning and Multiplex Network Fusion.

2.1 Advisor-Advisee Relationship Identification

In the academic research network, the advisor-advisee relationship is one of the
critical relationships, and its analysis can provide us with valuable information.
Wang et al. [4] and Li et al. [7] propose probability model to extract advisor-
advisee relationship. Besides, Zhao et al. [5] uses deep convolutional networks
combined with improved recurrent neural network units. [3,6] use models based
on stacked autoencoders. Most of the approaches discussed above are based on
time-related hypotheses. As a result, these methods are vulnerable to the features
of nodes.

2.2 Network Representation Learning

Node Embedding. Inspired by the skip-gram model, Perozzi et al. [8] was
the first to introduce a node embedding representation learning method based
on random walk. Tang et al. [9] and Cao et al. [10] design an algorithm to
learn nodes’ structure information. In addition, [14,15] propose methods of node
embedding learning based on structural similarity.

Graph Neural Network. In this section, we briefly introduce graph neural
networks. Defferrard et al. [16] and Kipf et al. [17] propose method based on
graph signal processing. Hamilton et al. [18] proposes an inductive framework,
which can learn a function that learns embeddings by sampling and aggregating
the neighbor information of a given node. Velickovic et al. [19] proposes a masked
self-attention layer, which gives different weights to neighbors. Based on the WL
test, Xu et al. [20] proposes a simple and effective algorithm to capture the
structure information of the network.

2.3 Multiplex Network Fusion

The goal of multiplex network embedding methods is to learn the low-
dimensional representation of nodes by fusing the multiplex network. Jing et al.
[12] designs a model based on high-order mutual information in a self-supervised
way. Ning et al. [27] proposes an unsupervised node embedding model for multi-
plex networks, called HMNE. HMNE solves the problem of preserving the high-
order neighbor information of nodes through the symmetric graph convolution-
deconvolution component.
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3 Problem Definition

A network can be denoted as G = (V,E), where V represents the set of nodes
in the graph, and E represents the set of edges between any two nodes. The
important notations are summarized in Table 1.

Table 1. Notations.

Notation Explanation

G A multiplex network

Gl, Al A network/adjacency matrix of layer l respectively

V , El The sets of nodes and edges in layer l, respectively

Xl The set of node features

i, xl
i A node and its features, respectively

hl
i The output of GCN

hl
sim, hl

diff The similar/different information extracted from hl

h̃l
simi

, h̃l
diffi

The output of similar/different fusion

zli The output of inter-layer fusion

Multiplex Network. Given an L-layer multiplex network, it can be denoted
as G = {G1, G2, ..., GL}, where L >= 2, Gl = {V,El}, EL represents the set of
edges in the L layer.

Advisor-Advisee Identification. Given the low-dimensional representation
of the node and a pair of nodes, identify whether the relationship between the
two node is advisor-advisee.

4 Method

In this part, we introduce detail of the AMNSF model, as shown in the Fig. 2.

4.1 Inter-layer Fusion

The inter-layer fusion includes GCN, Extract Sim and Diff and Attention-based
Fusion.

Graph Convolution Network. Given a graph G, D is the degree matrix, and
A is the adjacency matrix. Kipf et al. [17] considers spectral convolutions on
graphs defined as:

gθ × x = UgθUT x (1)
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Fig. 2. The architecture of AMNSF Embedding, which is proposed to obtain node
embedding containing structure information in each layer of network.

Fig. 3. The architecture of inter-layer fusion, which is composed of GCN, extract sim
and diff and self-attention fusion.

where U is the matrix of eigenvectors of the normalized graph Laplacian. Kipf
et al. [17] constrains the number of parameters to simplifies equation to:

H = D̃− 1
2 ÃD̃− 1

2 XW (2)

where Ã = A + I and D̃ii =
∑N

j=1 Ãij . The equation shows that the nodes’
embedding are updated by aggregating neighbors which can capture local struc-
ture information. Therefore, we use GCN to generate nodes’ embedding.

Extract Similarity and Difference. According to empirical analysis, if the
output of GCN is directly fused, it will lead to the disorderly combination of
similar information and unique information in the network. In order to solve the
problem, we propose a distillation operation. The distillation operation uses a
simple and effective linear transformation layer.

hl
sim = σ(Wsim · h + bsim), l = 1, 2 (3)

hl
diff can be obtained in the same way. W and b are trainable parameters.

Further We propose a loss function to make hl
sim more similar, and hl

diff more
dissimilar.

Lsd =
1
N

N∑

i=1

(||h1
simi

− h2
simi

||2 − ||h1
diffi

− h2
diffi

||2) (4)
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Self-attention Fusion. We propose a self-attention mechanism based on Trans-
former [24] to fuse the structure information of each layer. We use hsim or hdiff

as v directly, and we can obtain ql = WQ ·vl, kl = WK ·vl. Then the attention
coefficient of a given node in the m-th layer network to the n-th layer network
is

emn =
exp(qm · (kn)T )

∑2
l=1 exp(qm · (kl)T )

(5)

Finally, the fused similar information of each layer can be denoted as

h̃l
sim =

2∑

n=1

eln · hn
sim, l = 1, 2 (6)

h̃l
diff can be obtained in the same way. The output of the l-th network after

self-attention fusion is zl = concat(h̃l
sim, h̃l

diff ).

4.2 Structure Loss

In this section, we propose an attention-based structural loss. Given a node i
in the network, we denote the input of the Inter-Layer Fusion module as x1

i , x2
i

and the outputs are respectively z1i , z2i . First, we obtain attention vectors e1i , e
2
i

of node i which can be obtained by using cosine function. We then keep the first
K largest values of e1i , e

2
i respectively, and average them

ei =
(TopK(e1i ) + TopK(e2i ))

2
(7)

We use ei as a mask layer to obtain two fused attention vectors ẽ1i and ẽ2i .
Then the attention-based structural loss can be denoted as

Lasl =
1

2N

N∑

j=1

(||ei − ẽ1i ||2 + ||ei − ẽ2i ||2) (8)

The original network structure information can be maintained through this
reconstructed loss function, and the structure information of other networks can
also be learned. Besides, because only the K highest correlation strength with
the central node are retained in Eq. 7, it can avoid introducing noise during the
fusion process.

4.3 Prediction Layer

In order to apply the model to the task of mining the advisor-advisee relation-
ship, we use a multi-layer perceptron as a classifier. Given the embeddings of
two connected nodes i, j in the network zi, zj , the classifier can be denoted as:

y = MLP (concat(zi, zj)) (9)
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4.4 Model Optimization

In this section, we discuss how to train the training model. The supervised loss
of the model is denoted as

Llabel =
1
N

N∑

i=1

[yi · log(ŷi) + (1 − yi) · (log(1 − ŷi))] (10)

where yi represents the true label, and ŷi is the predicted value of the model.
The unsupervised loss of the model learning node embedding is denoted as

Lstructure = Lsd + Lasl (11)

Finally, we sum all the loss functions as the loss of the entire model. The loss
function of AMNSF is denoted as

L = Llabel + Lstructure + LΘ (12)

where Θ represents the parameters of the model, and LΘ is the L2 regularization
loss of the model.

5 Experiments

We use the classification of advisor-advisee relationship as a downstream task
to verify the performance of the model on several different datasets.

5.1 Datasets

Table 2. Statistics about different multiplex networks used in this study.

Dataset Node Edgeack Edgeco AA

U1 1947 15183 6329 1839

U2 2541 27439 9893 2396

U3 2586 32574 10740 2450

U4 2822 28508 11048 2660

U5 2044 18750 7760 1927

U6 2599 25053 9715 2399

U7 1835 9887 7131 1745

We provide 7 datasets to verify the effectiveness of the model. Each dataset is
a two-layer network constructed from two views, namely the acknowledgment
network and the collaboration network. The detail of datasets shown in Table 2
where U1–U7 indicates that the datasets are obtained from 7 different universi-
ties, Edgeack, Edgeco represents the number of edges in acknowledgment network
and collaboration network respectively and Advisor-Advisee (AA) represents the
number of advisor-advisee edges.
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Acknowledgment Network. The acknowledgment network is composed of
entities and relationships contained in the text of the acknowledgment chapter
in the dissertation. In each acknowledgment chapter, the author of the paper
is the central node, the named entities (including teachers, classmates, etc.)
identified in text are neighbor nodes.

Collaboration Network. The construction of the scientific research collabo-
ration network is based on the principle that scholars appear in the same paper.
These papers include three sources from DBLP, AMiner, and MAG. In the pre-
vious work [3,6], there are fewer real labels in the dataset, but acknowledgment
text contains a large number of real labels (in the dissertation, the author of
each paper corresponds to his advisor). When constructing the collaboration
network, to ensure the validity of the label, we filter the dataset of scientific
research papers based on the advisors and advisees in the acknowledgment net-
work.

5.2 Baselines

We compare our proposed method with four sets of baseline methods: AutoEn-
coder, Graph Embedding, Graph Neural Network and Multiplex Network
Embedding methods.

AutoEncoder. Shifu [3] and Shifu2 [6] use autoencoder to mine the nonlinear
relationship between attributes, and uses logistic regression as a classifier to
identify the advisor-advisee relationships. So we use AutoEncoder to represents
Shifu and Shifu2.

Node Embedding. DeepWalk [8], Node2Vec [23] and Role2Vec [15] are
random-walk and skip-gram based embedding models. GraRep [10], NodeSketch
[22], NetMF [21] and GraphWave [14] are matrix decomposition and local topol-
ogy based embedding models.

Graph Neural Network. GCN [17], GAT [19], GIN [20] and GraphSAGE
[18]. These four methods learn node embedding based on the local structure of
the nodes.

Multiplex Network Embedding. HDMI [12] uses high-order mutual infor-
mation to learn network embedding. HMNE [27] proposed a symmetric graph
convolution-deconvolution neural network to learn node representations.

5.3 Implementation Details

As a binary classification task, we use accuracy as the criterion for judging the
performance of the model. We use Adam optimizer with the learning rate of 0.001
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and the weight decay of 0.009 to optimize the models and set the dimension of
node embedding as 32. In addition, for the node embedding method based on
random walk, we set the walk length to 20 and the number of walks to 10.

5.4 Results and Analysis

This section shows the experimental results of the downstream task to quanti-
tatively prove the effectiveness of the model.

Table 3. Overall performance on advisor-advisee relationship identification.

Method U1 U2 U3 U4 U5 U6 U7

AutoEncoder 0.769 0.835 0.892 0.866 0.809 0.855 0.817

DeepWalk 0.598 0.747 0.514 0.692 0.758 0.658 0.547

GraRep 0.796 0.692 0.837 0.834 0.769 0.786 0.557

Node2Vec 0.736 0.796 0.637 0.636 0.712 0.647 0.317

NodeSektch 0.722 0.807 0.837 0.794 0.773 0.757 0.433

NetMF 0.724 0.807 0.837 0.791 0.770 0.771 0.611

Role2Vec 0.722 0.807 0.837 0.793 0.769 0.786 0.589

GraphWave 0.722 0.807 0.837 0.793 0.769 0.786 0.567

GCN 0.733 0.865 0.870 0.837 0.906 0.906 0.904

GIN 0.668 0.840 0.818 0.936 0.907 0.906 0.931

GAT 0.923 0.807 0.864 0.875 0.892 0.786 0.876

GraphSAGE 0.798 0.867 0.907 0.893 0.799 0.866 0.886

HMNE 0.722 0.869 0.837 0.749 0.793 0.872 0.884

HDMI 0.890 0.857 0.861 0.905 0.923 0.901 0.918

AMNSF 0.979 0.935 0.957 0.971 0.963 0.945 0.960

Gain[%] 6.07 7.59 5.51 3.74 4.33 4.30 3.11

Overall Comparison. As shown in Table 3, experimental results show that
AMNSF is superior to the most advanced models in the task of mining advisor-
advisee relationships. (1) The autoencoder can mine the non-linear relationship
between the features of input, the autoencoder-based method is superior than
that node embedding method. (2) By aggregating neighbors’ information to
obtain structure information, GNN-based methods can achieve higher perfor-
mance. Futhermore, AMNSF achieves more higher performance by introducing
extra view information. (3) The high-order proximity of nodes and the inter-
layer dependency of nodes are taken into account by HMNE. HDMI is designed
to mine the dependency between node embedding and node attributes. However,
they cannot be directly applied to mine the relationships between nodes.
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Fig. 4. AMNSF performance with different layers of inter-layer fusion in the model.

Effect of the Neural Layers’ Number. Most of the existing GNN-based
methods face the over-smoothing problem. In this paper, the attention-based
structure loss can effectively mitigate this problem. The experimental results are
shown in the Fig. 4, which clearly shows that the performance of the AMNSF
model first increases with the increase of layers and then tends to be stable.

Ablation Study. In this section, we verify the effectiveness of several features
proposed in this paper by removing the corresponding functional modules. (1)sl:
Remove the structure loss to verify whether the model can learn and integrate
the prominent structure information. (2)saf(avg), saf(max): The module based
on self-attention fusion is removed, and Avg and Max are used to replace the
module for node information fusion respectively. (3)esd, esd(avg), esd(max): By
removing the extract sim and diff module, directly fuse the node representation
obtained by GCN. Ablation analysis experimental results are shown in Table
4. (4) Attention-based Network Structure Embedding(ANSE): Taking only one-
layer network as input to verify the impact of introducing extra view information.
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Table 4. Ablation study on the supervised task: advisor-advisee relationship identifi-
cation.

U1 U2 U3 U4 U5 U6 U7

sl 0.918 0.901 0.931 0.940 0.907 0.939 0.953

saf(avg) 0.906 0.914 0.837 0.898 0.933 0.907 0.951

saf(max) 0.893 0.903 0.915 0.900 0.914 0.938 0.951

esd 0.955 0.814 0.944 0.924 0.923 0.874 0.953

esd(avg) 0.958 0.884 0.947 0.915 0.865 0.880 0.948

esd(max) 0.961 0.837 0.837 0.873 0.868 0.909 0.946

ANSE 0.890 0.827 0.837 0.935 0.945 0.851 0.948

AMNSF 0.979 0.935 0.957 0.971 0.963 0.945 0.960

6 Conclusion

In this paper, we proposed an attention-based multiplex network structure fusion
method for mining the advisor-advisee relationship, called AMNSF. First of all,
AMNSF uses the characteristics of GCN to obtain local structure information.
The distillation function combined with the loss function is capable of effectively
separating the similar and different structure information of each layer. The
novel fusion mechanism based on self-attention can fuse the interlayer’s structure
information. We evaluated the AMNSF on seven real-world datasets composed of
acknowledgment network and collaboration network. The AMNSF’s effectiveness
is demonstrated by the results.
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Abstract. Document-level Relation Extraction (Doc-level RE) aims to
extract relations among entities from a document, which requires rea-
soning over multiple sentences. The pronouns are ubiquitous in the doc-
ument, which can provide reasoning clues for Doc-level RE. However,
previous works do not take the pronouns into account. In this paper,
we propose Coref -aware Doc-level RE based on Graph Inference Net-
work (CorefDRE) to infer relations. CorefDRE first dynamically con-
structs the heterogeneous Mention-Pronoun Affinity Graph (MPAG)
by integrating coreference information of pronouns. Then, Entity Graph
(EG) is aggregated from MPAG through the weight of mention-pronoun
pairs, calculated by the noise suppression mechanism, and GCN. Finally,
we infer relations between entities based the normalized EG. Moreover,
We introduce the noise suppression mechanism via calculating affinity
between pronouns and corresponding mentions to filter the noise caused
by pronouns. Experimental results significantly outperform baselines by
nearly 1.7–2.0 in F1 on three public datasets, DocRED, DialogRE, and
MPDD. We further conduct ablation experiments to demonstrate the
effectiveness of the proposed MPAG structure and the noise suppression
mechanism.

Keywords: Document-level relation extraction · Mention-pronoun
affinity graph · Noise suppression

1 Introduction

Relation Extraction (RE), a task that automatically extracts relational facts
among entities from raw texts, is widely used in knowledge base construction [22]
and question answering [18]. Previous researches mainly focus on sentence-level
RE, which aims to identify relations between an entity pair in a single sentence.
However, large amounts of relational facts are expressed by multiple sentences,
which cannot be achieved by sentence-level RE. Therefore, researchers gradually
pay more attention to document-level RE.

Doc-level RE not only handles the sentence-level RE but also captures com-
plex interactions among cross-sentence entities in the document. Recent studies
focus on graph-based reasoning skills [5,14,16], where coreference information,

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Fig. 1. An example document from DocRED. Entities are distinguished by color, with
the reasoning clue and relation label listed offside.

especially produced by mentions, is extensively used for logical inference. How-
ever, the coreference information of pronouns, beneficial to obtaining interactive
information across sentences [3] and multi-hop graph convolution, is ignored.

Figure 1 shows an example from the DocRED dataset [15]. As will be readily
seen, only based on the fact that mention Colette de Jouvebel (in the 1st sen-
tence) and pronouns she (in the 8th sentence) refer to the same entity, can we
infer the relation of entity pair (Colette de Jouvebel, Lachaise) is the place of
death. And the relational reasoning pattern of entity pairs (Colette de Jouvebel,
Castel−Novel) and (Colette, Lachaise) is the same as above. Therefore, the pro-
nouns in documents can produce rich semantic information, which is extremely
vital to Doc-level RE. To verify the hypothesis, we randomly sample 100 docu-
ments from the DocRED training set and measure the number of pronouns and
mention-pronoun pairs. Table 1 describes that each document has approximate
32 pronouns (“he”, “him”, “his”, “she”, “her”, etc.) and 14 mention-pronoun
pairs. Obviously, pronouns can provide significant clues to Doc-level RE if some
strategies are designed ingeniously.

Table 1. Statistics of pronouns and mention-pronoun pairs.

Type Count

Pronouns 32

Mention-Pronoun pairs 14

To capture the feature produced by pronouns, we propose a novel Coref-aware
Doc-level RE based on Graph Inference Network (CorefDRE). CorefDRE is a
fine-tuned coreference-aware approach that instructs the model directly to learn
the coreference information produced by mentions and pronouns. Specifically, we
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propose a heterogeneous graph, Mention-Pronoun Affinity Graph (MPAG) with
two types of nodes, namely mention node and pronoun node, as well as three
types of edges (i.e., intra-sentence edge, intra-entity edge, and pronoun-mention
edge) to capture semantic information of pronouns in the document for relation
extraction. MPAG is a fusion of Mention Graph(MG) [20] and Mention-Pronoun
Graph(MPG), which is constructed according to NeuralCoref, an extension to
the Spacy. After that, we apply GCNs [6] to MPAG to get the representation for
each mention and pronoun. Then we merge mentions and pronouns that refer to
the same entity to get the Entity Graph (EG), and based on EG we infer multi-
hop relations between entities. Meanwhile, to reduce the noise brought by Neural-
Coref, we propose the noise suppression mechanism that first calculates the affin-
ity of each mention-pronoun pair as edge weigh of MPAG and then suppresses the
low weight edge during the fusion of MPAG into EG.

Our contributions are summarized as follows:

– We introduce a novel heterogeneous graph, Mention-Pronoun Affinity Graph
(MPAG), which integrates the coreference information produced by mentions
and pronouns to better adapt to Doc-level RE task.

– We propose a noise suppression mechanism to calculate the affinity between
mention and corresponding pronoun for suppressing noise produced by false
mention-pronoun pairs.

– We conduct experiments and the results outperform baseline by nearly
1.7–2.0 in F1 on the public datasets, DocRED, DialogRE, and MPDD, which
demonstrate the effectiveness of our CorefDRE model.

This paper is organized as follows: Sect. 1 outlines the research on doc-level
RE and the main contribution of this paper, Sect. 2 and section3 detail the
proposed model and the experimental results, respectively. Section 4 describes
the related work of graph-based doc-RE and Sect. 5 summarizes the advantages
and disadvantages of this paper and provides the direction for future research.

2 Proposed Approach

We formulate the task of document-level RE (doc-level RE) in the following
way: Document D: the document is the raw text containing multiple sentences,
namely D = {s1, s2, . . . , sn}. Entity E: the entity set E consists of the entities
that appear in the document. For each entity ei, it is represented by a set of
mentions in the document as well as an entity type: ei = ({mi1,mi2, . . . } , ti),
where ti ∈ Re (the set of predefined entity types in the datasets). Mention
m: the mentions refer to the representation of entities in a document, and each
mention refers to a span of words: m = {w1, w2, . . . }. Pronoun p: pronouns are
words that can refer to mention in a document (e.g., it, he, she, etc.).

Given the document D and entity set E, Doc-level RE is required to predict
the relational facts between entities, namely rs,o = f(es, eo), where es, eo are sub-
ject entity and object entity in E, rs,o is a relational fact in pre-defined relation
set R. In order to produce the above described output, our model, Coref-aware
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Doc-level RE based on Graph Inference Network (CorefDRE), mainly consists of
3 modules: Mention-Pronoun Affinity Graph construction module (Subsect. 2.1),
noise suppression mechanism (Subsect. 2.2), graph inference module (Subsect.
2.3), as is shown in Fig. 2.

Fig. 2. The architecture of our CorefDRE. First, the document is fed into the encoder
respectively, and then MG is constructed. Second, find the mention-pronoun pairs and
use the noise suppression mechanism to calculates the affinity of mention-pronoun pairs
as the weight of mention-pronoun edge, and then MPG is constructed. Third, merge
MG and MPG to MPAG and mention-pronoun pairs with low affinity are inhibited
when merging. Finally, after applying GCNs, MPAG is transformed into EG, where
the paths between entities are identified for reasoning. Different entities are drawn with
colors and the number i in each node denotes that it belongs to the i-th sentence.

2.1 Mention-Pronoun Affinity Graph Construction Module

To model the coreference relationships and enhanced the interactions between
entities, Mention-Pronoun Affinity Graph (MPAG), a combination of MG and
MPG, is constructed. MG is constructed according to Zeng et al. [20] but no
document node here. MPG is constructed according to the mention-pronoun
pairs generated by NeuralCoref. Specifically, the NeuralCoref first identify the
pronouns that refer to the same mention and cluster the mention-pronoun pairs
together as coreference clusters. For instance, we can obtain mention-pronoun
pair clusters simply (e.g., [(Bel Gazou, she),(Bel Gazou, She),. . . ,(Colette, her
mother)]) from the sentences as shown in Fig. 2. And m and p in the pair (m, p)
correspond a mention node m and a pronoun node p of MPG respectively, and
there is a mention-pronoun edge between node m and node p.

There are two types of nodes and three types of edges in MPG:
Mention Node: each mention node in graph corresponds to a particular

mention of an entity. The representation of the mention node mi is defined
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by the concatenation of semantic embedding, coreference embedding and type
embedding [15], namely mi = [avgwk∈mi

(hk) ; tm; cm], where tm ∈ Re, cm rep-
resents which entity it refers to, and avgwk∈mi

(hk) is the average representation
of mention containing words encoded by encoder.

Pronoun Node: Each pronoun (e.g. it, his, she, etc.) refers to a mention in
the document corresponding to a pronoun node. The representation of the pronoun
node is similar to that of the mention, where the type embedding and coreference
embedding are the same as that of the corresponding mention nodes.

Intra-entity Edge: Nodes that refer to the same entity are fully connected
with the intra-entity edge between them. The edge can model the interaction
among different mentions and pronouns of the same entity and establish the
interaction of cross-sentence.

Intra-sentence Edge: If two nodes co-occur in a single sentence, there is an
intra-sentence edge between them. The edge can model the interaction among
the mentions and pronouns referring to different entities.

Mention-Pronoun Edge: The mention-pronoun edge is the same as the
mention-pronoun edge of MPG. The edge can strengthen the interaction of
semantic information among sentences through the coreference information.

To initialize MPAG, we follow the GAIN proposed by Zeng et al. [20] and
then dynamically update MPAG by applying Graph Convolution Network [6] to
convolute the heterogeneous graph. Given node ni at the l-th layer, the hetero-
geneous graph convolutional operation is formed as follows:

nl+1
i = σ

⎛
⎝∑

e∈E

∑
j∈N

1
|N |W

l
en

l
j + bl

e

⎞
⎠ (1)

where σ(.) is the activation function. E denotes the set of different edges, N
denotes the set of different neighbors of node ni, and W l

e, bl
e ∈ Rd×d are trainable

parameters.
To cover features of all levels, the node ni is defined as the concatenation of

hidden states of each layer:

ni =
[
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i ;n
1
i ; . . . ;n

N
i

]
(2)

where nl
i is the representation of node ni at layer l, and n0

i is the initial rep-
resentation of node ni, which is formed by the document representation from
encoder.

2.2 Noise Suppression Mechanism

Mention-pronoun pairs will produce noise because of the weak adaptability
between the datasets and the NeuralCoref. Therefore, we propose the noise
suppression mechanism to filter noise in the process of graph inferencing (Sub-
sect. 2.3). In our framework, we adopt the BERT to measure the affinity of
the mention-pronoun pairs as the weight of the mention-pronoun edge. For each
pair (mention, pronoun), we concatenate the context of mention and pronoun
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as input and produce a single affinity scalar for every pair when constructing
MPAG. The input form of tokens is as follows:

[CLS] 〈 Mention 〉 [SEP ] 〈 Pronoun 〉 [SEP ]
where 〈�〉 := cl[START ] � [END]cr

(3)

where � is mention tokens or pronoun tokens, cl and cr represent the text on left
and right of “�” respectively. The [START ] and [END] are two special tokens
fine-tuned that indicate the start and end of “�” in the context respectively.

Inspired by Angell et al. [1], we make affinity symmetric by averaging the
representation of (mention, pronoun) and (pronoun,mention) to improve the
representation. And then the affinity of the mention-pronoun pair is calcu-
lated by passing the enhanced representation of pairs into a linear layer with
sigmoid activation. For instance, the affinity between mention-pronoun pair
(mention, pronoun) is set 1, which is a strong signal for the fusion of MPAG. To
calculate the affinity between the mention-pronoun pair accurately, we subtly
design the positive sampling and negative sampling to train the affinity calcu-
lation. We screen out 300 positive samples Dp from the data D obtained by
NeuralCoref and replace the mention m of the positive sample with other men-
tions m′ randomly. To train the affinity module, we minimize the following triplet
max-margin loss when training.

Lϕ =
∑

p+,mεP+

∑
p−,mεP−

l (m, p+, p−) (4)

l(g, p, n) =
[
aff(g, n)2 − (1 − aff(p, n))2

]
+

(5)

where m and p are mention and pronoun in mention-pronoun pair (m, p) and
aff (m, p) is the affinity between m and p. The g, p, n in Eq. (5) are mention,
negative pronoun, and positive pronoun referring to mention.

2.3 Graph Inference Module

Graph Merging. Inspired by Zeng et al. [20], we predict relational facts
between entity pairs by reasoning on Entity Graph (EG), which is transformed
from MPAG. Furthermore, the dynamic process of merging MPAG to EG is
divided into three steps:

Step 1: Pronoun nodes that refer to the same mention are merged with the
corresponding mention node to form a new mention node. Note that if the affin-
ity between the mention-pronoun pair is less than the threshold θ, the pronoun
does not participate in the merging process so that noise is depressed simply. For
the i-th mention node merged from N pronoun nodes, it is represented by con-
catenating the mention and the average of its N pronoun node representations,
and the representation of new mention node is defined as:

mi = m̄i ⊕ 1
N

∑
n

affnpn (affn ≥ θ) (6)
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where m̄i denotes the mention representation. pn is the n-th pronoun referred to
the mention mi, affn is the affinity of (m̄i, pn) pair and ⊕ denotes concatenate
operation.

Step 2: Mention nodes that refer to the same entity are merged to an entity
node in EG. For the i-th entity node merged from N mention nodes, it is repre-
sented by the average of its N mention node representation:

ei =
1
N

∑
n

mn (7)

Step 3: Intuitively, intra-sentence edges between the mentions, which refer to
the two entities, are merged as the bi-directional edge in EG. The directed edge
from entity node ei to ej in EG is defined as:

edgeij = σ (Wq [ei; ej ]) + bq (8)

where Wq and bq are trainable parameters and σ is an activation function (e.g.,
ReLU).

We model the potential reasoning clue between the entity nodes in EG
through the path between the entity nodes. Based on the representation of the
edge, two − hop path between entity nodes es and eo is defined as:

Pk
s,o = [edges,i; edgei,o; edgeo,i; edgei,s] (9)

where i stands for the intermediate node. Since there are multiple paths between
two entity nodes, an attention mechanism is introduced to fuse the path informa-
tion and pay more attention to the strong path. Path information of the entity
in EG is defined as:

si = σ
(
[es; eo] · Wl · pi

s,o

)
(10)

αi =
esi∑
j esj

(11)

ps,o =
∑

i

αip
i
s,o (12)

where αi is the attention weight for ith path and σ is an activation function
(e.g., ReLU).

Relation Inference. According to the fusion of MPAG and noise suppression
mechanism, The isomorphic graph EG is dynamically constructed, and the rela-
tionship between entity nodes can be predicted by the path inference. To identify
the relationship of entity pair (es, eo), we concatenate the following representa-
tions as Is,o and compute the probability of relation r from the pre-specified
relation schema as Eq. (14):

Is,o = [es; et; |es − eo| ; es � eo; ps,o] (13)

P (r | es, eo) = sigmoid (Wbσ (WaIs,o + ba) + bb) (14)
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where es and eo are the representation of subject and object entity in EG,
and ps,0 is the comprehensive inferential path information. Wa, Wb, ba, bb are
trainable parameters and σ is an activation function (e.g., ReLU). We use binary
cross entropy as the loss function to train our model.:

L = −
∑
D∈S

∑
s �=o

∑
r∈R

CrossEntropy
(
P (r | es, eo) , P (r | es, eo)

)
(15)

where S denotes the whole corpus, and P (r | es, eo) refers to ground truth.

3 Experiments

3.1 Dataset and Experimental Settings

DocRED [15]: DocRED consists of 3053 documents for training, 1000 for devel-
opment and 1000 for test. And more than 40.7% of the relation facts require
reasoning over multiple sentences. DialogRE [17]: DialogRE includes 1073 for
training, 358 for development and 357 for test, and 95.6% of relational triples
can be inferred through multiple sentences, where pronouns are extensively used.
MPDD [2]: A publicly available Chinese dialogue dataset with the emotion and
interpersonal relation labels and a mass of pronouns. To learn an effective rep-
resentation for documents and capture the context of each mention, Following
Yao et al. [15], for each word, we concatenate its word embedding, entity type
embedding, and entity id embedding. And then we feed all the word representa-
tions into Glove/BERT to get the representation of the document. We extract
the relation between pronoun and mention based on Huggingface’s NeuralCoref
and use BERT to pretrain the affinity for the mention-pronoun pair. We use
2 layers of GCN to encode the MPAG and EG. Our model is optimized with
AdamW [9] and sets the dropout rate of GCN to 0.6, learning rate to 0.001.

3.2 Baseline Models

We use the following models as baselines.

CNN & BiLSTM: Yao et al. [15] proposed CNN and BiLSTM to encode the
document into a sequence of the hidden state vectors. Context-Aware: Yao
et al. [15] also proposed LSTM to encode the document and attention mecha-
nism to fuse contextual information for predicting. CorefBERT: a pre-trained
model was proposed by Ye et al. [16] for word embedding. DocuNet-BERT:
Zhang et al. [21] proposed a U-shaped segmentation module to capture global
information among relational triples.GAIN-GloVe/GAIN-BERT: Zeng et al.
[20] proposed GAIN, which designed mention graph and entity graph to predict
target relations, and make use of GloVe or BERT for word embedding, GCN for
representation of the graph.
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Table 2. Performance on DocRED. Models above the first double line do not use pre-
trained models. Results with * are reported in their original papers. Ign F1 refers to
excluding the relational facts shared by the training and dev/test sets.

Model Dev Test

Ign F1 F1 Ign F1 F1

CNN∗ [15] 41.58 43.45 40.33 42.46

BiLSTM∗ [15] 48.87 50.94 48.78 51.06

ConText-Aware∗ [15] 48.94 51.09 48.40 50.70

GAIN-GloVe [20] 53.12 55.37 52.71 55.18

CorefDRE-GloVe 55.01 57.33 54.37 56.74

BERTbase
∗ [13] - 54.16 - 53.20

CorefBERTbase
∗ [16] 55.32 57.51 54.54 56.96

DocuNet-BERTbase
∗ [21] 59.86 61.83 59.93 61.86

GAIN-BERTbase [20] 59.21 61.25 59.03 59.12

CorefDRE-BERTbase 60.85 63.06 60.78 60.82

Table 3. Performance on the datasets DialogRE and MPDD.

Model F1-DialogRE Acc-MPDD

CNN [17] 46.1 -

BERT [8] 60.6 31.0

GAIN [8] 69.8 42.2

CoIn [8] 71.1 46.5

CorefDRE 71.4 46.7

3.3 Main Results

We compare our CorefDRE model with other baselines on the DocRED dataset.
The results are shown in Table 2. We use F1 and Ign F1 as evaluation indicators
to evaluate the effect of models. Compared with the models based on GloVe,
CorefDRE outperforms strong baselines by 1.7–2.0 F1 scores on the develop-
ment set and test set. Compared with the models on BERT-base, CorefDRE
outperforms strong baselines by 1.6–1.9. These results suggest that MPAG can
capture the interaction relationship of multi-sentences for better Doc-level RE.
Although we only conduct the experiments on DocRED, DialogRE, and MDPP
shown in Table 3, our model is fit to others since pronouns are the essential
grammar and syntax of the natural language.

3.4 Ablation Study

To verify the effectiveness of different modules in CorefDRE, we further analyze
our model and the results of the ablation study shown in Table 4.

First, we remove the noise suppression mechanism. We set the weight of
the mention-pronoun edge directly to 1 and merge all the pronoun nodes with
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Table 4. Performance of CorefDRE with different embeddings and submodules.

Model Dev Test

Ign F1 F1 Ign F1 F1

CorefDRE-GloVe 55.01 57.33 54.37 56.74

-noise suppression 53.57 55.85 53.02 55.26

-pronoun node 53.12 55.37 52.71 55.18

CorefDRE-BERTbase 60.85 63.06 60.78 60.82

-noise suppression 59.57 61.67 59.43 59.64

-pronoun node 59.21 61.25 59.03 59.12

the corresponding mention node when generating EG. Without the weight
between pronoun node and mention node, the performance of CorefDRE-
GloVe/CorefDRE-BERTbase sharply drops by 1.39 F1 on the development set.
This drop shows that the affinity between pronoun node and mention node plays
a vital role in suppressing the noise caused by unsuitable mention-pronoun pairs.

Next, we remove the pronoun nodes. Specifically, we convert MPAG into
MG proposed by Zeng et al. [20]. Without pronoun nodes, the result drops by
an average of 1.88 F1 on the development set. This suggests that the pronoun
nodes can capture richer information that mention node and document cannot
capture effectively.

3.5 Case Study

Fig. 3. Case Study on our CorefDRE model and baseline model. The models take the
document as input and predict relations among different entities in different colors. The
Graph Inference is reasoning process on graphs and the NA stands for no relation.



126 Z. Xue et al.

Figure 3 illustrates the case study of our CorefDRE compared with baseline. As
is shown, GAIN can not predict the relation of entity pairs (Conrad Johnson,
Wiley College) and (Samuel C. Brightman,World War II), while CorefDRE
can predict the relation between Conrad Johnson and Wiley College is educated
at and the relation between SamuelC. Brightman and World War II is conflict,
because pronoun nodes he and He can connect the entity pair (Conrad Johnson,
Wiley College) and (Samuel C. Brightman,World War II) respectively. We
observe that relation extraction among those entities needs pronouns to connect
them across sentences. The observation indicates that the information introduced
by pronouns is beneficial to relation extraction.

4 Related Work

Relation Extraction is to extract relation facts from a given text, while early
researches mainly focus on predicting relation fact between two entities within
a sentence [4,22]. These approaches include sequence-based methods, graph-
based methods, and pre-training methods, which can tackle sentence-level RE
effectively, and the dataset contains a fixed number of relation types and entity
types. However, large amounts of real-world relational facts only can be extracted
through multiple sentences.

Doc-Level Relation Extraction. Researchers extend sentence-level to Doc-
level RE [12,21] and explore two trends. The first is the sequence-based method
that uses the pre-trained model to get the contextual representation of each word
in a document, which directly uses the pre-trained model to obtain the relation-
ship between entities [7,10,16]. These methods adopt transformers to model
long-distance dependencies implicitly and get the entities embedding, and feed
them into a classifier to get relation labels. However the sequence-based methods
cannot capture enough entity interactions when the document length is out of
the capability of the encoder at a time. In order to model these interactions, the
graph-based method are proposed to constructs graphs according to documents,
which can model entity structure more intuitively [11,20,23]. These methods
take advantage of LSTM or BERT to encode the input documents and obtain
the representation of entities, then utilize the GCNs to update representation,
and finally feed them into the classifier to get relation labels.

Coreference Dependency Relation Reasoning. Some previous efforts on
Doc-level RE introducing coreference dependency for multi-hop inference are
useful for solving multi-hop reasoning. Previous works [10,11,23] have shown
that graph-based coreference resolution is obviously beneficial to construct
dependencies among mentions for relation reasoning. [19] proposed intra-and-
inter-sentential reasoning based on R-GCN to model multiple paths by covering
all cases of logical reasoning chains in the graph. [14] introduced a reconstructor
to rebuild the graph reasoning paths to guide the relation inference by multi-
ple reasoning skills including coreference and entity bridge. However, none of
the above methods model the influence of pronouns on relation extraction and
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reasoning directly. Our CorefDRE model deals with the problem by introducing
a novel heterogeneous graph with mention-pronoun coreference resolution and
noise suppression mechanism.

5 Conclusion and Future Work

This paper proposed CorefDRE which features two novel skills: the coref-aware
heterogeneous graph, MPAG, and the noise suppression mechanism. Based on
the proposed method, the model can extract document-level entity pair relation
more effectively due to the richer semantic information brought by pronouns.
Experiments demonstrated that our CorefDRE outperforms most previous mod-
els significantly and is orthogonal to pre-trained language models. However, there
are still some problems not been completely solved. The noise generated by pro-
nouns hinders the improvement of the performance of our model. In the future,
we will explore other methods to construct less noisy mention-pronoun pairs to
optimize CorefDRE.
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Abstract. Air pollution has a negative impact on people’s health, and
accurate prediction of future air pollutant concentrations is crucial for
cities and individuals to take early warning and preventive measures
against potential air pollution. In this paper, we propose an air pollutant
prediction model, named CMLSTM, that well combines Mogrifier LSTM
and CNN to predict a single pollutant for the next six hours using multi-
site air pollutant data, meteorological data, and holiday information.
Mogrifier LSTM can capture long-term air pollutant time-series features
with richer contextual interactions, while CNN uses one-dimensional con-
volution to effectively model the spatial transport of air pollutants. We
conduct experiments with four years of data from one city, and the results
demonstrate CMLSTM has higher prediction accuracy than the baseline
methods.

Keywords: Air pollutant forecast · Mogrifier LSTM · CNN ·
Spatio-temporal data mining

1 Introduction

With the continuous industrial development and urbanization, the air pollution
problem is becoming more and more serious, and the effective management and
protection of air pollution has become a key issue. The prediction of air pol-
lutants plays a very important role in solving this problem, which can provide
data support for the government to carry out protection and management work,
and also provide guidance and suggestions for people lives.

For air pollution prediction, because air pollution has time variability and
is highly correlated with historical data, it belongs to time series prediction.
In recent years, most researchers have used Long Short-Term Memory(LSTM)
for modeling and achieved good prediction results [1–3]. The accuracy of time
series prediction partly relies on how to better learn the contextual relationships
of the series. Although the LSTM is able to handle long-term dependencies of
time-series data well, the current input and the previous output are fed into
the LSTM layer completely independently. In other words, the current input
and the previous output interact with each other in a unidirectional spatial-
temporal state in the LSTM. As a result, the correlation between current input
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 129–140, 2022.
https://doi.org/10.1007/978-3-031-10989-8_11
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and context tends to disappear as the model becomes more complex. It is a
challenge to better learn the context dependence of air pollution sequences.

Further, many models rely on local features from the target location for pre-
diction without taking care of the spatial temporal correlation of air pollutants
between neighboring regions. However, air pollution has not only high temporal
variability but also high spatial variability, and the effect of spatial transmission
has a facilitating effect on prediction, but at the same time faces the challenge of
how to learn spatial features. The emergence of Convolutional Neural Networks
(CNN) has provided a promising approach to spatial feature extraction. It dif-
fers from other methods that learn the spatial transmission of air pollution by
separately predicting the data of each site to be weighted [4]. CNN can directly
convolve the source data of various sites to learn the spatial interaction and
improve the accuracy of prediction [5].

In solving the air pollution prediction problem, considering that air pollu-
tion has extremely high temporal and spatial variability, from the perspective
of spatio-temporal integration, this paper proposes the CMLSTM model to pre-
dict the single pollutant concentration in the next six hours. Mogrifier LSTM
[6] is used instead of traditional LSTM to model the time-series sequence of air
pollutants and their associated factors. CNN is used to extract the spatial inter-
action feathers of air pollution at each station. Fusion of the output of the above
two and then predict the next six hours of single contamination concentration.
Experimentally demonstrate the higher accuracy of our model on real data.

2 Related Work

Initially, air pollution prediction was mainly based on numerical models. Fre-
quently used models such as CMAQ [7]. Current air quality methods mainly
develop air pollution prediction models from a data-driven perspective, with-
out explicitly considering atmospheric processes, and learn air pollution pat-
terns from historical air pollution data to predict future air pollution conditions.
Traditional methods include the autoregressive model ARIMA [8], but ARIMA
requires data to be stationary series and air quality is often influenced by many
external factors, making it difficult to capture the patterns. In addition, SVM [9],
random forest [10], and artificial neural network ANNS [11] in machine learning
are also used to do air pollution prediction.

However, air pollution is affected by historical data and belongs to time series
prediction, and traditional models are not designed for time series prediction and
lose time correlation in prediction. The advent of recurrent neural network RNN
has made a great progress in time series prediction, showing superior perfor-
mance than other models in time series prediction tasks [12]. However, RNN
suffers from the problem of gradient disappearance. To solve the problem of
RNN gradient disappearance, Hochreiter et al. proposed the LSTM model [13].
LSTM can learn the long-term dependence of time series and has been applied
to the prediction of various time series data [14]. It has also achieved good fea-
sibility and excellent performance in air pollution prediction. Verma et al. [1]
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used a bidirectional LSTM model to predict the severity of air pollutants in
advance. Krishan et al. [2] evaluated the performance of the LSTM algorithm
for hourly concentration prediction using five different combinations of factors
and parameters such as vehicle emissions, meteorological conditions, traffic data
and pollutant levels. The LSTM model was found to deal effectively with the
complexity and to be very effective in ambient air quality prediction. Wang et al.
[3] proposed a CT-LSTM approach based on a combination of chi-square test
(CT) and LSTM to predict air quality.

In previous RNN and LSTM-based models, inputs and previous outputs were
fed into the LSTM layer completely independently. By allowing rich interaction
between the inputs and their contexts, contextual relationships can be further
extracted. Extracting contextual correlations between state gates and enhancing
the relationships between these gating units has been an important direction of
improvement for LSTM. Qin et al. [15] introduced an input attention mecha-
nism that adaptively extracts the relevant drive sequence (aka input features) at
each time step by referring to the previous encoderhidden state. This approach
allows the input of the LSTM unit to do an attentional interaction with the pre-
vious output, implementing an input feature selection function that improves
the predictive capability of the model. Melis et al. proposed the Mogrifier LSTM
(MLSTM for short) [6], which extends the LSTM in the form of mutual selection
of the current input and previous output, interacts the sequence input with the
upper context to maintain relevance, and extracts implicit features by iterative
computation and demonstrates its effectiveness in various NLP tasks.

Because air pollution predictions have not only temporal variability but also
extremely high spatial variability, researchers have begun to focus on the effects
of spatial transport in recent years. Cheng et al. [17] proposed to use an attention
mechanism to determine the contribution of surrounding stations to learn the
spatial interaction of each station. Zhao et al. [4] predicted the pollutants of each
station separately and then combined them through a fully connected layer as a
way to learn the influence of other stations on the target station. Chang et al.
[16] proposed to use an aggregated learning model to fuse the prediction results
of neighborhood features with those of local features and other features through
a fully connected layer to obtain the final prediction.

CNN has been successfully applied in image analysis, can be involved in the
spatial distribution features [18]. Scholars began to try to combine LSTM models
with convolutional neural networks for air pollution concentration forecasting.
Conwg et al. [5] proposed a new spatio-temporal convolutional long short-term
memory neural network to input PM2.5 concentration data from the current
station and near-neighboring stations into the model after a one-dimensional
convolutional operation. Yang Han et al. [19] used a 1× 1 convolutional layer
to enhance the learning of cross-featured spatial interactions between air pol-
lution and important urban dynamic features, especially road density, building
density/height, and street canyon effects.

In this paper, we will fuse MLSTM and CNN to do single air pollutant
concentration prediction.
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3 Method

We propose the prediction method of fusion of MLSTM and CNN. The model
architecture is shown in Fig. 1. First, time-series data of air pollutants and their
associated factors input to MLSTM. Then, the pollutant-related time series of
each station are input to CNN. Finally, the output of these two parts are fused
over the fusion prediction layer, and the fused data are sent to the fully-connected
layer to obtain the single pollutant concentration for the next six hours.

Fig. 1. Framework of proposed model

3.1 Timing Features of Pollutants Learned Using MLSTM

The Mogrifier LSTM is based on the standard LSTM and contains memory cells
c with self-connections to store temporal states. Each memory cell is associated
with an input gate i, a forget gate f and an output gate o to control the flow of
sequential information. The various cell activations are calculated by using the
following equations.

f = σ(W fxX + W fhhprev + bf )

i = σ(W ixX + W ihhprev + bi)

j = tanh(W jxX + W jhhprev + bj)

o = σ(W oxX + W ohhprev + bo)
c = f � cprev + i � j

h = o � tanh(j)

(1)

where X and h are respectively an input element and the activation vector output
by the corresponding memory unit. the W term represents the weight matrix,
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and the b term represents the bias vector. The � is the elementwise product and
σ is the logistic sigmoid function.

MLSTM is to allow input X and input hprevto interact alternately before
inputting the conventional LSTM. The interaction is shown in Fig. 2, and the
interaction is performed according to the following operations.

Xi = 2σ(Qihi−1
prev) � Xi−2 , for odd i ∈ [1...r] (2)

hi
prev = 2σ(RiXi−1) � hi−2

prev , for even i ∈ [1...r] (3)

where X−1 = X,h0
prev = hprevand the number of rounds r ∈ N is a hyperpa-

rameter. If r = 0, the model is restored to a normal LSTM.

Fig. 2. Mogrifier with 5 rounds of updates.

In this paper, we concat the pollutant features of all stations, meteorological
features and other features to obtain the features X. The feathers at time t
is Xt and Xt is provided as an input element at time t to a memory unit of
MLSTM. The features of each moment in the time period T constitute a time
series feathers {Xi},{Xi} = X1,X2, ...XT , Xi ∈ RD×T . Where D represents
the dimension of the features at each moment, and T represents the window
size of the historical time series. The time series is encoded by MLSTM, and
the h output from the last memory unit is used as the extracted time sequence
features.

3.2 Spatial Features of Pollutants Learned Using CNN

The module consists of two 1D convolutional layers, as shown in Fig. 3. The first
1D convolutional layer is used to learn the spatial features of each pollutant at
multiple stations, and the spatial features of each pollutant learned by the first
1D convolutional layer are concatenated and fed to the second 1D convolutional
layer, and the second 1D convolutional layer is used to learn the interactions
between pollutants.

Pollutants collected at time t from multiple air quality monitoring stations
in a city to form a time-series vector of that pollutant at time t. The pollutant
sequence vector is composed of a multi-site pollutant input matrix P in the order
of time. Where P ∈ RTXS ,T is the time series window size, and S is the number
of stations.
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The multisite input matrix of each pollutant passes through the first one-
dimensional convolution layer separately, and we take the multisite input matrix
of PM2.5 as an example to describe this one-dimensional convolution process.
This 1D convolutional layer consists of multiple convolutional kernels with time
dimension w and variable dimension s. The convolutional kernels slide along
the time axis and connect PM2.5 data from six stations at each moment by
assigning different weights to them, and multiple 1D convolutional kernels can
learn multiple feature vector representations from different aspects. Multiple
feature vectors are combined along the data dimension to form multi-site PM2.5
spatial correlation features. The convolution process is shown in Fig. 4.

Fig. 3. Framework of CNN module Fig. 4. The process of 1D conv

The operation of the i-th convolution filter can be expressed as following
equation.

ki = relu(Wi · P + b) (4)

where Wi (Wi ∈ Rw×s) is the weight matrix of the ith convolution kernel,
and · is convolution operation. The output size of the convolution with a filter
is 1 × Tc, Tc = T − w + 1, the output of k filters is k × Tc.

The multi-site input matrices of various pollutants pass through the first
one-dimensional convolutional layer respectively to form their respective spatial
association features, and we connect the spatial association features of each pollu-
tant along the data dimension and then send them to the second one-dimensional
convolutional layer, which is a convolutional process that mainly learns the inter-
action relationships between different pollutants and finally obtains the spatial
feature matrix for the fusion of multiple pollutants. The final output of our
two-layer 1D convolution is flattened as the final output of this module.

3.3 Fusion and Forecasting

The last part is the output layer consisting of a fully connected network, which
takes as input the MLSTM output vector and the output vector of the convo-
lutional layer, connects the two components to learn all spatio-temporal shared
features, combines these features in series, and uses a hidden layer to learn
higher-order interactions. The final output is the predicted concentration of a
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single pollutant for the next six consecutive hours, and the network nodes in the
output layer are calculated as following equation.

ŷ = W t
p[h, c] + bp (5)

where Wp is the nerve weight vector of the prediction layer, bp term is bias vector.
h and c are the outputs of MLSTM module and CNN module respectively.

4 Experimental Scene Design

In this paper, we use the example of predicting PM2.5 in air pollutants, using
historical 24-h data to predict PM2.5 concentrations for six consecutive hours
in the future. We use data from a specific city in North China to conduct the
experiment.

4.1 Data Sources

we uses three types of data related to air pollution in a city to make predictions,
including multi-station air pollution data, urban meteorological data, and other
features data.

Multi-station Air Pollution Data. The air pollution data used in this paper
were obtained from the real-time national urban air quality release platform of
the China National Environmental Monitoring Center, from which hourly data
were extracted for six air quality monitoring stations in the city from 2017–
2020, including air pollution index, PM2.5, PM10, SO2, NO2, O3, CO and their
statistical features.

Urban Meteorological Data. The meteorological dataset comes from the
meteorological data source of NCDC (National Climatic Data Center), which
records the hourly meteorological data of the city 2017–2020 with meteorologi-
cal elements: temperature, barometric pressure, dew point, wind direction and
speed, cloudiness, and precipitation.

Other Features Data. In addition to the above two types of data, we also
collected other data, including year, month, day, season, week, and holiday
information.

4.2 Data Preprocessing

Before training the model, we need to perform some processing on the data to
make it easier to use. First, missing data can lead to periodic misalignment of
the time series, so we fill in the missing values for the small amount of missing
values in the air pollutant data and meteorological data. Second, the magnitudes
used for different feature data are different, and we will also normalize all data.
Finally, in order to evaluate the model reasonably, we will also divide the training
set data validation set data and test set data.
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Missing Value Processing. For discrete data, we use the closest complement
method to fill the missing values, for continuous data, if there are less than six
consecutive missing values, we use the linear interpolation method to fill them,
if there are more than six consecutive missing values, we use the random forest
prediction to fill them, if there are still missing values after processing, then we
use the closest complement method to fill the missing values.

Normalization. Since different variables are measured in different units, in
order to make the model converge in the training process, the original data need
to be dimensionless before building the model, and the approach taken in this
paper is min-max normalization.

Data Set Division. Because the features of time series have time correlation,
the order of data in the training set cannot be disrupted. Moreover, the changes of
air pollutants vary drastically in different time periods each year, so we cannot
simply take the data set of a certain time period as the test and validation.
Therefore, in this paper, we use the first 75%, i.e., the first three years of data
as the training set, and the data of the latter year are randomly divided into the
validation and test sets in the ratio of measurement 1:1.

4.3 Implementation Details

In our model, a single-layer MLSTM is constructed with a hidden size of 128 and
the number of interaction rounds in the MLSTM is set to 3. The CNN module
contains two layers of one-dimensional convolution, each layer contains three
convolutional kernels, the length of the convolutional kernel in the first layer and
the convolutional kernel in the second layer are both 3 (time dimension), and the
activation function is relu. Use droupout to reduce the occurrence of overfitting
and set it to 0.5. The network is trained using Adam optimizer, MSELoss is
chosen as the loss function, and early stop is used to end the training.

We compare our model with three baseline deep learning models, including
the most basic recurrent network RNN, and two adaptations of the RNN, the
LSTM and GRU [20]. RNN is an artificial neural network that takes sequential
data as input and recurses in the direction of the sequence. The connections
between nodes form a directed graph along the time series. LSTM is a special
recurrent neural network based on a simple recurrent network with three gates,
an input gate, an oblivion gate and an output gate. GRU is a specific recur-
rent neural network with a gate mechanism. GRU has two gates, a reset gate
and an update gate. In order to compare the effect of adding CNN modules,
our approach will also be compared with MLSTM without incorporating CNN
modules.

In this paper, the baseline models and CMLSTM are constructed based on
the deep learning framework of pytorch. All experiments are conducted on a PC
server with AMD Ryzen 7 4800H with Radeon Graphics, 2.90 GHz and 16 GB
of RAM.
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4.4 Metrics

We use MAE, RMSE and R2 to evaluate the prediction accuracy of different
models.

MAE =
1
n

n∑

i=1

|yi − ŷi|

RMSE =

√√√√ 1
n

n∑

i=1

(yi − ŷi)2

R2 = 1 −

n∑
i=1

(yi − ŷi)2

n∑
i=1

(yi − ȳi)2

(6)

5 Results and Analysis

In this paper, we will analyze the experimental results from three aspects. First,
we will compare the CMLSTM with the baseline models and then evaluate the
prediction accuracy of the different models. Second, we will discuss the problems
that appear in the test set. Finally, we will show the prediction effectiveness of
CMLSTM by visualization and analyze it.

5.1 Evaluate Prediction Accuracy

Table 1 shows the performance of CMLSTM and other methods. It can be seen
that CMLSTM has lower MAE, lower RMSE and higher R2 than the other mod-
els. Therefore, it can be inferred that CMLSTM has higher prediction accuracy
than the other methods. Compared with LSTM, the MAE of the CMLSTM
model proposed in this paper decreases by 24%, the RMSE decreases by 10%,
and the R2 increases by 8%. We can see that the RNN with the gate mecha-
nism performs better than the traditional RNN, because the gate mechanism
effectively solves the problem of RNN gradient disappearance and has a better
learning ability for long sequence data. The results show that the performance is
slightly worse than that of the LSTM, but the difference is not significant. The
reason is that GRU model is a partial simplification of the LSTM, and its abil-
ity to handle complex data may be slightly lower than that of the LSTM. The
MLSTM proposed in this paper as a prediction method for air pollutants shows
a lower error than other recurrent neural networks because it can better learn
the contextual interaction of time series data. And we can infer that although
features from other stations are added to the input MLSTM, the model does
not learn spatial features sufficiently due to the complexity and diversity of the
various input features, and the performance of the model is further improved by
further fusion of CNN to extract spatial features.
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Table 1. Average performance for six hours of continuous prediction

Method MAE RMSE R2

RNN 20.397 35.51 0.666

GRU 16.818 34.095 0.692

LSTM 16.101 33.567 0.701

MLSTM 13.535 31.145 0.743

CMLSTM 12.298 30.171 0.756

5.2 Evaluate Prediction Accuracy After Removing Extreme Values

Because in the last year of data, there were 4 h on January 25 when PM2.5
exceeded 1000, which belonged to extreme haze weather. Due to the way the
RMSE is calculated, the occurrence of such extreme values will have a large
impact on the RMSE and also on other judging criteria. In order to compare
each model more fully, we removed these extreme values and compared them
again, and the results are shown in Table 2. The RMSE was found to have
changed significantly. For each model, it remains certain that CMLSTM has
the best performance. Compared with LSTM, the MAE of the CMLSTM model
proposed in this paper decreases by 25%, the RMSE decreases by 17%, and the
R2 increases by 12%.

Table 2. Performance after removal of extreme values

Method MAE RMSE R2

RNN 19.939 30.678 0.672

GRU 16.282 27.618 0.734

LSTM 15.638 28.199 0.723

MLSTM 13.027 24.837 0.785

CMLSTM 11.747 23.469 0.808

5.3 Demonstrate Predicted Effects

From the most polluted winter season (from December to February of the follow-
ing year), we selected 500 hours and compared the real and predicted curves with
the data of the 1st, 3rd and 6th hours of the six consecutive predicted hours. As
can be seen from Fig. 5, Fig. 6 and Fig. 7, the desired results were obtained for
each hour of the forecast. Although the error in multi-step prediction increases
with the prediction step, and the accuracy of the latter hours is significantly
lower than that of the first hours, we see that the overall performance of the
predictions for these hours is good, and even for the 6th hour, our model can
accurately predict the trend.
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Fig. 5. 1st hour Fig. 6. 3rd hour Fig. 7. 6th hour

6 Conclusion

In this paper, we proposed an air pollutant prediction model that fuses Mogrifier
LSTM and CNN, i.e., CMLSTM model, to predict single air pollutant for the
next six hours. We used MLSTM to extract the temporal features of the data.
MLSTM is better able to learn the contextual interactions and is more capable
of mining the data. We used CNN to extract the spatial interactions of air
pollutants at each station, and the predictive power of the whole model is further
enhanced by MLSTM after combining the spatial features extracted by CNN.
We experimentally verified that our model has higher accuracy than the baseline
models on real data.
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Abstract. Community detection is an important method to reveal the
characteristics of complex systems, which usually requires the system to
meet the conditions of close connections within communities but sparse
connections between communities. In view of this, community detection
has been proven to be an NP-hard problem. Multi-objective evolution-
ary algorithm (MOEA) is an indispensable aspect of multi-layer network
community detection. However, most MOEA-based multi-layer network
detection algorithms only take the acquired prior information as the
network preprocessing method and ignore its full utilization in optimiza-
tion, resulting in the accuracy of network partition cannot be guaranteed.
To this end, this paper proposes a multi-objective community detection
algorithm based on multi-layer network reduction (MOEA-MR). Specif-
ically, we use the non-negative matrix factorization method to generate
the consistent prior information layer of multi-layer network. Based on
this, a network reduction strategy based on node degree is constructed
to recursively reduce the size of the prior information network. In addi-
tion, in the evolution process, we consider using the multi-layer network
similarity to correct the mis-divided nodes in the local reduction com-
munity. Compared with other advanced community detection algorithms,
the experimental results on the real-world and synthetic multi-layer net-
works proved the superiority of MOEA-MR.

Keywords: Multi-layer network reduction · Community detection ·
Multi-objective evolution · Consensus prior information · Dice similarity

1 Introduction

A variety of complex systems in the real world can be modeled as complex
networks [1,2]. The traditional single-layer network can no longer meet the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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requirement of the existing research which focuses on diversified entities, so
the multi-layer network with richer attributes has gradually become a research
hotspot [3]. Community detection is essential to the understanding of the infor-
mation and function of networks. Its overall goal is to divide a network into
multiple clusters (communities). Many existing community detection algorithms
focus on the topology of network, and require the sparse connections of intra-
cluster but dense connections of inter-cluster. The current single-layer network
clustering methods are relatively mature. For example, Girvan et al. propose
the GN algorithm, which applies the concept of modularity function to network
clustering for the first time [4]. Louvain algorithm obtains the network clustering
results by optimizing the modularity repeatedly [5]. However, due to the com-
plex characteristics of multi-layer networks, the single-layer network clustering
methods applied on multi-layer networks have suboptimal performance.

Therefore, multi-layer network community detection algorithms based on dif-
ferent strategies were proposed in the past few years. Since the process of commu-
nity detection is an NP-hard problem and Pareto optimal framework can provide
a set of optimal compromise solutions based on optimization goals, the optimiza-
tion algorithm has received great attention. According to the number of opti-
mization goals, these algorithms can be divided into two types: single-objective
optimization and multi-objective optimization. For single-objective optimization
methods, only one objective function is selected for optimization in the iterative
process. For example, GACD algorithm obtains good clustering results by opti-
mizing modularity [6]. Pizzuti et al. implement network clustering by optimizing
the fitness function [7]. For multi-objective methods that consider multiple objec-
tive functions simultaneously, the multi-objective evolution algorithm (MOEA)
is strongly competitive in optimization calculations. For example, MOGA-Net
algorithm introduces two functions (i.e., the community score and community
fitness) for optimization calculation [8]. Moreover, Shi et al. use the concept
of inter-objective correlation to develop a multi-objective optimization frame-
work [9]. Furthermore, MOGA-@Net algorithm takes the structure of community
and the similarity of nodes into consideration in order to obtain a high-quality
solution [10]. Compared with single-objective optimization algorithms, multi-
objective methods perform better because they focus on the links between the
inter-community and intra-community simultaneously. However, the individual
length of network code is proportional to the number of network nodes, which
means that the search space of MOEA increases exponentially. What’s more,
they usually only take the topology information of network into full considera-
tion without paying attention to the prior information.

To address the above problems, this paper proposes a multi-objective evolu-
tionary algorithm based on multi-layer network reduction (MOEA-MR), which is
used for community clustering in multi-layer networks. In the proposed MOEA-
MR, a reduction strategy is used for network processing, which is based on the
network consensus prior information layer, and the repairing strategy in the opti-
mization process further improves the quality of network division. Specifically,
the main contributions of this paper can be summarized as follows:
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– The symmetric non-negative matrix factorization method is suggested for bet-
ter applying the prior information of multi-layer networks. With this strategy,
we obtain the non-negative low-dimensional representations of each network
layer, and fuse them into a consensus prior information representation to
enable clustering interpretation.

– A network reduction strategy based on the node degree is proposed for com-
plex network clustering to reduce the computational complexity effectively.
Specifically, local communities can be transformed into nodes of reduced net-
work during the optimization, which is gainful for improving the scalability
of large-scale multi-layer network.

– A network repairing strategy is proposed to correct the misidentified nodes
after multi-layer network reduction, which helps improve the accuracy of clus-
tering result.

The rest of the paper is organized as follows. Section 2 introduces the related
work. The proposed MOEA-MR method is described in detail in Sect. 3. After
that, Sect. 4 compares our proposed algorithm with several advanced network
clustering methods. Finally, Sect. 5 gives a summary of this paper.

2 Related Work

The main goal of community detection is to divide a network into different sub-
graphs, among which the internal connections are maximized while the external
links are minimized. In complex networks, these subgraphs are also called com-
munities. Unlike single-layer networks, each layer of multi-layer network repre-
sents a kind of relationship. This means that we need to consider the information
of different layers when clustering the network, and find a final partition that is
most suitable for each layer of multi-layer network. An example of multi-layer
network clustering is provided in Fig. 1.
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Fig. 1. Illustration of multi-layer networks with 8 nodes given in three different layers
(i.e., G1, G2, and G3). Two different color communities (i.e., C1, C2) can be identified
in all layers.

For better multi-layer network clustering, several standard functions are pro-
posed to measure the link density of inter-community and intra-community.
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Here we formulate the multi-layer network clustering into a two-objective
clustering optimization problem, utilizing ratio cut (RC) and kernel k-means
(KKM) [11] as the objective function. Given a multi-layer network G = (V,Em)
(m = 1, ...,M), where M represents the total number layers of multi-layer net-
work and Em denotes the edge set of the mth layer. Moreover, V = {vi}Ni=1

indicates a set of nodes shared by all layers in G. The adjacency matrix of mul-
tilayer network is expressed as: A(m) ∈ RN∗N

+ (m = 1, ...,M). The definition of
bi-objective minimization problem is shown in Eq. (1).

min

⎧
⎨

⎩

KKM = 2(N − c) − ∑c
i=1

L(Vi,Vi)
|Vi|

RC =
∑c

i=1

L(Vi,V i)
|Vi|

(1)

where c is the number of multi-layer network division. L (Vi, Vi) and L
(
Vi, V i

)

represent the internal and external connection density in the same community
i, respectively. KKM means the density of intra-community, and RC denotes
the density of inter-community. So far, KKM and RC have broad applications
in MOEA algorithm and achieve a good performance. Therefore, we also adopt
the same functions as optimization objectives.

3 Proposed Method

In this section, we present a detailed introduction of the proposed MOEA-MR.
First, owing to the fact that the construction of multi-layer network consensus
information and the network reduction method are essential to MOEA-MR, we
describe them in Sect. 3.1 and 3.2 in detail respectively. After that, we explain the
community repairing strategy based on the similarity information in Sect. 3.3,
which is used to modify and simplify the dis-divided nodes in the local net-
work. Section 3.4 demonstrates the genetic operators. Finally, the comprehensive
framework of MOEA-MR is illustrated in Sect. 3.5.

3.1 Consensus Information Layer Construction

The difference between multi-layer network and single-layer network is that the
former has more complex features, and the noise produced by different layers
can lead to a poor clustering result. Existing research has proved that the accu-
racy of clustering results can be significantly improved after integrating the net-
work prior information [12]. However, most semi-supervised optimized clustering
methods only focus on single-layer networks. Therefore, we propose a concept of
multi-layer network optimization clustering based on the prior information.

Up to now, the symmetric non-negative matrix factorization method has been
successfully applied to network clustering problem [13], so our work also takes
the idea into consideration to obtain the prior information of multi-layer net-
works. Firstly, each network layer is denoised by calculating its non-negative low-
dimensional representation. After that, we fuse the low-dimensional representa-
tions of all layers into a common consensus information layer, which is applied
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to subsequent optimization process to improve the effectiveness of MOEA-MR
algorithm. In particular, given a network represented by an N-layered adjacency
matrix (A1, A2, ..., An), Eq. (2) is utilized to get the consensus information layer
of the multi-layer network.

Acons =
∑n

i=1 A(i) + γH(i)H(i)T

n(1 + γ)
(2)

where γ represents a constant. For each network layer i, we have the following
constraints: A(i) ≈ HHT ,H > 0 and HTH = I. We interpret Acons as the con-
sensus information matrix of extracting potential communities shared by the
multilayer network and apply it to the clustering coding.

3.2 Network Reduction Strategy

To reduce the computational complexity of algorithm, a network reduction strat-
egy is proposed to reduce the network scale during the process of optimization.
Moreover, when the network topology is used for multi-objective network cluster-
ing based on genetic operations, some nodes are always in an indivisible group.
Therefore, we can regard these indivisible nodes as a whole in the calculation,
which will remain unchanged even in the later optimization.

The description of network reduction process proposed in this paper is given
as follows. Considering that the network degree is an important feature of net-
work adjacency matrix, our reduction strategy takes the node degree as an impor-
tant division criterion. At first, the node with the largest degree is selected as an
initial node after calculating degrees of all nodes in a network. Then we divide
the initial node and its neighbors into a tentative community, and check all the
nodes in it. Note that the node in the tentative community will be removed if
the external connections number is more than half degree of itself. Finally, the
tentative community after inspection can be guaranteed as a strong community,
and all components in the tentative community are reduced to one node. Check-
ing all remaining nodes of network until they have been completely represented
as the reduced community.
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Fig. 2. Illustration of reduction strategies. (a) v5 is selected due to its largest node
degree. (b) The tentative community determined by v5 contains {v1,v2,v3,v4,v5,v6}.
(c) Delete v6 from the subgraph. (d) The subgraph C′ consists {v1,v2,v3,v4,v5} is
compressed into one node based on the reduction strategy.
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Figure 2 gives an example about representing the main idea of prereduc-
tion process, which considers a network with 8 nodes. First, the tentative com-
munity {v1,v2,v3,v4,v5,v6} depicted in Fig. 2(b) is obtained based on v5. Then,
v6 is eliminated because the links between this node and tentative subgraph
{v1,v2,v3,v4,v5,v6} are less than half of its degree, as shown in Fig. 2(c). Finally,
by merging {v1,v2,v3,v4,v5} into one node, Fig. 2(d) shows the reduced network
{C ′,v6,v7,v8}.

3.3 Network Repairing Method

There are some reduced networks being found incorrect in the iterative evolution.
To put it simply, the reduced network may find some nodes do not belong to
itself, which is prone to lead to the poor performance of MOEA-MR. In order
to settle this problem, we propose a reduced network repairing strategy based
on the similarity prior information to correct the mis-divided nodes.

The similarity index of node is one of the most powerful indicators to evaluate
the connectivity strength with node pairs. In order to preserve the structural
characteristics of multi-layer networks, Dice index [14] based on the connections
of all layers is determined to calculate the similarity prior information of multi-
layer network, which can be depicted in Eq. (3).

Ds =
2 × Neighbourscom (vi, vj)

Deg (vi) + Deg (vj)
(3)

where Neighbourscom (vi, vj) indicates the links of common neighbors of nodes
vi and vj , and Deg (vi) means the degree of node vi. It can be seen that the
equation mentioned above considers the neighbors information of all layers when
calculating the neighbor links of nodes.
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Fig. 3. Illustration of network repairing method. (a) The Dice similarity of v1 and two
local reduced network (e.g., C′, C′′). (b) The repairing results corresponding to the
local network C′ and C′′ with threshold σ = 0.2.

After obtaining the similarity prior information of multi-layer network, the
steps of the reduced network repairing strategy in this paper perform as follows.
Specifically, for each community in the reduced network, checking whether the
nodes it contains are selected in the same community with their most similar
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neighbor. If not, the nodes verified are mis-divided and need to be moved to
other appropriate community. What’s more, we give a threshold σ to judge the
similarity of the node pairs, which means only the first σ% of node similarities
are taken into consideration. In that case, we need to give up those smaller
similarity value. Figure 3 shows the repairing strategy based on the reduced
network with 8 nodes, and threshold σ is equal to 0.2. After repairing, the
final reduced network changes to {v1,v6,v7,v8} and {v2,v3,v4,v5}. By correcting
the mis-divided nodes in reduction network, the quality of the final community
division is greatly improved.

3.4 Encoding Method and Genetic Operators

This paper adopts the locus-based encoding method. In this coding method, each
chromosome gene corresponds to a network node, and the gene value represents a
neighbor of the node. In other words, there is a connection between nodes vi and
vj if the ith gene value is j, and they are also in the same clustering. Figure 4(a)
shows the locus-based encoding method with 7 network nodes, and Pop1 repre-
sents the corresponding gene value. Different from the label-based coding, the
method mentioned above does not need to define the number of communities
beforehand, which greatly reduces the search space but also conducives to the
genetic operator operation in the evolution.
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Fig. 4. Illustration of genetic operators. (a) The complex network used for the crossover
operation and its two locus-based encoding individuals. (b) The value of offspring
individual New is determined by Rand. If Rand = 1, the offspring chooses the value
of Pop2, otherwise Pop1 will be taken into consideration. (c) The mutation operation
adopts the V ector selected randomly in range of [0,1], in which the gene value of node
is mutated to the index of its adjacent node if the value of corresponding vector is less
than 0.1. (d) The newly mutated individual New′ and its structure.

Genetic operators are important for exploration and exploitation of MOEA.
In this paper, we use the uniform crossover and neighborhood-based mutation
to improve the population diversity. The former is adopted because of its ran-
domness. Specifically, we select parents to crossover and generate the offspring
by randomly yielding a set of binary values, which own the same length with
population. If the binary value is 0, the first parent is selected, otherwise, the
second is selected. At the same time, the local information is taken into neighbor-
based mutation, which selects the neighbors of parent-population for mutation
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according to the predefined mutation probability. The illustration of crossover
and mutation operators is shown in Fig. 4.

3.5 General Framework of MOEA-MR

The proposed MOEA-MR utilizes a decomposition-based genetic algorithm
framework (MOEA/D) [15], in which the multi-objective optimization prob-
lem is disassembled for a set of single-objective sub-problems according to the
Tchebycheff definition in Eq. (4).
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Fig. 5. The flow chart of the proposed MOEA-MR algorithm with four main steps.

min gte (x | w, z∗) =
2

max
i=1

{wi · (|Fi(x) − z∗
i |)} (4)

where w = (w1, w2) with the constraints ‖w‖2 = 1, w1, w2 > 0. z∗ = (z∗
1 , z

∗
2) is

a reference point and z∗
i is the minimal value of the ith objective function.

Figure 5 shows the overall flow of our proposed MOEA-MR algorithm with
the following four main steps. At the beginning, the consensus information layer
of a multilayer network is generated by exploiting the non-negative matrix fac-
torization technology. Next, compressing the consensus information layer into
a reduction network with the reduction strategy. At the third step, the pop-
ulation is initialized based on the locus-based encoding method. Meanwhile,
the reference point z∗ assigned by using the minimal values of KKM and RC
is prepared for clustering. Finally, for each individual population, applying the
uniform crossover and neighborhood-based mutation stagey to generate offspring
chromosome. If the Tchebycheff value of offspring chromosome performs better
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than any existing chromosomes, the latter will be replaced. In particular, the
repairing strategy suggested above is applied to correct misidentified nodes in
the reduced network until reaching the maximal iteration of MOEA-MR.

4 Experiment

4.1 Experimental Design

Datasets and Comparison Algorithms. We test all algorithms on synthetic
datasets and real-world datasets, where the former is produced based on the
multilayer LFR benchmark (mLFR) [3]. Compared with other forms, the mLFR
benchmark can control the community structure by adjusting the node degrees
and the mixing parameters (μ) in multilayer networks. The value of μ ranges
in (0, 1), and the larger the μ value is, the more complex the community struc-
ture is. In addition to synthetic networks (e.g., Sdata1, Sdata2 and Sdata3),
the real-world networks we consider include five different types and sizes (i.e.,
SND [16], MPD [16], WBN [16], CoRA [16], CiteSeer [16]). The basic description
of datasets is listed in Table 1. What’s more, the performance of MOEA-MR is
compared with other classic community detection algorithms, namely, MOEA-
MultiNet [17] (based on MOEA), GMC [19] ( based on multi-view clustering),
S2-jNMF [3], COMCLUS [18] and CSNMF [13] (based on matrix factorization).

Table 1. The description of synthetic networks and real-world networks.

Network Layers Nodes Ground truth

SND 3 71 3

MPD 3 87 6

WBN 10 279 10

CoRA 2 1662 3

CiteSeer 2 3312 3

Sdata1 2 1000 6

Sdata2 3 5000 10

Sdata3 3 10000 16

Evaluation Metrics and Parameter Settings. To evaluate the quality of
network clustering, this paper adopts two widely-used indicators, namely Nor-
malized Mutual Information (NMI) [13] and Adjusted Rand Index (ARI) [13].
Both synthetic network and real-world networks can evaluate the similarity
between the ground truth and division detected by algorithms. NMI and ARI
use the value range from [0, 1]. If NMI(A,B) = 0, the division A and B are
completely different; if NMI(A,B) = 1, the division A is the same with B,
so ARI does. In the proposed MOEA-MR, the number of iterations is fixed as
200, which is the same as chromosomes, and σ value is set to 30%. It is worth
remarking that all algorithms attain the mean value based on 10 dependent runs.
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Table 2. Comparisons of several algorithms on real-world and synthetic networks.
Note that ∗ means that the algorithm failed to run on this network.

Network Algorithms MOEA-MR MOEA-MultiNet S2-jNMF CSNMF ComClus GMC

SND NMI 0.727 0.437 0.582 0.681 0.555 0.597

ARI 0.772 0.201 0.452 0.493 0.481 0.428

MPD NMI 0.588 0.494 0.516 0.504 0.421 0.451

ARI 0.499 0.385 0.396 0.397 0.365 0.248

WBN NMI 0.457 0.309 0.347 0.436 0.343 0.164

ARI 0.237 0.142 0.191 0.225 0.167 0.048

CoRA NMI 0.723 0.317 0.719 0.514 0.471 0.519

ARI 0.768 0.243 0.626 0.491 0.447 0.526

CiteSeer NMI 0.301 ∗ 0.149 0.237 0.182 0.042

ARI 0.265 ∗ 0.147 0.207 0.119 0.012

Sdata1 NMI 1 ∗ 0.924 0.962 0.943 0.954

ARI 1 ∗ 0.858 0.894 0.722 0.915

Sdata2 NMI 1 ∗ 0.827 0.980 0.965 0.903

ARI 1 ∗ 0.716 0.991 0.748 0.999

Sdata3 NMI 1 ∗ 0.452 0.946 0.894 0.999

ARI 0.954 ∗ 0.074 0.874 0.814 0.963

4.2 Experimental Result

In this section, the experiment results of all algorithms mentioned on real-
world networks and synthetic networks are shown in Table 2. The experimental
results demonstrate that the averaged NMI and ARI of MOEA-MR on Sdata1
and Sdata2 are 1, which means the real partition can be detected. Compared
with other algorithms, the accuracy of MOEA-MR on the real-world network
increased by nearly double on average. In addition, the performance of MOEA-
MultiNet that uses the genetic algorithm framework is not good. This is because
the traditional genetic algorithm is prone to fall into the local optimum and the
search speed is very slow. Different from the framework mentioned above, the
proposed MOEA-MR treats the local community as a node for calculating, which
greatly reduces the search space in the large-scale networks, and the subsequent
repairing strategy has further improved the accuracy of network division.

It is also shown that GMC has a better performance than MOEA-MR on
Sdata3. That’s probably due to the node degrees of mLFR network obey the
power-law distribution, which makes it difficult to generate the dense local com-
munities when the structure is fuzzy. Given that, we can conclude that for the
most datasets, the proposed MOEA-MR is superior to other algorithms in terms
of NMI and ARI, which also means that MOEA-MR is more competitive than
other algorithms in detection performance.
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4.3 Parameter Analysis

Figure 6 provides the experimental results of 10 independent runs based on 4
algorithms with varying similarity thresholds and mixing parameters. For syn-
thetic networks, the larger the mixing parameter is, the fuzzier the network struc-
ture is. Figure 6 presents that MOEA-MultiNet algorithm is the most unstable,
whereas the proposed MOEA-MR algorithm is completely opposite. In particu-
lar, when μ > 0.4, the stability of MOEA-MR begins to decrease. What’s more,
compared with other options, the similarity threshold σ should also be relatively
moderate like the μ value. It is obvious that σ = 0.3 has the best experimental
effect on the algorithm. In short, the results mentioned above prove the influ-
ence of parameter settings on the experimental performance and MOEA-MR is
superior to other methods on the synthetic dataset.

0.0 0.1 0.2 0.3 0.4 0.5
0.0

0.2

0.4

0.6

0.8

1.0

N
M

I

Mixing Parameter μ

 MOEA-MR
 MOEA-MultiNet
 GMC
 ComClus

(b)  = 0.3

0.0 0.1 0.2 0.3 0.4 0.5
0.0

0.2

0.4

0.6

0.8

1.0

N
M

I

Mixing Parameter μ

 MOEA-MR
 MOEA-MultiNet
 GMC
 ComClus

(a)  = 0.2

0.0 0.1 0.2 0.3 0.4 0.5
0.0

0.2

0.4

0.6

0.8

1.0

N
M

I

Mixing Parameter μ

 MOEA-MR
 MOEA-MultiNet
 GMC
 ComClus

(c)  = 0.4

Fig. 6. The experimental result with different μ and σ values on synthetic networks
implemented in 4 algorithms.

5 Conclusion

This paper proposed the MOEA-MR for community clustering in multi-layer
complex networks. In MOEA-MR, the non-negative matrix factorization is used
to generate the consensus prior information layer of multi-layer network. On
this basis, a network reduction method based on the node degree is suggested
to compress the size of common network in advance. After that, MOEA-MR
adopts an algorithm framework based on MOEA/D, and formulates a repairing
strategy based on the network similarity to correct the mis-divided nodes in
the local network. The extensive results show the effectiveness of MOEA-MR
on the network clustering problem based on the bi-objective optimization. In
the future, it is desirable to consider extending the network reduction to cluster
detection based on more targets owing to the multi-layer network structure is
more complicated in reality.
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Abstract. With Intrusion detection algorithms based on deep learning
becoming a hot research topic, most studies pay attention to improving
detection accuracy but ignore the problem that can not train a high-
precision model due to the limited data of each client. This paper pro-
poses an intrusion detection method based on federated learning and
the LSTM model to protect the privacy and improve the classification
effect in limited data. As a result of the experiments carried out on
the KDD CUP 1999 dataset containing the current DDoS attack types,
it was observed that the attacks on network traffic were detected with
up to 99.17% success. Furthermore, the federated learning model was
constructed in the Digital Twin Network (DTN), an emerging network
that utilizes digital twin (DT) technology to create the virtual twins of
physical objects. It can real-time monitor the status of physical entities
and feedback information to entities in time. Meanwhile, we propose a
new optimization framework based on FedProx to tackle the system and
statistical heterogeneity inherent in federated networks. This framework
shows significantly more stable and accurate convergence behaviour and
higher detection accuracy than FedProx and FedAvg.

Keywords: Intrusion detection · Distributed denial of service (DDoS)
attack · Federated learning · Digital twin · LSTM model

1 Introduction

The Digital Twin (DT) [1–3] has been one of the most significant technology
in timely monitoring dynamic situations of the physical model by building a
simulation model. Here, DT is composed of a physical object, its virtual digital
twin, and a mapping relationship that enables the co-evolution of both physi-
cal and virtual sides. The virtual digital twin continually adapts to operational
changes based on the online collected data and predicts the state of the phys-
ical object. With the emergence of the internet of things, the development of
communication modes, and the diversity of service types carried by the network,
the network requires high flexibility and, as infrastructure, needs higher relia-
bility. Therefore, digital twin technology is applied to the network to create the
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virtual image of the physical network facilities, that is, to build a digital network
platform consistent with the physical network elements, topology, and data. The
digital network platform can improve network safe and is an effective method
for network anomaly detection, such as DDoS attacks mentioned below, which
is the main work in this paper.

With the rapid development of computer and communications technology, the
network has been the global information systems’ most critical media facility.
Thus, maintaining network security has become a prerequisite for ensuring the
sustainable development of information work in various fields. Distributed Denial
of Service (DDoS) attack [4,5] has been one of the most common and unable
factors in the network and information environment. Attackers use many zombie
machines to simultaneously send several normal or abnormal packets to the
target. Ultimately, the target can not provide service due to the system resources
or network bandwidth being exhausted or even collapsed [6–8].

In terms of the problem DDoS detection faced regarding the classification
effect of variable small sample data, traditional methods, such as traffic cleaning
technology based on monitoring and filtering of network traffic [4], signature-
based and anomaly-based intrusion detection systems [9], do not have an excel-
lent ability to process single and small data for the current data collection envi-
ronment, which cause a significant degree of detection error. Artificial intelligence
technology at this stage, such as deep learning, is highly dependent on the quan-
tity and diversity of training data. However, due to the limited number of users,
a sizeable sample of data is unavailable to a single device. Moreover, many inter-
net privacy legal systems stipulate that raw data from users is not shared with
others. Federal learning, a relatively novel machine, is highly suitable for solving
the problem that data is stored in separate devices and can not be shared and
protect privacy. Therefore, this paper will use it to distinguish abnormal traffic
by distributed training.

In our study, there is a complex and efficient mapping relationship between
the physical network and digital network platform by integrating the digital twin
technology. Then it is aimed to detect DDoS attacks on the dataset by building
an intrusion detection system with federated learning. The digital twin network
platform can quickly find which client in the physical network is under attack
by the detection system through real-time interactivity. Our study is focused on
providing the following contributions:

– We construct the federated learning to detect DDoS attacks under the Digital
Twin Networks. It does increase not only efficiency but also carries real-time
monitoring of clients’ status.

– We leverage the federated learning scheme to construct the Digital Twin Net-
works models, solving the data island problem and protecting data privacy.

– We propose an optimization framework based on FedProx [10] that deals
with system and statistical heterogeneity inherent in federated networks and
improves model accuracy. Moreover, we choose the LSTM model to detect
DDoS attacks due to the correlation between features.

The paper is arranged as follows. In Sect. 2, studies in detecting DDoS attacks
are included. In Sect. 3, the theorical background and structure of the proposed
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model are expressed. Section 4 contains the test environment, assessment criteria
and test results. Finally, the general evaluation of the study has been made and
future studies have been examined in Sect. 5.

2 Related Work

Under the background of Digital twin, the use of federated learning in DDoS
attacks seems to be relatively less proposed than other machine learning. Other
algorithms and models are used in many studies to detect DDoS attacks. In this
section, the characteristics and shortcomings of these studies are summarized.

The paper [11] adopts the CAT (change-aggregation tree) mechanism to carry
out a collaborative analysis of the router traffic flowing through the same ISP
network and analyze the flow distribution of each interface to find some abnor-
malities. A similar flow distribution analysis solution is proposed in [12], but
with the requirement that it implements constant or increasing speed flow detec-
tion on the backbone network by cross-correlation and weight vector analysis.
They do not consider scenarios in which DDoS attacks and heavy traffic access
cannot be distinguished. The paper [13] proposes a DDoS detecting method
based on a random forest classification model with the classification standard of
data flow information entropy. After extracting features from ordinary modes of
DDoS attacks, they use their detecting model to distinguish normal or abnormal
flow. However, it is only suitable for a single group; the detection accuracy is
very low for multiple groups. To deal with the difficulty that traditional DDoS
detection mechanism based on SDN controllers lacks network-wide monitoring
information or exists serious communication overhead, a new cross-platform col-
laboration DDoS detection model is proposed in paper [14], called OverWatch.
In the structure of OverWatch, they put forward a lightweight flow detection
algorithm to capture fundamental eigenvalues of DDoS attack traffic by taking
turns asking the values in the counter of the OpenFlow switch.

With the attack means becoming more and more complicated, the above
DDoS attack detection has the shortcoming of low detection efficiency, hugely
time-consuming, error report, etc. The anomaly detection algorithms based on
machine learning can master some standard features by learning from existing
intrusion behaviours and are used in many studies to distinguish abnormal traf-
fic from regular traffic. Among these studies, the use of deep learning seems
to be more successful than the use of shallow machine learning [15,16]. The
fight against DDoS is the most crucial factor in detecting and separating net-
work traffic. The study [17] summarised the examination of some deep learning
model [18–20], it showed that deep learning has a high level of accuracy in the
detection of DDoS attacks. Moreover, it also suggested that a deep neural net-
work (DNN) as a deep learning model can work quickly and with high accuracy
because it includes feature extraction and classification processes in its structure
and has layers that update itself as it is trained. In [21], they propose a DDoS
attack detecting method based on a convolutional neural network (CNN), which
includes the feature processing and detection model. Although there methods
using deep learning in DDoS attacks show better performance, most of them
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ignore data distribution in real word, which is very unfavorable for their train-
ing. Therefore, Our method can solve this problem while ensuring accuracy.

3 Background and Proposed Model

3.1 The Framework of Federated Learning

Fig. 1. The structure of federated learning

The DDoS attack detection model based on machine learning needs to extract
features and carry out analytical learning on a massive of valid network packets,
but whose number is highly few and data type is single for many organizations in
many fields. Federated learning, which can leave the training data on a massive
number of nodes (devices) and train a shared model by aggregating locally-
computed updates, is adopted to solve the problem of data island. In federated
learning, participants train their local model and send local weight to the centre
unit, such as orchestrating a central server. Then the centre unit will send the
global weight to the participant to update the local model. The training process
of federated learning is shown in Fig. 1.

Considering the heterogeneity of data and the communication differences
between devices in the network environment, the optimization algorithm was
raised to reduce the inherent influence of federated learning. In the traditional
setting of federated learning, such as the Federated Averaging (Fedavg) algo-
rithm proposed by [22]. At each round, with the same learning rate and the
number of local epochs, a subset K�N of the total devices are selected and
run stochastic gradient descent (SGD) locally for E number of epochs. Then
the resulting model updates are averaged. The adjustment of local epochs plays
a vital role in convergence. On the one hand, more local epochs can reduce
communication, dramatically improving communication convergence speed in
communication-constrained networks. On the other hand, a more significant
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number of local epochs may lead each client to deviate from the optima of
the global objective. Moreover, in federated learning with training performance
differences among clients and dissimilar systems resources, setting the fixed num-
ber of the local epochs may increase the risk that some clients do not complete
training in time and therefore drop out of the procedure [23], seriously hurting
the performance of convergence. In traditional federated learning methods (e.g.,
[24]; [22]), the aim of the global learning objective is to minimize:

minw f(w) =
∑N

k=1 pkFk(w) = Ek [Fk(w)]
s.t. pk ≥ 0,

∑
k pk = 1, pk = nk

n

(1)

To limit the impact of non-IID (identically and independently distributed)
variable local updates and make each client towards the optima of the global
objective as opposed to its local objective, instead of minimizing the local func-
tion Fk(·), the client k use its local solver of choice to minimize the following
objective hk:

min
w

hk(w;wt) = Fk(w) +
μ

2

∥
∥w − wt

∥
∥2 (2)

Further, γt
k-inexact solution is introduced to dynamically adjust the number

of local epoches through the imprecise solution of local function, which extremely
ensures the tolerance for heterogeneous systems. If w∗ satisfies the following
Eq. 3, it is called minw hk (w;wt) of γt

k-inexact solution.

‖∇hk (w∗;wt)‖ ≤ γt
k‖∇hk (wt;wt) ‖

∇hk (w;wt) = ∇Fk(w) + μ (w − wt)
γ ∈ [0, 1]

(3)

We improve the algorithm according to FedProx Framework proposed by [10]
in clients’ processing strategy and as shown in Algorithm1. Devices are divided
into groups. The training process is divided into two stages: intra-group training
and inter-group training, and different optimization strategies are adopted in
different stages. Moreover, We select the top Z devices according to the gradient
descending order instead of randomly selected clients, accelerating the conver-
gence speed and improving accuracy through the same experimental setting
results.

3.2 Federal Learning Integrated into Digital Twin Network

Digital twin (DT) can accurately substitute for a real-world object across mul-
tiple granularity levels, and this real-world object could be a robot, device,
machine, complex physical system or an industrial process. With moving the
definitions of DT technology to DTN (digital twin network) shown in Fig. 2(a),
DTN is defined as a many-to-many mapping network constructed by multi-
ple one-to-one DTs. DTN uses advanced communication technologies to realize
real-time interaction between the physical object and its virtual twin, the phys-
ical object and other physical objects, and the virtual twin and other virtual
twins. Meanwhile, the physical object and virtual twin can collaborate, share
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information, and complete tasks. The DTN, whose simple structure proposed
by this paper is shown in Fig. 2(b), has been applied to detect DDoS attacks by
using federated learning.

Algorithm 1: Our approach
Input: K, T, μ, γ, w0, N, Z, M, E, k=1, · · · , N
while t = 0 < T − 1 do

Devices are divided into M groups
for m=0,· · · ,M-1 do

Each device k calculates gradient difference
�gradtk =

∑
(gradtglobal − gradtk)

2

Sort K devices in descending �gradtk order, and the server selects
a subset St of K devices at the top Z devices

The server sends wt to all chosen devices
Each chosen device k ∈ St finds wt+1

k which is a γt
k-inexact

minimize of : wt+1
k ≈ arg minw hk (w;wt) = Fk(w) + µ

2 ‖w − wt‖2
Each chosen device k ∈ St send wt+1

k back to the server Server
aggregates the w’s as wt+1 = 1

K

∑
k∈St

wt+1
k

end
t = t+1
for Dt:devices are choosen in the intra group training do

Server sends wt to all chosen devices
device k ∈ Dt updates wt for E epochs of SGD on Fk to obtain
wt+1

k

device sends wt+1
k back to the server Server aggregates the w’s as

wt+1 = 1
K

∑
k∈Dt

wt+1
k

end
t = t+1

end

(a) The difference between DT and DTN (b) The simple structure of DTN

Fig. 2. The DT and DTN
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DTN provides a corresponding virtual network for the internet. The digital
platform can artificially control clients through base stations and servers and
use a federal learning model to detect abnormal traffic in advance. The actual
physical node uses the information feedback from the virtualized network to
improve network security.

3.3 The DDoS Attack Detection Model

Fig. 3. The structure of DDoS attack detection model

The detection process mainly includes two steps: Data preprocessing and classi-
fication prediction. The structure of the DDoS attack detection model is shown
in Fig. 3.

There are many non-numeric or unnecessary attributes on the DDoS dataset
in data preprocessing, so these attributes need to be numeric, and all data should
be normalized and reconstructed to obtain the 2D standard dataset. The classi-
fication model will identify whether the network record belongs to normal or is
attacked by distributed learning. Moreover, in the DTN construct, the federated
model will be built on the digital twin platform, and the virtual digital platform
can provide feedback to prepare actual physical nodes for prevention in advance.
DTN can easily detect feedback, collect traffic information, and achieve real-time
analysis on actual physical internet nodes with the detection model, computing,
and communications technologies.

This paper divides each traffic sample into several parts. Furthermore, there
is a strong or weak correlation among the features in the attack dataset, so each
part is dependent on the other, which is regarded as a time step. LSTM (Long-
short time memory) model [25] introduces a memory cell to replace each ordinary
node in the hidden layers and can ensure that the gradients can pass through
many times steps without vanishing and exploding. Therefore, the LSTM model
is chosen to detect attacks.
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4 Experiments and Results

4.1 Experiments Environment

The federated learning model training experiment is based on the hardware envi-
ronment of Win 10 OS, Inter (R) Core (TM) i7-10700 CPU 2.90 GHz processor,
16 GB RAM, Netac 256 GB SSD, and NVIDIA K80 GPU, and the software
environment of Python 3.7 programming language and libraries.

4.2 Dataset and Preprocessing

The famous Knowledge Discovery and Data mining (KDD) CUP 1999 dataset
was produced by [26–29] used in detecting DDoS attacks and classifying attack
types. Although existing for a long time, it still remains of certain credibility in
the academic circle and has been widely used in the research of network intrusion.
With the uneven distribution of the dataset, we randomly assigned the dataset.
The attacks in the dataset were divided into four categories as DoS, R2L, U2R,
and Probing, as shown in Table 1.

Table 1. The classification of attack types in the dataset

Type Train dataset Test dataset

Normal 97278 60541

Attack DoS 395478 225833

R2L 7222 10093

Probing 5215 3058

U2R 177 103

For data preprocessing, the specific steps were as follows:

(1) 41 features and one label of the network traffic packages in the dataset were
needed for numerical conversion numerical standardization. The numerical
conversion processing required three features (protocol type, service, flag)
and the string label for data type conversion. For example, the service feature
contained 70 kinds of network service types, so they were coded from ‘1–70’
one by one. “normal” was labelled ‘0’ and other attacks were labelled ‘1–4’
to detect attacks in the network traffic.

(2) The data type processed by LSTM in this paper was two-dimensional data,
so converting the original data into a two-dimensional matrix is necessary.
This paper adopted Gaussian distribution to randomly expand the length
of each sample to 49 and then standardized the dataset. Lastly, turned the
data into a 7 * 7 matrix.
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4.3 Performance Metric

Confusion matrix [30] is used to determine the learning criteria of the model. The
elements of the confusion matrix consist of True Positive (TP), False Positive
(FP), True Negative (TN), False Negative (FN). TP indicates the number of
records that correctly predict the attack traffic as an attack; TN indicates the
number of records that correctly predict the normal flow records as normal; FP
indicates the number of records that mistakenly predict the attack flow records as
normal; FN indicates the number of records that mistakenly predict the normal
traffic as an attack. The metrics obtained using these elements are described
below as in [31]:
The accuracy obtained by Eq. 4 shows the model’s correct prediction rate.

Accuracy =
TP + TN

TP + FP + TN + FN
(4)

Precision obtained by Eq. 5 shows how much of the positive predictions are
correctly predicted.

Precision =
TP

TP + FP
(5)

Recall obtained by Eq. 6, shows how much of the true positives are predicted
correctly.

Recall =
TP

TP + FN
(6)

F score, obtained by Eq. 7, shows the stability between recall and sensitivity.

F1 =
2 × Precision × Recall

Precision + Recall
(7)

4.4 Results

The experiment determined the global round and local epoch values to be 200
and 20 in training. On the one hand, to verify the accuracy of the detecting
method, there was a set of controlled trials concerning the proposed model,
Fedprox framework, and FedAvg framework (detailed in Sect. 3.1). On the other
hand, it was also compared with federated learning with an original optimizer
to verify the stability of the model dealing with data of non-IID.

The effect of data heterogeneity on convergence can be seen in Fig. 4, where
the proposed model showed better convergence than federated learning based on
Fedavg and Fedprox by several experiments. We have shown the training loss
on the datasets, which were unevenly distributed to each node, modelling the
data distribution in the real world. Increasing heterogeneity can lead to worse
convergence, but setting the setting optimal value of u can help combat this.

The results of the three methods in performance metrics can be seen in
Table 2, where the proposed model correctly detected DDoS attacks up to
99.17%, more than Fedprox and Fedavg. It showed that the accuracy improved
in our proposed model. The results we obtained for the sample from the KDD
Cup99 dataset show that federal learning based on LSTM and network traffic
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our approach

1

Fig. 4. Proposed approach results in significant convergence improvements relative to
Fedprox and Fedavg. We simulate different levels of systems heterogeneity by forcing
0%, 50%, and 90% devices to be the stragglers (dropped by FedAvg). (1) Comparing
these three optimization algorithms under the same experimental setting, we see that
our algorithm’s performance can help convergence in the presence of systems hetero-
geneity. (2) With the same levels of systems heterogeneity, we show that setting u > 1
can lead to more stable convergence. (3) Note that Fedprox with u = 0 and without
systems heterogeneity (no stragglers) corresponds to Fedavg.

Table 2. The results of the three methods in performance metrics. With the experi-
mental environment mentioned above, we show that the accuracy of our approach is
higher relative to the Fedprox and Fedavg.

Methods u and stragglers Accuracy Precision Recall F1

Fedavg / 0% 97.76% 97.89% 99.45% 98.66%

50% 98.01% 98.13% 99.58% 98.85%

90% 97.42% 97.39% 99.10% 98.34%

Fedprox u = 0 0% 97.76% 97.99% 99.31% 98.65%

50% 97.29% 96.87% 99.72% 98.27%

90% 97.21% 97.24% 99.46% 98.34%

u=1 0% 97.01% 97.11% 99.67% 98.37%

50% 96.99% 96.53% 99.77% 98.12%

90% 96.98% 97.01% 99.54% 98.26%

Our approach u = 0 0% 99.17% 99.03% 99.45% 99.24%

50% 98.72% 97.91% 99.30% 98.60%

90% 97.71%9 97.46% 99.32% 98.38%

u = 1 0% 97.52% 97.61% 99.39% 98.49%

50% 97.33% 97.23% 99.31% 98.26%

90% 97.40% 97.29% 99.32% 98.28%
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analysis has had great success in using small databases. Furthermore, through
DTN technology, the physical node can defend quickly after receiving feedback
information from the virtual platform.

5 Conclusion and Future Work

This paper proposes detecting DDoS attacks based on federated learning and
the LSTM model under the Digital twin network. Federal learning, an innova-
tive modelling mechanism, allows multi-party collaborative participation, which
increases the number of the sample and protects the security of local data in
each participant. Meanwhile, the digital twin network ensures the reliability of
distributed training and cooperation among physical objects, which can respond
quickly based on feedback from the virtual model. An improved optimization
algorithm is introduced to solve heterogeneity inherent in federated networks.
Our empirical evaluation across the KDD CUP 1999 dataset has achieved our
expected effect and demonstrated that the optimization framework could sig-
nificantly improve model accuracy and the convergence behaviour of federated
learning in realistic heterogeneous networks.
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Abstract. Currently, the federated graph neural network (GNN) has
attracted a lot of attention due to its wide applications in reality with-
out violating the privacy regulations. Among all the privacy-preserving
technologies, the differential privacy (DP) is the most promising one due
to its effectiveness and light computational overhead. However, the DP-
based federated GNN has not been well investigated, especially in the
sub-graph-level setting, such as the scenario of recommendation system.
The biggest challenge is how to guarantee the privacy and solve the
non independent and identically distributed (non-IID) data in federated
GNN simultaneously. In this paper, we propose DP-FedRec, a DP-based
federated GNN to fill the gap. Private Set Intersection (PSI) is leveraged
to extend the local graph for each client, and thus solve the non-IID
problem. Most importantly, DP is applied not only on the weights but
also on the edges of the intersection graph from PSI to fully protect the
privacy of clients. The evaluation demonstrates DP-FedRec achieves bet-
ter performance with the graph extension and DP only introduces little
computations overhead.

Keywords: Recommendation system · Federated learning ·
Subgraph-level federated learning · Graph neural network ·
Differential privacy

1 Introduction

Graph neural network (GNN) has been applied to multiple scenarios such as
molecule prediction [5,18], social network analysis [2,17], recommendation sys-
tems [8] and knowledge graph [20]. However, GNN approaches mainly rely on
the centralized data, which is different from the real-world scenario where the
source data may be stored at different organizations. For example, e-commerce
platforms that sell different types of items have separate purchase and rating
records of their users and items. In order to explore potential new users and pro-
vide better recommendation services to existing users, E-commerce platforms
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 165–177, 2022.
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would build a better model jointly learned from multiple data resources. In the
meantime, the user privacy should be protected for ethical concerns and com-
pliance with government regulations.

As a result, approaches are presented to combine the well-known privacy-
preserving framework, federated learning (FL), and GNN. Different technologies
such as differential privacy (DP) [16,22,23,26], homomorphic encryption [22],
secret sharing [26] are widely applied to dealing with risks of privacy leakage.
Among the techniques mentioned above, DP is the most promising one due to
its light computational overhead and high fidelity. DP perturbs the data with a
small noise without lowering the accuracy of the entire model, i.e., if the input
signal changes, the distribution of the output only changes a little.

Currently, real-world scenarios of privacy-preserve graph learning mainly
concentrates on three settings [7]: graph-level setting [26], sub-graph-level set-
ting [14,22,23,25] and node-level setting [3]. Among these settings, sub-graph-
level is the most attractive since it is a good fit to the most important/common
application scenario such as recommendation system and knowledge graph. For
example, in recommendation systems, every data holder will only own the part
of graph that contains the relationship between user and item. The biggest chal-
lenge in this setting is preserving the privacy and solving the Non-IID problem
in federated GNN simultaneously. However, these work either assume one party
owns the global topology [7,26], which violate the basic assumption in general
scenario where no one is allowed to own the whole typology, or do not consider the
information from the neighbors [14,22], which do not solve the Non-IID problem
and thus lead to low accuracy of the model. Therefore, these approaches cannot
be directly applied in the general sub-graph level scenario.

In this paper, we propose a novel DP-based GNN that aims at the sub-graph
level setting in Sect. 3. To solve the Non-IID problem, the FedRec that utilizes
the K-hop extension to expand the sub-graph of each client is introduced. The
privacy of the communication between clients is preserved via the Private Set
Intersection (PSI). Furthermore, we propose DP-FedRec that leverages DP in
FedRec. The core idea is to apply well-designed noises to both adjacency edges
and weights of client’s sub-graph. Specifically, the Laplacian noise is applied on
the edges via Lapgraph algorithm and apply the Laplacian noise on the weights.
The analysis and evaluation in Sect. 4 and 5 show the K-hop extension achieves
better performance than previous schemes and the DP introduces limited com-
putational overhead. We summarize the main contributions as follows:

– We propose a state-of-art learning paradigm on sub-graph setting based on
DP, which is able to be applied to many link prediction tasks.

– We utilize K-hop extension for exchanged feature and adjacency information
and preserve the privacy of both the feature and edge information via DP.

– We evaluate our algorithms on two recommendation datasets, and demon-
strate the effectiveness of our approach.
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2 Preliminaries

2.1 Problem Formulation

In this work, denote U = {u1, u2, · · · , un} and P = {p1, p2, · · · , pm} as user and
item respectively. The purchasing interaction of user and item relationship is
represented by a bipartite graph G ∈ R

n×m, in which the value of edges refers to
the points the user rate the item. Since each client will only have a part of global
graph, for client i, the user-item bipartite graph is denoted as Gi = (V i, Ei). In
detail, the set of vertexes and edges are denoted as V i, Ei respectively. The task
is to predict the ratings of users and items based on user-item graph. Thus, client
i will train a local model in round r, the parameters of which are denoted as θl

i.
The global model parameter that aggregate from each client is θr. Additionally,
define dist(x, y,G) as the shortest path of vertex x and y in graph G. Define
dist(v,S,G) = minx∈S dist(v, x,G). The notation is summarized in Table 1.

Table 1. Notations used in DP-FedRec.

l Number of clients

n, m Number of users and items in graph G
ui, pi User i, item i

Gi User-item graph of client i

V i, Ei Vertex set and edge set in Gi

Ḡi Extended user-item graph of client i

V̄ i, Ēi Extended vertex set and edge set in Ḡi

K Parameter of K-hop extension

r Communication round

θr Parameters of global model in round r

θr
i Parameters of client i’s local model in round r

∇θi Gradient of parameters of local model

2.2 Local Differential Privacy

Local differential privacy guarantees the privacy of the user in the process of col-
lecting information. Specifically, before the user uploads the data to an untrusted
third party, a certain amount of noises is added to the uploaded data. This guar-
antees that the data collectors can hardly infer the specific information of any
user, but are able to learn the statistical properties of the data by increasing the
amount of data.

Different from the previous unweighted graph [23], the user-item graph in
recommendation system is a weighted graph. Therefore, in order to protect infor-
mation of user-item graph, the definition of DP in undirected weighted graph
data is obtained by combining both unweighted undirected graph information
and weight information. Consistent with prior work [23], we adapt the idea of
edge differential privacy based on adjacency matrix.
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Definition 1 (Neighbor Relation). Two matrices are called neighbors if there
is only one different node. Specifically, the graph corresponding to the two matri-
ces can be obtained by adding or deleting an edge or modifying value of an edge.

Definition 2 (ε-Weighted Edge Local Differential Privacy). A mecha-
nism M is called to satisfy ε-Weighted Edge Local Differential Privacy if for all
neighbor matrix pairs X and X ′, and for any possible output t ∈ Range(M):

P [M(X) = t] ≤ eεP [M(X ′) = t] (1)

2.3 Federated Graph Neural Network

Graph neural network is widely used in recent recommendation systems [24].
In this paper, we leverage the graph convectional network (GCN) [9] under the
message passing neural network framework (MPNN). MPNN is a supervised
learning framework which extracts information from the user-item graph by
aggregating adjacency information into the latent space, and then generates the
prediction from the latent space.

Furthermore, we extend GNN to the federated scenario which is the same
as in [7]. Specifically, it is a sub-graph setting where each entity/company has a
part of data/graph, such as users and rating information, and a model is jointly
trained on the entire data for better prediction accuracy. Therefore, there are
multiple clients and one centralized server. For communication round r in the
training stage, client i will get the model parameter θr

i by training the local model
for e epochs on the sub-graph Gi

r. The server will aggregates the parameters
θr =

∑
θr
i

l and distribute them to all local clients, and each client updates its
local model parameters as θr

i .

2.4 Private Set Intersection

Private Set Intersection (PSI) is a cryptographic protocol in multiparty computa-
tion. It allows two clients to get the intersection set of the data without revealing
any information outside the intersected data. There are many different implemen-
tations of PSI, DP-FedRec instantiates the PSI the same as [10]. It leverages the
programmable pseudo random function (OPPRF) which is fast and efficient.

3 Approach

3.1 Overview

The basic federated GNN framework does not use the graph information from
others and could cause non-IID problem in the training data. We will first present
FedRec which extends the sub-graph of each client without leaking the informa-
tion of the edges. Then we will introduce DP-FedRec that combines FedRec and
DP and jointly considers the privacy of both weights and connectivity of the
edges simultaneously.



Federated Graph Neural Network via Differential Privacy 169

Specifically, DP-FedRec jointly trains a model via four steps as shown in
Fig. 1: (i) All the clients add noises on the graph data including both weights and
edges; (ii) The clients extend the local graph via K-hop extension; (iii) Each client
trains the local model on the extended graph and submits the parameters to the
server; (iv) The centralized server aggregates the parameters and distributes the
updated parameters to all the clients. The process will continue until certain
number of rounds is reached.

Fig. 1. Overall framework of DP-FedRec. Each bipartite graph refers to purchasing
relationship between user and item in each platform and client. The purple ones are
the users in the intersection set of clients’ sub-graphs.

3.2 User-Item Graph K-Hop Expansion

To overcome the non-IID problem, FedRec privately exchanges the edges infor-
mation between clients. The main idea is to expand the edges from the inter-
sected users in different sub-graphs. In two-client setting, for example, the inter-
sected users are the users appear in both sub-graphs. We integrate PSI to the
K-hop extension, which avoid leaking the user-item information that is not in
the intersection set.

Without loss of generality, suppose there are two clients, client i and client
j, who exchange the edges information via K-hop extension and generate the
extended sub-graph Ḡi and Ḡj . The vertex set and edge set of user-item graph
Gi are V i and Ei respectively, and client j also records the Gj = (V j , Ej).
Firstly, client i and client j will execute PSI protocol to get the intersection of
V i and V j , denoted as V i,j , i.e., V i,j = PSI(V i, V j) (Line 4 in Algorithm 1).
Then, the K-hop extension is performed by extending the edges and vertexes on
V i,j . The extended vertex set V̄ i,j will cover the vertexes in V j within K hops
from V i,j (Line 5 in Algorithm 1). Similarly, the extended edge set V̄ i,j will cover
the edges that both vertexes are in V̄ i,j (Line 6 in Algorithm 1). Next, the client
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i and client j will exchange the extended vertex set and extended edge set (Line
7,10 in Algorithm 1). Lastly, the client i combines the extended vertexes and
edges with Gi to form the new graph Ḡ(i) (Line 11–14 in Algorithm 1). Through
the exchange of edge information, the local model learns new information, and
thus improves the accuracy of the global model.

However, the PSI only preserves the privacy of the edges the other clients do
not own. It’s not able to protect the privacy of the edges in the intersection set.
Thus, we leverage DP to FedRec to extend FedRec to DP-FedRec via DP.

3.3 Privacy-Preserve User-Item Graph Sharing

Since the user-itemgraph contains sensitive information involving user privacy, the
direct interaction of the user-item graph between clients will be strictly restricted
due to privacy regulations. DP-FedRec applies different DP algorithms in both
topology as well as the weights information to preserve the privacy of both.

For the topology of the graph, DP-FedRec adds noises to a weighted undi-
rected graph using the LAPGRAPH algorithm. For simplicity, we denote the
user-item connection matrix of the graph as M , where 0 indicates that there
is no scoring relationship between the corresponding user and the correspond-
ing item, and the vice versa is 1. DP-FedRec first calculates the sparsity degree
T = n1 where n1 is the number of 1. Next, DP-FedRec adds Laplacian noise
with a mean value of 0 and an intensity of λ1 to each matrix element, and at
the same time uses a part of the privacy budget (usually 1%) to protect the
sparsity degree T from noise. We denote the sparse degree after adding noises
is T ′. Finally, DP-FedRec leaves the top T ′ large elements of the matrix after
adding noise as 1, and others as 0.

For the protection of the edge weights information of the user-item graph, a
Laplace noise with a mean value of 0 and an intensity of λ2 is added directly to
the new graph formed by the above algorithms.

4 Analysis

4.1 Privacy Analysis

The privacy of DP-FedRec is protected by the following aspects: (i) The vertexes
outside of the intersection set during K-hop extension. The privacy of this part
is guaranteed by PSI. (ii) The vertexes within the intersection set during K-hop
extension. The privacy of this part is guaranteed by DP. The protection of pri-
vacy is divided into protection of the topology structure and protection of the
weights of the edges. For preservation of topology, the Laplace noise is added
to its adjacency matrix using the Lapgraph algorithm so that the information
is perturbed. For protection of edge weights, the values of edge weights are dis-
turbed by adding noises directly to the edge weights. It has been demonstrated
in [23] that when the noise added satisfies Lap(0, Δf1

ε1
), the Lapgraph algorithm

satisfies ε1 − DP . At the same time, due to the characteristics of Laplace mech-
anism [4], the noise added to the edge weights satisfies Lap(0, Δf2

ε2
), which is

ε2 − DP . By Composition theorem [4], DP-FedRec satisfies ε1 + ε2-DP.
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Algorithm 1. K-hop extension of client i

Input: K, the parameter of K-hop; the graph Gi

Output: the extended graph Ḡi

1: procedure K-hop Extension(K, i)
2: V̄ i = V i, Ēi = Ei

3: for uj ∈ U\{ui} do
4: V i,j = PSI(V i, V j)
5: V̄ i,j = V̄ i,j ∪ {v|dist(v, V i,j , Gi) ≤ k ∧ v ∈ V i}
6: Ēi,j = Ēi,j ∪ {< x, y > |x, y ∈ V̄ (i,j)}
7: Send (V̄ i,j , Ēi,j) to client j
8: end for
9: for uj ∈ U\{ui} do

10: Receive (V̄ j,i, Ēj,i) from client j
11: V̄ i = V̄ i ∪ V̄ j,i

12: Ēi = Ēi ∪ Ēj,i

13: end for
14: return Ḡi = (V̄ i, Ēi)
15: end procedure

4.2 Performance Analysis

First, consider the time complexity of DP-FedRec for one client. Since a certain
amount of noise needs to be added to each element of the adjacency matrix, the
time for single addition of noise is O(|V i|2). Then analysis is performed on the
communication complexity of DP-FedRec for client i. Since DP-FedRec requires
interaction between two clients, communication cost of such interaction between
clients is O(l2). Each interaction contains PSI, K-hop extension, and adding
noise towards expanded graph data. Correspondingly, the time complexity of
PSI is O(|V i|), the time complexity of K-hop extension is O(|V i|). The time for
single addition of noise, as analyzed above, is O(|V i|2). So the communication
cost of DP-FedRec is O(l2 · |V i|2).

5 Evaluation

5.1 Evaluation Setup

Implementation. We implement both FedRec and DP-FedRec via Python
based code of FedGraphNN [7]. We conduct the evaluation on a computation
instance equipped with 2.1 GHz 64 Intel(R) Xeon(R) Gold 6130 CPU, 512 GB
memory and 8 Tesla V100 GPU with 12 GB.

Dataset. We conduct evaluation on two datasets: Epinions [19] and Movie-
Lens [6]. The Epinions dataset contains consumers’ ratings on items from the
Epinions website. The MovieLens dataset contains the users’ rating of different
movies from the MovieLens website. For both datasets, we divide the graph to
different clients via the item category, i.e., the items with same category and
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their relevant users will be assigned to the same client. In particular, due to the
large number of points in the epinions dataset and the limitation of memory, we
only select 12 categories for experiments. Table 2 shows the average number of
users, items and edges after separation.

Table 2. Dataset description. The K is the parameter of K-hop, n is the number of
users, the m is the number of items and #edges is the number of edges. For centralized,
the number of user, items and edges is the total number.

Dataset Number of
clients

K Average n for
each client

Average n for
each client

Average #edges
for each client

Epinions Centralized / 21296 163874 870838

8 2 21052 117641 754303

10 21172 163588 870266

12 2 21007 105897 720281

10 21165 163539 870227

MovieLens 1M Centralized / 6040 3706 1000209

8 1 5894 3704 995298

5 6040 3706 1000209

12 1 5409 3699 972759

5 6040 3706 1000209

Setting of Experiments. Our evaluation goal is to prove two claim: the K-hop
extension improves the accuracy of the federated GNN and the leverage of DP in
DP-FedRec do not reduce the accuracy too much. The experiments is conducts
under two client settings: 8 and 12 clients. Five experiments were performed
in each setting: (i) Centralized training, the central server owns the full graph
for training; (ii) FedGraphNN with FedAvg, the structure proposed in [7], which
is also the baseline we compared. For simplicity we denote it as FedGraphNN
in the remaining sections; (iii) FedRec, where we only perform K-hop extension
without adding noise to the interactive content. The purpose of this experiment
is to demonstrate that the K-hop extension helps to increase the accuracy of
link prediction; (iv) DP-FedGraphNN, we add Laplace(0, 1) noise to the edge
weights of the user-item graph based on FedGraphNN as a baseline to compare
with DP-FedRec. (v) DP-FedRec with different K, which is realized by adding
noise to the interactive content on the basis of the third group of FedRec. For
evaluation metrics, we adopt mean absolute error (MAE), mean square error
(MSE) and root mean square error (RMSE) to evaluate the accuracy of edge
weights prediction and record the average time it takes to add noise to a single
client in each experiment.
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5.2 Performance of K-Hop Extension

Table 3 and Table 4 show the performance of centralized server, FedRec and Fed-
GraphNN. It indicates that FedRec performed better than FedGraphNN in all
metrics. The result proves the K-hop extension does really help to handle the
non-IID problem in federated learning and thus improve the link prediction
accuracy.

The effect of DP-FedRec is also better than FedGraphNN, which proves that
the K-hop extension algorithm based on local differential privacy improves the
performance of the model while protecting privacy. Meanwhile The K-Hop exten-
sion is very robust even with adding noise to the graph data.

Table 3. Performance of different systems with 8 clients. Noising time refers to the
time of adding noise per client.

Dataset/8 clients Model type System MAE MSE RMSE Noising
time (s)

Epinions W/O DP Centralized 0.8377 1.2464 1.1164 /

FedGraphNN 0.8719 1.3424 1.1559

FedRec 0.8643 1.3303 1.1505

W/ DP DP-FedGraphNN 0.8724 1.3484 1.1584 /

DP-FedRec (K=2) 0.8689 1.3415 1.1560 328

DP-FedRec (K=10) 0.8658 1.3278 1.1523 517

MovieLens1M W/O DP Centralized 0.8812 1.1782 1.0855 /

FedGraphNN 0.8832 1.1850 1.0884

FedRec 0.8793 1.1786 1.0884

W/ DP DP-FedGraphNN 0.8912 1.2057 1.0980 /

DP-FedRec (K=1) 0.8820 1.1798 1.0862 4

DP-FedRec (K=5) 0.8813 1.1783 1.0875 4

5.3 Performance of Differential Privacy

From the results, the performance of DP-FedRec does not decrease much than
FedRec. However, after adding noise to FedGraphNN, accuracy drops a lot.
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Table 4. Performance of different systems with 12 clients. Noising time refers to the
time of adding noise per client.

Dataset/12 clients Model type System MAE MSE RMSE Noising
time (s)

Epinions W/O DP Centralized 0.8377 1.2464 1.1164 /

FedGraphNN 0.8674 1.3279 1.1502

FedRec (K = 10) 0.8635 1.3270 1.1496

W/ DP DP-FedGraphNN 0.8716 1.3298 1.1513 /

DP-FedRec (K = 2) 0.8625 1.3261 1.1493 314

DP-FedRec (K = 10) 0.8585 1.3258 1.1493 501

MovieLens1M W/O DP Centralized 0.8812 1.1782 1.0855 /

FedGraphNN 0.8931 1.2454 1.1152

FedRec (K = 5) 0.8874 1.1850 1.0883

W/ DP DP-FedGraphNN 0.8989 1.2669 1.1247 /

DP-FedRec (K = 1) 0.8936 1.2257 1.1063 3

DP-FedRec (K = 5) 0.8907 1.1991 1.0948 4

When the number of clients in the Epinions dataset is 12, the effect of DP-
FedRec is better than that of FedRec, which to a certain extent shows that the
noise added in the experiment not only protects the privacy of the data from
being leaked, but also ensures the data availability is not compromised, reflecting
the balance between data privacy and availability.

We also recorded the average time for each client to add noise. According to
our analysis, the time for adding noise is positively correlated with the number
of points in the graph, i.e., the number of points increases, the time it takes
to add noise will increase, while the increase in the number of edges does not
significantly increases the time it takes to add noise.

In the Epinions dataset and MovieLens1M dataset, the number of points of
Epinions is significantly larger than that of MovieLens1M, and the number of
edges of MovieLens1M is significantly larger than the number of points of Epin-
ions. Summarizing the average time to add noise per client in the experiments,
we found that the time required to add noise to the Epinions dataset is much
greater than that required for Movielens which is consistent with our analysis.

6 Related Work

6.1 Federated Recommendation System

Federated Learning is being applied in lots of field [11,21]. And as the laws
and regulations of data and privacy become stricter, recommendation systems
based on federated learning with privacy-preserving features have become a hot
research trend. FCF [1], a classic federated recommendation system, is the first
collaborative filtering framework based on the federated learning paradigm. They
build a joint model by using user implicit feedback. [14] is a privacy-preserving
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method which leverages the behavior data of massive users and meanwhile don’t
require centralized storage to protect user privacy to train news recommendation
model with accuracy. FedFast [13] achieves high accuracy for each user during the
federated learning training phase as quickly as possible. In each training round,
They sample from a set of participating clients and apply an active aggregation
method that propagates the updated model to the other clients.

6.2 Differential Privacy Graph Neural Network

Several literature leverage DP to preserve the privacy of GNN. Solitude [12] is
a privacy-preserving learning framework based on GNN, with formal privacy
guarantees based on edge local differential privacy. The crux of Solitude is a set
of new delicate mechanisms that calibrate the introduced noise in the decentral-
ized graph collected from the users. LDPGen [15] is a multi-phase technique that
incrementally clusters users based on their connections to different partitions of
the whole population. LDPGen carefully injects noise to ensure local differential
privacy whenever a user reports information. There are only few works that com-
bine the DP with the GNN federated learning. [22] applies differential privacy
techniques to the local gradients of GNN model to protect user privacy in feder-
ated learning setting. But it need a third-party server to store embedding of users
besides training server. So FedGNN is a two-server model. In [26], They propose
(VFGNN), a federated GNN learning model for privacy-preserving node classifi-
cation task under data vertically partitioned setting. They leave the private data
related computations on data holders, and delegate the rest of computations to
a semi-honest server. However, their work has an strong assumption that every
data holders have the same nodes, which is far different from real scenario.

7 Conclusion and Future Work

In this paper, we proposed DP-FedRec a privacy-preserving federated GNN
framework for recommendation system. To overcome the challenge of the Non-
IID problem under the privacy regulation, DP-FedRec integrates the PSI and the
DP technique with the federated GNN. The PSI-based K-hop extension helps to
extend the sub-graph of each client without leaking any non-intersection informa-
tion to solve the non-IID problem. Moreover, DP preserves not only the privacy
of weights but also the privacy of edges/topology in the intersection informa-
tion to guarantee the privacy. We implemented the prototype of DP-FedRec and
tests it on different datasets. Compared with other works, the evaluation shows
DP-FedRec achieves high performance and only induces little computations over-
head. In the future, we would like to investigate a universal DP for both weights
and edges in graph data for better performance.
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Abstract. In this paper we put forward ε-MC nets, a novel succinct
rule-based representation scheme for large cooperative games. First, we
provide a polynomial algorithm that reaches the proposed representation
by exploiting the agents’ estimates over marginal contributions, along
with their acceptable information loss, ε, regarding these estimates. Then
we introduce the notion of equivalence classes of agents, and exploit it to
(i) obtain an even more compact representation; and (ii) derive new, pre-
viously unheld, beliefs over the value of unobserved agent collaboration
patterns. Moreover, we present theoretical and empirical results on the
information loss arising from this “representational compression”, and on
the degree of succinctness achieved. Notably, we show that an arbitrary
number of merges to reach the compressed representation, exhibits an
information loss that does not exceed ε. Finally, we provide theoretical
guarantees for the coalitional relative error and the Shapley value in the
ε-MC net with respect to the initial representation.

Keywords: Knowledge representation · Large coalitional games · MC
nets · Rule-based representation · Equivalent agents

1 Introduction

Coalitional games [2] capture settings where individuals need to form coalitions
in order to fulfil some complicated task, which they would not be able to accom-
plish on their own or to achieve better outcomes. As the number of individuals
scales up, the number of different possible coalitions one may participate in rises
exponentially. Thus, it is essential to find schemes for representing large coali-
tional games in an efficient way. Moreover, in large open multiagent systems,
we may have hundreds or thousands of agents which form coalitions in order to
perform complex tasks. In such large settings, it is unrealistic to assume that we
can have complete knowledge over every possible collaboration pattern between
the agents. As such, it is natural to assume that we have estimates over the value
of potential collaboration patterns. Fully representing such multiagent systems
can be extremely inefficient as the number of agents rises.
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In this light, we provide a novel representation that encodes the prior infor-
mation of the agents over the value of some observed collaboration patterns
in a succinct way. Specifically, we build on the celebrated MC-nets representa-
tion [3,6–8], and enhance it with the ability to exploit similarities among agent
collaboration patterns. To do so, we equip our scheme with an ε ∈ R

+ signi-
fying how far away from our perceived value of a collaboration pattern we are
willing to deviate in order to compress an original rule. Acknowledging that the
environment is not fully observable (i.e., the values of the rules of the initial rep-
resentation may be different than the true ones), allowing a deviation of at most
ε in order to compress the representation is a reasonable trade-off. The ε−MC
nets representation captures collaboration patterns with similar values among
similar agents; encodes them into compact rules; and retains the highly attractive
full expressiveness and conciseness properties of the MC net representation.1

As such, our contributions in this paper are as follows. First, we propose a
novel succinct representation scheme for (large) cooperative games. Then, we
provide an algorithm that compresses the original game to reach the ε−MC nets
representation; study its complexity; and provide theoretical results regarding:
(i) the information loss of the perceived value of agent collaboration patterns;
(ii) the relative error on the coalitional values; and (iii) the (estimated) Shapley
value [11] of the game after the representation’s compression, showing that they
are bounded by ε, and a value proportional to ε, respectively. We extend our
algorithm so that it exploits “equivalence classes” of agents in order to produce
an even more compact representation of the game, inspired by the original work
of [8]. This variant can also produce new, previously unknown, collaboration
patterns among agents. Finally, we conduct a systematic evaluation of our algo-
rithm, studying its behaviour in various realistic settings, and reporting on the
degree of succinctness achieved and other measures of interest. Our experimental
results confirm the effectiveness of our approach.

2 Preliminaries

Let N = {1, . . . , n} be a finite non-empty set of agents, with |N | = n. A coali-
tional game with transferable utility, also referred to as characteristic func-
tion game (CFG), is given by a pair 〈N, v〉, where N is a set of agents, and
v : 2N → R a characteristic function that maps each coalition S ⊆ N to a
real number [2]. The Marginal Contribution Networks representation [8] for a
CFG G = 〈N, v〉 is given by a set of rules of the form: Pattern → value.
A pattern consists of positive and negative literals, where each literal cor-
responds to some agent. The “positiveness” or “negativeness” of the literal
indicates that agent’s presence or absence in the pattern, respectively. A rule
r : p1 ∧ p2 ∧ · · · ∧ px ∧ ¬n1 ∧ ¬n2 ∧ · · · ∧ ¬ny → valr applies on a coalition
S ⊆ N , denoted by S |= r, iff each positive literal pi exists in S, i.e., pi ∈ S for
i = 1, . . . , x, and no negative literal nj exists in S, i.e., nj �∈ S for j = 1, . . . , y.
Given a coalition S, we can compute its utility by summing up the values of all
1 This work is an improved version of our earlier work presented in [13].
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the rules that apply to S: v(S) ≡ ∑
S|=r valr. [8] shows that (i) any CFG can be

represented by a set of such rules [8], and (ii) computing the Shapley values [11]
in an MC-net representation is easy.

3 The ε-MC Net Representation

Here we describe the ε−MC nets representation scheme. An ε-MC net constitutes
a compact set of rules based on an initial MC-net representation. The compact-
ness is achieved by merging patterns and regulating the rule-values accordingly.
Let N = {a1, · · · , an} be a set of agents (|N | = n) and L = {i,¬i ∀ai ∈ N} be
the set of literals corresponding to agents in N (|L| = 2 · n). Formally,

Definition 1 (ε−MC net Rule). An ε−MC net rule is of the form i ∧ CG →
val. Here i ∈ L is called the common literal and CG, the i’s collaborations
group, is of the form

{{∧
j∈L,j �=i j}, {∧

k∈L,k �=i k}, · · · }, and represents a set of
distinct collaboration patterns among agents in N \ {ai}. Each pattern p ={ ∧

j∈L,j �=i j
}

is a conjunction among a subset of literals in L; while an agent’s
positive and negative literals cannot both appear in the same p. val ∈ R expresses
the estimated value of the collaboration pattern between literal i and any pattern
of literals p ∈ CG. ε ∈ R

+ is a parameter denoting how far from the rule’s value
we are willing to depart in order to compress the representation.

Intuitively, the ε−MC net rule denotes that a collaboration between i and
any pattern of literals p in CG, has an expected value val. (Thus, in reality CG
is a disjunction ∨ of patterns.) Then, ε represents the margin of information loss
we are willing to accept in order to compress the representation; specifically, it
denotes the acceptable information loss for merging an MC-net rule with some
other rule (be that an MC-net or an ε-MC net one; this will be clarified in
what follows). Naturally, the larger the ε, the wider these margins are, and the
more compact the representation we obtain. Notice that any MC-net rule can be
trivially written as an ε-MC net rule (with one pattern p ∈ CG and an arbitrary
i as the common literal); while any ε-MC net rule can be rewritten as a collection
of MC-net rules (see e.g., Sect. 3.2 below).

The process of compressing an initial MC-net set of rules to a final set
of ε−MC nets rules works by progressively building the collaborations group
around some common literal, via merging rules. We distinguish two types of
merging: (a) the full-merge, and (b) the half-merge. The full-merge describes the
merge of two MC-net rules that produces a new ε−MC net rule. A full-merge
can occur if the rules share a common literal (indicating the presence or absence
of mutual agent) between the rules, and if the values of the two rules differ by at
most ε, where ε is the margin of information loss that we are willing to accept.
Formally, two MC-net rules r1 : Pattern1 → val1 and r2 : Pattern2 → val2,
where Pattern1 and Pattern2 are a conjunction of literals,2 can be full-merged
(CanFullMerge(r1, r2)) iff:
2 Note that a pattern may consist of only one literal, representing singletons, thus we

can assume that i → val ≡ i ∧ ⊥ → val, where ⊥ is the empty clause.
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Algorithm 1. Merging MC-net Rules
1: R ← initial set of MC-net rules of size m
2: R′ ← ∅
3: for r ∈ R do
4: CG ← ∅
5: VCG, min, max, avg ← valr
6: Remove r from R
7: for r′ ∈ R do
8: if CanFullMerge(r, r′) OR CanHalfMerge(r, r′) then
9: Insert valr′ in VCG

10: Insert non common literals in CG
11: Update min, max, avg variables
12: Rule r becomes: {common literal} ∧ CG → avg{VCG}
13: Remove r′ from R
14: end if
15: end for
16: Insert r in R′

17: end for
18: return R′

(I) i ≡ j, where i ∈ Pattern1 and j ∈ Pattern2. The two literals are identical if
they refer to the same agent, and they are both positive or both negative;

(II) |val1 − val2| ≤ ε, i.e., the values of the two rules are at most ε away.

The resulting ε−MC net rule is rmerged : lcommon ∧ CG → val1+val2
2 ,

where lcommon is the common literal, and CG = {Pattern′
1, Pattern′

2}, where
Pattern′

1 = Pattern1\{i} and Pattern′
2 = Pattern2\{j}. Similarly, given an

ε-MC net rule r : i ∧ CG → avg{VCG}, where CG is a set of patterns and
VCG is the set containing all the values of the rules merged so far to pro-
duce r, and their average value avg{VCG} is the value of r; and an MC-
net rule r3 : Pattern3 → val3, we say that r3 can be half-merged with r
(CanHalfMerge(r, r3)) iff:

(III) i ≡ j, where j ∈ Pattern3. The two literals are identical if they refer to
the same agent, and they are both positive or both negative; and

(IV) avg{VCG} − ε ≤ val3 ≤ avg{VCG} + ε; and
(V) maxv∈VCG v − ε ≤ avg

{
VCG ∪ {val3}

} ≤ minv∈VCG v + ε.

The resulting rule after the half-merge is: rmerged : i∧CG′ → avg
{
VCG∪{val3}

}
,

where CG′ ≡ CG∪{Pattern′
3}, and Pattern′

3 = Pattern3\{j}. (We discern two
sets of merging conditions, since we use different kind of rules in each case.)

Algorithm 1 illustrates a quadratic (in the number of rules) algorithm that
performs a series of full- and half-merges, compressing the initial set of MC-net
rules R to a succinct representation captured via R′ of ε−MC nets rules, with
|R′| ≤ |R| = m. Going through Algorithm 1, we see that the outer loop in line 3
needs exactly m iterations, where m is the size of the initial set of MC-net rules.
The inner loop in lines 7–15 needs at most m iterations; while the condition in
line 8 is trivial. As such the complexity of the algorithm is O(m2).
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In a nutshell, the ε-MC net representation has a number of desired properties.
First of all, it retains the fully expressiveness and the conciseness of the classic MC
nets representation, but is also able to form even more compact rules by performing
a series of merges between rules with similar values that contain common literals.
Moreover, note that the proposed representation applies to settings with uncer-
tainty by simply “paying” an additional information loss, which in any case never
exceeds ε, as we show in the next section. Another beneficial property of the ε-MC
net representation is that it allows us to exploit the common literal to prune the ini-
tial rule space while computing the coalitional values by disregarding rules where
their common literal is not part of the coalition of interest. Finally, our scheme
easily adopts a notion of equivalent classes of agents to not only further compress
the representation, but also to learn new rules from previously unheld information
that emerges through the compression process.

3.1 A Bound on the Values of ε−MC Nets Rules

Here we provide a bound that our representation guarantees on the maximum
information loss of any ε−MC nets rule with respect to its initial MC-net rule.
We show that due to the necessary conditions for full- and half-merge, the infor-
mation loss on the initial values is at most ε. Obviously this bound is tight.

Lemma 1. For any full-merge between two MC-net rules rx and ry producing a
new ε−MC net rule rz, it holds that: |valz − val| ≤ ε

2 , where val = {valx, valy}.
Proof. It is straightforward following condition (II).

Theorem 1. For any MC-net rule r̃ : i∧Patternj → val that is merged (either
full- or half-merged) in the process of reaching an ε-MC net rule rmerged : i ∧
CGmerged → vmerged, with CGmerged = {Patternj , Patternk, · · · , Patternx}
and vmerged = avg{VCGmerged

}, it holds that: |vmerged − val| ≤ ε.

Proof. All proofs can be found in https://rb.gy/aexgbt.

Note that since the coalitional utility is derived by summing the rules apply-
ing in the coalition at hand, a direct consequence of Theorem 1 is that the utility
of a coalition S is computed via the ε-MC nets rules, exhibits an information
loss equal at most to

∑
S|=r ε, where r is any ε-MC net rule that applies to S.

3.2 Decompression of the ε-MC Net Representation

Given an initial MC-net representation described by a set of rules R, we achieve
a compressed ε−MC net representation described by a set of rules R′ following
the merging rules detailed in the previous section. We can always decompress R′

into a set R̂ of classic MC-net rules (with |R̂| ≥ |R′| and |R̂| = |R|): R
compress−→

R′ decompress−→ R̂.
We present the process in order to be comprehensive and provide clar-

ity. Let an ε-MC net rule r′ : i ∧ CG → vr′ where CG = {pattern1,

https://rb.gy/aexgbt
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pattern2, · · · ,patternk}, which has been reached by the merges (both full- and
half-) over the rules in R. Any such ε−MC net rule r′ can then always be sub-
stituted by the rules in R̂:

R =

r1 : i ∧ pattern1 → val1
r2 : i ∧ pattern2 → val2

...
rk : i ∧ patternk → valk

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

k ; R̂ =

r̂1 : i ∧ pattern1 → vr′

r̂2 : i ∧ pattern2 → vr′

...
r̂k : i ∧ patternk → vr′

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

k

Hence R̂ is a decompressed set of rules such that |R| = |R̂|. Note that there
is exact correspondence between R and R̂, i.e., for each rule in R there is exactly
one rule in R̂ describing the same collaboration. We remind the reader that
according to Theorem 1 for any initial rule rj : i ∧ patternj → valj in R and
its corresponding decompressed rule r̂j : i ∧ patternj → v in R̂ it holds that
|v − valj | ≤ ε. Finally, notice that the decompressed representation is a classic
MC-net representation. A similar procedure can be applied in the variant with
equivalent classes, however, in this case we have that |R̂| ≥ |R|.

3.3 Relative Error Guarantees

Earlier we presented a theoretical bound on the absolute error, ε, between the
merged value and the value of an initial MC-net rule. However, this suggests
an a priori knowledge over the magnitude of the rule values, which may not
be always the case, especially in large cooperative environments. Instead, one
may find more beneficial to express a relative error, ε̃, on the coalitional values.
Thus, we now explore the relation between relative and absolute errors in order
to exploit the useful results previously obtained.

Assume we want to compress the initial MC-net representation into an ε-
MC net one, while the relative error of the coalitional values does not exceed
ε̃. The value of some S in the initial MC-net R is given by v(S) =

∑μS

i=1 valri

where μS is the number of rules that apply on S; similarly, in a decompressed
ε-MC net R′ the value of S is v′(S) =

∑μS

i=1 vr′
i
. Thus, for any S we demand

that
∣
∣
∣
v(S)−v′(S)

v(S)

∣
∣
∣ ≤ ε̃. Following Theorem 1, the absolute error between the two

coalitional values is: |v(S) − v′(S)| ≤ μS ·ε, and thus for the relative error it holds
that

∣
∣
∣
v(S)−v′(S)

v(S)

∣
∣
∣ ≤ μS

v(S) · ε, which does not exceed ε̃ if and only if ε ≤ v(S)
μS

· ε̃.
Thus, we need to find an acceptable information loss ε such that for any coalition
S it holds ε ≤ v(S)

μS
· ε̃; in other words any absolute error ε ≤ ε̃ · minS⊆N

v(S)
μS

.

3.4 Equivalence Classes of Agents

Here we discuss a variant of our representation that exploits not only (the pres-
ence or absence of) mutual agents (indicated via common literals), but also equiv-
alence classes of agents: agents in the same class may have similar behaviour, pref-
erences or properties. Such a variant can be very useful in partially observable
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environments, where we are aware of a subset of collaboration patterns, or in set-
tings where new agents arrive over time. Considering equivalences among agents
we manage to: (a) compress even more the representation compared to the initial
version; (b) extract underlying collaboration patterns that are “new”, as they could
not have been observed in the initial set of MC-net rules.

Definition 2 (Equivalent Agents). Given a set of agents N , and a similarity
metric s : N × N → [0, 1], two agents i and j are equivalent iff s(i, j) ≥ T , with
T a threshold in [0, 1].3

In this version, the rules take the form Ωequiv ∧ CG → val, where Ωequiv

is a set of equivalent agents (all as positive or all as negative literals) and it
substitutes the common literal of the initial representation. In words, a rule
Ωequiv ∧ CG → val is interpreted as: Our estimate of the collaboration between
any literal i ∈ Ωequiv with any pattern p ∈ CG is equal to val. We can easily
obtain the variant with the equivalence classes by slightly changing Algorithm 1.
That is, we simply need to check whether the rules r and r′ have agents in the
same equivalence class instead of just mutual agents (i.e., common literals). In
other words, we need to check if there exists a literal i in Ωequiv on rule r such
that any of the literals in rule r′ belongs in the same equivalence class. Such a
modification results to an increase in the computational complexity to O(n2·m2),
where n is the number of agents, and m is the size of the initial set of rules.4

Intuitively, in this version agents belonging in the same class are expected
to have similar behaviour, preferences or properties—for example, in a search
& rescue mission all firefighters comprise one equivalence class, while all nurses
another. We are thus able to obtain an estimate over the utility of a previously
unseen collaborative pattern based on our expectations that equivalent agents
behave similarly. Of course, there is a trade-off: to extract new patterns, we drop
our guarantees provided by our theoretical results.

Now, this variation may result in ambiguous ε−MC nets rules: depending on
the way agents’ equivalence is determined, we may end up producing overlapping
rules, i.e., multiple ε−MC nets rules may apply to the very same collaborative
pair. To overcome this ambiguity we set the post-merge estimate for a collabo-
ration pattern p to the average value of the rules that apply to p.

4 Shapley Values for ε-MC Nets

In this section we explore the concept of Shapley value in the ε-MC net represen-
tation, and provide theoretical guarantees on the error incurred. The Shapley
value [11] is a celebrated solution concept designed to capture the notion of
3 The threshold denotes the minimum similarity degree for two agents in order for

them to be equivalent, and depends on the problem at hand. In our experimental
evaluation we demonstrate how to employ specific correlation metrics to this purpose.

4 To ensure the practicality of the algorithm for large n and m, we note that our
implementation samples an agent in Ωequiv, and checks the conditions for mutual or
equivalent agents. Thus the complexity of our implementation, is O(n · m2).
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fairness in CFGs. Intuitively, it grants each player i a payment φi that is pro-
portional to her expected marginal contribution in the game. Given an MC-net
representation, we can compute the Shapley values of the agents.

Proposition 1 ([8]). The Shapley value of an agent in a marginal contribution
network is equal to the sum of the Shapley values of that agent over each rule.

Proposition 2. Proposition 1 holds for the ε-MC nets as well.

Next we compute the Shapley values of the agents over the rules in the ε-
MC net representation. Following [8], we distinguish two cases, considering (a)
positive literals and (b) mixed literals (both positive and negative).

Only Positive Literals. The Shapley value of any MC-net rule r : i ∧
Pattern → valr that contains only positive literals, is equal to val

m , where val
is the value of the rule and m is the number of literals in the pattern [8]. In a
ε-MC net rule r′, the Shapley value of an agent i depends on whether the agents
is the common literal in the rule. That is, in case i is the common literal in r′

then: φε,i,r′ =
∑

c∈CGr′
valr′
|c|+1 , while if i is in a pattern c within the collaborations

group, then: φε,i,r′ = valr′
|c|+1 .

Theorem 2. Given an ε-MC nets representation R′ with only positive literals,
for any agent i, we obtain an estimate φε,i =

∑
r∈R′

i
φε,i,r of the actual Shapley

value φi s.t.: |φi − φε,i| ≤ ∑
r∈Ri

ε
mr

, where Ri and R′
i are the subsets of rules

regarding agent i in the initial and the ε-MC net representation, respectively.

Mixed Literals. Inspired by [8], for rules that have mixed literals, we can
consider the positive and the negative literals separately. According to [8] in a
classic MC-net representation, if i is a positive literal, a rule r will apply iff i
occurs in a given permutation after the rest of the positive literals but before
any of the negative literals. Formally, let φi,r denote the Shapley value of i, pr

denote the cardinality of the positive set, and nr denote the cardinality of the
negative set, then: φi,r = (pr−1)!nr!

(pr+nr)!
· valr = valr

pr·(pr+nr
nr

) .

Similarly to the case with only positive literals, the Shapley value of an
agent i as positive literal in an ε-MC net rule depends on whether i is the
common literal. That is, if i is the common literal in ε-MC net rule r′ then
φε,i,r′ =

∑
c∈CGr′

valr′
pc·(pc+nc

nc
) where pc denote the cardinality of the positive set in

pattern c ∈ CGr′ , and nc denote the cardinality of the negative set in c ∈ CGr′ .5

Now if i is in pattern c within the collaborations group, then φε,i,r′ = valr′
pc·(pc+nc

nc
) .

For a given negative literal ¬i, the appearance of i in some pattern will be
responsible for cancelling the application of the rule if all positive literals come
before the negative literals in the ordering, and ¬i is the first among the negative
5 The cardinality of positive/negative sets in pattern c also considers the common

literal.
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literals. That is, let rule r : a ∧ b ∧ ¬i ∧ ¬j → val, i is responsible for canceling
the application of r in any permutation of some pattern where literals a and b
proceed the appearance of i, while j either appears after i or not at all. Therefore:
φ¬i,r = pr !(nr−1)!

(pr+nr)!
· (−valr) = −valr

nr·(pr+nr
pr

) .

Again, the Shapley value of an agent i as negative literal in an ε-MC net rule
depends on whether i is the common literal. That is, if i is the common literal
in ε-MC net rule r′ then φε,¬i,r′ =

∑
c∈CGr′

−valr′
nc·(pc+nc

pc
) ; while if i is in pattern c

within the collaborations group, then φε,¬i,r′ = −valr′
nc·(pc+nc

pc
) .

Theorem 3. Given an ε-MC nets representation R′ (with mixed literals), for
any agent i (appearing as a positive literal i, a negative literal ¬i, or both) we can
provide an estimate φε,i =

∑
r∈R′+

i
φε,i,r +

∑
r∈R′−

i
φε,¬i,r of the actual Shapley

value φi such that:

|φi − φε,i| ≤ ε ·
( ∑

r∈R+
i

1

pr · (
pr+nr

nr

) +
∑

r∈R−
i

1

nr · (
pr+nr

pr

)
)

where R′+
i ⊆ R′ and R′−

i ⊆ R′ are subsets of rules regarding agent i as positive or
negative literal in the ε-MC net representation R′. Respectively, R+

i ⊆ R and R−
i ⊆ R

are subsets of rules regarding agent i as positive or negative literal in the initial MC
net representation R.

5 Experimental Evaluation

Here we evaluate the performance of our algorithms via simulations. All exper-
iments ran on a PC with i5@2.2 GHz and 8 GB of RAM. The framework was
coded in Python 3.8. We used synthetic data, and the presented results are the
average values over 5 sets of experiments on settings with same properties wrt.
ε, and number of agents and rules used, as we explain immediately below.

5.1 ε-MC Nets with Mutual Agents

First we present experiments performed to evaluate our approach with mutual
agents (i.e., common literals), using synthetic data. We generated synthetic
data with varying number of agents n = {100, 200, 300} and rules m =
{n·(n−1)

2 , n·(n−1)
3 , n·(n−1)

4 }. In each dataset, every rule consists of a pair of agents,
(either as positive or negative literals, i.e. we have in total 2 ·n literals) randomly
selected out of

(
n
2

)
possible unordered pairs; and the rule’s value is drawn from

U(1, 200). For each 〈n,m〉 we generated 5 datasets, to a total of 45 datasets.
We ran our algorithm for each setting using different values of ε. We use the

reduction percentage (RP) to measure the compactness achieved in the ε−MC
nets representation by computing the number of rules comprising the new rep-
resentation compared to the initial MC-net one. Formally,

RP =
(
1 − #ε-MC nets rules + #un-merged rules

#initial MC-net-like rules

)
· 100%
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Figure 1a illustrates the results of applying Algorithm 1 on this set of exper-
iments. We can see that for ε fixed across different settings, the RP achieved
by our algorithm increases as the number of rules increases. Such a result
is expected, since when we have more rules it is more likely to find MC-net
rules that satisfy the conditions for merging, and thus the algorithm produces
more compact representations. Also, for the same number of MC-net rules, as ε
increases, we observe that the achieved reduction increases as well. This is due to
the fact that for greater values of ε, the conditions for merging are more relaxed,
and thus easier to be met. Indicatively, in settings with n = 300, m = 44850
and ε = 2 we get RP = 66.5%, while for n = 300,m = 44850, ε = 8 we achieve
RP = 85.1%. Note that for m = n·(n−1)

2 our algorithm always achieves RP
greater than 46%.

5.2 Mutual vs Equivalent Agents

We now compare the performance of our approach using only mutual agents
against its variant that considers equivalent agents, in terms of RP. Here we
generated 75 synthetic datasets, 5 for each 〈n,m〉 combination, following the
process described in the previous section; now n = 50, 100, 200, 300 and 400,
while m = n·(n−1)

2 , n·(n−1)
3 , and n·(n−1)

4 ; and again rule values are drawn from
U(1, 200). In order to determine equivalence among agents we adopted the follow-
ing scenario: agents participate in a ridesharing setting as drivers or commuters.
First, to determine the agents’ payoffs, we ran the “PK Algorithm” from [1],
which computes kernel-stable [2,12] payments for such scenarios. Specifically, for
each dataset we run the PK algorithm for a number of partitions depending on
the number of agents in the dataset. Each such partition consists of a randomly
sampled coalition S containing one driver (20% of agents are drivers) and 1 to 4
commuters, along with a set of singletons corresponding to the remaining agents.

In order to determine equivalent classes of agents, as soon as we have the
agents payoffs received in different sampled partitions, for every i, j pair we
build two ranking lists Mi and Mj respectively, as follows: For the kth sampled
partition π (with S ∈ π): (1) if {i, j} ⊆ S, then add i’s payoff according π in
the kth position of Mi and add j’s payoff according π in the kth position of Mj;
otherwise (2) i ∈ S and ∃ π′ such that j ∈ S′ and S \ {i} ≡ S′ \ {j} with
S′ ∈ π′, then add i’s payoff according π in the kth position of Mi and add j’s
payoff according π′ in the kth position of Mj. We then use the lists above by
applying the Kendall’s τ distance [9] and the Pearson Correlation Coefficient
(PCC) [4], and we consider agents i and j to be equivalent6 if it holds that
K(Mi,Mj) ≥ 0.97 and rMi,Mj

≥ 0.97. Figure 1b shows the results (average over
5 datasets with the same combination 〈n,m〉). We see that the algorithm that
takes advantage of equivalences consistently achieves manyfold greater reduction
than the algorithm with the mutual agents. Indicatively, for n = 300, m = 44850
and ε = 2 we achieve an RP = 81.45% compared to ∼66.5% for solely mutual
agents. Finally, the variant with equivalence classes achieves an RP up to 87.5%
6 We consider equivalences only on positive literals.
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for n = 400, m = 79800, ε = 3. This improvement is expected, since equivalences
allows us to exploit information not considered with mutual agents only.

Finally, our experiments confirm that the extra information on equivalences
among agents allows us to not only produce more succinct representations, but
to also learn new collaboration patterns. We show this through the NCP ratio:

NCP =
New collaboration patterns

Total number of collaboration patterns
· 100%,

Fig. 1. (a) RP for Algorithm 1 with only Mutual Agents. (b) RP per setting of “Mutual
vs Equivalent Agents”. (c) NCP per setting of “Mutual vs Equivalent Agents”.

where the denominator corresponds to the number of initial MC-net rules plus
the new collaborative pairs of agents that our algorithm produced, exploiting
equivalences among agents.7 Figure 1c shows the NCPs for every setting when we
employ the algorithm using equivalence classes of agents (averages are over the 5
different datasets for each combination 〈n,m〉). As the results show, for a given n,
the NCP is rising as ε rises. Intuitively, since for larger ε our algorithm achieves
more merges, and new collaboration patterns are discovered. Indicatively, in
settings with n = 400, m = 39900 and ε = 3, we achieve an NCP ∼80.95%.

6 Conclusions and Future Work

In this work we introduced a novel succinct representation for cooperative games.
This extends the work of [8] to have rules that include sets of agents, instead of
7 In case of ambiguities, we count the collaboration pattern once.
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just individuals. We formally defined the ε−MC nets rules, merging conditions,
and we proposed a polynomial algorithm for constructing such a representation.
Moreover, we provided theoretical bounds regarding the Shapley value, and the
absolute and relative error of the compressed representation wrt the initial one.
Then, as envisaged by [8], we considered equivalence classes of agents, and put
forward a variant of our algorithm which takes these into account, and which
can generate values for collaboration patterns that were initially unknown.

Future work will extend our algorithm to perform a backtracking technique.
That is, merges rejected at some point may become feasible due to equiva-
lent agents. One could also devise techniques to exploit the initial order of
rules, in the spirit of heuristics used in constraint satisfaction problems; explore
machine learning to extract the equivalent classes of agents, in terms of agents’
behaviour [10] or preferences [5].
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Abstract. As a novel and economic transportation way, ride-sharing has
attracted more and more passengers and drivers to participate. How to
match passengers with drivers efficiently has become a key issue. Specifi-
cally, drivers are usually heterogeneous with different costs, and they may
behave strategically (e.g. reveal their private cost information untruth-
fully) in order to make more profits. Drivers’ strategic behavior may lead
to inefficient matching, and thus result in the loss of social welfare of ride-
sharing platform and drivers. In this paper, we intend to solve this issue
by designing an incentive-compatible and efficient mechanism, which can
match passengers with drivers and determine the payments to drivers in
order to maximize the social welfare while ensuring drivers reveal their
cost information truthfully. Specifically, we design an order matching algo-
rithm with a branch and bound based route planning algorithm to acceler-
ate the matching process. Meanwhile, we compute the payments to drivers
based on the second pricing mechanism. In so doing, we propose a second
pricing based ride-sharing mechanism (SPRM), which satisfies incentive
compatibility, individual rationality, budget balance and computational
efficiency. We further run extensive experiments to evaluate our mecha-
nism based on the real Manhattan taxi order data and vehicle fuel con-
sumption data. The experimental results show that SPRM can guaran-
tee drivers’ profits and improve the ratio of drivers’ participation and the
ratio of served orders, and eventually achieve greater social welfare than
two typical benchmark approaches, GPri and ND.

Keywords: Ride-sharing · Mechanism design · Incentive
compatibility · Order matching · Pricing

1 Introduction

The increased amount of vehicles results in serious traffic congestion in the urban
transportation system [4]. However, these vehicles are not utilized well when
providing riding service. Actually, a vehicle usually carries only 1.6 passengers
on average [5]. To relieve the traffic pressure, crowdsourcing based ride-sharing
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methods are proposed, and more and more companies (e.g. Didi Chuxing and
Uber) have entered this market to increase vehicle seat usage. As more and more
passengers and drivers participate in such a business, the ride-sharing platform
needs to match riding orders with drivers efficiently and determine the payments
to drivers to incentivize them to provide the riding service.

In this paper, we assume that the platform charges up-front fares to passen-
gers when they submit the riding orders. Note that it could be problematic to
require passengers to bid for vehicles and this kind of mechanism may not work
well in the practical application [10]. Therefore, we adopt the up-front fares and
do not consider the strategic bidding behavior of passengers. The platform deter-
mines the up-front fares according to the pick-up and drop-off locations, current
demand and supply and so on. Passengers then determine whether to accept
the up-front fares or not. Then the same as some existing works [14,17], we
assume that the ride-sharing platform adopts an auction mechanism to deter-
mine the matching between the orders and drivers. Specifically, the platform
publishes the orders to available drivers, and then drivers compete with each
other by bidding their costs for serving orders. The cost depends on several fac-
tors, such as fuel cost, vehicle wear, maintenance cost and so on. The platform
then matches orders with drivers and makes the payments to drivers. However,
drivers are usually self-interested, and they may untruthfully report their costs
to make more profits. Drivers untruthfully revealing their cost information may
lead to inefficient order matching, and then reduce the overall social welfare of
drivers and the platform. Moreover, the mechanism may need to match a large
number of incoming orders with thousands of feasible vehicles. Therefore, the
mechanism should be computationally efficient, Therefore, we need to design an
efficient mechanism that incentivizes drivers to bid truthfully to maximize the
social welfare.

In more detail, we design an efficient mechanism to match orders with drivers
to maximize the social welfare of the platform and drivers. This paper advances
the state of art in the following ways. We design an approximated order matching
algorithm with a branch and bound based route planning algorithm to accelerate
the matching process, and then compute the payments to the drivers based on
the second pricing mechanism. In so doing, we design a second pricing based ride-
sharing mechanism, which is named SPRM. We prove that this mechanism can
satisfy incentive compatibility, individual rationality, budget balance1 and com-
putational efficiency. We run extensive experiments to evaluate our mechanism
based on the real Manhattan taxi order data and vehicle fuel consumption data.
We find that SPRM can make greater social welfare than two typical benchmark
approaches, GPri [17] and Nearest Dispatching (ND). The experimental results
also show that SPRM can guarantee the drivers’ profits and improve the ratio
of drivers’ participation and the ratio of served orders.

1 Incentive compatibility means that drivers have no incentive to strategically manipu-
late their costs to increase their profits. Individual rationality means that the driver’s
profits are not negative. Budget balance means that the profits of the platform are
not negative.
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The rest of the paper is structured as follows. In Sect. 2, we introduce the
related work. In Sect. 3, we describe the basic settings of this paper. In Sect. 4, we
introduce the proposed mechanism in detail, and in Sect. 5, we experimentally
evaluate the proposed mechanism. Finally, we conclude in Sect. 6.

2 Related Work

There exist plenty of works on investigating the issues of the crowdsourcing
based ride-sharing systems, such as minimizing the total traveling distance
[3,8], maximizing the ratio of served orders [13,15], maximizing the platform’s
profits [16] and so on. Furthermore, there exist some works using auction based
methods to match orders with drivers. In [1], the ride-sharing platform proposes
an auction-based mechanism to maximize its own profits. In [6], the authors
propose a heuristic algorithm to determine ride-sharing travel plan dynamically
and use VCG mechanism to determine the payments of participants. In [7], a
second-price sealed auction mechanism is proposed to do the order matching
to increase the ratio of served orders and minimize the traveling distance. In
[17], an auction-based method is proposed to balance the supply and demand
of drivers and passengers. Furthermore, there exist some works on investigating
travel expenses of passengers [2], such as that in [10], a pricing algorithm is pro-
posed for passengers based on their riding demands, and an online mechanism
is proposed to encourage passengers to report information truthfully.

However, to the best of our knowledge, existing works usually ignore the
profits of vehicle drivers, which may result in drivers refusing to provide the
ride-sharing service if they make a loss in this business. Therefore in this paper,
we propose an incentive-compatible mechanism to maximize the social welfare
of the platform and the drivers, in order to ensure that both sides are willing to
participate in the ride-sharing business.

3 Basic Settings

In this section, we first describe how the ride-sharing system works in this paper,
and then give the relevant symbols and definitions. Finally, we provide a formal
definition of the problem.

We first introduce how the online ride-hailing system works. When a passenger
sends the riding orders to the platform, the platform computes the up-front fare
charged to the passenger. Then the platform puts the orders where the passengers
have accepted the fares into the order pool and publish these orders to the online
drivers. The driver will bid on the feasible orders, and then the platform matches
the orders according to the drivers’ bids and compute the payments to drivers.

3.1 Symbols and Definitions

We model the order matching process as a one-side reverse auction which runs
in a set of time slot T = {1, 2, · · · , T}. Drivers will run on a road network to
serve orders following travel plans. The related concepts are defined as follows.
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Definition 1 (Order). Order o ∈ O is defined as a tuple (lso, l
e
o, t

s
o, wto, dro,

no, fo), where O represents the set of orders. lso and leo represent the departure
and destination of order o respectively, tso is the earliest time when order o leaves
lso, wto is the maximum time that order o is willing to wait after tso, and dro
indicates the maximum detour ratio that passengers can tolerate for order o,
no is the number of passengers in order o, fo is the up-front fare charged to
passengers by the platform.

We use dis(lso, l
e
o) to represent the shortest distance between lso and leo. Note

that passengers will withdraw their orders if the actual departure time tso is
more than tso + wto. Furthermore, order o has a certain detour tolerance where
passengers hope that the trip distance cannot exceed (1 + dro) · dis(lso, l

e
o).

Definition 2 (Driver). Driver d ∈ D is defined as a tuple (θd,Od), where θd =
(lsd, l

e
d, [t

s
d, t

e
d], cd, nd) is the driver’s type, which is the private information known

by himself. In more detail, lsd and led represent the driver’s origin and destination
respectively. [tsd, t

e
d] is the driving time interval, where tsd and ted represent the

earliest time to leave lsd and the latest time to reach led. cd is the unit cost,
and nd is the maximum number of passengers that the vehicle can carry, Od

represents the set of orders allocated by the platform to driver d, where Od ⊆ O.
Furthermore, we use Θ = {θ1, θ2, · · · , θ|D|} to denote the set of private types of
all drivers, and use Θ−d to denote the set of private types of all drivers excluding
driver d. We use V to represent the average driving speed.

Definition 3 (Travel Plan). tpd is defined as the travel plan of driver d, which
is a sorted sequence of nodes l1d → l2d → · · · → l

|tpd|
d , where lkd(k = 1, 2, 3, ..., |tpd|)

is the origin or destination of the order allocated to driver d (that is lkd ∈ {lso |
o ∈ Od} ∪ {leo | o ∈ Od}).

Note that the travel plan is dynamically changed when a new order is
inserted. We use distpd

(lu, lv) to represent the actual traveling distance between
lu and lv on the travel plan tp, and disd(tpd) is the traveling distance of driver
d at location ld following travel plan tpd:

disd(tpd) = dis(ld, l1d) +
|tpd|−1∑

k=1

dis(lkd , lk+1
d ) (1)

Now drtpd
(o) is the actual detour ratio of order o under travel plan tpd:

drtpd
(o) = distpd

(lso, l
e
o)/dis(lso, l

e
o) − 1 (2)

According to the above definition, if the driver’s travel plan is feasible, the
following conditions should be satisfied:

(1) ∀o ∈ Od, we have lso ≺ leo for lso and leo in tpd.
(2) ∀o ∈ Od, we have distpd

(lsd, l
s
o) ≤ (to

s − tsd) · V .
(3) ∀o ∈ Od, we have drtpd

(o) ≤ dro.
(4) ∀o ∈ Od, we have distpd

(lsd, l
e
d) ≤ (ted − tsd) · V .

(5) The number of passengers in the vehicle does not exceed nd.
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The above condition 1 means that the driver needs to pick up and drop off
passengers according to the origin and destination of the order. Condition 2 and
3 mean that the travel plan should satisfy the order’s detour ratio and waiting
time. Condition 4 means that the driver must arrive at the destination on time.
Condition 5 means that the number of passengers in the vehicle must meet the
seat limit. The travel plan that satisfies the above five conditions is called a
feasible plan. We use Fd to represent the set of all feasible plans of the driver.

3.2 Social Welfare

In the ride-sharing system, driver d may not strategically report the type infor-
mation such as departure lsd, destination led, travel time [tsd, t

e
d], and vehicle seat

number nd since the platform can use some technical manners to prevent such
misreporting (e.g. acquiring vehicle’s location using GPS, computing the remain-
ing available seat capacity according to vehicle type and current served orders).
However, the driver can misreport the unit cost cd to make more profits since
the ride-sharing platform cannot verify the driver’s cost information.

According to Eq. 1, the cost of driver d following travel plan tpd is
costd(tpd) = cd · disd(tpd), and its profit is:

ud = pd − costd(tpd) (3)

where pd is the payment received from the platform. The platform makes profits
through the difference between the passengers’ up-front fares and the payments
to drivers:

UP =
∑

d∈W
(

∑

o∈Od

fo − pd) (4)

where W ⊆ D is the set of drivers serving orders. Now, the social welfare of the
platform and the drivers is:

SW = UP +
∑

d∈W
ud =

∑

d∈W
(

∑

o∈Od

fo − costd(tpd)) (5)

3.3 Problem Formulation

Based on the above description, we give the problem formulation of this paper.

Definition 4 (Order Matching for Maximizing Social Welfare). Given
the set of orders O and the set of drivers D, the platform determines the order
matching to maximize the social welfare SW , while ensuring that the driver
d ∈ W who gets the order can successfully serve the order, i.e. the travel plan of
each driver is feasible (tpd ∈ Fd 	= ∅).

Definition 5 (Driver Pricing). The platform needs to determine the payment
to driver d ∈ W according to the order matching result, the set of orders O and
the set of private types Θ̂ submitted by all drivers, satisfying incentive compati-
bility, individual rationality and budget balance.
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4 Mechanism Design

We now design a Second-Pricing based Ride-sharing Mechanism (SPRM) to do
the order matching and pricing, which is shown in Algorithm 1. Line 2 in Algo-
rithm 1 uses the order matching algorithm to allocate the orders to drivers. For
each matched pair (o, d∗) in M, SPRM uses the second price pricing algorithm
to compute the payments to driver d∗ in line 3 to 5. In the following, we will
introduce the order matching algorithm and driver pricing algorithm in detail.

4.1 Order Matching Algorithm

The order matching algorithm of SPRM mechanism is shown in Algorithm 2.
Specifically, line 2 sorts the orders according to the descending up-front charged
fares, and in lines 3 to 6, the sorted orders are matched one by one. In the
matching process, the driver with the lowest additional travel cost is selected to
ensure the maximum social welfare.

Algorithm 1. Second-Pricing based Ride-sharing Mechanism
Input:

the set of orders O, the set of drivers D
Output:

the set of drivers W who obtain the orders, and the corresponding set of payments
P

1: Initialize:W ← ∅, P ← ∅;
2: M =Order Matching(O, D);
3: foreach matched pair (o, d∗) ∈ M do
4: Second pricing((o, d∗), D, W, P);
5: end
6: return: W, P;

Algorithm 2. Order Matching Algorithm: Order Matching(O,D)
Input:

the set of orders O, the set of drivers D
Output:

the set of matched pairs M
1: Initialize: M ← ∅;
2: Sort the orders in O in descending up-front fares to get O′;
3: foreach o ∈ O′ do
4: d∗, Δcosto,d∗ ← Select Best Driver (o, D);
5: M ← M ∪ {(o, d∗)};
6: return: M;
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Driver Selection Algorithm. In the order matching, we select the driver
with the lowest additional travel cost from the feasible set of drivers to server
the order. For serving order o, the additional travel cost for driver d is:

Δ cos to,d = ĉd · (disd(tpd ∪ {lso, l
e
o}) − disd(tpd)) (6)

where tpd ∪ {lSo , leo} is the new travel plan after adding the departure and desti-
nation of order o into the original travel plan of driver d.

The driver selection algorithm is shown in Algorithm 3. For a certain order
o ∈ O, line 3 will determine whether driver d ∈ D can pick up the passengers on
time and whether the driver can arrive at the destination on time. Then line 5
will reschedule the route according to the departure and destination of order o
and the driver’s current travel plan tpd. The route planning algorithm adopts a
branch and bound based method, which will be introduced in the below. Lines
6 and 7 can find the best driver d∗ matched with order o.

In the above route planning problem, we design a branch and bound based
route planning algorithm to reschedule the travel plan. The algorithm will recurse
all possible travel plans, and we will use pruning to eliminate nonviable branches.
There are pruning operations at each recursion step to ensure that the current
travel plan is feasible to reduce the searching cost and accelerate the route plan-
ning. The travel cost pruning is used to eliminate the recursive branch whose
current cost has exceeded the optimal cost. The travel plan feasibility pruning
use the five conditions of a feasible plan to prun the current travel plan by
selecting the branches that can form a feasible plan. The time complexity is
equivalent to the time complexity of recursive searching, with O(�2) in the worst
case, where � = maxd∈Dt

{|tpd|}.

Algorithm 3. Driver Selection Algorithm: Select Best Driver(o,D)
Input:

order o, the set of orders D
Output:

driver d∗ with the lowest additional travel cost Δcost∗

1: d∗ ← NULL, Δcost∗ ← ∞;
2: foreach d ∈ D do
3: if dis(lsd, l

s
o) ≤ (t

s
o − tsd) · V and

dis(lsd, l
s
o) + dis(lso, l

e
o) + dis(leo, l

e
d) ≤ (ted − tsd) · V then

4: tp∗ ← ∅, cost∗ ← ∞, S ← (∅, tpd, {lso, l
e
o}, ld, t, nd, 0);

5: Use the Branch and Bound based Route Planning Algorithm to reschedule
the travel plan;

6: if tp∗
d �= ∅ and Δcost∗ > costd(tp

∗
d) − costd(tpd) then

7: d∗ ← d, Δcost∗ ← costd(tp
∗
d) − costd(tpd);

8: end
9: end

10: end
11: return: d∗, Δcost∗;



198 B. Shi et al.

4.2 Driver Pricing Algorithm

After matching orders with drivers, the platform needs to compute the payments
to drivers, which is based on second pricing, as shown in Algorithm 4.

For a matching pair (o, d∗), the platform will temporarily delete the driver
d∗ with the lowest additional travel cost, and find driver d′ with the lowest
additional travel cost from the remaining drivers in line 1 of Algorithm 4, and
then the platform will use Δcosto,d∗ ≤ fo to determine whether the driver exists
(line 2). If it exists, Δcosto,d∗ is taken as the payment to driver d∗. Furthermore,
the platform will allocate order o to driver d∗. Finally we update the driver’s
travel plan tpd∗ and the current number of passengers nd∗ .

4.3 Theoretical Analysis

SPRM mechanism can satisfy the typical economic properties: incentive com-
patibility, individual rationality and budget balance, and can guarantee compu-
tational efficiency.

Theorem 1. SPRM can guarantee incentive compatibility.

Proof. We use Myerson theorem [9] to prove that SPRM can guarantee incentive
compatibility. According to Myerson’s theorem, a mechanism is incentive com-
patible if and only if the mechanism can satisfy the following two conditions:

1) The order matching algorithm is monotonic: If the private cost
information ĉd revealed by driver d can help him to get the order, driver d
can get the order with the lower cost information ĉ′

d (i.e. ĉ′
d ≤ ĉd).

Algorithm 4. Pricing Algorithm: Second pricing((o, d∗),D,W,P)
Input:

a matched pair (o, d∗) ∈ O×D, the set of drivers D, the set of drivers W who obtain
orders, and the set of payments P

Output:
the updated set of drivers W who obtain orders, and the updated set of payments P

1: d′, Δcosto,d′ ← Select Best Driver(o, D\{d∗});
2: if Δcosto,d∗ ≤ fo and Δcosto,d′ ≤ fo then
3: if d∗ ∈ W then
4: pd∗ ← pd∗ + Δcosto,d′ ;
5: else
6: pd∗ ← Δcosto,d′ ;
7: W ← W ∪ {d∗}, P ← P ∪ {pd∗};
8: end
9: Od∗ ← Od∗ ∪ {o}, nd∗ ← nd∗ − no, update tpd∗ ;

10: end
11: return: W, P;
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2) The payments to driver is critical price: The payment to the driver
is the maximum payment. In other words, if driver d reveals the private cost
information ĉd untruthfully, and his additional travel cost is more than pd,
he will not obtain the order.

We now prove that our mechanism can satisfy the above two conditions.
Obviously, the order matching algorithm is monotonic since the driver selection
algorithm chooses the driver with the lowest additional travel cost. When driver
d reveals lower cost information, driver d will be the optimal driver again. Then
the payment to the driver calculated by the second-price pricing is the critical
price. When the cost ĉd revealed by the driver is too high to make Δcosto,d′ <
Δcosto,d∗ , the driver selection algorithm will choose driver d′ instead of driver
d, which causes driver d to be unmatched with order o. According to Myerson’s
theorem, SPRM can guarantee incentive compatibility. Theorem 1 is proved.

Theorem 2. SPRM can guarantee individual rationality.

Proof. We need to prove that the profit of driver d is non-negative. Due to the
monotonicity of the driver selection algorithm, there is Δcosto,d′ ≥ Δcosto,d∗

in each round of order matching, where the driver’s profit is ud∗ = pd∗ −
costd∗(tpd∗) =

∑
o∈Od

(Δcosto,d′ − Δcosto,d∗) ≥ 0. Theorem 2 is proved.

Theorem 3. SPRM can ensure the budget balance of the platform.

Proof. We now prove that the profit of the platform is non-negative. In line
6 of Algorithm 4, we have Δcosto,d′ ≤ fo, and the platform’s profit is Up =∑

d∈W(
∑

o∈Od
fo − pd) =

∑
d∈W

∑
o∈Od

(fo − Δcosto,d′) ≥ 0. Theorem 3 is
proved.

Theorem 4. SPRM satisfies computational efficiency.

Proof. We now prove SPRM can be executed within a polynomial time. During
each round of order matching, the worst time complexity of the driver selection
algorithm for a single order is O(|D| · �2). Then the total time complexity is
O(|O| · |D| · �3). Theorem 4 is proved.

5 Experimental Analysis

In this section, we evaluate our mechanism based on the Manhattan taxi order
data set, which has been widely used by related works [1,11–13].
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Fig. 1. Orders on weekdays and weekends Fig. 2. Unit travel fare

5.1 Data Set and Characteristics

In this section, we introduce the data set and describe how to extract the charac-
teristics of the data, which will be used to generate data for running experiments.

Order Data Set. We collect a data set of taxi orders on Manhattan Island in
June 2016 from New York City Taxi and Limousine Commission.2 Each order
data includes the latitude and longitude of the departure and the destination,
the departure time, the travel time, the fare and the travel distance.

Fuel Consumption Data Set. We collect the urban vehicle fuel consumption
data of type M1 and M2 from China Automobile Fuel Consumption Query
System3 of the Ministry of Public Information of China.

Order Data Cleaning. We find that the number of orders on weekdays and
weekends varies greatly over time, as shown in Fig. 1. For consistency, we use
the order data of weekdays to extract the traveling characteristics.

Extracting Passenger Pricing Rules. We compute the average unit travel
fare per hour, where f

k
is the average unit travel fare in k-th hour. The dynamics

of unit travel fare is shown in Fig. 2.

Clustering Road Network Nodes. We use K-Means algorithm to cluster 4573
nodes on Manhattan network into 40 regions according to the frequency of depar-
ture and destination in the order data set. We use Rs = {Rs

1, R
s
2, · · · , Rs

40} to
represent 40 regions of the origin of the order data, and Re = {Re

1, R
e
2, · · · , Re

40}
to represent 40 regions of the destination of the order data.

5.2 Experiment Settings

Data Generation and Experimental Parameters. We select the peak
period from 19:00 to 20:00 on weekdays as the time period We use time slot
Δt = 5min to divide one hour into 12 time slots, and each order contains only
one passenger. We set the average vehicle speed to be 7.2 mph. We randomly
selects a node from Rs

u and Re
v respectively as the departure node lso and desti-

nation node lse of order o, and then uses fo = f
20 ·dis(lso, l

e
o) to calculate the trip

2 http://www.nyc.gov/html/tlc/html/about/trip record data.shtml.
3 http://chaxun.miit.gov.cn/asopCmsSearch.

http://www.nyc.gov/html/tlc/html/about/trip_record_data.shtml
http://chaxun.miit.gov.cn/asopCmsSearch
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fare of order o. In addition, the maximum waiting time wto is randomly selected
from {5 min, 10 min, 15 min, 20 min}, and the detour ratio dro is randomly
selected from {0.25, 0.50, 0.75, 1.00}. Since the unit cost and fuel consumption
data are not in the same magnitude, we use a factor 2.5/6.8/1.64 to scale the
fuel consumption data to the taxi rate in New York City. Besides, we randomly
select the time slot as the driver’s departure time, randomly select a value from
[10 min, 60 min] as the length of the travel time interval, and randomly select
the node as the driver’s departure point. The capacity of vehicle seats is set to 4.

Benchmark Approaches and Metrics. In this paper, we choose two typi-
cal benchmark approaches, which are GPri [17] and Nearest Dispating (ND).
GPri uses a greedy algorithm to match orders and uses a uniform pricing rule
for drivers. The nearest dispatching (ND) algorithm is adopted by major ride-
sharing platforms such as Uber, which selects the nearest available driver to
serve the new order. We run experiments to evaluate our mechanism against
these two approaches in terms of the following metrics.

– Ratio of participated drivers which refers to the ratio of the number of
drivers who serve orders to the total number of drivers.

– Average profits of participated drivers which refer to the ratio of the
cumulative profits of drivers serving orders to the total number of such drivers.

– Ratio of served orders which refers to the ratio of the number of served
orders to the total number of orders.

– Average order payments which refer to the ratio of the total payments of
the matched orders to the number of orders.

– Average random travel distance which refers to the ratio of the total
driving distance of drivers who are currently not serving any orders to the
total number of drivers.

– Social welfare which refers to total profits of the platform and drivers.

5.3 Experimental Results

The experiments are run on a machine with AMD Ryzen7 4800H processor. The
experiment increases the number of drivers from 500 to 2500. For each number of
drivers, the experiment is repeated 10 times and we compute the average results.

We first analyze the ratio of participated drivers. According to Fig. 3, we
find that the pricing rules of GPri and ND will cause a large number of drivers
to refuse to provide services. Compared with SPRM, the participation ratio is
reduced by about 20% and 11% respectively. When the total number of vehicles
increases, the number of drivers serving orders has increased from 450 to 1000,
and then become saturated. Because more vehicles are involved in the business,
but with limited incoming orders, the driver maybe not willing to participate
since it cannot get enough orders. From Figs. 4 and 5, we find that the average

4 The reason of 2.5/6.8/1.6 being used is because (1) The basic unit rate in New York
City is 2.5 dollars per mile; (2) The average fuel consumption of New York City taxis
is 6.8 liters/100 km; (3) 1.6 is the factor converting from miles to kilometers.
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profits and ratio of served orders who provide ride-sharing services under GPri
and ND are also lower than SPRM, where the average profits are only about
27% and 45% of SPRM and the ratio of served orders is only about 44% and
57% of SPRM.

Fig. 3. Ratio of partici-
pated drivers

Fig. 4. Average profits of
participated drivers

Fig. 5. Ratio of served
orders

From Fig. 6, we can see that compared with SPRM, the average order pay-
ments of GPri and ND has been reduced by about 43% and 29% respectively.
SPRM can make drivers obtain more orders, which can improve the average
profits of drivers. From Fig. 7, we can find that as the number of vehicles
increases, the average random travel distance of SPRM and ND vehicles gradu-
ally increases, and GPri does not increase or decrease monotonously. We believe
this is caused by the drivers’ participation. Comparing Fig. 3 with Fig. 7, we
can see that as the number of vehicles increases, the drivers’ participation ratio
and the average random travel distance is opposite. The decreased participation
ratio of drivers leads more drivers to travel randomly on the road, resulting in
increased average random travel distance.

From Fig. 8, we can find that as the number of vehicles increases, the social
welfare of three mechanisms increases. SPRM can make about 70% and 65%
higher welfare than GPri and ND mechanisms. Furthermore, the social welfare
of SPRM increases significantly until the number of drivers is saturated. This
is because when the number of vehicles increases until 1500, more orders are
matched, and thus the social welfare grows faster.

Fig. 6. Average order
payments

Fig. 7. Average random
travel distance

Fig. 8. Social welfare
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6 Conclusion

In this paper, we designed an order matching and pricing mechanism which
is incentive compatible, to maximize the social welfare of the platform and
drivers. Specifically, we designed a second pricing based ride-sharing mecha-
nism (SPRM), where we implemented an efficient order matching algorithm
including branch and bound based route planning algorithm to accelerate the
matching process and compute the payments to drivers based on second pric-
ing rule. We proved that SPRM can satisfy incentive compatibility, individual
rationality, budget balance and computational efficiency. Furthermore, we run
extensive experiments to evaluate our mechanism based on the real Manhattan
taxi order data. We found that SPRM can guarantee the driver’s profits, achieve
a better ratio of participated drivers and the ratio of served orders, and eventu-
ally achieve greater social welfare than two typical benchmark approaches, GPri
and ND.
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Abstract. In ensemble-based unsupervised outlier detection, the lack of
ground truth makes the combination of basic outlier detectors a challeng-
ing task. The existing outlier ensembles usually use certain fusion rules
(majority voting, averaging) to aggregate base detectors, which results in
relatively low model accuracy and robustness. To overcome this problem,
in this research, we propose a robust Multi-stage Ensemble model based
on rank aggregation and stacking for Outlier Detection (MEOD). The
proposed model uses multiple unsupervised outlier detection algorithms
to form a base detector pool. Such a pool can be utilized for extracting
useful representations from the train set and integrating base detector
results using a ranking aggregation-based approach. To further optimize
the proposed model, a stacking-based dynamic classifier selection ensem-
ble model is also proposed, and the best-behaved classifier is adaptively
selected as the base learner in the stacking stage on different datasets.
Some extensive experiments are also committed to prove that MEOD
outperforms the other seven state-of-the-art benchmarks in most cases.

Keywords: Outlier detection · Anomaly detection · Ensemble model ·
Representation learning · Rank aggregation · Stacking approach

1 Introduction

Outliers, also known as anomalies, are data points that do not fit well with
the general data distribution [17]. Since the existence of outliers can remarkably
affect the results of statistical analyses, it becomes pivotal to identify and remove
anomalous data objects from the general data distribution so that the integrity
of data models can be preserved [21]. So far, outlier detection techniques have
been widely used in the real world [4], such as intrusion detection in cyber-
security, fraud detection in financial transactions data, and health diagnosis.
However, one shortcoming stands out that the ground truth is difficult to obtain
in outlier mining. Thus, unsupervised detection methods are commonly used to
accomplish the above tasks [1]. Some classic outlier detection algorithms include

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 205–218, 2022.
https://doi.org/10.1007/978-3-031-10989-8_17
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the Isolation Forest (IF) [19], Local Outlier Factor (LOF) [6], K-Nearest Neigh-
bors (KNN) [3] and One-class Support Vector Machine (OCSVM) [20]. However,
these single algorithms have limited generalization ability and can only achieve
good performance when the data satisfy certain assumptions. Moreover, only
using a single unsupervised outlier detection algorithm tends to generate low
true positive and true negative rates [1].

In recent years, the ensemble learning method has shown strong capability
in data mining, and machine learning [18]. Specifically, the ensemble approach
achieves stronger performance than its counterparts by combining multiple base
detectors. Numerous ensemble methods have been proposed, such as bagging,
boosting, and stacking [1]. Although ensemble learning has been attached great
attention in machine learning, the exploration of outlier ensemble techniques still
lacks. On one hand, the unsupervised property and ground truth lack makes their
construction difficult [1]. On the other hand, existing parallel outlier ensembles
lack a reliable selection for base detectors. Usually, all base detectors are merged
directly, thus limiting the benefits of model fusion. Since each base detector may
not be suitable for identifying outliers in all datasets, if an inappropriate base
detector is added in the model combination process, it will directly affect the
stability and accuracy of the model [2].

To address the limitations above, this paper proposes a fully unsupervised
model called the robust Multi-stage Ensemble model based on rank aggrega-
tion and stacking for Outlier Detection (MEOD). Outlier scores are obtained by
applying various unsupervised outlier detection methods to the original feature
space and then aggregated robustly to generate pseudo-labels. The motivation
behind this research is that unsupervised outlier detection algorithms are bet-
ter at learning complex patterns in extremely imbalanced datasets than super-
vised methods [4]. And we treat the output of unsupervised methods as input to
supervised classifiers as unsupervised feature engineering or representation learn-
ing. Finally, the improved ensemble method stacking is used as the final output
classifier. Overall, the MEOD application is intuitive, efficient and robust in
unsupervised outlier detection. The main contributions can be summarized as
follows:

– We propose a robust multi-stage outlier detection model (MEOD). The model
explores fully unsupervised representation learning techniques, combining the
strengths of both unsupervised and supervised machine learning approaches
by making a multi-stage approach that exploits each of their individual per-
formance capabilities in outlier detection, making the model more efficient
and stable.

– We employ two approaches to improve the interpretability of MEOD. First,
the theoretical explanation is provided based on the bias-variance tradeoff.
Second, when MEOD uses it and why it works is explained in detail through
visualization.

The rest of the paper is organized as follows. Section 2 introduces related
work on this model. In Sect. 3, the proposed MEOD model is analyzed in detail.
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Section 4 presents the corresponding experimental results. Finally, we conclude
this paper and discuss the future outlooks in Sect. 5.

2 Related Work

2.1 Unsupervised Outlier Detection Methods

Unsupervised methods can identify hidden patterns or intrinsic structures
in datasets without pre-learning parameters or labels. In this paper, we
divide our unsupervised outlier detection methods into seven categories [4]: (i)
Density-based approaches such as Local Outlier Factor (LOF); (ii) Statistical-
based approaches such as Gaussian Mixture Model (GMM); (iii) Distance-
based approaches such as K-Nearest Neighbor (KNN); (iv) Clustering-based
approaches such as k-Means; (v) Linear-based approaches such as Principal Com-
ponent Analysis (PCA); (vi) Ensemble-based approaches such as Isolation Forest
(IF); (vii) Graph-based approaches such as Connectivity-based Outlier Factor
(COF). These methods are based on different assumptions and can achieve bet-
ter results on certain datasets when the corresponding assumptions are satisfied
[1]. In view of this, this study uses diverse types of unsupervised outlier detection
methods as base detectors to build an effective ensemble.

2.2 Representation Learning with Rank Aggregation

In recent years, representation learning has gained great popularity [25]. Due
to the remarkable ability to learn semantically rich features, deep neural net-
works have become a widely used technique to support many machine learning
tasks. However, a prominent problem with these deep learning techniques is
that large amounts of labelled data are often required to learn these expressive
features effectively [10]. Their transformation ability suffers when dealing with
unsupervised tasks in the real world, such as clustering and outlier detection.
Therefore, we explore unsupervised representation learning techniques to enable
downstream unsupervised learning to bridge this gap in these critical domains.
Unsupervised representation learning can automatically extract expressive fea-
ture representations from data without ground truth. We leverage this idea by
viewing unsupervised outlier detection methods as tools for extracting richer
representations from limited data and combining the scores of these unsuper-
vised outlier detection methods using Rank Aggregation Outlier Scores (RAOS)
which works as the input to a supervised learning problem. Rank-based methods
use outlier scores to rank data points into a list. Such ranking makes algorithms
more comparable and then combined by facilitates. Combining multiple ranking
lists into a single ranking is called ranking aggregation, and it has a rich history
in social choice and information retrieval theory [15]. Previous work has demon-
strated that the method effectively optimises supervised learning and enriches
data representations [10].
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2.3 Outlier Ensemble

The ensemble methods have been shown to be an effective way to enhance the
performance of outlier detection model [1]. It aims to enhance model performance
by training multiple single-base detectors and combining their decisions using an
ensemble strategy. Bagging, boosting, and stacking are the mainstream ensemble
strategies for outlier detection [1]. In particular, the stacking [23] strategy is
often used in outlier detection models due to its excellent performance and high
robustness. For example, Fangyi Wan et al. (2019) proposed an outlier detection
method stacked autoencoder (SAE) [22]. Yongliang Cheng et al. (2019) proposed
a model HS-TCN based on stacking for anomaly detection [8]. The previous
works have demonstrated the superiority of the stacking strategies in building
ensemble models. Moreover, the effects of the stacking strategy also depend on
the performance of base classifiers. Thus, this study proposes a stacking-based
dynamic classifier selection ensemble model, which dynamically selects the most
appropriate classifier as the basic learner in the stacking stage according to
different datasets, which enhances the predictive performance and robustness of
the ensemble model.

Fig. 1. The overall flow chart of MEOD.

3 Algorithm Design

This work proposes a robust multi-stage ensemble model based on rank aggrega-
tion and stacking for outlier detection (MEOD). As shown in Fig. 1, the proposed
model mainly consists of three stages. First, a new data representation is gen-
erated. In detail, we apply various unsupervised outlier detection methods to
the training data to obtain transformed outlier scores, which can act as new
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data representations. Then we ensemble the newly generated outliers to gen-
erate pseudo-labels through ranking aggregations. Finally, we input the newly
generated training set into the stacking-based dynamic classifier selection ensem-
ble model for training an outlier detection model. In the rest of this paper, the
following subsections describe the detailed implementation of the three stages
and theoretically analyze the proposed model.

Fig. 2. Base detector generation.

3.1 Base Detector Generation

To better extract useful data representations from the training set, diverse base
detectors should be used to build an effective ensemble [1]. Six classic outlier
detection algorithms, namely, LoOP [16], LOF [6], KNN [3], Avg-kNN, IF [19]
and OCSVM [20], have been widely employed to clean outlier in data. The outlier
scores of the training set can be obtained by these six classical outlier detection
methods (i.e., LoOP scores, LOF scores, KNN scores, Avg-kNN scores, IF scores,
and OCSVM scores). After that, the scores are normalized and standardized to
the same order magnitude respectively. It is worth noting that the diversity may
suffer since each outlier detection algorithm subsamples the training set and fea-
ture space or changes model hyperparameters. In this stage (Fig. 2), each algo-
rithm builds multiple base detectors using different hyperparameters to enhance
the outlier adaptability of base detectors.

Specifically, Xtrain ∈ Rn×d denotes training set with n points and d features.
The model first selects the six outlier detection algorithms mentioned above and
initializes it with a series of hyperparameters to generate a base detection pool
[C1, C2, . . . , CR]. Then Xtrain is input to the base detector pool for training.
Finally, the results are combined into an outlier score matrix O (Xtrain), which
is formalized in Eq. (1), where Cr(·) denotes the score vector from the γth base
detector.

O (Xtrain) = [C1 (Xtrain) , . . . , Cr (Xtrain)] ∈ Rn×R (1)
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Algorithm 1. Rank Aggregation Outlier Scores (RAOS)
Input: O: = outlier score matrix
Output: fR: = aggregated final rank list

1: nO: = ∅, n = length(O)
2: for each column l in O do
3: nO: = nO

⋃
Rank(l)/n

4: end for
5: sO: = ∅, Ssort: = ∅
6: for each row l in nO do
7: [sl,index] = sort(l)
8: sO: = sO

⋃
sl

9: Ssort: = Ssort

⋃
index

10: end for
11: pV als: = ∅
12: for each row r in sO do
13: β = zeros(1, n)
14: for j: = 1...R do

15: pj,R(r) : =
∑R

t=j

(
R
t

)

rt(j)
(
1 − r(j)

)R−t

16: β(1, j) : = β(1, j) + pj,R(r)

17: end for
18: ρ(r) = min(β)

19: end for
20: fR = sort(ρ)
21: return fR

3.2 Pseudo Ground Truth Generation by RAOS

In this stage, we integrate outlier scores using Rank Aggregation Outlier Scores
(RAOS) and define the outlier scoring function as the mapping function Φ(·).
The Φ(·) is then applied in the outlier matrix O (Xtrain) and then the outlier
score matrix Φ (O (Xtrain)) is acquired, which can better describe the degree of
outliers in Eq. (2).

target = Φ (O (Xtrain)) = Φ ([C1 (Xtrain) , . . . , Cr (Xtrain)]) ∈ Rn×1 (2)

Algorithm 1 demonstrates the concrete steps of RAOS. The first step is
normalization. Specifically, we input an n×R matrix of outliers (n is the number
of samples and R is the number of base detectors). For each column of outlier
scores we divide its rank by the length of the rank list to calculate the normalized
rank for each sample point. For each sample point, we get a normalized ranking
vector r = (r1, r2, . . . , rR), where rj represents the normalized ranking of the
sample in the jth base detector. Then, for any normalized rank vector ri, it is
reordered to obtain r = (ri1, ri2, . . . , riR) such that ri1 ≤ · · · ≤ riR. Finally,
we compute the final aggregated outlier score based on the rearranged ranking
vector. Specifically, for the ranking vector r of each sample point, we compute
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the probability that r̂(j) ≤ r(j), with r̂(j) generated by the uniform null model,
and this probability can be expressed as a binomial probability in Eq. (3).

Pj,R(r) :=
R∑

t=j

(
R
t

)
rt(1 − r)R−t (3)

Since the number of informative ranks is unknown, we define the final score
of the rank vector r as the minimum of Pj,R(r) in Eq. (4), and order all rank
vectors according to their corresponding ρ scores to generate pseudo-labels.

ρ(r) = min
j=1,...,R

Pj,R(r) (4)

Fig. 3. Stacking-based dynamic classifier selection ensemble model.

3.3 Stacking-Based Dynamic Classifier Selection Ensemble Model

In this stage, we propose a stacking-based dynamic classifier selection ensem-
ble model, which automatically optimizes the parameters of the base classifier
and dynamically selects the top m base classifiers with the best performance as
the basic learner, thereby improving the performance of the ensemble model.
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As shown in Fig. 3, XGBoost [7], GBDT [12], Adaboost [11], RF [5], LightGBM
[14] and Catboost [9] are used as candidate base classifiers.

Firstly, the hyperparameter optimization framework selects the best param-
eters for n candidate base classifiers. After that, we leverage the test set to verify
the performance of each candidate base classifier separately. Among those n base
classifiers, m optimal base classifiers are selected according to the ROC-AUC
evaluation metric. The selected m base learners predict the training samples
respectively and then use the prediction results as the training samples of the
next layer. The specific training process is shown in the “Feature Generation”
module in Fig. 3. The training data is divided into K folds, and K training times
are carried out. For each training, one part of the K samples is reserved for test-
ing, and the K test results are combined as the new training data for the next
layer. After training, the test data is predicted, a classifier corresponds to K pre-
diction results, and the K results are averaged as the new test data for the next
layer. This step is repeated for each classifier. Finally, each classifier’s validation
result set and test result set are spliced together as the second layer’s training
and test data. To prevent overfitting in stacking, a relatively simple model is
generally used in the second layer [23]. Here we adopt logistic regression (LR)
[13] as the meta-learner to obtain the final prediction result.

3.4 Theoretical Foundations

The bias-variance tradeoff is often used in the context of supervised learning.
Although it might seem necessary for labels to quantify the bias-variance tradeoff
at first sight, it turns out that some analogous quantification is also applicable
to outlier ensemble [2]. The bias is the difference between the expected output
prediction result of the model and the actual result, and high bias can lead to
underfitting of the model. The variance is the error between each output of the
model and the expected error, and high variance will lead to overfitting of the
model. The reducible generalization error in outlier ensembles may be minimized
by either reducing bias or variance where a tradeoff between these two channels
usually exists.

In this study, various unsupervised outlier detection algorithms are used to
enrich the feature space, which injects diversity into the model and then rank
aggregation outlier scores. This can be regarded as a variance reduction app-
roach, since a diverse base detector combination reduces the variance of the
outlier ensemble. However, such a combination causes an inaccurate base detec-
tor to be included in the ensemble, thus generating higher model bias. This also
explains why averaging all base detector scores doesn’t work well. Moreover,
the stacking-based dynamic classifier selection ensemble model can achieve low
variance without introducing too much bias. In conclusion, MEOD reduces bias
and variance through multi-stage modeling and has the potential to improve
generalization ability at different stages.
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4 Experiments Design

4.1 Datasets and Evaluation Metrics

Table 1 summarizes 17 real-world outlier detection datasets used in this study
from ODDS1. In each experiment, 70% of the total data work as the training set,
and the remaining 30% serve as the test set. This study employs two evaluation
indicators widely used for outlier detection: Receiver Operating Characteristic
(ROC-AUC) and Precision [24]. The evaluation indicators are determined by
true positive (TP), true negative (TN), false positive (FP), and false negative
(FN) values. And the predictive precision is defined in Eq. (5).

Precision =
TP

TP + FP
(5)

AUC is a commonly used evaluation index in binary classification tasks,
which is defined as the area enclosed by the ROC curve and the coordinate axis.
The value of this area is between 0 and 1. Generally speaking, the larger the
AUC value of the classification model, the better the model performance.

Table 1. Real-world outlier detection datasets used for experiments.

Dataset #Samp.(n) #Dims.(d) %Outlier

Annthyroid 7200 6 534 (7.42%)

Arrhythmia 7200 274 66 (15%)

Breastw 683 9 239 (35%)

Cardio 1831 21 176 (9.6%)

Letter 1600 32 100 (6.25%)

Mammography 11183 6 260 (2.32%)

Mnist 7603 100 700 (9.2%)

Musk 3062 166 97 (3.2%)

Optdigits 5216 64 150 (3%)

Pendigits 6870 16 156 (2.27%)

Pima 768 8 268 (35%)

Satellite 6435 36 2036 (32%)

Satimage-2 5803 36 71 (1.2%)

Shuttle 49097 9 3511 (7%)

Speech 3686 400 61 (1.65%)

Thyroid 3772 6 93 (2.5%)

Vowels 1456 12 50 (3.4%)

1 http://odds.cs.stonybrook.edu/.

http://odds.cs.stonybrook.edu/
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4.2 Parameter Settings

In this research, the effectiveness of the proposed model depends on the diversity
and accuracy of the base detector generation. Therefore, in the base detector
construction stage, six classical unsupervised outlier detection approaches are
used: i) LoOP ii) LOF iii) KNN iv) Avg-kNN v) IF and vi) OCSVM. They
are all imported from the Python module “PyOD” [24]. And we further induce
diversity by tuning the hyperparameters of these approaches. Specifically, for
nearest neighbour-based algorithms, including kNN, Avg-kNN, LOF, and LoOP,
the range of parameter k is defined as [5, 10, 15, 20, ..., 100]. Considering the high
time complexity of the LoOP algorithm, a narrower k range of [3, 5, 10, 15, 20]
is utilized. For OCSVM, the kernel is fixed to “rbf”, and a different upper bound
is used on the training error score. For isolation forest, the number of estimators
can be in the range [20, 50, 70, 100, 150, 200, 300]. In the stage of dynamic
classifier selection based on stacking, the parameters are optimized through the
Hyperopt framework. The three best-behaved classifiers are selected from the
six-candidate classifiers as the base learner of the stacked model (using the AUC
evaluation metric). The training set is divided into five folds for training the
base learner. Finally, the Logistic Regression (default parameters) is used as the
meta-learner.

Table 2. ROC-AUC scores of MEOD (average of 10 independent experiments).

Data LOF OCSVM IF LSCP COPOD SUOD ECOD MEOD (ours)

Annthyroid 0.7469 0.5523 0.8539 0.744 0.7737 0.79 0.7569 0.9048(1)

Arrhythmia 0.8024 0.6106 0.8099 0.7778 0.7359 0.8177 0.7867 0.8357(1)

Breastw 0.5961 0.9789 0.9639 0.933 0.9827 0.8625 0.9838 0.9894(1)

Cardio 0.5196 0.9385 0.9214 0.88 0.9103 0.9087 0.9485 0.8643(7)

Letter 0.8413 0.8916 0.5963 0.9051 0.5377 0.7017 0.5376 0.6859(5)

Mammography 0.7122 0.8537 0.8515 0.721 0.8774 0.8961 0.9234 0.8821(3)

Mnist 0.6966 0.5213 0.7777 0.7343 0.7892 0.8213 0.8454 0.8623(1)

Musk 0.5451 0.8472 0.9951 0.6558 0.9442 0.9315 0.9565 0.9663(2)

Optdigits 0.655 0.5587 0.7207 0.586 0.6816 0.6872 0.6356 0.8437(1)

Pendigits 0.5103 0.9281 0.9488 0.5198 0.8941 0.9315 0.9166 0.9362(2)

Pima 0.554 0.6098 0.7248 0.6001 0.6254 0.705 0.5261 0.7714(1)

Satellite 0.5566 0.8512 0.7367 0.5601 0.6561 0.6931 0.7659 0.7891(2)

Satimage-2 0.5618 0.7626 0.9964 0.5776 0.9612 0.9854 0.9435 0.9178(5)

Shuttle 0.5432 0.7175 0.9962 0.5334 0.9942 0.9921 0.9973 0.9323(5)

Speech 0.5551 0.529 0.5463 0.5487 0.539 0.5506 0.5197 0.6973(1)

Thyroid 0.8755 0.8537 0.9798 0.832 0.9185 0.9679 0.9579 0.8914(5)

Vowels 0.9237 0.7802 0.7735 0.9289 0.5165 0.8052 0.3732 0.8878(3)

Average 0.6586 0.7521 0.8349 0.7081 0.7846 0.8263 0.7867 0.8622

4.3 Performance Comparison with Baselines

In this subsection, we compare the performance of MEOD with seven other out-
lier detection models. Our goal is to include a variety of models to make com-
parison more convincing. Specifically, the seven competitors are Local Outlier
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Factor (LOF), One-Class Support Vector Machines (OCSVM), Isolation Forest
(IF), Locally Selective Combination of Parallel (LSCP), Copula-Based Outlier
Detection (COPOD), Large-scale Unsupervised Outlier Detection (SUOD) and
Empirical Cumulative Outlier Detection (ECOD). Their implementations can
all be found in PyOD [24]. The experimental results in this section are obtained
through 10 independent experiments, and the highest score is highlighted in
bold.

Table 3. Precision of MEOD (average of 10 independent experiments).

Data LOF OCSVM IF LSCP COPOD SUOD ECOD MEOD (ours)

Annthyroid 0.3237 0.104 0.3804 0.2428 0.236 0.2338 0.2963 0.2727(4)

Arrhythmia 0.5385 0.2238 0.4375 0.3846 0.375 0.5714 0.5 0.5833(1)

Breastw 0.1507 0.8904 0.9506 0.2603 0.9437 0.6857 0.9306 0.9863(1)

Cardio 0.1915 0.5319 0.4561 0.234 0.4651 0.4483 0.6429 0.3012(6)

Letter 0.3793 0.4167 0.1094 0.4516 0.0357 0.1111 0.069 0.4324(2)

Mammography 0.1781 0.274 0.1594 0.2192 0.3836 0.32 0.4189 0.3711(3)

Mnist 0.2593 0.1665 0.2512 0.3194 0.2406 0.3781 0.3894 0.2947(4)

Musk 0.0556 0.2267 0.7857 0.3714 0.2857 0.3226 0.4595 0.7333(2)

Optdigits 0.18 0.02 0.0182 0.02 0.0263 0.0384 0.0244 0.0989(2)

Pendigits 0.0556 0.3148 0.2826 0.0741 0.2195 0.2791 0.1923 0.2892(2)

Pima 0.4052 0.4937 0.6024 0.4304 0.4568 0.5513 0.3333 0.6939(1)

Satellite 0.4159 0.4595 0.62 0.3997 0.5008 0.5484 0.5622 0.8847(1)

Satimage-2 0.1808 0.012 0.7947 0.1909 0.7778 0.4444 0.619 0.7399(3)

Shuttle 0.1244 0.2129 0.9656 0.1264 0.9573 0.8469 0.9218 0.8704(4)

Speech 0.0909 0.0455 0.044 0.0909 0.1048 0.019 0.0667 0.137(1)

Thyroid 0.1852 0.2222 0.4643 0.1852 0.2727 0.4348 0.36 0.3011(4)

Vowels 0.3125 0.1667 0.25 0.3158 0.0912 0.4 0.1026 0.4848(1)

Average 0.2369 0.2813 0.4454 0.2539 0.3749 0.3902 0.4052 0.4985

Overall Result. MEOD consistently performs better at both ROC and Pre-
cision. Among the 17 datasets in Table 1, MEOD has the highest average ROC
score of 0.8622 (see Table 2), which is about 3% higher than the second-best alter-
native, iForest. Notably, iForest has been the SOTA method in many large-scale
outlier detections. Additionally, MEOD ranked first in 7 out of 17 experiments
and the top three in 12 out of 17 experiments.

Likewise, Table 3 shows that MEOD also outperforms the baseline on Pre-
cision. Among the eight outlier detection methods, MEOD achieved an average
precision of 0.4985, a 5% improvement over the second-place iForest. MEOD
ranks first in 6 out of 17 datasets and in the top three in 12 datasets.
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Fig. 4. 2-D visualization of selected datasets. Blue represents inliers, and orange rep-
resents outliers. In both Arrhythmia and Breastw datasets, where outliers are in the
tail of at least one dimension, MEOD is the best model compared to the baseline. In
both the letter and vowels datasets, the outliers are not in the tails of any dimension
but are mixed with inliers, so the performance of MEOD degrades.

Case Study. Although MEOD performs well on most datasets, we notice that
its performance drops significantly on some datasets, as shown in Table 2 and
3. In the case study, we have a deeper insight in this by visualizing the selected
dataset in 2-D.

In Fig. 4, We first show that MEOD outperforms all baselines on two datasets,
Arrhythmia and Breastw. It also presents Letter and Vowels, two datasets
that do not achieve optimal performance. The visualization shows that MEOD
accurately captures outliers when they are tailed in at least some dimensions
(Fig. 3(a) and Fig. 3(b)). However, its performance degrades when outliers are
well mixed with normal points or hidden in the middle of normal points in all
dimensions (Fig. 3(c) and Fig. 3(d)). But outliers are unlikely to be similar to
normal points in all dimensions in the real world, which also explains why MEOD
can always be applied to most datasets.

5 Conclusion

This paper presented MEOD, a robust multi-stage ensemble model based on rank
aggregation and stacking for outlier detection. The model was first applied to the
test data through various unsupervised anomaly detection methods to obtain
transformed outlier scores as new data representation. Then, our model used
ranking aggregation to integrate the newly generated outliers and thresholds to
generate pseudo-labels. Finally, the stacking-based ensemble learning method
was combined with dynamic classifier selection to achieve good results. Some
extensive experiments were committed to demonstrate that MEOD outperforms
all other seven state-of-the-art benchmarks.

In future research, the need for outlier detection will be seriously considered
to reduce the complexity of the models which are selected for obtaining predictive
results in a short period. Owing to this, our future research focus will be an
efficient outlier detection model combining high performance and low complexity.
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Abstract. Automatic detection and segmentation of thyroid nodules
is crucial for the identification of benign and malignant nodules in
computer-aided diagnosis (CAD) systems. However, the diverse sizes of
thyroid nodules in ultrasound images, nodules with complex internal tex-
tures, and multiple nodules pose many challenges for automatic detection
and segmentation of thyroid nodules in ultrasound images. In this paper
we propose a multi-task network based on Trident network, called MTN-
Net, to accurately detect and segment the thyroid nodules in ultrasound
images. The backbone of MTN-Net can generate scale-specific feature
maps through trident blocks with different receptive fields to detect thy-
roid nodules with different sizes. In addition, a novel semantic segmen-
tation branch is embedded into the detection network for the task of
segmenting thyroid nodules, which is also valid for the complete segmen-
tation of nodules with complex textures. Furthermore, we propose an
improved NMS method, named TN-NMS, for combining thyroid detec-
tion results from multiple branches, which can effectively suppress falsely
detected internal nodules. The experimental results show that MTN-Net
outperforms the State-of-the-Arts methods in terms of detection and
segmentation accuracy on both the public TN3K dataset and the public
DDTI dataset, which indicates that our method can be applied to CAD
systems with practical clinical significance.

Keywords: Ultrasound image · Thyroid nodule · Detection ·
Segmentation · Multi-task network

1 Introduction

Thyroid nodule is a common clinical problem [1] and its incidence rate has risen
rapidly worldwide. Ultrasound imaging technology has the characteristics of non-
invasive, non-radioactive, convenient and inexpensive [2]. It is the primary tool
for the diagnosis of thyroid nodule diseases. The diagnosis of thyroid nodules
in ultrasound images depends on experienced clinicians [3]. However, due to
the low contrast and low signal-to-noise ratio of ultrasound images, it hinders
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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https://doi.org/10.1007/978-3-031-10989-8_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10989-8_18&domain=pdf
https://doi.org/10.1007/978-3-031-10989-8_18


220 L. Chen et al.

clinicians from making effective diagnosis. In order to solve this problem, more
and more computer-aided diagnosis(CAD) systems are developed to assist in the
diagnosis of thyroid diseases. In traditional CAD systems, the Region of Interest
(ROI) of nodules is first defined manually by the clinicians, which is very time
consuming and highly dependent on the clinicians’ experience, and then the
nodules are segmented based on the ROI. Therefore, automatic detection and
segmentation of thyroid nodules is essential for CAD systems. The detection
of thyroid nodules is used to predict the bounding boxes of nodules, and then
automatic segmentation of nodules is performed based on the bounding boxes,
which can effectively reduce the workload of clinicians.

In recent years, many deep learning methods have been proposed and applied
to the detection and segmentation of thyroid nodules in ultrasound images.

Thyroid Nodule Detection Methods. Thyroid nodule detection models in ultra-
sound images can be divided into two types: two-stage models and one-stage
models. In order to obtain higher detection precision, the two-stage models
are usually applied to the detection of thyroid nodules. Li et al. [4] proposed
an improved Faster R-CNN [12] for thyroid papillary carcinoma detection. By
using the strategy of layer concatenation, the detector can extract the features
of surrounding region around the cancer regions, which improves the detection
performance. Liu et al. [5] replaced the layer concatenation strategy with Feature
Pyramid Network(FPN) [13] and added it to Faster R-CNN [12] to construct a
multi-scale detection network, which can extract the features of nodules with
different scales. Abdolali et al. [6] replaced the network backbone from Faster
R-CNN [12] to Mask R-CNN [14] with higher performance, using a well-designed
loss function and transfer learning strategy to achieve high accuracy on a small
dataset. These two-stage detection models mentioned above can obtain high
precision in thyroid nodule detection, but the detection speed is lower than the
one-stage models. In order to detect thyroid nodules with different scales, Song
et al. [7] utilized a multi-scale SSD [15] model with spatial pyramid module to
achieve high detection accuracy. To fully extract multi-scale features from fea-
ture maps, shahroudnejad et al. [8] constructed a one-stage model with FPN for
detecting and classifying pyramid nodules, which can extract global and local
information from feature maps. The above detection methods fully extracted
thyroid nodule features at different scales by adding modules that extract multi-
scale features, such as the connection between low-level and high-level layers,
and FPN, thereby improving the accuracy of detecting thyroid nodules.

Thyroid Nodule Segmentation Methods. Ying et al. [9] proposed a cascaded con-
volutional neural network that first segmented the Region of Interest(RoI) con-
taining thyroid nodules, and then used a VGG network to accurately segment
thyroid nodules on the basis of RoI. Wang et al. [10] constructed a cascade seg-
mentation network based on DeepLabv3plus [16]. The rough location of nodules
was first obtained, and then the nodules were segmented accurately based on the
rough location, which eliminated the influence of the area around the nodules on
the segmentation results, and thus obtained more accurate segmentation results.



MTN-Net 221

To remove the mistake recognition of non-thyroid areas as nodules, Gong et al.
[11] embedded a priori guided feature module of thyroid region into the nodule
segmentation model for the first time, which improved the accuracy of nodule
localization and enhanced the segmentation performance of thyroid nodules. The
above-mentioned thyroid nodule segmentation methods first remove the influ-
ence of irrelevant regions, and then perform further segmentation on the Region
of Interest(RoI), thus reducing the false recognition of non-nodular regions as
nodules.

Although many deep learning methods have been applied to the detection
and segmentation tasks of thyroid nodules, most of them only complete one
of the two tasks. Only a few methods can detect and segment thyroid nodules
simultaneously. Among them, thyroid nodule detection methods achieve high
accuracy while maintaining high efficiency, but there are still many problems
in detecting thyroid nodules with extreme sizes, nodules with complex internal
texture, and multiple nodules. It leads to missed detection of small nodules,
false detection of intermediate nodules, and false detection of tissue similar to
nodules as nodules. In addition, thyroid nodule segmentation method achieves
high accuracy while there are still many challenges to be solved in becoming a
real-time system.

To address the above problems, we propose a multi-task thyroid nodule detec-
tion and segmentation model based on Trident network [17], called MTN-Net. It
is embedded with a novel semantic segmentation branch for accurate segmenta-
tion of thyroid nodules, and it includes an improved NMS algorithm, called TN-
NMS, for combining the thyroid nodule detection results from multiple branches.
Therefore, MTN-Net achieves significant effects on the detection of thyroid nod-
ules with different sizes and thyroid nodules with complex internal texture, and
effectively suppresses the false detection of intermediate nodules in large nodules.

The main contributions of this paper can be summarized as follows:

– We propose a multi-task network based on Trident network [17] for the detec-
tion and segmentation of thyroid nodules in ultrasound images, which can
generate specific scale feature maps through trident block [17] with different
receptive fields. So it is effective in detecting thyroid nodules with different
sizes.

– A novel semantic segmentation branch based on FCN [18] is embedded into
the detection network to complete the segmentation task of thyroid nodules,
which is valid for completely segmenting the thyroid nodules with complex
texture.

– We propose an improved NMS algorithm called TN-NMS to fuse the detec-
tion results from multiple branches, which can successfully suppress the false
detection results of internal nodules in large nodules.

The rest of this paper is as follows: we first describe the details of our proposed
model and the feature generation in Sect. 2. We then introduce the experimental
setup and results in Sect. 3. Finally, we conclude our work and indicate future
directions in Sect. 4.
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2 Method

2.1 Overall Architecture

The proposed MTN-Net is a multi-branch two-stage thyroid nodule detection
and segmentation model based on Trident network [17]. Figure 1 illustrates the
overall architecture of our proposed MTN-Net. The network is composed of
backbone, extended Faster R-CNN head, and TN-NMS algorithm. We adopt
ResNet-101 with trident blocks as the backbone, in which the conv4 x stage
consists of trident blocks containing three branches. It can fully extract the multi-
scale features of thyroid nodules in ultrasound images, and thus contributing
to the detection of thyroid nodules with different sizes. Additionally, we add
a novel semantic segmentation branch to the extended Faster R-CNN head to
accomplish the thyroid nodule segmentation task. Finally, an improved NMS
algorithm called TN-NMS is used to combine the detection results of thyroid
nodules from multiple branches.

Ultrasound images of thyroid nodules are input to the backbone to generate
feature maps with different receptive fields. They are then fed into the extended
Faster R-CNN head to produce the corresponding detection and segmentation
results, which are eventually combined by the TN-NMS algorithm to generate
the output results.

Fig. 1. The architecture of proposed MTN-Net. MTN-Net is comprised of backbone
(ResNet-101 with trident blocks), extended Faster R-CNN head, and TN-NMS algo-
rithm.
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2.2 Semantic Segmentation Branch

We use a novel semantic segmentation branch based on FCN [18] to segment thy-
roid nodules. This semantic segmentation branch is embedded into the Faster
R-CNN detection head and parallel to the bounding-box classification and regres-
sion. In addition, we add an RoIAlign [14] layer in Faster R-CNN head to remove
the rough space quantization of RoIPool [19], which can improve the accuracy of
mask prediction at pixel level. The extended Faster R-CNN head is displayed in
Fig. 2. Different from the existing extended Faster R-CNN heads mentioned in
[14], our extended Faster R-CNN head has a novel semantic segmentation branch
capable of segmenting thyroid nodules with complex textures more completely.
We add four convolution layers before the deconvolution layer of the semantic
segmentation branch to fully obtain the features in the Region-of-Interest(RoI),
so as to completely segment the nodules with complex internal texture. Mean-
while, we add Lmask to the loss function. For some predicted boxes that do
not contain thyroid nodules, the proposed semantic segmentation branch can
suppress some incorrectly detected boxes through Lmask.

Fig. 2. The architecture of our extended Faster R-CNN head, in which a novel seman-
tic segmentation branch is embedded to complete the segmentation task of thyroid
nodules.

2.3 TN-NMS

NMS is utilized to merge the detection results from multiple branches in Trident
network [17]. It is described as [20]:

Si =

{
Si, iou (M, bi) < Nt

0, iou (M, bi) ≥ Nt

(1)
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Fig. 3. The results of a thyroid nodule with complex internal texture being correctly
detected (yellow) and incorrectly detected (red and green) along with their confidence
scores. Since the iou (0.03) of the red and yellow boxes, as well as the iou (0.11) of
the green and yellow boxes, are much smaller than the threshold 0.5, the results of
incorrect detections cannot be suppressed using the NMS algorithm (as shown in (c)).
In contrast, the niou (1.0) of the red box and the yellow box, as well as the niou (1.0) of
the green box and the yellow box exceed the threshold 0.9, so the TN-NMS algorithm
can successfully suppress the bounding boxes of these false detections (as shown in (d))
(Color figure online)

Algorithm 1: TN-NMS

Input: Boxes = {b1, ..., bN}, Scores = {s1, ..., sN},
Nt1 , Nt2 ;
Boxes is the list of detection boxes from three branches;
Scores contains corresponding detection scores from three branches;
Nt1 is the NMS threshold;
Nt2 is the nIoU threshold;

Output: R is the merged result from three branches;
Scores is the scores corresponding to the detection boxes in the merged
result;

1 begin
2 R ← {}
3 while Boxes �= empty do
4 m ← argmax {Scores}
5 M ← bm
6 R ← R ⋃ M; Boxes ← Boxes − M
7 for bi in Boxes do
8 if iou (M, bi) ≥ Nt1 or niou (M, bi) ≥ Nt2 then
9 Boxes ← Boxes − bi

10 Scores ← Scores − si
11 end

12 end

13 end
14 return R, Scores

15 end
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The input data in Eq. 1 consists of an ordered list of detection boxes Boxes
with scores Scores and a threshold Nt. Si represents a re-scoring function, M
is the box with the highest score in Boxes, bi indicates the currently selected
box in Boxes, iou denotes the intersection area divided by the union area of two
boxes, Nt is a threshold indicating whether the currently selected box bi should
be removed. NMS starts by selecting the bounding box M with the highest score
in Boxes, calculates the iou of the remaining bounding boxes bi in Boxes and
M, then deletes the bounding box bi whose iou is greater than the threshold Nt,
which is usually set to 0.5. However, the area of intermediate nodules detected by
mistake is usually much smaller than that of large nodules, resulting in the iou of
their corresponding bounding boxes less than 0.5, and thus the NMS algorithm
is unable to suppress the results of these false detections, as shown in Fig. 3(c).
Therefore, in order to suppress the bounding box of these intermediate nodules,
we propose a new calculation method for thyroid nodule detection, named niou,
which represents the intersection region of bi and M divided by the region of bi.
It is described as:

niou (M, bi) =
M ∩ bi

bi
(2)

The niou calculated by the bounding box of incorrectly detected nodules and
correctly detected nodules is usually equal to or close to 1.0, so that the results
of incorrect detection above the threshold 0.9 are successfully suppressed, as
shown in Fig. 3(d). Meanwhile, we add niou to the NMS algorithm and propose
an improved NMS algorithm, named TN-NMS, which is used to combine the
detection results of three branches and is described as:

Si =
{

Si, iou (M, bi) < Nt1 and niou (M, bi) < Nt2

0, iou (M, bi) ≥ Nt1 or niou (M, bi) ≥ Nt2
(3)

where Nt1 and Nt2 are thresholds that determine whether the currently selected
bounding box bi should be removed from Boxes. The detailed process of TN-
NMS is shown in Algorithm 1. In each step of TN-NMS, the scores of all detection
boxes that overlap with M are updated, then the detection boxes with a score of
0 are removed from Boxes, hence the computational complexity of each step of
TN-NMS is O(N), where N is the number of detection boxes in Boxes. Therefore,
for N detection boxes in Boxes, the computational complexity of the TN-NMS
algorithm is O(N2), which is the same as that of the NMS algorithm.

2.4 Loss Function

As shown in Fig. 1, the proposed network is a multi-task network, whose loss
function combines the loss of classification, bounding box regression and seg-
mentation. In order to improve performance, we add weighting factors to the
loss function of each task. Therefore, the total loss function on each Region of
Interest(RoI) is defined as follows:

Ltotal = λcls ∗ Lcls + λbox ∗ Lbox + λmask ∗ Lmask (4)
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where Lcls, Lbox, Lmask indicate classification loss, bounding box regression
loss and mask segmentation loss respectively. λcls, λbox, λmask are weighting
factors of each component. We use the cross entropy loss function to calculate the
classification loss of thyroid nodules, and utilize the smooth L1 loss for boundary
box regression. The definitions of these two tasks are the same as those defined
in [19]. Besides, we adopt the binary cross entropy loss to calculate the mask
segmentation loss defined on the foreground proposals. Therefore, the loss of
mask segmentation task is defined as follows:

Lmask = − 1
n2

∑
0≤i,j≤n

BCE
(
yij , y

∗
ij

)
(5)

where n is the length and width of each mask, yij is the predicted value and
y∗
ij is the growth truth of each class. Furthermore, weighting factors can help

optimize the performance of classification, detection and segmentation tasks.

3 Experiments

3.1 Dataset and Preprocessing

We evaluated the proposed architecture on the public thyroid nodule region
segmentation dataset called TN3K provided in [11], which contains 3493 ultra-
sound images obtained from 2421 patients. In addition, we compare the perfor-
mance of our proposed method with State-of-the-Arts methods on the public
DDTI dataset [21]. It contains 347 thyroid ultrasound images from 299 patients
with thyroid disease, annotated by radiologists for thyroid nodule segmenta-
tion results. All the cases in the DDTI dataset are from the IDIME Ultrasound
Department, one of the largest imaging centers in Colombia.

In order to adopt these two datasets to thyroid nodule detection and seg-
mentation, we add the bounding box annotation for object detection. Besides,
we use the operation of adaptive histogram equalization for each image to trans-
form the gray level of the image, so as to improve the contrast of the image. In
addition, we perform data augmentation operations on the preprocessed images
used for training, including random mirror flip, random left-right flip, random
clipping, random sharpening, random increase or decrease of image contrast.

3.2 Implementation Details

The proposed network is implemented in PyTorch 1.8.1. The experimental codes
are modified on the basis of Detectron2 [22], and many default configuration
parameters are used for model training and inference. The model is trained on
two NVIDIA Tesla P100 GPUs with a batch size of 16, and the backbone of
the network is pre-trained on MS-COCO [23]. In our experiments, Nt1 and Nt2

in TN-NMS are set to 0.5 and 0.9 respectively, and λcls, λbox, λmask of loss
function are set to 2, 5 and 2 respectively. Moreover, the model is trained with
the stochastic gradient descent optimizer and the learning rate of warmup and
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cosine annealing for 50 epochs, whose learning rate increases linearly to 0.05 in
the first 1000 iterations, then decreases gradually in the form of cosine annealing.
The total time of model training is 20 h, and the inference time of each image is
0.85 s.

3.3 Evaluation Metrics

For the evaluation, in order to accurately quantify the performance of our model,
standard COCO metrics including AP (Average Precision), AP50 and metrics
for evaluating the Average Precision of objects with different size, including APS

(less than 32 × 32), APM (from 32 × 32 to 96 × 96), APL (greater than 96 × 96)
are used as evaluation metrics. Since the smallest thyroid nodule contained in
the DDTI dataset are larger than 32 × 32 pixels in size, APS cannot be used as
an evaluation metric for the DDTI dataset. Therefore, we measure the thyroid
nodule detection and segmentation performance of AP , AP50, APM , APL on
the DDTI dataset.

3.4 Ablation Study

In order to validate the performance of our proposed architecture, the evalua-
tion metrics of detection and segmentation are used to quantify the comparison
between our proposed model and baseline model. The baseline is Trident network
with a mask prediction branch proposed in [14], which includes a 2×2 decon-
volution layer with stride 2 and a 1 × 1 convolution layer for predicting mask.
Baseline/ResNet-101 backbone refers to the baseline network with ResNet-101
as the backbone. Then we respectively add semantic segmentation branches and
TN-NMS algorithm on baseline, which is denoted as bNet+S and bNet+T.

Table 1. Ablation studies on the detection of thyroid nodules.

Model TN3K DDTI

AP AP50 APS APM APL AP AP50 APM APL

Baseline/ResNet-101 backbone 54.7 85.7 32.8 47.3 61.1 49.0 85.1 42.0 57.2

bNet+S 54.9 86.6 30.6 47.2 62.5 49.8 87.2 43.7 57.5

bNet+T 54.7 86.6 36.7 48.0 61.6 49.7 85.5 43.0 57.4

Ours 55.2 87.1 34.4 48.2 62.8 51.3 88.7 45.4 57.8

As shown in Table 2, bNet+S improves 1.2% and 1.0% on APL for nodule
segmentation on TN3K and DDTI, respectively, which indicates that semantic
segmentation branche has high performance in segmenting large nodules. From
Table 1, we can see that bNet+T has a 3.9% and 0.4% improvement on APS and
APL for TN3K and 0.2% improvement on APL for DDTI, respectively, which
demonstrates that the TN-NMS algorithm improves the detection performance
of large and small nodules by suppressing the internal nodules in large nodules.
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Table 2. Ablation studies on the segmentation of thyroid nodules.

Model TN3K DDTI

AP AP50 APS APM APL AP AP50 APM APL

Baseline/ResNet-101 backbone 56.2 84.6 32.0 50.1 61.7 46.7 84.3 41.1 53.2

bNet+S 56.5 85.6 31.4 50.0 62.9 47.7 85.5 43.4 54.2

bNet+T 56.3 85.4 36.0 50.6 62.5 47.0 84.4 41.3 53.6

Ours 56.8 86.9 35.5 50.8 62.9 49.0 86.6 44.7 54.4

When both are added into baseline, MTN-Net greatly enhances in all evaluation
metrics compared to baseline. However, the APS of MTN-Net is lower than
that of bNet+T. We consider that the semantic segmentation branch focuses
too much on large nodules, and thus has lower performance on the detecting
and segmenting small nodules, there by leading to the lower performance of
MTN-Net than that of bNet+T.

3.5 Comparisons Against State-of-the-Arts Methods

We compared our framework MTN-Net with several state-of-the-art approaches,
including Mask R-CNN [14], Cascade Mask R-CNN [24], Mask Scoring R-CNN
[25], PointRend [26]. Mask R-CNN is a commonly used two-stage detection and
segmentation model. And Cascade Mask R-CNN is a multi-head model based
on Cascade R-CNN, which has higher detection accuracy than Mask R-CNN.
Besides, Mask Scoring R-CNN adds a branch for scoring masks on the basis
of Mask R-CNN, which enhances the accuracy of segmentation. Furthermore,
PointRend is optimized for image segmentation at the edges of objects, resulting
in better performance at the hard-to-segment edges of objects.

Table 3. Performance comparison of thyroid nodule detection on TN3K and DDTI.

Model TN3K DDTI

AP AP50 APS APM APL AP AP50 APM APL

Mask R-CNN 52.1 84.5 28.3 45.2 59.5 45.1 82.8 38.2 53.5

Cascade Mask R-CNN 53.9 84.8 31.0 47.1 61.3 47.5 84.3 43.0 54.0

Mask Scoring R-CNN 53.1 84.4 37.3 45.6 62.0 47.6 83.4 39.4 57.1

PointRend 54.5 85.0 37.1 47.3 61.3 47.4 82.0 40.0 56.1

Ours 55.2 87.1 34.4 48.2 62.8 51.3 88.7 45.4 57.8

Quantitative Analysis on TN3K. Tables 3 and 4 demonstrate the quantitative
comparison results between our MTN-Net and other SOTA models on the public
TN3K dataset. MTN-Net greatly improves AP , AP50, APM , and APL against
other SOTA models. However, the performance in detecting and segmenting
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Table 4. Performance comparison of thyroid nodule segmentation on TN3K and DDTI.

Model TN3K DDTI

AP AP50 APS APM APL AP AP50 APM APL

Mask R-CNN 54.4 84.5 30.0 48.3 60.7 42.6 80.2 36.4 49.7

Cascade Mask R-CNN 55.5 84.7 31.6 49.8 62.0 45.6 84.4 41.0 51.0

Mask Scoring R-CNN 55.1 84.6 37.5 49.5 61.1 46.1 82.9 41.5 51.9

PointRend 56.2 85.8 36.5 50.3 62.3 46.4 81.0 39.5 53.2

Ours 56.8 86.9 35.5 50.8 62.9 49.0 86.6 44.7 54.4

Fig. 4. Qualitative comparison of our MTN-Net and SOTA models. Among them,
Baseline, Our MTN-Net, Mask R-CNN, Cascade Mask R-CNN (yellow) are imple-
mented based on Detectron2, and Mask Scoring R-CNN and Point Rend (green) are
implemented based on MMDetection [27] (Color figure online)
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small nodules (less than 32 × 32 pixels) is inferior to Mask Scoring R-CNN
and Point Rend. Since the appearance and texture of some small nodules are
extremely similar to the surrounding tissues, MTN-Net is prone to mis-detect
other tissues and organs as small nodules. Nevertheless, MTN-Net has high accu-
racy on both APM , and APL, which indicates its remarkable competitiveness in
detecting and segmenting medium and large nodules.

Quantitative Analysis on DDTI. As shown in Tables 3 and 4, MTN-Net exceeds
other SOTA models in the above metrics on the DDTI dataset. For thyroid
detection, it increases 3.8%, 4.4%, 2.4%, and 0.7% for AP , AP50, APM , and APL,
respectively. For thyroid segmentation, the increases are 2.4%, 2.2%, 3.2%, and
1.2% for AP , AP50, APM , and APL, respectively. This demonstrates that MTN-
Net has an excellent performance in both nodule detection and segmentation
when the nodule size is larger than 32 × 32 pixels.

Qualitative Analysis. Figure 4 illustrates the qualitative comparison results
between our MTN-Net and other SOTA models. The first column of Fig. 4 shows
that MTN-Net can successfully exclude false-positive detection results. And the
second column of Fig. 4 illustrates that MTN-Net is able to accurately detect
and segment multiple thyroid nodules. In addition, the third column of Fig. 4
displays that MTN-Net is significantly competitive in the detection of small nod-
ules. Furthermore, the fourth column of Fig. 4 indicates that MTN-Net can not
only completely segment large nodules with complex texture, but also effectively
suppress internal nodules.

4 Conclusion

In this paper, we proposed a two-stage network for thyroid nodule detection
and segmentation in ultrasound images. Our network is built on Trident net-
work, which is capable of precisely detecting thyroid nodules with diverse sizes.
The semantic segmentation branch added to the network is effective for fully
segmenting large nodules with complex textures. In addition, we proposed an
improved NMS algorithm to fuse the detection results from multiple branches,
and it is useful to suppress the false detection of internal nodules. Consequently,
our network achieves a remarkable competitiveness in detecting thyroid nodules
with diverse sizes, segmenting completely nodules with internal texture, and sup-
pressing incorrectly detected internal nodules. Experimental results demonstrate
the effectiveness of the proposed method against other state-of-the-art methods.
In the future, we will utilize self-supervision methods to further reduce the false
positive rate of our model for thyroid nodule detection and segmentation in
ultrasound images.
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Abstract. Federated Learning (FL) enables multiple distributed local clients to
coordinate with a central server to train a global model without sharing their pri-
vate data. However, the data owned by different clients, even with the same label,
may induce conflicts in the latent feature maps, especially under the non-IID FL
scenarios. This would fatally impair the performance of the global model. To this
end, we propose a novel approach, DAFL, for Dual Adversarial Federated Learn-
ing, to mitigate the divergence on latent feature maps among different clients on
non-IID data. In particular, a local dual adversarial training is designed to identify
the origins of latent feature maps, and then transforms the conflicting latent fea-
ture maps to reach a consensus between global and local models in each client.
Besides, the latent feature maps of the two models become closer to each other
adaptively by reducing their Kullback Leibler divergence. Extensive experiments
on benchmark datasets validate the effectiveness of DAFL and also demonstrate
that DAFL outperforms the state-of-the-art approaches in terms of test accuracy
under different non-IID settings.

Keywords: Federated learning · Non-IID data · Latent feature map · Dual
adversarial training · Kullback Leibler divergence

1 Introduction

Federated Learning (FL) is an emerging distributed learning framework where multi-
ple local clients coordinate with a central server to train a global model without sharing
their private data [16,24], which is superior to traditional centralized learning paradigms
in data privacy [2,17,19] and communication efficiency [6]. Its effectiveness highly
depends on the data distribution. FL works well on independent and identically dis-
tributed (IID) data, that is, clients are similar to each other in their private data distri-
bution. However, in many real-world scenarios, data are typically non-identically dis-
tributed among clients. The non-IID data still poses severe challenges for existing FL to
train an effective global model [7,14]. Recent studies [11,12,26] have shown that the
non-IID data can result in a significant performance drop of the global model in terms
of convergence and accuracy since it can deflect the direction of local optimum and
deviate global model updates.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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(a) FedAvg (b) DAFL

Fig. 1. The Euclidean distance of latent feature maps extracted by two clients on FashionMnist
dataset.

There have been many efforts to improve the performance of FL on non-IID data.
Some attempts pull the local models closer to the global model, thus limiting the vari-
ety of local updates. For example, Wu et al. [21] proposed a heterogeneous model reuse
method to decrease the weight divergence of local training models by sharing a sub-
set of public data among clients. Li et al. [11] added the local weight regularization
term to restrict the directions of local updates. And, Karimireddy et al. [8] achieved
linear speedup by reducing client-variance during the updates. However, they cannot
solve the clients’ inherent data distribution diversity and fully leverage the underly-
ing latent feature information. Thus, some approaches personalize the global model to
deliver good performance for each client in the federation. For instance, Fallah et al. [3]
derived a proper initial shared model over all clients from the Model-Agnostic Meta
Learning (MAML) problem formulation [4]. Then, personalized models can be quickly
adapted to the local data of different clients after training a few steps on this shared
model. Smith et al. [20] considered fitting separate but related models simultaneously
to learn personalized models. However, in most real-world situations, a well-trained
and high-quality global model is required to provide unbiased decisions and precise
predictions [18,23], rather than some personalized ones.

Different from existing studies, we observe that the data from different clients may
induce conflicting latent feature maps, which would fatally degrade the performance of
FL. As shown in Fig. 1, by measuring the Euclidean Distance of latent feature maps
extracted by two clients for the data with the same label on FashionMnist dataset [22],
it can be observed that before the global training, the latent feature maps of each label
among clients have great diversity.

If the average strategy is simply adopted to aggregate the local models, the gen-
eralization of the global model will be degraded as a result of conflicting representa-
tions of latent feature maps. Thus, we try to tackle the problem based on an intuitive
idea: the server transforms the conflicting latent feature maps among clients to reach a
consensus rather than just synchronizing the global and local models. Compared with
FedAvg [16], the results in Fig. 1 show that the conflicting latent feature maps can be
effectively mitigated after adopting our proposed DAFL.
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Motivated by the idea above, we propose a novel dual adversarial federated learn-
ing (DAFL) approach on non-IID data, which implicitly deals with the conflicting latent
feature maps of the data with the same label among clients to mitigate the inherent data
distribution diversity. Specifically, each model structure in DAFL is divided into two
components: a classifier and a latent feature map extractor. The classifier is the fully
connected (FC) layers of the original model, while the latent feature map extractor is
the rest layers to extract latent feature maps of data. Furthermore, we introduce an aux-
iliary discriminator to the global model and the local model to recognize which model
the input latent feature map belongs to. Moreover, in the local training process, a dual
adversarial training consists of both the forward and the backward training is designed.
By making the feature extractors generate approximate latent feature maps, the training
transforms the conflicting latent feature maps to reach a consensus between global and
local models in each client. And in the forward training process, the global model gains
various personalized latent feature information from clients. The inherent data distribu-
tion diversity can then be mitigated through the generalization feature information of
the global model in the backward training. Besides, the latent feature maps of the two
models become closer to each other adaptively by reducing their Kullback Leibler (KL)
divergence [13,15]. The contributions of this paper are as follows:

– We observe that the latent feature maps of the data with the same label are in conflict
on non-IID data and analyze the reason for the suboptimal performance of the global
model from the perspective of the latent feature map.

– We propose a dual adversarial federated learning approach on non-IID data. Our
approach takes full advantage of latent feature maps information to effectively
implement the global aggregation and implicitly mitigate the conflicting latent fea-
ture maps among clients.

– We design a local dual adversarial training consisting of both the forward and the
backward training. The local training can identify the origins of latent feature maps
and make the global and local models reach a consensus on the latent feature map.

– Extensive experiments are conducted on benchmark datasets. Compared with the
state-of-the-art approaches, the results confirm the effectiveness of DAFL on non-
IID data.

The remainder of this paper is organized as follows. Preliminaries are given in
Sect. 2. Section 3 presents the details of the proposed DAFL. In Sect. 4, we conduct
a series of experiments to evaluate the superiority of our DAFL. Finally, we conclude
this paper in Sect. 5.

2 Preliminaries

2.1 Federated Learning

Federated Learning (FL) aims to train a generalized global model which performs well
on the dataset of each local client. FL consists of K clients, defined as [K], and a central
server S. The client k owns a local private dataset Dk = {Xk,Yk}, where Xk is the
input space and Yk is the label space. And Dk = {Xk,Yk} cannot be accessed by the
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central server and other clients due to privacy concerns. Suppose nk is the number of
samples on Dk, and N is the total number of samples on D = ∪k∈[K]Dk. The objective
of FL is to solve the following empirical risk minimization (ERM) problem:

min
w

F (w) := min
w

K∑

k=1

nk

N
Fk(w) (1)

Fk(w) := E(xk,yk)∼pk
Lk(w;xk, yk) (2)

where Lk(w;xk, yk) represents the loss function associated with the sample (xk, yk) ∈
(Xk,Yk) and the parameter vector w ∈ Rd, and pk is the distribution over Xk × Yk.
The focus of this paper is on non-IID data and the probability distribution pk of local
clients are not identical.

At each round t in the training process of typical FL [16], S randomly samples a
subset Kt ⊆ [K] of all clients at ratio r and aggregates the local model parameters
wt

k to generate the global model parameters wt, which are exchanged with each client
in Kt. Then the local model parameters wt

k of all clients are replaced directly by the
global model parameters wt at the next round t + 1. Instead, in our approach, both wt

k

and wt learn the latent feature map information from each other to reach a consensus
via local dual adversarial training, where wt

k is stored to one cache unit in client k and
wt is only exchanged with the server S.

2.2 Generative Adversarial Network

Generative Adversarial Network (GAN) [1,5] is a generative modeling approach that
consists of two components: a generator G enables random vector z ∼ PZ to generate
approximate data samplesG(z), and a discriminatorD distinguishes between generated
samples G(z) and real samples drawn from a distribution PX . G is trained to confuse
D. The objective of GAN can be formulated as a two-player game, and G and D can
be trained jointly by solving

min
G

max
D

Ex∼PX
[logD(x)] + Ez∼PZ

[log(1 − D(G(z)))] (3)

In our approach, the generator is removed, and only the discriminator is adopted to
distinguish the source of the latent feature maps. The input of the discriminator is the
output of the latent feature map extractor. Inspired by the Nash equilibrium of GAN
in the local training process, the conflict in the latent feature maps between global and
local models is mitigated to reach a consensus.

3 Proposed Approach

3.1 Local Training Structure

As depicted in Fig. 2, each local trained model structure (e.g., ResNet model, AlexNet
model.) is divided into two components: a feature extractor and a classifier. For the
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Fig. 2. Local training structure.

ease of presentation, we use subscripts g or l to represent the corresponding compo-
nents of the global model or the local model, respectively. Take the global model as
an example. With model weight wg , we use wg,e to represent the weight of the fea-
ture extractor and wg,c to represent the weight of the classifier. The latent feature map
extractor Tg(wg,e;x) : X → Rm can map an input example x ⊆ X from the input
space X into a latent feature map x̂g = Tg(x) ∈ Rm. Without losing generality, we use
the classifier Cg(wg,c; x̂g) to transform x̂g to the label space Y . Besides, an auxiliary
latent feature map-based discriminator Dg(θg; x̂) is added to the global model, which
tries to distinguish the local latent feature map x̂l and the global latent feature map x̂g

via a scalar output ŷ = Dg(x̂).
In each round of the model update process, the local model parameters wl and

the local discriminator’s model parameters θl are stored in local cache units, and the
global model parameters wg and the global discriminator’s model parameters θg are
only exchanged with the server S.

3.2 Local Dual Adversarial Training

DAFL retains the principle of traditional federated learning that it does not share private
data and assigns the training tasks to the local clients. Inspired by the Nash equilibrium
of GAN, we expect to make the global and local models in each client reach a consensus
in latent feature maps. Thus, the auxiliary discriminator is applied to identify the origins
of the latent feature maps and learn a consistent representation of the same sample
between them in latent feature map space. Specifically, the latent feature map extractors
Tg and Tl extract latent feature maps x̂g and x̂l of the same sample x from local data,
respectively. The discriminators Dg and Dl take both x̂g and x̂l as inputs, and their
outputs are denoted as the binary variable d ∈ {1, 0}, which indicates whether the
latent feature map input comes from the global model or the local model.

In the local training process, we design an efficient dual adversarial training that
consists of both the forward and the backward adversarial training. The objective of
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dual adversarial training is formulated as two-player mini-max games between the fea-
ture extractor and the discriminator. The latent feature map-based discriminator Dg(Dl)
aims to distinguish latent feature map inputs x̂g and x̂l, and then outputs a discrimi-
nating determination for each latent feature map. The feature extractor Tg(Tl) tries to
extract consistent latent feature maps with the extractor Tl(Tg) to confuse the discrimi-
nator Dg(Dl). If each latent feature map-based discriminator of the global model or the
local model cannot identify the origins of the latent feature maps, the learned latent fea-
ture map can be regarded as the consistent representation of the same sample in latent
feature space between the global and the local models. Thus, the forward adversarial
loss and the backward adversarial loss can be formulated respectively as:

LDg
= −Ex̂l∼p(x̂l)[log(Dg(x̂l))] − Ex̂g∼p(x̂g)[log(1 − Dg(x̂g))]

LTg
= Ex̂g∼p(x̂g)[log(1 − Dg(x̂g))] (4)

LDl
= −Ex̂g∼p(x̂g)[log(Dl(x̂g))] − Ex̂l∼p(x̂l)[log(1 − Dl(x̂l))]

LTl
= Ex̂l∼p(x̂l)[log(1 − Dl(x̂l))] (5)

where p(x̂l) and p(x̂g) are distributions of the latent feature maps x̂l and x̂g. The dis-
criminator Dg is trained to output d = 1 when the latent feature input is from the local
model and yields d = 0 if the latent feature input came from the global model and
the Dl is trained by exchanging only the binary variable output for different origins of
latent feature maps.

3.3 Latent Feature Map Classification

We use two terms for the loss of latent feature map classification. The first is the cross-
entropy (CE) loss of classification to measure the prediction accuracy, and the second
is the distribution difference of latent feature maps between global and local models in
each client based on Kullback Leibler (KL) divergence. These two loss terms can be
formulated respectively as:

Lg = Lkl(x̂g, x̂l) + Lce(y, Cg(x̂g)) (6)

Ll = Lkl(x̂l, x̂g) + Lce(y, Cl(x̂l)) (7)

where Cg(·) and Cl(·) refer to the classification function of global model and local
model. Lce is the CE loss between the ground-truth label y and softmax output of the
classifier Cg or Cl that is generally used in classification tasks. And Lkl is the KL loss,
which tries to match latent feature map outputs, enabling proximity latent feature maps
of the two models in each client to share the learned feature information.

Furthermore, we optimize the models based on the above two losses in the same
local mini-batch by combining both the local dual adversarial training-based loss and
latent feature map classification-based loss. Thus, the complete loss for wg and wl are
rewritten as:

Lwg
= LTg

+ Lg (8)
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Fig. 3. Overall framework of DAFL. Step 1 shows that the central server broadcasts a new global
model and a new auxiliary discriminator to the clients. Step 2 stands for that each local client
employs our dual adversarial training to update the global model and its local model. Step 3
indicates that the clients upload the updated global model and the discriminator to the central
server. Step 4 represents that the central server aggregates the updated global models and the
discriminators, respectively.

Lwl
= LTl

+ Ll (9)

In each iteration, we fix the parameters of the discriminators Dg and Dl and train
the global and local models using Lwg

and Lwl
in Eq. 8 and Eq. 9. Then parameters of

the two models are fixed and the discriminators are trained using LDg
and LDl

in Eq. 4
and Eq. 5.

3.4 Algorithm of DAFL

We provide the overall framework of DAFL in Fig. 3. The dual adversarial training is
applied to deal with the non-IID problem. The training process of DAFL can be summa-
rized as algorithm 1. DAFL starts with initial global model parameters w0

g and auxiliary
discriminator’s parameters θ0g , controlled by the central server S. At the same time, all
clients start with initial local model parameters w0

l and auxiliary discriminator’s param-
eters θ0l stored in local cache units. At each round t in the training process, S uniformly
selects a subset of the clients Kt ⊆ [K] in the fraction c. Then, S broadcasts the latest
wt

g and the θtg to each client k ∈ Kt.
Instead of directly training on the copy of the global model, the client k employs

our local dual adversarial training between the wt
g,k and the wt

l,k on its local data Dk.
Due to the different data distributions, the local model of each client will focus on
different data features. In the forward adversarial training, the wt

g,k can be trained to
learn the personalized latent feature information from wt

l,k, keeping the generalization
ability in the mean time to reach a forward consensus. In the backward adversarial
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Algorithm 1. Dual Adversarial Federated Learning Algorithm
Require: The number of clients K, the number of global epochs T , the fraction of clients par-

ticipating in each round c, the number of local epochs E, the local training batch B, and the
learning rate ηt.

1: Server executes:
2: initialize w0

g and θ0
g

3: for each communication round t = 1, 2,....,T do
4: Kt ← (Randomly select c · K clients from [K])
5: for each client k ∈ Kt in parallel do:
6: wt+1

g,k , θt+1
g,k ← Client-Update(k, wt

g , θ
t
g)

7: end for
8: update wt

g to wt+1
g , wt+1

g =
∑K

k=1
|Dk|
|D| wt+1

g,k

9: update θt
g to θt+1

g , θt+1
g =

∑K
k=1

|Dk|
|D| θt+1

g,k

10: end for

11: function Client-Update(k, wt
g , θ

t
g)

12: wt
g,k = wt

g , θ
t
g,k = θt

g , get w
t
l,k, θ

t
l,k from local cache

13: for each local training epoch from 1 to E do
14: for B in local training batches do
15: wt+1

g,k = wt
g,k - ηt ∇ Lwg (wt

g,k, B)

16: θt+1
g,k = θt

g,k - ηt ∇ LDg (θt
g,k, B)

17: wt+1
l,k = wt

l,k - ηt ∇ Lwl(w
t
l,k, B)

18: θt+1
l,k = θt

l,k - ηt ∇ LDl(θ
t
l,k, B)

19: end for
20: end for
21: store wt+1

l,k , θt+1
l,k in cache units

22: return wt+1
g,k , θt+1

g,k

training, wt
l,k can be trained to learn the generalization latent feature information from

wt
g,k. The inherent data distribution diversity among clients can be mitigated through

a backward consensus because the personalized latent feature map representation can
be suppressed, and the wt

l,k can generate latent feature maps with more general infor-
mation. Thus, the divergence on latent feature maps among clients will be mitigated,
and the clients will reach a consensus on latent feature maps of the data with the same
label implicitly through the FL training. After the local update, the client k rewrites
its cache to the new local model parameters wt+1

l,k and the new local discriminator’s

parameters θt+1
l,k . And it sends wt+1

g,k and θt+1
g,k back to the server S. Then, S performs

the efficient aggregation through model averaging to generate the new global model
parameters wt+1

g and the new discriminator’s parameters θt+1
g according to the local

data size.
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4 Experiments

4.1 Setup

Baselines: We compare DAFL with three state-of-the-art approaches, FedAvg [16],
FedProx [11] and Scaffold [8]. FedAvg is a traditional federated learning approach that
aggregates the local models according to the data size. FedProx is a generalization of
FedAvg to tackle the non-IID problem and regularize the local training by adding a
proximal term in the objective function of the local model. And Scaffold is an algorithm
that utilizes the control variates to correct for the client-drift.

Datasets and Models: We conduct experiments on three datasets including MNIST
[10], FashionMnist [22], and CIFAR-10 [9]. Among them, MNIST dataset is for digit
image classification. It is composed of 60,000 training images and 10,000 test images.
Each of them is a 28 × 28 pixel gray handwritten image. FashionMnist covers the front
pictures of 70,000 different products from 10 categories. The image size, number of
training and test samples, and number of categories of FashionMnist are exactly the
same as those of classic MNIST. And CIFAR-10 contains 50,000 training images and
10,000 test images. Each of them is a 32 × 32 pixel color image, related with a label
from ten categories.

We train different models for these datasets. For MNIST, we employ a CNN model
with two 5× 5 convolutional layers (the first with 32 channels, the second with 64 chan-
nels, each followed with 2 × 2 max pooling) and two fully connected (FC) layers. For
FashionMmnist, we employ a CNNmodel with four conventional layers (each followed
with 2 × 2 max pooling and ReLU activation) and two FC layers. For CIFAR-10, the
model is a convolutional neural network with two 3 × 3 convolutional layers (the first
with 6 channels, the second with 16 channels, each followed with 2 × 2 max pooling
and ReLU activation) and two FC layers.

Client Heterogeneity: To generate the non-IID data partition among clients, we sort all
data samples based on their labels and then split them into numbers of shards allocated
to each client randomly and uniformly. The shard size can determine the degree of
non-IID, in which the larger shard size indicates the higher data distribution diversity.
We use α to denote three different degree of non-IID problem. And α = 0.1(0.2, 0.3)
indicates that data on each client belong to one (two, three) label(s), respectively.

Configurations: We use PyTorch to implement DAFL and the other baselines. The
code is implemented via FedLab [25]. For MNIST, we run 50 global communication
rounds when α = 0.3 or α = 0.2, and 100 global communication rounds when α = 0.1.
Besides, we run 100 and 200 rounds for FashionMnist and CIFAR-10, respectively, with
100 clients in total and a ratio r = 10% of sampling clients. We adopt a local updating
step T = 16 and a mini-batch size B = 16. The learning rate η is fixed with 0.01, and
the scale of the proximal term is set to μ = 0.2 for FedProx.

4.2 Results and Analysis

Effectiveness of Local Dual Adversarial Training. Firstly, to assess the efficiency
of our local dual adversarial training scheme, we compare the latent feature maps
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(a) MNIST (b) FashionMnist (c) CIFAR-10

Fig. 4. Average distance of latent feature maps between global and local model.

difference between the global and local models based on the Euclidean distance before
and after the local training process. Figure 4 shows the results the average distance
of the latent feature maps has decreased significantly after the local dual adversarial
training. Thus, our local training scheme can work well in transforming the conflicting
latent feature maps of the same sample to reach a consensus between the global and
local models.

Secondly, the single adversarial federated learning (SAFL) only has the forward
adversarial learning where the global model can learn the latent feature distribution of
local models in the local training process. Unlike SAFL, DAFL retains the forward
adversarial training and introduces extra backward adversarial training to weaken the
influence of inherent feature distribution difference, promoting the training process of
the global model. As shown in Fig. 5, the effectiveness of the local dual adversarial
training is remarkable. When the global epochs are fixed, it is demonstrated that DAFL
can achieve higher accuracy of the global model compared with SAFL and outperforms
SAFL on the convergence speed and stability of the global model. The results validate
the efficiency of the backward adversarial training, which hinders the convergence of
the global model by generating latent feature maps with more general representation.

(a) α = 0.3 (b) α = 0.2 (c) α = 0.1

Fig. 5. The test accuracy of DAFL and SAFL with different degree of non-IID data.

Finally, we compare the local dual adversarial training with the direct alignment
approach Fed-L1. Based on L1 distance, Fed-L1 aligns the latent feature maps between
the global and local models directly by adding the L1 distance loss to the local loss
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function. From Table 1, we can see that the local dual adversarial training can enhance
the performance of the global model more effectively and reach a better consensus
between the global and local models than Fed-L1. Thus, the effectiveness of our local
dual adversarial training has been well validated.

Table 1. The test accuracy (%) of the global model in different FL approaches with different
non-IID settings.

Settings Approaches MNIST FashionMnist CIFAR-10

IID FedAvg 98.76 86.73 56.67

FedProx 98.90 87.15 57.18

Scaffold 98.91 86.92 56.82

Fed-L1 98.79 88.06 55.71

DAFL 98.99 88.03 62.13

non-IID (α = 0.3) FedAvg 97.53 85.91 53.49

FedProx 98.27 87.75 53.34

Scaffold 98.25 87.14 57.55

Fed-L1 98.20 86.62 57.97

DAFL 98.54 88.23 58.04

non-IID (α = 0.2) FedAvg 96.69 84.52 52.29

FedProx 96.32 83.62 51.27

Scaffold 96.59 85.14 56.85

Fed-L1 96.14 85.84 55.41

DAFL 97.54 86.04 56.56

non-IID (α = 0.1) FedAvg 88.15 66.13 (-)

FedProx 92.22 64.47 (-)

Scaffold 91.32 62.95 (-)

Fed-L1 91.80 62.32 (-)

DAFL 92.46 66.77 (-)

Effectiveness on Different α Settings. To assess the impact of the non-IID on the
accuracy, we run the experiments on the MNIST dataset with different degree of non-
IID data. As shown in Fig. 6, the gain and the trajectory of DAFL are more notable and
steady with different settings of α on MNIST. Furthermore, the distance between two
curves increases as α decreases. In addition, although DAFL consumes more time on
the local training, it performs better on the convergence speed. These results verify our
motivations that DAFL is induced from mitigating the conflicting latent feature maps
of the data with the same class among clients, which is otherwise not accessible by
FedAvg. Thus, DAFL is robust against non-IID degree so that it is effective enough to
confront the non-IID problem.
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(a) α = 0.3 (b) α = 0.2 (c) α = 0.1

Fig. 6. The test accuracy of DAFL and FedAvg with different degree of non-IID data.

Top-performance of DAFL. We show the test accuracy of the global model for all
of the baseline approaches on three real-world datasets. With IID data setting and a
variety of non-IID data settings in Table 1, DAFL is the top-performing approach and
outperforms the other state-of-the-art approaches with a considerable margin in most
cases. The reason is that other approaches cannot make full use of the latent feature
maps to handle the inherent latent feature distribution differences among clients, which
would lead to the suboptimal performance of the global model on those non-IID clients.
On the contrary, DAFL has an advantage in mitigating conflicting latent feature maps.

5 Conclusion

In this paper, we focused on the non-IID problem, and proposed a novel dual adver-
sarial federated learning approach to eliminate the notable conflicting latent feature
maps among clients. A local dual adversarial training that consists of the forward and
the backward training was proposed to implicitly generate the consensus latent feature
map of the data with the same label, achieving higher accuracy of the global model
and mitigating the divergence on latent feature maps among clients. Extensive experi-
ments demonstrated that our DAFL achieves superior performance to the state-of-the-
art works on non-IID data. In future work, we will conduct rigorous convergence anal-
yses of DAFL. And we plan to optimize our algorithm to reduce the time complexity of
local training for broader applications.
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Abstract. With the development of online video platforms, a comment
visualization system that inserts dynamic and contextualized comments
on a video has become popular in Japan and China, known as DanMu,
which provides a feeling of “virtual liveness”. However, at the same time,
it also brings some bad influences such as goal impediment and informa-
tion overload, distraction problems, impolite and irrelevant comments.
To solve this problem, there are several studies utilizing textual content
for low-quality DanMu detection. However, they leave out the visual con-
text and do not consider users’ watching behavior. To this end, in this
paper, we propose an end-to-end multimodal classification framework
for low-quality DanMu detection. Specifically, we first design a lab-based
user study to investigate users’ watching patterns. Based on the discov-
ered fixation patterns, we propose a new fusion method to fuse them
with textual context. Moreover, visual content is also considered with
a further fusion mechanism. Our model outperforms other baselines in
almost all classification metrics in the real-world dataset.

Keywords: Datasets · Neural networks · Eye-Tracking pattern · Text
tagging

1 Introduction

In the process of booming development of video market, one emerging type of
user-generated comment named DanMu [10] has become more and more popular
at many online video platforms, e.g., niconico1 in Japan and Bilibili2 in China.
Unlike traditional online reviews displayed in a separate space outside the video,
DanMu is overlaid directly on the top of videos by synchronizing the comment
with specific playback time, somewhat similar in appearance to the film subti-
tles. Previous research has indicated that DanMu creates a feeling of “virtual
liveness” [16] as well as an experience of co-viewing [17], which largely increases
users’ watching experience. However, DanMu technology also brings some bad
influences, e.g., goal impediment and information overload [15], distraction prob-
lem [13], impolite and irrelevant comments (quarrels between fans, or spoilers)
1 http://www.nicovideo.jp/.
2 http://www.bilibili.com/.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 247–259, 2022.
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[4,22], etc. Some typical instances are illustrated in Fig. 1. The audience had a
dispute over the food price mentioned in the video.

Fig. 1. A screenshot from a video which is introducing local food. DanMu in Dotted
box are impolite and irrelevant comments that affect users’ watching experience.

To alleviate this problem, some video platforms allowed users to filter DanMu
utilizing pre-defined rules or regular expressions, which was not flexible. In
academia, [23] proposed a Similarity-Base Network with Interactive Variance
Attention to detect spoilers from DanMu. To better utilize the context informa-
tion of DanMu, a graph convolutional encoder and a contextual encoder were
used to capture the semantic feature of DanMu by [12]. At the application
level, [18] designed and implemented a cloud-assisted DanMu filtering frame-
work, including a CNN-based DanMu quality classifier that runs on the cloud
server and a front-end Google Chrome browser extension. However, they usually
only leveraged the textual context information, i.e., the surrounding DanMu, to
judge whether a DanMu should be filtered. We argue that the visual context is
necessary for low-quality DanMu detection, especially for irrelevant comments
detection. Moreover, users usually exhibit specific patterns when watching videos
with DanMu. For example, people tend to link textual descriptions to visual
depictions in a simple manner and often become confused if the link is not clear
[8]. However, how to utilize these patterns to improve performance is still largely
underexplored.

Along this line, we collect a user-generated video dataset3 and conduct a
series of dedicated experiments to explore users’ watching behavior with an eye-
tracker. The eye-tracker could collect users’ eye movements during the video
watching process. Through analyzing users’ eye movements, we found that users
tend to pay attention to DanMu that have similar semantics when watching
videos. In addition, we also discover several fixation patterns. We propose an
3 We will publish the dataset after the acceptance of this paper.
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end-to-end multimodal classification framework for low-quality DanMu detection
based on these observations. To be specific, we first utilize a convolutional neural
network (CNN) to encode visual context. Then, we leverage BERT [6] to obtain
the embeddings of DanMu. To combine users’ watching behavior, we design a
pattern encoder to extract related features about defined eye-tracking patterns.
Thereafter, we propose a new fusion method based on the bilinear model to
fuse eye-tracking features and text representation. Finally, representations from
different modalities are combined for DanMu classification.

In general, the contribution of this paper can be summarized as follows:

– We conduct a lab-based user study to collect various user behavior data when
watching videos with DanMu, which will be released to the research commu-
nity.

– We propose an end-to-end multimodal classification framework for low-quality
DanMu detection with several discovered fixation patterns.

– We conduct extensive experiments to evaluate the proposed model, and the
results show the effectiveness compared with several state-of-the-art baselines.

2 Eye-Tracking Pattern Mining

This section will introduce our dataset and make some preliminary analyses of
eye-tracking data to explore the human eye-tracking patterns.

2.1 Data Preparation

We collect a user-generated videos dataset from Bilibili, one of the largest video-
sharing platforms in China, which focuses on animation, movies, etc. To be
specific, this dataset contains 62 videos, each lasting around 5 min long and
containing about 1000 DanMu. All videos are divided into 12 groups. Each group
includes 5 or 6 videos, and the total time is no more than 30 min.

We recruit 14 participants to take our tasks. There are eight males and
six females with ages ranging from 21 to 24. All of them are undergraduate, or
graduate students and their majors vary from natural science and engineering to
humanities and sociology. All participants are familiar with DanMu and usually
browse the online video platforms. In addition, we screen all applicants according
to their visual acuity to ensure that the collected eye-tracking data are correct.
Each group of videos is watched by 6 participants at least to eliminate random
factors.

To obtain eye-tracking data, we use a Tobii Pro4 eye tracker to record the
eye-tracking of participants during watching videos whose deviation is within
the character level. Before taking tasks, there is a calibration process for each
participant to ensure that the data of eye movements can be recorded accurately.
After that, they need to rate the correlation between the DanMu and the video
scene where the DanMu appears, with 1 being related and −1 not. Considering
4 www.tobiipro.com.

www.tobiipro.com
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that we aim to filter out the worst DanMu, samples with labels mean larger than
0.8 are considered positive, and the remaining are negative samples. Finally, we
get 11,000 positive samples and 27,039 negative samples to help us construct a
binary classification problem.

Table 1. Toy example of eye-tracking data

Time(s) x y Type Duration(ms) Fixation x Fixation y∗ Focus type Focus text∗∗

19.642 1229 335 Fixation 183 1229 351 DanMu Not really

19.658 1219 337 Fixation 183 1229 351 Image

19.675 1212 338 Fixation 183 1229 351 Image

19.692 1212 325 Fixation 183 1229 351 DanMu Not really

19.708 1220 365 Fixation 183 1229 351 Image

19.725 1235 369 Fixation 183 1229 351 DanMu I have 6 years
∗Fixation x and Fixation y stand for coordinates of gazed position.
∗∗Tranlated from Chinese.

2.2 Eye-Tracking Pattern Generalisation

Some examples of eye-tracking data in our dataset are presented in Table 1.
Before processing the collected eye-tracking data, we first need to understand
how it reveals our watching behavior. From previous work, we can learn that
the eye reads a frame of videos in discrete chunks by making a series of fixations
and saccades. A fixation is a brief moment, around 250 ms, where the eye is
paused on a DanMu or an area of this frame, and the brain processes the visual
information. A saccade is a fast eye movement to take in the subsequent fixation.
In other words, a fixation means the participant is concentrating on reading, and
a saccade is a bond that connects two fixations.

Preliminary statistical results show that gazing at DanMu is a sparse behav-
ior while watching a video, which naturally raises our question: does this sparse
behavior include more information, or in other words, is the gazed DanMu sig-
nificantly different from other DanMu? We attempt to analyze this issue from a
semantic perspective. To be specific, we select a Chinese image caption dataset,
calculate the BLEU score, and compare it with the DanMu’ BLEU score, as
shown in Fig. 2. We have found that the semantics of the overall DanMu is
more diverse than that of the image caption dataset. But the gazed DanMu has
a lower diversity, which means people tend to pay attention to DanMu with
similar semantics when watching videos. However, a gazed DanMu by partici-
pants does not always mean that the DanMu is related to the video content. For
example, [7] note that fixations focused on two points mean that participants
got confused with elements on the screen. To distinguish between different types
of fixations, inspired by [7] we have defined three fixation patterns as Table 2
shows. In practice, each DanMu corresponds to one or more patterns because
different participants have differences in cognitive behavior.
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(a) BLEU score of all
DanMu

(b) BLEU score of gazed
DanMu

(c) BLEU score of a Chi-
nese image caption dataset

Fig. 2. Semantic analysis

Table 2. Definition to eye-tracking patterns (with ratio of occurrences of patterns)

Patterns id Occurred ratio Eye-tracking pattern generalisation

Pattern #1 36.45% Many short fixations across several
DanMu

Pattern #2 51.91% Short fixations on specific DanMu
followed by some regressions

Pattern #3 11.64% Long fixations on specific DanMu

3 Technical Framework

Previous research [2,3,5] on multimodal tasks has provided a helpful paradigm
that takes output vectors of independent network models of different modalities
as input. Then the fusion module will combine the output vectors into a single
vector as the multimodal joint representation.

We follow this paradigm to define the structure of the framework as having
three components, a vision encoder, a joint DanMu-eyetracking encoder, and a
classifier that predict the joint two prior components’ embedding (Fig. 3). We
opt for the “early fusion” scheme for joining predictions. The modular nature of
this structure allows us to analyze the joint DanMu-eyetracking encoder quan-
titatively.

3.1 Vision Encoder

We utilize a standard CNN architecture ResNet50 [9] for the vision encoder. And
we’ll replace the last full connection layer of ResNet with a new full connection
layer that maps pooling out to the d-dimension. Then we resize the input video
frame to 480 * 270 and rescale the pixel values to lie within the range [−1, 1] and
get the visual representation vi ∈ R

batch×dt .

3.2 Joint DanMu-Eyetracking Encoder

As Fig. 3 shows, the joint DanMu eye-tracking encoder consists of two parts. One
is used to represent the text with Bert [6] directly. Here we use Bert’s pooled
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Fig. 3. End-to-end multimodal classification framework.

out vector as the direct text embedding. The other part is the eye-tracking
pattern encoding module to extract eye-tracking pattern features to enhance
text representation.

3.3 Eyetracking Pattern Encoder

As we discussed in Sect. 2, the eye-tracking data of a DanMu can be represented
as

vraw = [χ(g), pg, t̄g/s] (1)

where χ(g) is a 0–1 variable used to indicate whether the DanMu is gazed at
by more than one subject. pg represents the probability of the subject gaze at
the DanMu; t̄g/s represents the average time for all participants to stare at this
DanMu. We can calculate these features as follows:

pg =
Ns

N
, t̄g/s =

Tg

N
(2)

where N is the number of participants, Ns is the number of participants who
gazed at a specific DanMu, Tg represents the total time for all participants to
gaze at a specific DanMu.

After feature engineering, we get three synthetic features. Further encoding
will be achieved through a linear affine transformation, where we use a diagonal
matrix as the invertible matrix. This diagonal matrix can adjust the weight of
each synthetic feature and provide interpretability for the eye-tracking pattern
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encoder. As discussed above, each DanMu may correspond to multiple fixation
patterns, so we use three eye-tracking pattern encoders with shared parame-
ters to encode each pattern of a DanMu separately. After encoding, a pattern
identifier module is used to sum the above vectors. To be specific, this part is
calculated as follows:

vet =
P∑

p

wp(D · vraw) ∈ R
|vraw| (3)

where wp is the weight of the pattern p given by pattern identifier, D is the
parameter diagonal matrix.

3.4 Fusion Method

Most fusion methods can only be used for two input modalities. Some particular
fusion method suitable for multimodalities fusion needs to convert each vector to
a dockable vector. As the length of an eye-tracking vector is too short compared
to the length of a vision or a text vector, forcibly mapping the eye-tracking
vector into a much higher dimension space will bring unnecessary redundancy
and make it hard to train. As we discussed in Sect. 2, eye-tracking data can be
easily matched with DanMu text. Therefore, our fusion approach is divided into
two steps. The first step is to integrate the eye-tracking vector with the text
vector to obtain joint representation and then fuse it with the vision vector. To
accomplish this fusion task, we apply convolution as the linearizing operation in
the bilinear model [20] as our text-eye-tracking fusion method.

More specifically, we first extract text embedding vt ∈ R
batch×dt from Bert

and eye-tracking pattern encoder vet ∈ R
batch×de for tensor product operation:

vet ⊗ vt ∈ R
batch×de×dt . Before this step, to avoid possible null eye-tracking

vectors that could adversely affect the final embedding, we replace the 0–1 vari-
able χ(g) with its one-hot encoding in the eye-tracking representation. Then a
convolution operation is applied to linearize the result of the tensor product.
Defining fc(∗) as a convolution operation and W as a linear transform, the joint
DanMu-eyetracking representation can be calculated as follow:

vjoint = W · f(vet ⊗ vt) ∈ R
|vi| (4)

Finally, we obtain the multimodal representation:

vmm = Concat(W · fc((
P∑

p

wpD[χ(g), pg, t̄g/s]) ⊗ vt),vi) (5)

4 Experiments

This section will evaluate our method in a real-world dataset and compare it
with the baselines we selected.
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4.1 Experimental Setup

For a fair comparison with other methods, we use the same image encoder and
text encoder as the backbone. In all experiments, we use an AdamW solver with
a learning rate = 0.00002 and a schedule with a learning rate that decreases
linearly from the initial learning rate set in the optimizer to 0.

As our dataset labels are imbalanced, we sample 1000 positive and negative
samples as the validation and test sets, respectively. Accuracy and F1 score
are our model criteria, while the loss function during the training stage is the
cross-entropy loss function.

4.2 Comparison of Baseline Methods

To evaluate the performance of our proposed model, we compare it with the
following methods as baselines:

– fastText. This is a lightweight library for efficient learning of word repre-
sentations and sentence classification developed by [11]. FastText is often on
par with deep learning classifiers in terms of accuracy and many orders of
magnitude faster for training and evaluation.

– Smartbullets. TextCNN is introduced to tackle sentence-level classifica-
tion tasks with convolutional neural networks. [18] construct a user-centered
DanMu filter with this method named Smartbullets.

– Multimodal classifier(Text+Image). This is our model without eye-
tracking data. We replace the joint encoder with a Bert text encoder.

We choose the model with the lowest validating loss during the training phase
to test on the test set. The experimental results are shown in Table 3.

From the result of the experiments, we discover that both multimodal context
and eye-tracking data can effectively improve model performance. Our model is
better than the baselines we selected, of course.

Table 3. Overall performance

Methods Accuracy F1-score

fastText 0.6375 0.7180

Smartbullets 0.6540 0.7232

Bert classifier 0.6520 0.7240

MM classifer(Text+Image) 0.6975 0.7389

MM classifer(Text+Image+eye-tracking) 0.7375 0.7552
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4.3 Fusion Method Experiment

To verify the effectiveness of the fusion module we have designed for this task,
we have selected some typical fusion methods as the baselines to compare with
our methods, which are as follows:

– Concatenation. This is the most basic multimodal fusion method with
strong applicability and wide application. This method directly concatenates
the two vectors together to get the target vector [19].

– Co-attention. This is a method proposed by [14] for image-text fusion. The
specific fusion process is as follow:

CP = [Hq;Hpsoftmax(Hp(Hq)T )]softmax(Hq(Hp)T ) (6)

Then the LSTM model is used to map CP into a given output space.
– Bilinear pooling with linearizing. Bilinear pooling take the outer product

of two vectors p ∈ R
dp and q ∈ R

dq and learn a linear transform W [21], the
result vector z can be calculated as follow:

z = W · V ec(p ⊗ q) (7)

where ⊗ denotes the outer product and V ec(∗) denotes linearizing the outer
product matrix in a vector.

We chose the model with the lowest validating loss during the training phase
to test on the test set, and the experiment results are shown in Table 4. We also
draw the loss curve and the accuracy curve of the validation set when different
fusion methods are used during the training process, as shown in Fig. 4. The
results prove that our proposed fusion method is superior to the given baseline
in prediction accuracy and convergence performance.

(a) Accuracy curve of validation set dur-
ing training phase

(b) Loss curve of validation set during
training phase

Fig. 4. Performance of given fusion methods during training phase
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Table 4. Fusion methods performance

Method Accuracy F1-score

Concatenation 0.5770 0.6887

Co-attention 0.7025 0.7403

Bilinear pooling with linearizing 0.7015 0.7326

Bilinear pooling with convolution (Ours) 0.7375 0.7552

5 Related Works

5.1 Low-Quality DanMu Detection

Recent studies of low-quality DanMu detection mainly focus on keyword match-
ing and deep learning methods. Keyword matching methods are based on prede-
fined keywords widely used in famous video platforms. However, the keyword
matching methods require human-fixed input and have high recall and low
precision performance since they treat many positive comments as low-quality
DanMu. The other domain of research is machine learning methods. [23] propose
a Similarity-Based Network with Interactive Variance Attention to detect spoil-
ers from DanMu. They construct a word-level attentive encoder and a sentence-
level interactive variance attention network to embedding DanMu text with their
contextual information. To better utilize the context information of DanMu, a
graph convolutional encoder and a contextual encoder are used to capture the
semantic feature of DanMu by [12]. At the application level, [18] design and
implement a cloud-assisted DanMu filtering framework, including a CNN-based
DanMu quality classifier that runs on the cloud server and a front-end Google
Chrome browser extension. However, they leave out the multimodal context as
well as the human watching behavior.

5.2 Eye-Tracking

A review of the early literature provides a few examples of research regarding
people’s eye movements as they integrated both textual and visual elements in
an information-seeking context [20]. Faraday and Sutcliffe [8] reveal that partici-
pants sought to link textual descriptions to visual depictions in a simple manner.
If the link wasn’t clear, participants often become confused about how the two
channels could be synthesized into a coherent whole. [7] discover 23 human eye-
tracking patterns of surfing the website and reveal the links between usability
problems and eye-tracking patterns.

5.3 Fusion Methods

Fusion is a crucial research topic in multimodal studies, which integrates infor-
mation extracted from different unimodal data sources into a single compact
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multimodal representation. Three types of fusion methods are mainly used for
the multimodal task, namely, simple operation-based, attention-based, and bilin-
ear pooling-based methods.

A widely used operation-based fusion method is concatenation [24] which
is not required the same number of elements arranged in an order. However,
this simple fusion method is not ideal enough. To get a better fusion perfor-
mance, some more complex but better methods are proposed. A typical method
is attention fusion which utilizes attention mechanisms in modal fusion. Atten-
tion mechanisms often refer to the weighted sum of a set of vectors with scalar
weights [1]. Among these attention fusion methods, co-attention is a represen-
tative method. In the original paper, the authors use co-attention to fuse the
image modal and text modal in VQA. This method uses symmetric attention
structures to generate attended not only image feature vectors but also language
vectors[14]. Based on the bilinear model, [21] proposes a fusion method that facil-
itates multiplicative interactions between all elements in both input vectors via
computing their outer product.

6 Conclusion

In this work, we tackled the problem of low-quality DanMu detection using the
image, text contents, and eye-tracking data. Our main idea is human visual
cognitive patterns imply the emotional tendency of the viewed object. To under-
stand human cognitive processes, we collect an eye-tracking dataset to mine
human cognitive patterns during watching behavior. Then a weight-shared pat-
tern encoder is applied to adaptively represent different patterns. It is clear
from the experiments that introducing human eye-tracking patterns and visual
information can efficiently improve the quality and accuracy of predictions.

However, the eye-tracking patterns we defined do not fully utilize sequence
features of the eye-tracking data. In further studies, we will try to extract features
from eye-tracking sequences with a more efficient method.

Acknowledgements. This work was partially supported by the grants from the
National Natural Science Foundation of China (No.62072423)
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Abstract. For face clustering, the density of each cluster distribution
in the feature space is different. Too high similarity pruning will lead
to the sparse clustering not being divided and reducing the recall ratio,
while too low similarity pruning will lead to the decline of clustering
accuracy. We propose the Two-Stage Clustering Method Based on Graph
Convolutional Neural Network (TSC-GCN), in which the clustering size
are set to measure the sparse degree of clustering and pruning with a
low similarity degree. The clustering with sparse distribution is screened
out, then the requirements for nodes similarity are improved. At the same
time, the number of neighbor nodes is set to prevent the clustering core
from deviating from the aggregation of nodes, and the clustering with
dense distribution is screened out. The experimental results show that
TSC-GCN can give a good consideration of the accuracy and recall ratio
both, and achieve better clustering effectiveness than the state-of-the-art
methods.

Keywords: Graph convolutional network · Facial clustering · Pruning
screening

1 Introduction

Recently, there have been a large amount of face images generated daily due to
the popularity of the cameras. This has unfortunately incurred big challenges for
the face image management systems. Face clustering has become a very common
approach to manage the face images for the purpose of face recognition or face
labelling, etc. [1–4]. Traditional clustering methods rely on specific assumptions.
For example, K-Means [5] requires the data set to be convex-shaped, and spec-
tral clustering [6] requires different clusters with similar sizes. They all lack of
the capability to deal with face images with complex data distributions. In order
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to improve the adaptability of complex data distributions, recent research has
proposed clustering methods to learn cluster patterns based on GCN link pre-
diction, and show great performance improvement over traditional methods in
terms of accuracy [2,7]. These link prediction-based methods improve the perfor-
mance of face clustering and have fewer requirements on the data distribution.
They all share some common operations, including generation of the subgraph
for each instance as central node first followed by predicting the linkage prob-
ability between the central node and its neighbors. In the end, they organize
the instance into clusters by the linkage. However, though these approaches are
effective enough to identify more accurate clusters, they have resulted in high
computation overheads. The main computation bottleneck of the approaches
is the need to get individual subgraphs or sub-networks from its local context
for each image instance. This has unfortunately resulted in a huge number of
subgraphs generations and led to further heavy learning tasks as well. We have
observed that the generated subgraphs are usually highly overlapping. A cen-
tral node could be a neighbor node in other subgraphs which results in excessive
redundant calculation costs, and at the same time, the inference speed is reduced.

The contributions of our paper are summarized as follows:

(1) We propose a new GCN-based face clustering TSC-GCN, which is both
time-efficient and effective.

(2) We conducted extensive experiments to evaluate TSC-GCN against existing
methods in IJB-B face datasets.

Section 2 shows the related work about the graph convolutional neural net-
works and face clustering. Section 3 introduces the details of the proposed TSC-
GCN. Section 4 and 5 provide the experimental evaluations and conclusions
respectively.

2 Related Work

Graph Convolutional Neural Network has an excellent performance in processing
graph data without regular spatial structure, so it is widely used in classification
and link prediction tasks. Yao et al. [9] used an entire corpus to manually con-
struct large heterogeneous graphs and learned them by GCNs to greatly improve
text classification performance. Chu et al. [10] used Bilinear Convolutional Neu-
ral Network to fuse the high and low dimensional features. We use GCN to mine
the complex relationships embedded between nodes and infer connectivity.

Unsupervised face clustering is to make face images similar within the class,
and mutually exclusive between the classes. Traditional face clustering algo-
rithms do not rely on machine learning and are implemented by manually design-
ing clustering rules, such as K-means [5] and DBSCAN [11]. Vidal et al. [12]
proposed Sparse Subspace Clustering, which utilized the bottom line subspace
structure in data. Lin et al. [13] used linear support vector machines to design
the nearest neighbor similarity measure based on data samples. Shi et al. [14]
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proposed Conditional Pairwise Clustering, which defines the Clustering prob-
lem as a Conditional random field and uses Pairwise similarity between faces to
complete Clustering.

In supervised face clustering, Tapaswi et al. [15] proposed ball cluster learn-
ing, which divided feature space into balls with equal radii, and each ball repre-
sents a cluster. Meanwhile, the relationship between balls is constrained. Wang
et al. [2] proposed a graph convolution face clustering algorithm based on link
prediction, which used GCN to capture the local context of face data and accu-
rately judge the link possibility of face pairs. Lei et al. [7] designed two GCN
modules, which were respectively used to detect high-quality cluster proposals
and eliminate noise in them to obtain high-quality clustering results.

Though supervised face clustering has been proven to be more effective, it
suffers from high computation overhead, as they all need to generate a lot of
subgraphs for connectivity learning. In contrast, our proposed method divides
face data by density and only predicts the connectivity of the low-density part.
The high-density part is naturally connected, which speeds up the operation
with good accuracy.

3 TSC-GCN

3.1 Problem Description

Due to the development of neural networks, feature extraction has been able to
extract high-dimensional features. However, the clustering results are unsatisfac-
tory in calculating the difference between the feature vectors of two face images.
Thus, the similarity between face images is calculated by constructing subgraphs.
In the node subgraph, the connection relationship between connected nodes is
represented by an adjacency matrix. GCN can aggregate neighborhood informa-
tion to obtain embeddings. Furthermore, the embeddings of the node subgraph
are obtained and are used to obtain the similarity between nodes through the
classification function. The larger similarity value means that they are more
likely to belong to the same cluster.

When the similarity between two nodes is greater than or equal to a thresh-
old, the two nodes are in the same cluster, and an edge can be added in. We
evaluate algorithm results by using pseudo labels, which are not the real identity
labels of nodes, but are temporarily assigned to nodes in the same cluster. As
shown in Fig. 1, face images with the same pseudo-label are in the same cluster,
and yi is pseudo labels, where i represents the i-th cluster. When evaluating
the clustering, the pseudo labels are compared with the real labels, and the
PRECISION, RECALL, PAIRWISE F-score, and NMI are calculated.

3.2 Framework Overview

This method calculates the similarity through GCN and completes clustering in
two stages, which is named as Two-Stage Clustering Method Based on Graph
Convolutional Neural Network (TSC-GCN). The framework is shown in Fig. 2.
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Fig. 1. Pseudo labels as the substitutions of the original labels

Fig. 2. The framework of TSC-GCN

Firstly, the features of the face images are extracted by the convolutional
neural network, the embeddings of the face images are obtained, and then the
obtained feature vector is mapped to the feature space. The face images in
the feature space are regarded as nodes, and each node in the feature space is
regarded as the center node. In order to use the topology of neighbor nodes
to represent the center node, a subgraph corresponding to the center node is
constructed according to the topology information of the neighbor nodes of the
center node. Secondly, the node subgraph is used as the local data to be processed
by the graph convolutional neural network, the embeddings of the node subgraph
is implemented, and the similarity between the nodes is obtained through the
classification. Using the similarity, we can get clusters in two stages. Finally, all
the clustering results are merged and the nodes in a cluster are edged to obtain
the classified face images.

3.3 Face Image Feature Representation

TSC-GCN uses the method provided in the ArcFaces face recognition model [20]
to extract the features of the image. In the face alignment, the five key points
of the face are detected by MTCNN, and the cropped 112 × 112-dimensional
face images are obtained after normalization. The features of the face images are
extracted by the resnet50 model, and we can get the 512-dimensional embeddings
through the fully connected layer. The training set of the model is the joint
dataset of MS-Celeb-1M [21] and VGGFace2 [22]. IJB-B [8] is divided into three
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datasets IJB-B-512, IJB-B-1024, IJB-B-1845. The images in the three data sets
are input into the model to obtain the feature vector, so as to map the face images
into the nodes of the feature space. Through feature extraction, the embeddings
of the face image is obtained and mapped to the feature space as the face image
node. In this way, the face images are transformed into a graph structure. In
order to use the topology information of nodes and neighbor nodes in the feature
space to construct the neighbor node subgraphs, we use GCN to calculate the
embeddings of the node subgraphs. After classification, the prediction is done
according to the similarity between nodes, so as to obtain the clusters.

3.4 Subgraph Representation

TSC-GCN takes each node in the feature space as the central node p, uses the
topology information of the neighbor nodes of the central node p to construct
the neighbor node subgraphs, and then obtains the adjacency matrix Ap and
subgraph features Xp from the neighbor node subgraph. Subsequently we can
get the similarity based on adjacency matrix Ap and subgraph features Xp.
The construction of the neighbor node subgraph is divided into three steps:
determining the subgraph nodes, constructing the subgraph features, and adding
edges between the nodes.

Fig. 3. The process of subgraph construction

Step 1: Identify subgraph nodes. Find the neighbor nodes of h-hop and less
than h-hop of the center node p, and use all the neighbor nodes as subgraph
nodes. Note that the center node p is not included in the subgraph node set.
Figure 3 shows the search of 2-hop subgraph nodes. The solid lines are edges
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between the 1-hop neighbor nodes and the dotted lines are edges between the
2-hop neighbor nodes.

Step 2: Build subgraph features. The subgraph features are constructed
according to the face image features of the central node and the subgraph nodes.
Concretely, the feature vectors of each subgraph node are subtracted from the
feature vectors of the central node, and then these new feature vectors are formed
as a row vector, which is the subgraph feature Xp corresponding to the central
node p. The subgraph feature Xp is defined as:

Xp = [..., xi − xp, ...]T , i ∈ Vp (1)

where Xp is the subgraph feature, xi is the feature of ith subgraph node, and
xp is the feature of the center node.

Step 3: Add edges between two nodes. In order to avoid large differences of
each node in the subgraph. For a node a in the subgraph node set Vp, we record
the U neighbor nodes closest to this node a which form a new node set Vu. If
b ∈ Vu ∩ VP , we add a edge between node a and node b. Take the nodes in the
subgraph node set Vp as the central node respectively, repeat the above process
to add edges, and finally get the topology of the neighbor node subgraph. This
topology is represented by an adjacency matrix Ap. The value of u is 3 in Fig. 3.

3.5 Similarity Estimator

Using the adjacency matrix Ap and subgraph features Xp, we can get the simi-
larity on the graph convolution network. The input of the convolution layer is the
adjacency matrix Ap and subgraph feature Xp, and the output is a transformed
subgraph feature Yp. The GCN is described as:

Y = σ( [X||GX] W ) (2)

where X ∈ RN×din , Y ∈ RN×dout , din, dout are the input and output dimensions
of the node feature respectively. G = g(X,A) is a N ×N dimensional aggregation
matrix, where each row adds to 1. W is the weight matrix of the convolutional
layer. σ() is a nonlinear activation function. G = g(X,A) adopts mean value
aggregation, where G = Λ− 1

2 AΛ− 1
2 , A is the adjacency matrix, Λ is a diagonal

matrix and Λii =
∑

j Aij .

3.6 Form Clusters

Pruning with too high similarity will cause sparse clusters to be unable to be
divided, reducing RECALL while pruning with too low similarity will lead to the
decline of clustering accuracy. TSC-GCN improves the division of dense clusters
by pruning and aggregating nodes with a higher degree of similarity. In addition,
aggregated nodes are filtered by setting nc (neighbor count) to prevent deviation
from the cluster core when aggregating nodes. If the number of neighbor nodes
is greater than or equal to nc, the node does not deviate from the clustering
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core, and the node and its neighbor nodes are aggregated. TSC-GCN has two
states, one is to limiting the size of clusters,and the other is to limit the number
of neighbor nodes. The similarity inferred by GCN is used as the input, and the
threshold of limiting the cluster size is firstly obtained to get a part of the final
cluster that is relatively sparse and a part of the remaining node sets to enter
the stage of limiting the number of neighbor nodes. After the stage of limiting
the number of neighbor nodes, all nodes are assigned to the cluster, and the face
image clustering is completed.

Limit the Cluster Size. We can set a threshold to prune the cluster. All
nodes are in the same cluster are connected together. However, simply using
the similarity method will lead to mistakenly deleting a node that actually is
in the same cluster during the pruning process, which will ultimately affect the
clustering effect. Therefore, in the first stage, the pruning strategy based on the
cluster set size threshold is adopted. At the same time, the similarity threshold of
the nodes is gradually increased during the iterative clustering of the remaining
nodes. In this way, the large set of clusters is pruned, and some clusters with less
than optimal similarity representation ability are iteratively filtered out. For the
remaining nodes, the value of similarity is higher, and we can take them to the
stage of limiting the number of neighbor nodes for further screening.

Limiting the Number of Neighbor Nodes. In order to further distinguish
which of these high similarity neighbor nodes are actually the same cluster as
the given node. The remaining nodes after screening have a high similarity with
the given node. In order to further distinguish between those neighbors with
high similarity, which are actually in the same cluster as the given node, it is
possible to introduce a variable: the number of neighbor nodes whose similarity
with the given node is greater than or equal to Th2. The more neighbor nodes is,
the higher the probability that a given node represents this cluster is. Add these
qualified neighbor nodes and the given node to the cluster, store these neighbor
nodes with a queue, which means check whether the number of neighbor nodes
meet the requirements. If so, the neighbor nodes are added to the cluster, and
these neighbor nodes are inserted into the tail of the queue. The above process
is repeated for the nodes in the node queue until the queue is empty. At this
time, a cluster will be obtained. Update the remaining node set and find the
next cluster according to the above method. When the remaining node set is
empty, the clustering ends.

The algorithm is described as Algorithm 1.

4 Experiments and Analysis

4.1 Dataset and Metrics

TSC-GCN is tested on the public face clustering benchmarks: IJB-B [8], which
consists of seven different subtasks. The three subtasks with the largest number
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Algorithm 1. Face Clustering Methods Based on GCN
Data: ImagedatasetV
Result: ThefinalClusteringResults

Extract face image feature x;
Build neighbor node subgraphs,and get subgraph node set Vp;
Get subgraph features Xp using equation (1);
Build adjacency matrix Ap, and add an edge between node a and node b, which
b ∈ Vu ∩ VP , Aab = Aba = 1;
Calculate the similarity;
th1 ← q; /* q is a predefined value */
while The number of nodes in set remain ≤ p × the total number of nodes do

Put the nodes whose similarity ≥ th1 into set S;
if the number of nodes in S ≤ MAX SIZE then

Put set S into Result;
Delete nodes in set S from set remain;

else
Clear set S;

Increase the value of th1 with a step;
end

end
th2 ← r; /* r is a predefined value */
Build a remaining node queue using the nodes in set remain;
while remaining node queue is not empty do

Take the nodes in the remaining node queue as the queue head of the node
queue and add it to the set Q;
while node queue is empty do

Record the number of the neighbor nodes of the node whose similarity ≥
th2;
if the number of the nodes ≥ nc then

/* nc is a constant value */
Add the neighbor nodes to the node queue;
Add the neighbor nodes to set Q;

end
Get the next node in the node queue;
Add Q to set result;
Delete nodes which is in Q from the remaining node queue;

end
end

return result;

are selected. The numbers of identities included in the three subtasks are 512,
1024, and 1845 respectively, and the numbers of samples included are 18171,
36575, and 68195 respectively. We use the model trained on a random subset
of CASIA [16] dataset for testing clustering. We use the most mainstream face
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clustering evaluation metrics [17]: Bcubed F-score (denoted as FB) and Pairwise
F-score (denoted as FP ).

4.2 Parameter Setting

For the density selection threshold is determined to be 0.4 after many experi-
ments. The initial learning rate of momentum and SGD is 0.1, and the weight
decay value is 1e−5. The infrastructure/hardware (GPU/CPU/RAM) set up is
(Tesla P100/Intel Xeon/16 GB).

4.3 Results and Analysis

Table 1 shows the comparison results of TSC-GCN and other base methods. The
best results are shown in bold. The results in Table 1 show that our method is
much better than traditional clustering methods in IJB-B compared to tradi-
tional methods. Specifically, TSC-GCN’s Pairwise F-score is about 4% higher
than the existing method.

Table 1. Comparison on IJB-B data set.

Method IJB-B-512 IJB-B-1024 IJB-B-1845
FB FP FB FP FB FP

K-Means [5] 0.612 0.436 0.603 0.413 0.600 0.301
Spectral [6] 0.517 0.310 0.508 0.217 0.516 0.246
AHC [23] 0.795 – 0.797 – 0.739 –
AP [18] 0.494 – 0.484 – 0.477 –
DBSCAN [11] 0.753 – 0.725 – 0.695 –
ARO [19] 0.763 – 0.758 – 0.755 –
PAHC [13] – – 0.639 – 0.755 –
ConPAC [14] 0.656 – 0.641 – 0.755 –
DDC [24] 0.802 – 0.805 – 0.800 –
L-GCN [2] 0.833 0.843 0.833 0.853 0.814 0.677
TSC-GCN 0.834 0.913 0.835 0.890 0.811 0.712

4.4 Hyperparameter Analysis

We analyzed the hyperparametric similarity th1, th2, and neighbor count nc in
both phases. We chose the Pairwise F-score as the evaluation metric for clustering
effectiveness. Also, a comparison with L-GCN was made for reference and analysis.
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The First Stage. In the first stage, i.e. the limiting clustering size stage, the
value of the hyperparameter th1 affects the effect of clustering. As can be seen
in Fig. 4, the TSC-GCN shows an overall upward trend in Pairwise F-score as
the value of th1 increases. Once th1 is too high, some similar images will be
excluded from the clusters.

Fig. 4. Effect of th1 on Pairwise F-score

The Second Stage. The second stage is the combination of the two hyperparam-
eters th2 and nc, which then filter the clusters. To address the shortcomings of th1,
we exclude the interference of high similarity node pairs by setting a threshold for
the number of neighboring nodes nc. Theoretically, the higher the number of sur-
rounding neighboring nodes, the higher the confidence that the node can represent
the cluster it is in. As can be seen from Fig. 5 and Fig. 6, the clustering results are
relatively sensitive to the choice of the similarity threshold th2.

Fig. 5. Effect of th2 on Pairwise F-score
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Fig. 6. Effect of nc on Pairwise F-score

5 Conclusions

We proposed a novel face clustering method TSC-GCN, which divided the pro-
cess of obtained cluster results into two stages, limiting the size of clusters and
the number of neighboring nodes. The purpose was to filter out the clusters that
were more dispersed and were densely distributed in the feature space respec-
tively. It was experimentally verified that the TSC-GCN could well balance pre-
cision and recall both, and achieved better clustering results when the runtime
was at the same level as the existing methods.
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Abstract. With the gradual increase in awareness of intellectual prop-
erty protection in recent years, it has become imperative to strengthen
the monitoring and regulation of digital piracy. The previous counter-
measures suffer from low accuracy or passive data collection. Further-
more, the commonly adopted website clustering methods focus exclu-
sively on a few attributes. The results obtained do not draw a compre-
hensive picture of the connections between websites within a family. In
this paper, we aim to address the issue of digital piracy being challenging
to identify, trace, monitor, and regulate in the current situation, utiliz-
ing video piracy websites targeting Chinese consumers as an example.
The present architecture enables proactive discovery and detection of
suspicious websites with a 96.2% accuracy, compensating for traditional
digital piracy detection inadequacies. The proposed novel feature extrac-
tion method for clustering video piracy websites can synthesize multiple
aspects in terms of layout, content, and infrastructure. The clustering
results indicate that the websites belonging to the same family obtained
by the proposed method show a more comprehensive similarity.

Keywords: Proactive discovery · Piracy detection · Multidimensional
features · Feature serialization · Website clustering

1 Introduction

Along with the flourishing development of the Internet and the continuous
improvement of network infrastructure, the number of Chinese Internet users is
booming. According to The 48th Statistical Report on China’s Internet Devel-
opment [6], the amount of China’s online video (including short video) users had
reached 944 million by June 2021, accounting for 93.4% of all Internet users. At
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the same time, the black market of pirated videos is overgrowing. According to
iResearch’s [11] definition, video piracy refers to the free or paid distribution of
video resources on the Internet without the authorization of copyright owners
and purchasers. Video Piracy Website (VPW) provides a staggering amount of
pirated videos to Internet users. Operators of VPW continue to reach a high
level of profitability by setting up VIPs, placing advertisements, and selling
pirated videos. The operation mode of VPW is already well developed after going
through stages of development such as the server storage model, P2P model,
hotlink model, and cloud storage model. Currently, the development trend of
VPW is from centralization to decentralization, bringing significant challenges
to the fight against piracy.

Nowadays, several websites allow users to download pirated videos from
streaming cyberlockers directly. Streaming cyberlockers have several things in
common: first, they have no copyright checking policy; second, these websites
often use circumvention tactics, such as additional settings on the homepage to
make the website appear compliant and legitimate; and finally, they mostly dis-
able search functions to prevent visitors from finding the resources they store.
Streaming cyberlockers rely on third-party indexing websites to provide a search-
able directory of video links and maintain a query function. The blocking of third-
party indexing websites does not affect the streaming cyberlockers, ultimately
creating a scenario in which streaming cyberlockers and third-party indexing
websites operate in a symbiotic relationship.

As of now, there have been several studies on video piracy. Lyu et al. [15]
investigated Chinese Internet users’ attitudes toward video piracy and exam-
ined the factors affecting their attitudes. AliCloud [2] extracted the copyright
information in the video DNA and uploaded it for deposition. They realized the
integration and data exchange to build a blockchain-based copyright protection
solution. Ibosiola et al. [10] analyzed the links to cloud storage on the websites
and studied these links’ characteristics and potential relationships. The above
work suffers from the issue that they can only perform passive defense or detect
a single category of VPW. We need the ability to fight against piracy more
proactively and to analyze the characteristics of particular VPW families more
comprehensively.

In summary, the primary contributions of this paper are listed as follows:

– We combine the incremental crawler and the BERT model to build a VPW
detection model, which achieves timely proactive discovery and high detection
accuracy of 96.2%.

– We design an encoding method to store multidimensional features in
sequences. Combined with the string comparison algorithm, we can use each
feature to divide VPWs into different groups efficiently.

– We cluster websites using layout, content, and infrastructure features. The
websites belonging to the same cluster obtained by the presented method
possess a more comprehensive similarity.

The rest of this paper is structured as follows: Sect. 2 discusses the related
work. Section 3 shows the overall architecture and details the methods we used to
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detect and cluster VPW. Section 4 provides the experiments and analysis related
to this work. Section 5 concludes the paper and proposes future works.

2 Related Work

2.1 Features Extraction

Content. Babapour et al. [3] used natural language processing and text mining
techniques such as TF-IDF and SVD to extract the content feature from webpage
text. Maktabar et al. [16] employed the Bag-of-Words technique and Part-of-
Speech tags to construct the content feature vector and segregate the fraudulent
websites.

Layout. Bozkir et al. [5] proposed a ranking approach that considers visual
similarities among webpages by using layout-based and vision-based features.
Experimental results showed that their approach promisingly simulates the aver-
age human similarity judgment. Balogun et al. [4] proposed a meta-learning
model based on the functional tree for detecting phishing websites. Experimen-
tal results showed that the functional tree and its variants are superior to some
existing phishing websites detection models. Mao et al. [18] focused on extract-
ing features from CSS layout files. To extract and quantify CSS features, they
transferred their property values into computable types by doing some simplified
encoding.

Website Infrastructure. The technology of Cyberspace Surveying and Map-
ping (CSM) detects, analyses, and visualizes all kinds of cyberspace resources and
their relationships [27]. By building a map of cyberspace resources, we can com-
prehensively describe and display cyberspace information. Cyberspace search
engines adopt CSM technology. Unlike Web search engines, cyberspace search
engines can obtain the critical information of the target and conduct a com-
prehensive analysis and display [14]. Many cyberspace search engines have been
well developed, such as Shodan, Zoomeye, Censys and FOFA.

2.2 Website Detection

The main approaches to detecting websites can be broadly divided into two cat-
egories, traditional machine learning approaches [13,17,24,25] and deep learning
approaches [9,20,21,28]. Researchers do not need to extract features manually
or have extensive knowledge while using deep learning methods. The latest stud-
ies in website detection have focused on deep learning models in recent years.
Du et al. [9] proposed an intelligent classification schema based on the deep
neural network using mixed featured extractors consisting of Text-CNN Feature
Extractor and Bidirectional GRU Feature Extractor. Patil et al. [20] proposed
a deep neural network to predict structural similarity between 2D layouts using
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Graph Matching Networks (GMN). Their network’s retrieval results are more
consistent with human judgment of layout similarity. Yang et al. [28] proposed
a multidimensional feature phishing detection approach. Under the control of a
dynamic category decision algorithm, the speed and accuracy are all improved.
Rajaram et al. [21] proposed a Convolutional Neural Network framework with
18 layers and transfer learning to classify websites using screenshots and URLs
of phishing websites and legitimate websites. They achieved the integration of
the visual-similarity-based and the character-based approach.

2.3 Websites Clustering

Jie et al. [12] proposed a label to class clustering analysis method and label
category similarity attribute to compare the relevance of different types of web-
site addresses. The clustering results showed that darknet sites can be gathered
together unsupervised. Nagai et al. [19] proposed a new malicious website iden-
tification technique by clustering the WS-trees. Experiment results verified that
the proposed approach identifies malicious websites with reasonable accuracy.
Rentea et al. [22] proposed a clustering algorithm to cluster an extensive collec-
tion of URLs and selected centroids from each cluster, such that each URL in
the cluster is similar with at least a centroid. The proposed algorithm is fast and
scales well on large datasets. Drew et al. [8] proposed an optimized combined
clustering method by extracting key website features, including text, HTML
structure, file structure, and screenshots of websites. The results showed that
their method more accurately groups similar websites together than existing
general-purpose consensus clustering methods.

3 Methodology

In this section, we provide a detailed description of the methods we used. We
divide our research into four parts: proactive discovery, VPW detection, VPW
feature extraction, and familial clustering. The overall architecture is shown in
Fig. 1.

3.1 Proactive Discovery

We employ incremental crawlers in conjunction with automatic keyword and
external link extraction. By observing the layouts of VPWs, we found that the
majority of them would include external links at the bottom of the webpages.
Since developers typically index the links pointing to the resources inside the
website with relative paths, another characteristic of the external links is that
the links start with “http(s)”. Our crawler can locate and extract the external
links more efficiently based on the above findings. We use a record table to avoid
duplicate crawling of an existing one.

The encoding on a portion of webpages does not perfectly match how it
claims to be encoded. We replace these garbled characters with spaces since
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Fig. 1. Overall architecture.

they usually do not contribute to the characterization of the page. Additionally,
the comments on websites are also meaningless, and we eliminate this part in
the same manner. Then we extract the text from HTML files of all website
homepages and record the mapping relations.

3.2 VPW Detection

The detection model in this paper is implemented based on the BERT model.
BERT [7] stands for bidirectional encoder representations from transformers.
Transformers can handle sequential input data and do not need to process the
data in order based on the self-attention mechanism [26]. Self-attention can
calculate interrelations between all words in a sentence. These interrelations
then adjust the weight of each word to obtain their new expressions. These new
expressions contain semantic meanings and interrelations. Therefore, the vector
obtained by the self-attention mechanism has a more global expression than the
traditional mechanism.

To further enhance the semantic representation of the model, we select the
Chinese Wikipedia corpus as a pre-training task and then input HTML text into
the model for targeted training.

3.3 VPW Feature Extraction

Layout Sequence. Researchers have conducted many studies on the layout
similarity of webpages, primarily focusing on image-based comparisons. For
example, in the research of phishing webpages, Abdelnabi et al. [1] proposed
a method for comparing visual similarity using screenshots. Unfortunately, the
image-based layout comparison method is too computationally expensive. To
reduce the overhead while accurately recording the layout features of webpages,
we serialize the layout into a one-dimensional sequence. Since some HTML tags
can only uniquely represent the nested relationships when the start and end
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positions are determined, we need to record them entirety. We selectively serial-
ize tags frequently found in VPWs, further reducing the overhead. The encoding
table is shown in Table 1.

Table 1. Encoding table.

Tag Code Tag Code

a A li G

div B input H

link C form I

img D p J

script E table K

ul F span L

Here we give an example of webpage layout serialization. There are two simple
webpages in Fig. 2, Page 1 will be encoded as “EEFGGGGGGFLLC”, and Page
2 will be encoded as “FGGGGGGFCLL”. It is worth noting that we only encode
the tags in the encoding table.

<html>
<head>

 <title>page 1</title>
 <script>some code</script>

</head>
<body>

 <ul type="some type">
 <li>some text</li>
 <li>some text</li>
 <li>some text</li>

 </ul>
 <span>some text</span>
 <link rel="xxx" href="a link"/>

</body>
<html>

(a) Page 1

<html>
<head>

 <title>page 2</title>

</head>
<body>

<ul type="some type">
 <li>some text</li>
 <li>some text</li>
 <li>some text</li>

 </ul>
 <link rel="xxx" href="a link"/>
 <span>some text</span>

</body>
<html>

(b) Page 2

Fig. 2. Example of HTML code for two similar webpages.

Content Sequence. Term Frequency-Inverse Document Frequency (TF-IDF)
is a statistical method to assess the importance of a word for one of the docu-
ments.
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Term Frequency (TF) represents the number of times a word appears in a
document. The importance of the word w in a document can be expressed as:

TFw,d =
nw,d∑
i ni,d

(1)

This formula calculates the importance of word w to the document d. nw,d

indicates the number of times word w appears in document d.
∑

i ni,d is the sum
of the occurrences for all words in document d.

Inverse Document Frequency (IDF) measures the ability of words to distin-
guish between categories. The ability of word w can be expressed as:

IDFw = log
|D|

|{d : nw ∈ di}| (2)

|D| is the number of all documents. |{d : nw ∈ di}| is the number of docu-
ments containing word w.

TF-IDF represents the weight of words. The weight of word w in document
d can be expressed as:

TF -IDFw,d = TFw,d × IDFw (3)

We first extract all the Chinese corpus in HTML and train the TF-IDF model.
Since the TF-IDF score’s decile is the most significant number in this score, we
take all the TF-IDF scores’ deciles of a particular website and join them into a
sequence. We give a few simple examples, as shown in Table 2.

Table 2. Example of content sequences for three websites.

Website TF-IDF scores Content sequence

1 0.21, 0.33, 0.00, 0.10, 0.56 23015

2 0.23, 0.37, 0.10, 0.17, 0.51 23115

3 0.42, 0.33, 0.00, 0.00, 0.22 43002

Website Infrastructure. We aggregate data from various cyberspace search
engines, maximizing the combination of each search engine to make our statis-
tics more comprehensive and reliable. We gather information about the server
software to determine the habits of the operating entity building the website and
IP address to determine the network segment in which the server is located. We
also serialize the two features acquired above to evaluate the similarity of the
infrastructure between websites in the subsequent step. We stitch together all
the server software for the website into a sequence so that the sequences between
websites with similar software is also alike. An example is shown in Table 3.
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Table 3. Example of three websites using similar server software.

Website Software

1 Nginx, jQuery-3.3.1, Bootstrap

2 CNZZ, Nginx, jQuery-3.2, Bootstrap

3 Swiper Slider, Nginx, jQuery-1.11.3, Bootstrap

We intercept the first three segments for the website’s IP address, make up
each segment into three digits, and then join the three parts into a nine-digit
number. These nine-digit sequences can be used later in the clustering step to
indicate the distance between network segments in which different websites are
located. An example of the process is shown in Fig. 3.

Website A B

IP 98.126.51.13 98.126.229.191

Interception

98 126 51 98 126 229

Join

098126051 098126229Sequence

Fig. 3. Example of IP sequence processing.

Group Mapping. After the above extraction and encoding, we can obtain
sequences of each webpage’s layout, content, and software. We use a sequence
comparison algorithm to calculate the similarity between two webpages in the
above three aspects. The core formula of the algorithm is as follows.

similarity =
Lsum − Ldist

Lsum
(4)

Lsum is the sum of the lengths of two sequences. Ldist is the edit distance,
i.e., the minimum number of edit operations required to convert from one to the
other between two sequences. Both insert and delete operations add 1 to the
value of Ldist and replace operations add 2. The edit distance of two sequences
a and b is denoted as Ldista,b(|a|, |b|), which can be calculated as follows.

Ldista,b(i, j) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

max(i, j) if min(i, j) = 0

min

⎧
⎪⎨

⎪⎩

Ldista,b(i − 1, j) + 1
Ldista,b(i, j − 1) + 1
Ldista,b(i − 1, j − 1) + 2(ai �=bj)

otherwise
(5)
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|a| and |b| denote the lengths of sequences a and b respectively. 2(ai �=bj) is
a characteristic function with the value of 2 when ai �= bj and 0 otherwise.
Ldista,b(i, j) denotes the distance between the first i characters of a and the
first j characters of b. After obtaining the edit distances of two sequences, we
perform a similarity calculation. Here we take the sequences obtained from the
two webpages shown in Fig. 2 as an example. The edit distance between the
sequence of Page 1 and Page 2 is 4 and further get the similarity as 0.83. The
comparison between software sequences or content sequences goes the same way.

The IP sequence can be standardized and fed directly to the clustering algo-
rithm. However, layout, content, and software sequences must be mapped first.
The specific implementation is shown in Algorithm 1.

Algorithm 1: Group mapping using sequence similarity.
Input: List of websites, L
Output: Dict of websites and group IDs, D

1 D ← empty dict
2 GID ← new GID
3 while L is not empty do
4 Similarityold ← 0
5 Website1 ← L.pop()
6 Mate ← Website1
7 for Website2 in L do
8 Similaritynew ← Compare(Website1, Website2)
9 if Similaritynew > Similarityold then

10 Mate ← Website2
11 Similarityold ← Similaritynew
12 end
13 end
14 if D.get(Mate) is not None then
15 D[Website1] ← D.get(Mate)
16 else
17 D[Website1] ← GID
18 D[Mate] ← GID
19 GID ← new GID

20 end
21 end

Algorithm 1 first initializes an empty dictionary D, generates a random GID.
Then the following operations are performed for each website in the list L. The
algorithm first pops up a website, assigns it to Website1, and initializes the
Mate of Website1 to itself and Similarityold to 0. Then, Website1 compares
with each remaining Website2 in list L. If the Similaritynew between Website1
and Website2 is higher than the Similarityold, the algorithm sets the Mate
of Website1 to Website2 and assigns the Similaritynew to Similarityold. After
Website1 finishes comparing with all the websites in list L, the algorithm then
tries to find out if the Mate is already grouped in the dictionary. If yes, the
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algorithm then assigns the Mate’s group ID to Website1. Otherwise, the algo-
rithm assigns GID to both Website1 and Mate, generating a new GID. Finally,
Algorithm 1 divides two websites corresponding to the highest sequence similar-
ity into a group. After the algorithm execution, each website is assigned three
group IDs according to its layout, content, and software.

3.4 Familial Clustering

Clustering is the task of dividing a dataset into different clusters according to
specific criteria. The data object is more similar to other data objects in the same
cluster and dissimilar to data objects in other clusters. Hierarchical clustering is
a method that decomposes a dataset hierarchically until certain conditions are
met. Traditional hierarchical clustering algorithms are divided into two main
algorithms: divisive clustering and agglomerative clustering. Divisive clustering
uses a top-down strategy. This algorithm splits a cluster that contains the whole
data and proceeds by splitting clusters recursively until individual data is split
into singleton clusters. Agglomerative clustering uses a bottom-up strategy. This
algorithm treats each data as a singleton cluster at the outset. It then successively
agglomerates pairs of clusters until all clusters have been merged into a single
cluster that contains all data.

We use the three group IDs and IP sequences as input features to cluster the
VPWs. We choose Agglomerative Hierarchical Clustering (AHC) as our cluster-
ing method. And we use StandardScaler to standardize features by removing the
mean and scaling to unit variance.

4 Experiment

In this section, we use collected data to train the BERT model and perform VPW
detection. We then conduct a familial clustering and visualize the results. We
analyze two cases to illustrate the superiority of using multidimensional features
for clustering.

4.1 Dataset

The experimental dataset are collected by the methods mentioned in Sect. 3.1
which contain 22363 pieces of data. To train the BERT model, we label some
data with 1, meaning the VPW (blacklist) and 0, meaning the normal websites
(whitelist). After the manual screening, the training dataset has 1752 whitelist
data and 1336 blacklist data. Each piece of data includes the URL, domain name,
title, update time, Etc. Then we download all websites’ HTML files and extract
the text using the methods mentioned in Sect. 3.1.
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4.2 Evaluation Metrics

We use weighted Accuracy, Precision, Recall, and F1-score to evaluate the per-
formance of the BERT model. Accuracy represents the percentage of correct
predictions. The Precision represents the accuracy of predicting positive sam-
ples. The Recall represents the probability of predicting positive samples in the
actual positive samples. The F1-score comprehensively reflects Precision and
Accuracy.

We use the silhouette coefficient [23] to evaluate the performance of AHC.
The silhouette coefficient is a measure of clustering validity, and its core formula
is as follows.

SilhouetteCoefficienti =
(bi − ai)

max(ai, bi)
(6)

In the formula, i denotes object i. ai is the average intra-cluster distance,
i.e., the average distance between i and the other objects within a cluster. bi
is the average inter-cluster distance, i.e., the average distance between i and all
objects in other clusters. The silhouette coefficient ranges from –1 to 1. A large
positive value indicates that the cluster’s intra-dissimilarity ai is much smaller
than the smallest inter-dissimilarity bi, and thus object i is well-clustered.

4.3 Experimental Settings

VPW Detection. The experiment uses the BERT model, choosing the Voting
Ensemble model (consisting of Logistic Regression, Random Forest, Gradient
Boosting, and Xgboost) and RNN model as a comparison. We randomly split
our dataset into train and validation sets using a 90/10 cut and take HTML
text as model input. The size of the BERT embedding vector is set to 768. The
learning rate is 5e−5, and the batch size is 8.

Familial Clustering. We divide this subsection into two parts: pre-processing
and parameter setting.

Pre-processing. The layout sequence preserves the layout information of web-
pages well and makes it possible to compare a large number of webpages. We
divide the tag sequence into four segments of 250 characters each and compare
the similarity of the characters in each of the four segments between every two
webpages. The stacked histogram of statistical results is shown in Fig. 4.

Four colors indicate the similarity distribution in the four segments shown
in the stacked histogram. The heights of the bars in different colors represent
the number of a certain similarity in each segment. The trend of the similarity
distribution of layout sequences for different segments is about the same. It
is noteworthy that many samples with similarities of 0 and 1 appear in the
statistics for characters 500–750 and 750–1000. This situation occurs because
some websites have layout sequences less than or equal to 500 in length. If we
compare an empty sequence with a non-empty sequence, the similarity is 0. If we
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Fig. 4. Similarity distribution calculated using different segments of the layout
sequence.

compare two empty sequences, the similarity is 1. To reduce the effect of extreme
values on the detection results, we take the first 500 characters of each webpage’s
layout sequence to compare. In addition, sequence truncation emphasizes the top
of the webpage, which significantly impacts the webpage’s layout. It reduces the
effect of the bottom of the webpage on the similarity calculation, which generally
only affects the number of resources provided by the webpage.

The processing of content and software sequences does not need to be as
complex as layout sequences. We can easily obtain these two sequences and use
Algorithm 1 to process them into different groups, respectively. We obtain the IP
sequence of each website with the process shown in Fig. 3. IP sequences do not
need to be mapped to groups but only standardized. The standardized mapping
results of the four aspects mentioned above are shown in Fig. 5.

Hyperparameter Tuning. In order to select a suitable hyperparameter, We use
the silhouette coefficient for evaluation. The variation of the silhouette coefficient
and the number of clusters with the distance threshold is shown in Fig. 6. The line
indicates the silhouette coefficient, and the bars are the number of clusters. We
chose 0.10 as the distance threshold for clustering, and the silhouette coefficient
is 0.712.

4.4 Results

Detection Results. The results of the VPW detection are shown in Table 4.
The experimental results show that the BERT model used in this article

can improve the detection effect of VPW. With the BERT model, we automat-
ically classify the remaining unlabelled websites collected in Sect. 4.1. Finally,
the model classifies 10978 VPWs and 11385 normal websites for our subsequent
familial clustering.



284 C. Wang et al.

(a) Layout (b) Content

(c) Software (d) IP

Fig. 5. The number of samples corresponding to different groups of each feature.

Fig. 6. Variation of silhouette coefficient and the number of clusters with distance
threshold.
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Table 4. Comparison of Voting Ensemble, RNN and BERT.

Model Accuracy Precision Recall F1-score

Voting Ensemble 87.97% 88.20% 87.97% 88.03%

RNN 92.78% 92.86% 92.78% 92.80%

BERT 96.20% 96.21% 96.20% 96.20%

Clustering Results. After the familial clustering, we visualize the clustering
results as a graph. The graph of partial clustering results is shown in Fig. 7. The
large nodes represent cluster labels. The small nodes associated with the large
node represent the VPWs belonging to the cluster.
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Fig. 7. Partial clustering results.

4.5 Case Study

We provide two cases to illustrate the clustering results. We call the group corre-
sponding to the largest proportion of a feature in a cluster the dominant group.
We further show the percentage of the dominant group within the cluster for
each feature. For the cluster labeled 590 in Fig. 7, the statistical results are shown
in Table 5. For the cluster labeled 1688 in Fig. 7, the statistical results are shown
in Table 6. The same cluster of websites obtained by our method is more sim-
ilar in layout, content, and infrastructure. Our clustering results allow a more
comprehensive familial analysis of VPWs.
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Table 5. VPWs labeled 590.

Feature Percentage

Layout 88.89%

Cotent 77.78%

Software 100.00%

IP 66.67%

Table 6. VPWs labeled 1688.

Feature Percentage

Layout 100.00%

Cotent 60.00%

Software 100.00%

IP 80.00%

5 Conclusion and Future Work

In this paper, we collected video piracy websites through proactive discovery
and achieved high detection accuracy using the BERT model. We proposed
a serialization method that encodes the website’s features in terms of layout,
content, and infrastructure into sequences. Our group mapping algorithm accu-
rately grouped websites with similar sequences in the aforementioned aspects.
By feeding the processed features into the AHC, we created a hitherto unseen
VPW clustering method based on multidimensional features. The VPWs in the
same cluster were almost identical, demonstrating the reliability of our cluster-
ing method. Our future work will focus on increasing efficiency and expanding
the application of website familial analysis.
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Abstract. Online ride-hailing has become one of the most important
transportation ways in the modern city. In the ride-hailing system, how
to efficiently match passengers (orders) with vehicles and how to dis-
patch idle vehicles are key issues. In the online ride-hailing system, the
ride-hailing platform needs to match riding orders with vehicles and dis-
patches the idle vehicles efficiently to maximize the social welfare. How-
ever, the matching and dispatching decisions at the current round may
affect the supply and demand of ride-hailing in the future rounds since
they will affect the future vehicle distributions in different geographical
zones. In fact, vehicles in different zones at different times may have dif-
ferent values for the matching and dispatching results. In this paper, we
use the vehicle value function to characterize the spatio-temporal value
of vehicles in each zone and then use it to design the order matching and
idle vehicle dispatching algorithm to improve the long-term social wel-
fare. We further run experiments to evaluate the proposed algorithm. The
experimental results show that our algorithm can outperform benchmark
approaches in terms of the social welfare, and can also achieve effective
utilization of idle vehicles and thus improve the service ratio.

Keywords: Ride-hailing · Order matching · Idle vehicle dispatching ·
Social welfare

1 Introduction

As the quick development of ride-hailing business, various online ride-hailing
platforms have emerged, such as DiDi and Uber. In fact, the annual volume of
passengers transported by DiDi has exceeded 10 billion.1 The market value of
the global online ride-hailing business is expected to grow to $285 billion by
2030. In such a business, the ride-hailing platform needs to match riding orders
with vehicles and dispatch idle vehicles efficiently in order to improve the profit.

Specifically, the ride-hailing platform needs to match vehicles with orders
while dispatching idle vehicles to the potential high-demanding zones to avoid

1 http://news.cctv.com/2020/10/26/ARTIRbGKnKHCeLzgSAltRgwJ201026.shtml.
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randomly exploring potential riding orders periodically (i.e., over multiple
rounds). The ride-hailing platform should maximize the long-term social welfare2

(i.e., the sum of social welfare of all rounds), instead of maximizing the social
welfare of one round. However, the current matching and dispatching decisions
may affect the future vehicle distributions, and thus affect the future matching
and dispatching, which may affect the overall social welfare. Therefore, we need
to consider the decision of current round on the future impacts when design-
ing the order matching and idle vehicle dispatching algorithm to maximize the
long-term social welfare. In more detail, historical information about matching
and the corresponding social welfare can provide the implicit information about
how much value the vehicle can provide in the spatial-temporal state, which can
provide some insights for designing the matching and dispatching algorithm.
Therefore, we design a vehicle value function to characterize the future value
the vehicle can provide in the spatial-temporal state, and then use this value
function to design the order matching and idle vehicle dispatching algorithm. In
so doing, our algorithm can take into account the impacts of current decisions
on the future rounds, and thus can improve the long-term social welfare.

In more detail, this paper advances the state of the art in the following ways.
Firstly, we design a vehicle value function to characterize the future value the vehi-
cle can provide. Then we consider the dispatching of idle vehicle to a zone as a
virtual order. In so doing, we combine the order matching problem and idle vehi-
cle dispatching problem as a whole order matching problem. We then convert the
order matching problem to a bipartite graph maximum weight matching prob-
lem with the vehicle values as the edge weights. In so doing, we can complete the
matching and dispatching quickly, and can avoid the issue that vehicles are con-
centrated in some zones. We run experiments to evaluate the proposed algorithm.
The experimental results show that the proposed algorithm can outperform bench-
mark approaches in terms of the long-term social welfare. It can also improve the
service ratio and achieve an effective utilization of idle vehicles.

The rest of this paper is organized as follows. We introduce the related work
in Sect. 2. We then describe basic settings in Sect. 3, and introduce the proposed
algorithms in Sect. 4. We provide experimental analysis in Sect. 5 and conclude
the paper in Sect. 6.

2 Related Work

There exist many works about ride-hailing, especially in the order matching and
idle vehicle dispatching issues [9,14]. For the order matching problem, the ride-
hailing platform usually matches vehicles with orders to maximize profit, maxi-
mize order service ratio or minimize the travel distance. For maximizing profit,
Cheng et al. [2] proposed a queueing theory-based order matching framework,
while combining demand forecasts with predicted idle time slots to maximize
the expected profits of the platform for each round. For maximizing the order
2 In this paper, we assume that vehicles belong to the ride-hailing platform, and thus

the social welfare consists of the profits of the ride-hailing platform and passengers.
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service ratio, Garaix et al. [3] proposed an iterative algorithm to solve the order
matching problem to maximize the order service ratio. For minimizing vehicle
travel distance, Cao et al. [1] proposed a large-scale many-to-many matching
algorithm based on spatial pruning techniques in the shared mobility environ-
ment to minimize the detour distance of vehicles.

There also exist some works about dispatching idle vehicles. Holler et al. [5]
proposed a deep reinforcement learning based approach for solving the order
matching and idle vehicle dispatching problems to maximize the profits of all
vehicles. Haliem et al. [4] proposed a route planning framework based on demand
forecasting and reinforcement learning to dynamically generate optimal routes.
Liang et al. [6] integrated both real-time order matching and idle vehicle dis-
patching within a Markov decision process framework to increase drivers’ profits
while reducing the waiting time of passengers. Shou et al. [10] used Markov
decision process to model an idle vehicle finding passengers and used inverse
reinforcement learning to solve the reward function of the model.

However, to the best of our knowledge, existing works usually did not consider
the impacts of current decision of order matching and idle vehicle dispatching
on the future rounds, and did not maximize the long-term social welfare. Fur-
thermore, existing works usually analyzed the order matching and dispatching
problems separately. In this paper, we address the above issues by taking the
spatio-temporal value of vehicles into account, and consider the order matching
and idle vehicle dispatching as a whole to maximize the long-term social welfare.

3 Basic Settings

In this paper, we assume that all vehicles are managed by the online ride-hailing
platform. In the ride-hailing system, firstly, passengers submit riding orders to
the platform. Then the platform matches orders with available vehicles, and
provide dispatching suggestions for idle vehicles.

Furthermore, we divide the entire time into T time steps (i.e., rounds) T =
{1, 2, · · · T}. The geographical zone where passengers and vehicles are located is
constructed as a road network, which is defined as follows:

Definition 1. Road Network. The road network is defined as a weighted graph
G = (L,E) where L is the set of nodes and E is the set of edges on the road
network. We use dis (li, lj) to represent the shortest path from node li to lj.
dis (li, lj) is also used to denote the weight of edge 〈li, lj〉.

The riding order is defined as follows:

Definition 2. Order. An order o ∈ O is defined as a tuple (lpo , ldo , tro, t
w
o , valo),

where lpo , ldo is the pick-up and drop-off locations of order o respectively, tro is
the time when the order o is raised, two is the maximum time that a passenger
in order o is willing to wait for the riding service, valo is the highest price the
passenger is willing to pay for the service, which can be regarded as the real value
of this order for the passenger.



292 S. Xu et al.

Noted that in the realistic scenarios, passengers do not need to express the above
value information when submitting orders. However, such information will be
used to maximize social welfare. Therefore, similar to existing work [15,16], we
assume that the passenger is required to submit this value for the riding service.
Note that passengers may not reveal this information truthfully in order to
obtain more profits. How to prevent passengers from dishonestly revealing their
values is beyond the scope of this paper. In addition, we assume that when the
order o is not matched within two time, the passenger is not willing to wait and
the order will be cancelled.

Definition 3. Vehicle. A vehicle v ∈ V is defined as a tuple (lv, cv), where lv
is the current position and cv is the unit travel cost.

Note that different types of vehicles may have different unit travel costs. When
the platform matches orders with vehicles, it can only match the order with
feasible vehicle, which is defined as follows.

Definition 4. Feasible Vehicle. For an order o, a feasible vehicle v must serve
a passenger before the maximum waiting time two , that is, dis(lv, lpo) ≤ Vavg · two ,
where dis (lv, lpo) is the distance from the current position lv of the vehicle to the
pick-up position lpo of order o, and Vavg is the average speed of the vehicle.

We now introduce the social welfare of the ride-hailing system, which consists
of the profits of the passengers and the platform. The passenger’s profit uo is
the passenger’s true value for order o minus its payment for the riding service:

uo =
{

valo − po, o ∈ Ow

0, o /∈ Ow (1)

where po is the price paid to the platform and Ow is the set of matched orders.
When order o is not matched, the passenger’s profit uo = 0. The platform’s
profit is the sum of passengers’ payments for the matched orders minus the
costs of the corresponding vehicles to complete these orders over all time steps:
Up =

∑T
t=1

∑
o∈Ow

t
(po −Co

Θt(o)) , where Ow
t is the set of matched orders at time

step t, Θt denotes the matching results at time step t, and Θt(o) = v means that
order o is matched with vehicle v. CΘt(o) is the cost of vehicle Θt(o) completing
order o, which is:Co

Θt(o) =
(
dis

(
lΘt(o), l

p
o

)
+ dis

(
lpo , ldo

))
· cΘt(o).

We now give the definition of social welfare. Note that in this paper, we
consider the long-term social welfare, which is the sum of the profits of all par-
ticipants over the whole time steps, i.e., the summary profits of the platform and
passengers, which is:

SW =
∑T

t=1

(∑
o∈Ow

t

(valo − po) +
∑

o∈Ow
t

(
po − Co

θt(o)

))

=
∑T

t=1

∑
o∈Ow

t

(
valo − Co

Θt(o)

) (2)
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4 The Algorithm

In this paper, we intend to maximize the long-term social welfare over all time
steps. Therefore, we need to consider the impacts of current decision on the future
matching. We design a vehicle state value function, which implies the ability of
vehicles to make social welfare in different spatio-temporal states. Then based
on the vehicle value function, we design the order matching and idle vehicle
dispatching algorithm.

4.1 Vehicle Value Function

The vehicle value function shows the potential social welfare the vehicle can
make in the future in the current spatial-temporal state, which is:

Definition 5. Vehicle Value Function. The vehicle value function is
V (t, g, c), where t ∈ T is the time step, g ∈ G is the zone index at which
the vehicle is located, and c is the vehicle unit travel cost.

At each time step, the platform collects order information and makes deci-
sions based on the current vehicle states, including whether the vehicle is
matched with the order, whether the vehicle is stationary, or whether the vehicle
is idle and dispatched to some place. Then the platform computes the social wel-
fare of the current time step and enter into the next step. In such a multi-round
matching process, we can capture how the current vehicle state can affect the
future social welfare, i.e., the vehicle value function. This process is a sequential
decision process, and thus we can model it as a Markov Decision Process (MDP)
[11], and then compute the state value function by value iteration.

In the following, we give the description of MDP M = 〈S,A, P, r, γ〉.
State: The state of each vehicle is defined as a tuple s = (t, g, c) ∈ S, which is
the vehicle value function.

Action: The action is a ∈ A = {a1, a2, a3}, where a1 means that the platform
matches an order with a vehicle, a2 means that the vehicle is stationary, and a3

means that the platform dispatches an idle vehicle to an adjacent zone.

Reward: The reward r is the profit of the passengers and the platform when the
action is taken. Note that the reward is 0 when the vehicle’s action is stationary
and negative (caused by the vehicle’s travel cost) when the vehicle’s action is
dispatched. The reward value r is calculated as: r = valo − CΘ(o), where valo
is the passenger’s value for an order o and CΘ(o) is the cost required for the
vehicle Θ(o) to complete the order o. For an order which lasts for T time steps,

the cumulative reward Rγ is: Rγ =
T−1∑
t=0

γt r
T , where γ is a discount factor that

decreases the impact of the past rewards, and is set to 0.9.
In this paper, we solve the MDP by using value iteration. The platform

collects historical matching data to construct a historical state transition tuple
D = {(si, ai, ri, si

′)}, which means that the agent acts ai in the state si to
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obtain an instant reward ri and transfer to the next state si
′. Since different

types of vehicles may have different unit travel cost, we use cost c to represent
the type information of the vehicle, and therefore the state transition information
of the same type of vehicle constitutes a value function data set. Referring to
existing work [13], we assume that the online policy generating the state transfer
data remains constant during the phase of learning the value function. In the
following, we will omit the policy parameter π. State transition involves three
actions, which are matching orders, stationery and idle vehicle dispatching.

When the action is to match an order, the vehicle receives an immediate reward
Rγ and makes a state transfer. The Temporal difference (TD) update rule is:

V (s) = V (s) + α [Rγ + γV (s′) − V (s)] (3)

where s = (t0, g, c) is the state of the vehicle at the current time step, s′ =
(t3, gld, c) is the state of the vehicle after completing the matching order, in
which t3 is the time step when the passenger reaches the destination and gld is
the index of the order destination zone.

When the action is being stationary, the immediate reward of the agent is 0.
The TD update rule is:

V (s) = V (s) + α [0 + γV (s′′) − V (s)] (4)

Since the vehicle takes a stationary action, the position of the vehicle does not
change, i.e., s′′ = (t1, g, c).

When the action is to dispatch idle vehicle, we construct a virtual order where
the value is 0, the origin of the order is g, and the destination of the order is one
of the neighboring zones of g. The TD update rule is:

V (s) = V (s) + α
[
Rγ

′ + γV (s′′′) − V (s)
]

(5)

where s′′′ = (t2, g′′′, c) is the state of the vehicle after the dispatching is com-
pleted, in which t2 is the time step when the idle vehicle is dispatched to the
destination, g′′′ ∈ gnear is a neighboring zone of g.

Next, we describe how to compute the vehicle value function V . The platform
first collects historical state transfer data, and then uses a dynamic programming
based value iteration algorithm to backward recursively calculate value V (si) in
each state to obtain the vehicle value function V (s). The details are shown in
Algorithm 1.

4.2 Order Matching and Idle Vehicle Dispatching Algorithm Based
on Value Function

After obtaining the vehicle value function, we now describe how to use this
function to design the order matching and idle vehicle dispatching algorithm.
The order matching and idle vehicle dispatching problem to maximize the social
welfare is actually a bipartite graph maximum weight matching problem. At each
time step t, the set of orders Ot and the set of vehicles Vt are two disjoint sets
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Algorithm 1: Dynamic Programming based Value Iteration Algo-
rithm(DPVI).
Input: History state transfer tuple D = {(si, ai, ri, si

′)}, where each state
si = (ti, gi, c) consists of the current time step, geographic zone index
and cost of the vehicle.

Output: Vehicle value function V
1 Initialize: ∀s, V (s) ← 0, N (s) ← 0;
2 for t = T − 1 to 0 do
3 Dt ← {(si, ai, ri, si

′)|∀si = (ti, gi, c), ti = t};
4 foreach (si, ai, ri, si

′) ∈ Dt do
5 N (si) ← N (si) + 1;

6 V (si) ← V (si) + 1
N(si)

(
γΔt(ai)V (si

′) + Rγ (ai) − V (si)
)

7 end

8 end
9 return V

of vertices of the bipartite graph. The weight of edge 〈o, v〉 is the difference ΔV
of the value of vehicle v after completing order o, which is: ΔV = γΔto,vV (s′)−
V (s) + Rγ , where s is the state when the vehicle v is matched with the order
o and s′ is the state when the vehicle v delivers the passenger corresponding
to the order o to the destination, Δto,v is the time required for vehicle v to
complete this trip, and Rγ is the cumulative reward. The details of the value
function-based order matching and idle vehicle dispatching algorithm are shown
in Algorithm 2, which is named VFOMIVD for short.

In Algorithm 2, line 1 initializes the set of matched orders Ow, the matching
result Θ, the social welfare SW . For each time step of order matching and idle
vehicle dispatching, lines 3 and 4 initialize the set of orders Ot and vehicle set Vt.
The order collection Ot contains orders submitted by passengers at the current
time step and orders that have not been matched in previous steps and are still
within the maximum waiting time. The vehicle set Vt includes vehicles that are
not serving orders at the current step, i.e., idle vehicles. Lines 5 to 17 construct
the bipartite graph. For each matching pair 〈o, v〉, the platform calculates the
difference ΔV and use it as the weights of the edges of the bipartite graph.

Note that only the matching pair 〈o, v〉 with ΔV > 0 is inserted into the
bipartite graph, while if vehicle v cannot serve the passenger corresponding to
order o within the maximum waiting time, its corresponding ΔV = 0. For each
idle vehicle v, the platform fictitiously creates several virtual orders o′ from the
current location of vehicle v to its neighboring zone g ∈ gnear. In so doing,
the algorithm combines the order matching and idle vehicle dispatching as a
whole. In the order matching, the platform calculates the difference ΔV ′ of its
corresponding state value and insert it into the bipartite diagram. In lines 18,
the platform solves the bipartite graph using the Kuhn-Munkres algorithm [8].
Line 19 calculates the social welfare for the current time step, and lines 20 to 22
record the results for the current time step. Finally, the platform updates the
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Algorithm 2: Value Function based Order Matching and Idle Vehicle Dis-
patching Algorithm(VFOMIVD).
Input: Iterate through the set of orders O, the set of vehicles V, and the

vehicle state value function V .
Output: The set of matched orders Ow, matching result Θ, social welfare SW .

1 Initialize: Ow ← ∅, Θ ← ∅, SW = 0 ;
2 for t = 0 to T do
3 Ot ← {o ∈ O|tr

o + tw
o ≤ t + Δt};

4 Vt ← select empty vehicles (V, t);
5 Initialize the bipartite graph G = (Ot, Vt, E);
6 foreach 〈o, v〉 ∈ Ot × Vt do
7 calculate the state value difference ΔV corresponding to 〈o, v〉;
8 if ΔV > 0 then
9 assign the weights of edges 〈o, v〉 to ΔV and insert them into the

bipartite graph;

10 end
11 foreach v ∈ Vt do
12 foreach g ∈ gnear do
13 calculate the difference ΔV ′ of the state value of the vehicle v from

the current position to the neighboring zone g ;
14 if ΔV ′ > 0 then
15 assign the weights of edges 〈o′, v〉 to ΔV ′ and insert them into

the bipartite graph G;

16 end

17 end
18 Ow

t , Θt, Vt ← KM (G);
19 SWt ← calculate social welfare (Ow

t , Θt);
20 Ow ← Ow ∪ Ow

t ;
21 Θ ← Θ ∪ Θt;
22 SW ← SW + SWt;
23 Update vehicle trip information in Θt;
24 O ← O\Ow

t ;

25 end
26 return Ow, Θ, SW

trips of the vehicles that have been matched with orders and eliminates the set
of orders Ow

t that have been matched from the set of orders O.

5 Experimental Analysis

In this section, we run experiments to evaluate the proposed algorithm based
on the real taxi order data in New York city, which has been used by a large
number of related works [9,13,15].



A Ride-Hailing Order Matching and Dispatching Algorithm 297

(1) Order Data. We collect taxi order data on Manhattan Island in June 2019
from New York City Taxi and Limousine Commission (TLC).3 Each taxi
order data contains departure and destination locations, order starting time,
trip fare and trip mileage.

(2) Map Data: We use Manhattan taxi zone map provided by TLC as the map
data, and we number each zone.

(3) Fuel Consumption Data. We cannot find the travel cost data of New York
taxis. Instead, we collect the urban vehicle fuel consumption data of type
M1 and M2 from China Automobile Fuel Consumption Query System4 of
the Ministry of Public Information of China to compute the vehicle cost in
the below.

(4) The Shortest Path Cache. To ensure that the distance between any two
nodes can be quickly queried during experiments, we pre-build the cache of
the shortest path matrix and the shortest path distance matrix.

(5) Order Data Processing. We remove some orders with noises (i.e. orders with
invalid fares, zero trip milage and so on). We eliminate the order data in
those isolated zones. We count the number of orders per hour each day and
we find that the number of orders on weekdays and weekends varies greatly
over time. For consistency, we use the order data of weekdays (20 days in
total) in the evaluation.

5.1 Experimental Settings

The number of orders for each hour of a weekday is also significantly different,
and the performance of the algorithm in the peak period is more important.
Furthermore, a large number of order data in the peak time period is also helpful
to generate the vehicle value function. Therefore, we choose the time period
(19:00 to 21:00) in the weekday for the evaluation. We now compute the average
number of order data from 19:00 to 21:00 in these 20 days, and randomly choose
the average number of one day as the order input. For other parameters, we set
the length of each time step as 60 s. The maximum waiting time for passengers
is chosen randomly from {3 min, 4 min, 5 min, 6 min, 7 min, 8 min}. The average
vehicle travel speed Vavg is set to 7.2 mph. For each vehicle, the unit travel cost is
randomly selected from {6, 8, 10}×2.5/6.8/1.6$/km.5 The initial location of the
vehicle is randomly selected in Manhattan taxi zone map. In the experiments,
we try different numbers of vehicles, which is increased from 1500 to 3000. For
each experiment, we repeat it for 10 times and compute the average result.

3 https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page.
4 https://yhgscx.miit.gov.cn/fuel-consumption-web/mainPage.
5 The basic fare of New York taxi is 2.5$ per mile, the average fuel consumption is

6.8 L per one-hundred kilometres according to the above fuel consumption data, and
1.6 is the converting factor between mile and kilometre.

https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page
https://yhgscx.miit.gov.cn/fuel-consumption-web/mainPage
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5.2 Evaluation of Order Matching and Idle Vehicle Dispatching
Algorithm

In this section, we evaluate the proposed VFOMIVD algorithm against some
benchmark algorithms.

Benchmark Algorithms and Metrics

(1) mdp [13]. The mdp algorithm also utilizes the vehicle value function to guide
the order matching, but its vehicle state does not consider the variability of
vehicles in terms of cost and also does not consider the dispatching of idle
vehicles.

(2) mT-Share [7]. The mT-Share algorithm intends to minimize the vehicle
travel cost. The order matching in the mT-Share algorithm uses a greedy
algorithm to match orders with vehicles with the least extra cost.

(3) Nearest-Matching. The Nearest-Matching algorithm is widely used in
industry (i.e., Uber), where the platform matches orders with the nearest
vehicles.

(4) Greedy&GPri [16]. The Greedy&GPri algorithm greedily matches orders
with vehicles with the highest social welfare iteratively and adopts a critical
value-based pricing algorithm. The reason of choosing this greedy method is
that existing research has showed that greedy method can perform well in
the crowdsourcing tasks [12].

In terms of the evaluation metrics, in addition to the social welfare, we also
investigate service ratio, which is the ratio of the number of matched orders to
the total number of orders submitted by passengers.

Analysis of Experimental Results

The experimental results are shown in Fig. 1(a). We find that as the number of
vehicles increases, the social welfare increases since more orders are served. We
find that VFOMIVD algorithm achieves the highest social welfare. We also find
that greedy based method Greedy&Gpri can perform well. We also look into the
service ratio in Fig. 1(b). We find that the VFOMIVD algorithm achieves the
maximum service ratio. Although the service ratio of algorithms such as mdp is
close to that of the VFOMIVD algorithm when the number of vehicles increases,
the social welfare of the VFOMIVD algorithm is still the largest. This may imply
in our algorithm, vehicles are more likely to converge to zones where more social
welfare is generated.
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Fig. 1. Experiments of order matching and idle vehicle dispatching algorithm.

5.3 Evaluation of Idle Vehicle Dispatching

In this section we further analyze the effectiveness of the idle vehicle dispatching
algorithm. In order to evaluate the performance of the idle vehicle dispatch-
ing algorithm, we combine different benchmark dispatching algorithms with the
order matching module of VFOMIVD to generate the benchmark algorithms.

Benchmark Algorithms and Metrics

1. VFOM. We remove the idle vehicle dispatching module of VFOMIVD algo-
rithm (lines 12 to 19 in Algorithm 2) and keep the order matching module.

2. VFOM-RD. This algorithm adds random dispatching into VFOM algo-
rithm, which randomly dispatches idle vehicles to their neighboring zones.
Random dispatching has been used in related works [16].

3. VFOM-ND. It adds the nearest dispatching to the VFOM algorithm, which
is a common dispatching algorithm used by companies (e.g., Uber) to dispatch
idle vehicles to the nearest neighboring zone [3].

In addition to evaluating the performance on social welfare and service ratio,
we consider one more metric to evaluate the idle vehicle dispatching algorithm,
which is the platform operating cost, consisting of the costs of all served orders
and idle vehicles travelling to dispatched zones over the whole time steps.

Analysis of Experimental Results

The experimental results are shown in Fig. 2(a). We find that VFOMIVD algo-
rithm achieves the largest social welfare. As the number of vehicles increases,
the social welfare obtained by all algorithms increases. We also find that the
social welfare of VFOM algorithm (where no dispatching algorithm is used) and
VFOM-RD is similar. This may imply that random dispatching is not beneficial
for the utilization of idle vehicles. From Fig. 2(b), we find that the VFOMIVD
algorithm achieves the maximum service ratio. This means that after using the
proposed dispatching algorithm, the platform can serve more orders, and thus
can achieve the maximum social welfare. From Fig. 2(c), we find that the plat-
form operating cost of the VFOMIVD algorithm is higher than the VFOM algo-
rithm. However, from Figs. 2(a) and 2(b) we find that the social welfare and
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service ratio of the VFOMIVD algorithm are higher. This may imply that the
increased operating cost of our algorithm is caused by dispatching idle vehicles
to zones with more riding demands, and thus can serve more orders and bring
more social welfare.

Fig. 2. Experiments of idle vehicle dispatching.

In summary, we find that because VFOMIVD algorithm takes into account
the spatio-temporal value of vehicles and dispatches vehicles to zones where more
vehicles are needed, it can utilize idle vehicles to serve more riding orders, and
thus can increase social welfare.

6 Conclusion

In this paper, we proposed an order matching and idle vehicle dispatching algo-
rithm to maximize the long-term social welfare in the ride-hailing system. By
considering the impacts of current order matching and idle vehicle dispatching
decisions on the future rounds, we design a vehicle value function, which can
characterize the ability of the vehicle to make social welfare in the future spatio-
temporal state. Based on the vehicle value function, we design the order matching
and idle vehicle dispatching algorithm. Finally, we run extensive experiments to
evaluate the proposed algorithm. The experimental results show that our algo-
rithm can help online ride-hailing platforms to dispatch idle vehicles efficiently
to improve the utilization of idle vehicles, and thus can increase the service ratio
and social welfare.
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Abstract. Privacy-preserving deep learning has drawn tremendous
attention recently, especially in the IoHT-enabled medical field. As a
representative, federated learning can guarantee the privacy of training
data and training models, but there are still many security issues that are
ignored. During the training process, the content of parameters may be
tampered with to affect the overall accuracy, and the parameter server
may also be malicious. In this paper, we propose a blockchain archi-
tecture to solve these problems, which uses blockchain-based payment
incentive method to force miners and medical institutions to behave hon-
estly, thereby speeding up convergence. In addition, considering that the
miners are disconnected in the real network environment, which leads to
the interruption of the consensus protocol and affects the convergence
speed, we design the Robust Proof-of-Stake (RPoS) consensus based on
PVSS to solve this problem. Experiments show that the incentive mech-
anism we design can improve the accuracy of predictions and reduce the
possibility of dishonesty among participants.

Keywords: Blockchain · Federated learning · Internet of Healthcare
Things (IoHT) · Proof of Stake (PoS) · Incentives · Privacy protection

1 Introduction

Internet of Healthcare Things (IoHT) devices [2] have become the focus of atten-
tion in the healthcare field. The booming development of the Internet of Things
provides a new paradigm for the acquisition of medical data [8]. The medical data
can be obtained by the lightweight medical physical devices, such as wearable
medical device, bracelets, and smart chest patches. Usually, the process relays
on the dedicated sensor systems [9], embedded microprocessors (e.g., MCU, and
SoC), and mature wireless network standards (e.g., 5G, ZigBee, and NB-IoT)
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to achieve real-time collection, calculation, and sharing of health information,
such as blood oxygen level, blood pressure, weight, and heart rate. Moreover,
the medical data capture systems would generate massive and accurate EHRs
[1], and the EHRs contains a large of amount of high-quality valuable data for
medical institutions.

Machine learning tasks aimed at analyzing user health status, predicting
diseases, etc. have made significant progress in recent years [4,18], and their
training process requires a large amount of high-quality data as training samples,
which often come from the own data centers of hospitals. The rise of IoHT
has provided more accurate data for the prediction of medical institutions [21].
However, there is a problem of data silos among medical institutions, and the
privacy of medical data makes institutions reluctant to share their data directly.
Federal learning was proposed to solve this problem [10]. Medical institutions do
not need to share data, but can make more accurate predictions or classifications
only by providing model parameters.

However, traditional federated learning relies on a centralized parameter
server for parameter aggregation. Once a physical failure or Byzantine attack
occurs, federated learning will face the risk of single-point failure. In addition, in
the process of sharing parameters, federated learning can infer the original data
distribution [13], which is intolerable in the medical field due to the importance of
personal medical data privacy. To address the above two problems, many works
have introduced blockchain as a decentralized solution [6,12]. In the blockchain-
based method, the miners can aggregate parameters in distributed ways, and the
systems ensure the correctness of aggregated content and the honesty of miners
through consensus protocol. However, most of the existing schemes adopt the
PoW consensus [3,19]. The PoW consensus will conduct the meaningless hash
operations and consume a lot of energy with the poor performance. Although
PoS consensus can solve the high energy consumption and low throughput prob-
lems of PoW, it cannot tolerate nodes offline when generating random seeds
negotiated by all participants. If the miner nodes go offline during the consensus
execution process, it will not only bring the blockchain system to a halt, but
also significantly slow down the rate of federal learning convergence. Therefore,
we design a robust consensus based on PoS improvement, Robust Proof of Stake
(RPoS), which allows nodes participating in the consensus to go offline or enter
during the execution of the consensus.

Incentive mechanisms for federated learning include reputation mechanisms
[20], optimal pricing strategies [17], and game theoretical model [5]. However, in
a federated learning system that has not yet involved a buyer’s market, the above
incentive mechanisms-based works lose their underlying assumptions. We hope
that medical institutions can be motivated enough to participate in the federated
learning before training. Therefore, based on the above two points, we design a
blockchain-based payment incentive method. On the one hand, it provides token
incentives for medical institutions that join a training Epoch. On the other hand,
miners can point out parameters that tend to be malicious, and the miners will
be rewarded with tokens after multi-party verification. Furthermore, in order
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to prevent frequent or malicious designations, miners will be punished more
than rewards when attacked the system. The punishment mechanism will greatly
reduce the possibility of malicious miners participating in RPoS, and gradually
lose their own tokens as malicious behavior accumulates.

The contributions of the paper are summarized as follows:

– We propose a novel blockchain-enabled secure federated learning architecture
for IoHT, which guarantees the security of the federated learning parameters
transfer process and the robustness of the overall architecture, preventing
the single point of failure of the system. In addition, we introduce differen-
tial privacy (DP) integration in the architecture to protect the security of
parameters transfer process.

– We propose robust consensus RPoS, which can tolerate nodes being offline
during the consensus process to improve the system availability. The number
of miner tokens relied on in RPoS can be dynamically adjusted according to
the incentive mechanism we design.

– We design a blockchain-based payment incentive method, which includes two
parts: Participate Incentive Mechanism (PIM) and Aggregation Incentives
Mechanism (AIM). PIM realizes incentives for medical institutions to partici-
pate in the training process and provides continuous payment incentives. AIM
allows miners to actively check for potential privacy leaks risk and provide
payment incentives for well-behaved miners.

The rest of the paper is organized as follows. Section 2 illustrates our sys-
tem architecture and the RPoS consensus algorithm. Section 3 introduces the
designed federated learning incentive algorithm. Experiments and Analysis are
elaborated in Sect. 4. Finally, we summarize our work and present a future out-
look in Sect. 5.

2 Proposed Method

2.1 System Overview

As a distributed trusted architecture, blockchain has been widely used in dif-
ferent fields such as privacy protection [16], access control [15] etc. For fed-
erated learning in the IoHT-enabled medical data sharing field, we design a
blockchain-based payment incentive architecture based on the good performance
of blockchain in terms of privacy, incentives and fairness. The architecture con-
sists the following components:

Medical Institutions: Medical institutions refer to the local servers of major
hospitals or medical research units, which own local heterogeneous medical data
belonging to the medical institutions. Using S = {S1, S2, . . . , SN} to denote a
set of servers with a total number of N . Medical institutions act as local training
nodes for federated learning.

IoHT Devices: IoHT devices are mobile medical devices used to collect differ-
ent modalities of medical data from different patients. They communicate with
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designated medical institution servers various network protocols, and in order
to protect the privacy of patients, differential privacy (DP) is used to process
patient data. Assuming that there are p IoHT devices in total, we denote the set
of IoHT devices as E =

{
E1, E2, . . . , Ep

}
, and the IoHT devices set whose own-

ership belongs to the medical institution server Di as Ei =
{
E1

i , E2
i , . . . , Exi

i

}
,

xi represents the total number of IoHT devices owned by institution i, where
p =

∑N
i=1 xi.

Parameter Server: Parameter server is a server used for parameters release
for system initialization and distribution of authentication keys for all parties.
Generally, it is held by credible institutions, such as government supervision
agencies, market functional departments, etc.

Miners: Miners are full-node servers participating in the consensus of the
public blockchain. They can be the server devices with strong computing
and storage capabilities. There are m miners total, which are represented as
M = {M1,M2, . . . ,Mm}. Miners form a set of accounting committees, all miner
nodes will initially receive the random seed ρ sent by the parameter server. Min-
ers need to correctly perform model parameter aggregation tasks by competing
for the right to produce blocks in each Epoch. Miners also serve as the com-
munication relay task for IoHT devices, so that medical institutions can collect
medical data belonging to their own devices more quickly.

Blockchain: Blockchain is an immutable data structure. Its full nodes are stored
in the Miner servers, and the light nodes are stored in the IoHT devices. The
block data of the full nodes contain information such as timestamp, transaction
Merkle tree, hash value of the previous block, and smart contracts. It is a secure
distributed ledger that records the federated learning process.

Healthcare Coin (HCoin): HCoin is the token circulating within the system.
The HCoin is used to incentivize honest participants and punish evil adversaries.
After all participants are authenticated, the initial HCoin is provided by the
parameter server.

Epoch: Epoch is the round of stake change of the blockchain system, and it is
also a round of model aggregation of federated learning. Each Epoch will generate
the random seed ρ of the next round and the list of participating miners. During
this period, the consensus protocol supports dynamic entry and exit of miners.

Before starting the introduction of the whole process, we formally define
the process of federated learning. The medical institution server Si saves its
local data Di, and the model parameter trained by the local training set
(xi, yi) from Epoch t as ωt

i , which is calculated by local training process
ωt

i ← ωt−1
i − η∇l(ωt−1

i , b), where l(·, ·) is loss function, k is the number of train-
ing samples, where n =

∑
i∈N ni, ni = |Di|, n is the number of training data. In

each Epoch t, medical institutions add noise to ωt
i through differential privacy

technology based on Laplace random noise to protect the data privacy of feder-
ated learning parameters in the blockchain network. Medical institutions need
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to train a classifier f(ωt), where ωt is the globally aggregated parameter. The
parameter aggregation function is

ωt =
N∑

i=1

ni

n
ωt

i . (1)

The parameters ωt obtained by training are packaged into transactions by min-
ers. After miners compete for the right to produce block, the leader sets the
results to the blockchain, and each medical institution downloads the aggregated
parameters as the initialization parameters for the next Epoch of training.

Fig. 1. Architecture of blockchain-enabled secure federated learning for IoHT.

2.2 Model Design

In this section, we discuss the architecture’s workflow of the architecture shown
in Fig. 1.

Phase I: Medical Data Collection. Medical data comes from IoHT devices
in different medical institutions and static medical devices within institutions.
The ownership of different IoHT devices belongs to their respective medical
institutions, and medical institutions have their private keys Sks

i . When the
IoHT devices collect a certain amount of data, it will actively decide whether
to directly transmit the data encrypted by the public key Pks

i to the medical
institution according to its location. The miner servers act as relay nodes. The
IoHT devices will store all the block headers as light nodes, simply sort according
to the miner asset field of the block header, and sort according to the distance of
the miner server, and select the appropriate miner group server for forwarding.
After forwarding the encrypted data of the IoHT device, each time it is correctly
forwarded, it will get additional HCoin incentives for the IoHT device.
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Phase II: Parameter Initialization of All Parties. The parameter server
obtains the needs of all parties and formulates the training objectives of feder-
ated learning. After specifying the list of participants in this training, the server
requests the identity public key Pks

I from all parties. After comparing and ver-
ifying the identity private key Sks

I stored locally on the parameter server, the
parameter server will initialize the parameter set, model and start HCoin and
send it to the medical institutions of all parties through the blockchain smart
contract. In addition, the parameter server broadcasts the public key set of medi-
cal institutions participating in the training to the blockchain miner participants,
and confirms the unique ID of each miner node.

Phase III: Local Training of Medical Institutions. The medical institu-
tions that obtain the initialization parameters start local training, and encap-
sulate the training result of an Epoch and the result ωt

i signed with the private
key Sks

i into a transaction and put it into the blockchain transaction pool. The
training results need to be processed with differential privacy (DP) to prevent
the parameters from being stolen by adversaries during the transmission process
and revealing user privacy:

D′ = D + Laplace(Δf/ε), (2)

where Δf = max
D,D′

‖f(D) − F (D′)‖1, D is the parameter ωt
i that needs to be

shared, and f(·) represents the query function. Each correct submission of the
medical institution will accumulate incentives and receive rich HCoin rewards
after the training.

Phase IV: Distributed Aggregation of Parameters. After miners receive
the transactions in the transaction pool, they first verify the collected transac-
tions through the public key set obtained from the parameter server, and then
check whether they are repeatedly obtained after the verification is passed. Dur-
ing this time, miners can use publicly available methods to test shared param-
eters for malicious tendencies. A correct identification will make the miner get
a high profit, otherwise a large amount of HCoin will be deducted if it is ver-
ified as false. After the pre-specified parameter collection time is reached, the
miners execute the parameter aggregation algorithm to obtain ωt, and package
the aggregated parameters, timestamps, the number of miners’ HCoin, and the
identification proof into a block for broadcasting.

Phase V: Execution of Consensus. By executing the RPoS consensus, a
random seed ρt is obtained, and a block-producing node selection algorithm
based on the number of miners’ HCoin is performed, and block-producing node
is selected from the miner committee. Miners who have obtained the right to
produce blocks will broadcast the results of this Epoch of training and broadcast
the blocks to the entire network. After the global blockchain generates a new
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block, it triggers the requests contract of the medical institutions, jumps to
Phase III, and performs the next training until the model converges.

2.3 RPoS Consensus

The consensus protocol is the core of the blockchain system and determines the
security of the federated learning architecture. A robust consensus protocol can
have dynamic joinability, which can prevent the system from being shut down
due to node offline, and greatly improve the training time of federated learning.
Compared with PoS, RPoS extends its block-producing node selection algorithm,
guarantees the robustness of candidate nodes in generating globally consistent
random numbers. The specific process of this consensus protocol is described
below.

When the parameter server initializes the system, the initial random seed ρ0
and the miner’s initial HCoin are hard-coded for the blockchain system. Miner
nodes generate their own public and private key pairs. The number of HCoin of
each miner is represented as minerstakei, and this HCoin holding determines
the probability of the block-producing node becoming the block-producing node
in each Epoch.

RPoS block-producing node selection algorithm is divided into two parts:
(1) all miners cooperate to generate an uncontrollable random seed ρ according
to the initial value, (2) randomly select the block-producing node based on the
random number ρ and the number of HCoin held by miners minerstakei.

Generate Random Seed ρ: PoS needs to randomly determine a block-produc-
ing node based on a globally known random seed before each Epoch of block pro-
duction according to the stake of the participating miners. But unfortunately,
the random seed cannot be obtained by direct sharing. The adversary can infer
the next largest possible block-producing node according to the rights and inter-
ests held by all parties, and attack the miner node centrally, which will cause
the blockchain system to face huge risk. We want to obtain a pre-agnostic ran-
dom seed that is known to the block candidate committee before each block
production starts. In addition, during the generation of the random seed, if the
miner node goes offline due to network problems or hostile behavior, it will not
adversely affect the generation of the random seed. Therefore, we designed a ran-
dom seed generation algorithm based on publicly verifiable secret sharing (PVSS
[11]), which can tolerate k-m-1 nodes offline during the random seed generation
process for k miner participants. It should be noted that we do not modify PVSS,
only use it. The algorithm details can refer to Algorithm 1.

All k miner nodes that are expected to participate in the next block competi-
tion form a node committee, which is represented as MinerGroup = {M1,M2, . . . ,
Mk}, and Mi will generate a random string si and a random number noncei.
Then use share(k, si) from PVSS to generate shares σi

1, σ
i
2, . . . , σ

i
k, each share

σi
k is signed by private key of Mi. Mi broadcasts the signed share(k, si) and

commitment com(noncei, si) to the blockchain.
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Algorithm 1: Generate random seed ρt

Input: MinerGroup = {M1, M2, . . . , Mk}, threshold m, the public-private key
pair set {(Pk1, Sk1), (Pk2, Sk2), . . . , (Pkk, Skk)} for MinerGroup,
initialization ρt ← 0, Epoch t;

Output: random seed ρt;
1 for each Mineri, i = 1 to k do
2 si ← Mi;
3 noncei ← Mi;

4
{
σi
1, σ

i
2, . . . , σ

i
k

} ← share(k, si);

5
{
C(σi

1), C(σi
2), . . . , C(σi

k)
} ← Ski;

6 Broadcast com(noncei, si),
{
C(σi

1), C(σi
2), . . . , C(σi

k)
}
;

7 end
8 for each Minerj, j = 1 to k do
9 if Mj finished its broadcast then

10 open(noncej , sj) ← Mj ;
11 Broadcast open(noncej , sj);

12 end

13 end
14 wait until time.spend > 4/5 |t|;
15 for each Mineri, i = 1 to k do
16 for x = 1 to k − 1 do
17 if open(noncex, sx) don’t exist after check then
18 Mi submits σx

i ;
19 end

20 end
21 for unchecked sx do
22 wait m − 1 σx

1 to m−1;
23 {σx

1 , σx
2 , . . . , σx

m−1} ← Pkx;
24 sx ← rec(σx

1 , σx
2 , . . . , σx

m);

25 end
26 wait until all sx have been checked or recovered;
27 for v = 1 to k do
28 ρt ← sv ⊕ ρt;
29 end

30 end
31 return ρt;

After generating cryptographic primitives, Mi generates an open for its
commitment, and broadcasts open(noncei, si) to the blockchain to expose its
commitment.

After a time threshold (4/5 |t| is taken in this article), if MinerGroup has not
yet received the open of x, it means that Mx failed to broadcast open(noncex, sx),
and all Mi submit σx

i at this time. When m shares σx
1 , σx

2 , . . . , σx
m are received,

each Mi can restore sx through rec(σx
1 , σx

2 , . . . , σx
m), that is, through the process

tolerates k-m-1 miners going offline after generating a shared local cryptographic
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random string. After MinerGroup has collected all random strings, it can uni-
formly generate an unpredictable random seed ρt within the Epoch t.

Fig. 2. Selection of block-producing node.

Randomly Select the Block-Producing Node: In order to incentivize hon-
est miner nodes, we select the top 30% miners with HCoin as the candidate
committee, and sort by referring to the unique ID of miner nodes. Miners are
leaf nodes of the merkle tree. As shown in Fig. 2, the miner and the HCoin it
owns form a merkle tree. Different from the merkle tree in the transaction, this
data structure is only used to select miners and does not store transaction infor-
mation. All miners use the random seed ρt to generate a same random number
sequence (because of the same random seed ρt), the number of random numbers
contained in it is the number of layers of the merkle tree. The number of HCoin
of each miner is stored in the leaf node. The parent node of the two nodes stores
the hash of the sum of the hash of the child nodes and the sum of the equity
values of the two child nodes. Choosing between left and right subtrees based
on weights as the next goal.

The random seed generates a random number within the range of the sum
of the stakes of the left and right subtrees of the node. We stipulate that when
the random number is smaller than the larger equity value, the child node cor-
responding to the larger equity is selected. This method ensures that the block-
producing node is selected according to the probability of the stake size. As
shown in the Fig. 2, random number sequence {64, 57, 3} is generated according
to the stake, miners choose left, right, and left subtrees, respectively, and finally
decides that the block-producing node is Miner3.

3 Algorithm

The incentive mechanism makes the participants of various medical institutions
more willing to participate in the federated learning process, which makes the
training data sources more abundant, and the model classification or prediction
is more accurate. The participation incentive mechanism (PIM) is set up to moti-
vate all parties to participate. Use blockchain to perform distributed processing
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of federated learning aggregation to prevent the risk of single-point failure of the
parameter aggregation server, which depends on the honest behavior of miners.
In order to motivate miners to complete the aggregation task faster and prevent
miners from performing wrong aggregation, set Aggregated Incentive Mechanism
(AIM).

Participation Incentive Mechanism (PIM): The parameter server provides
a market platform for training budgets and training results for medical institu-
tions. After setting the training target, the parameter server will formulate the
expected market profit W of this training, and set the start-up capital budget
SC accordingly. The establishment of the SC is fair, so the SC of the parties
are equal. In order to prevent the participants from arbitrage through SC and
withdraw in the middle of training, a certain amount of deposit DC is set for
each party, and a decay factor is provided to represent the contribution of each
party in the training process. We use π to denote the amount returned to each
participant after completing a federated learning

π = SC + DC +
T∑

t=1

att(t) ∗ δ − pun(t) ∗ δ, (3)

where T denotes the total number of training Epoch, and δ represents the incen-
tive unit price, which is determined by the expected market profit and is defined
by the parameter server in the initial process of a Epoch of training. att(t) is
the revenue decay factor function, t represents the training Epoch, the function
obeys the Log-logistic distribution, denoted as

att(t) = 1 − (γ ∗ t)β

αβ + (γ ∗ t)β
, (4)

where α is the model convergence rate factor, β is the convergence decay thresh-
old factor, and γ is the time gain factor.

pun(t) is the penalty decay factor function, denoted as

pun(t) =
β ∗ (α

γ )β ∗ tβ−1

(b + tβ)2
, (5)

where b is the penalty factor, b = (α/γ)β .

Aggregation Incentives Mechanism (AIM): The blockchain miners pro-
vide a decentralized and secure model aggregation and depository platform for
federated learning. The miners play full nodes of the blockchain, which need to
verify the parameters of the parameter pool and aggregate according to the rules.
Then They implement the consensus protocol honestly. The AIM is divided into
two parts, miners’ verification revenue and the aggregated HCoin incentives from
the RPoS.
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After receiving the local parameters trained by medical institutions, miners
need to check the parameters, including whether there are risks such as abnormal
parameter content and poisoning attack [7]. As long as a problem is found during
inspection [14], the miner activates the contract to record the problem of the
server, and forms a transaction to compete with the aggregation parameters
for the right to produce a block. After the transaction content is agreed by
most miners in the blockchain consensus stage, the miner can get the check
reward CHR. At the same time, if the content is verified as wrong and the miner
competes to obtain the block right, the parameter content of the server will be
missing in this aggregation, which will affect the convergence of the training set
and slow down the training speed. Therefore, The miner will be deducted the
same value of HCoin. CHR is calculated as follows:

CHR(t) = λ ∗ att(t) ∗ δ, (6)

where λ is the test excitation gain factor.
The correct model parameter aggregation of miners is critical to the security

of the entire architecture. After miners complete the parameter content verifica-
tion, model parameter aggregation begins. Correct aggregation will give miners
the right to correctly participate in RPoS. When miners obtain the right to
produce block, they will receive the block reward BLR given by the blockchain
system. Because the RPoS consensus calculates the random seed based on the
reward and determines the block generation probability of the block, and the
income of the miners’ work are related to the expected market profit W , which
is expressed as:

BLR = ϑ ∗ W, (7)

where ϑ is the price influence factor determined by the parameter server based
on the current expected market profit dynamics.

4 Experiment Evaluations

We use the MNIST dataset to verify the plausibility of the proposed incentive
mechanism. The MNIST dataset is a well-known multi-class image dataset that
is often used to test the accuracy of algorithms. We set up 20 medical institutions
to jointly perform a classification task.

We verify the rationality of the PIM algorithm firstly. As shown in Fig. 3, in
the process of improving the accuracy of the model, the accuracy of the model
rises rapidly in the previous Epoch, and then rises steadily with little room for
improvement. We compress the HCoin incentive amount into the range [0, 1].
Experiments show that in the fast-rising part, the system has greater incentives
for medical institutions. As the model tends to be stable, the incentive HCoin
also decreases. Similarly, the penalty HCoin peak at the stage where the accuracy
rate rose the fastest. At this time, if the medical institution do evil, such as
withdrawing or publishing malicious parameters, it will be punished much higher
than other Epoch. This also reflects that the training parties contribute more to
the model accuracy in the early stages of training.
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Fig. 3. Incentive curve for medical institutions.

Next we simulate a situation where a medical institution continuously pub-
lishes malicious parameters during training. As shown in Fig. 4, we simulated
5% and 10% of medical institutions doing evil respectively. The experimental
results show that the larger the proportion of evil medical institutions, the over-
all accuracy and convergence speed will be greatly reduced. Later, because of
the introduction of the AIM algorithm, the simulated miners are willing to verify
the parameters of the medical institution after obtaining the parameters, and
can find the real problems of the parameters. Experiments have shown that by
incentivizing miners to discover malicious parameters, the accuracy of the model
will be greatly improved, and it will converge quickly.

Fig. 4. Incentive curve for medical institutions.

Figure 5 can reflect the average profit and punishment HCoin of medical
institution nodes in different Epoch. The experiment reflects that in the middle
and early stages of training, the punishment will be greater than the profit. The
gap between the two is narrowed in the later stage of training. The figure on the
right shows the expected relationship between the incentive HCoin that Miners
can obtain in the face of different proportions of malicious medical institutions.
Experiments show that in the presence of malicious medical institutions, Miners’
incentives will be far greater than when the medical institutions are all honest.
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Fig. 5. Incentive effects of medical institutions and miners.

So Miners tend to find problematic parameters. In addition, Miners can get more
benefits from discovering malicious parameters in the early stage of training,
and can get more block rewards in the later stage. This incentivizes Miners to
be honest throughout the training period with a token-incentive approach.

5 Conclusions

In this paper, we propose an architecture of blockchain-enabled secure federated
learning for IoHT, it ensures the security of shared parameters of medical insti-
tutions in federated learning. We design the RPoS consensus, using the PVSS
method to tolerate miners offline during the consensus process. In addition,
we design the PIM algorithm to motivate medical institutions to participate in
training and design the AIM algorithm to motivate miners to discover param-
eter security problems. Experiments show that our algorithms have significant
advantages for the incentives of medical institutions and the improvement of
training accuracy.
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Abstract. Clustering is an unsupervised machine learning technique for
data mining to find objects with similar characteristics in a group. How-
ever, due to the lack of relevant prior information on the data, numer-
ous single models or methods cannot identify the shape and size of the
clusters. Therefore, an ensemble of multiple weak models is required to
further mine the implicit information of the data and improve the cluster-
ing accuracy. LSMC-EPMC is an evolutionary clustering algorithm that
consists of three parts, the emotional preference and migration behavior
clustering (EPMC) model, the Laplacian spectral clustering model, and
the Monte Carlo statistical data simulation model. This paper mainly
integrates the spectral clustering model and the Monte Carlo statisti-
cal data simulation method into the EPMC algorithm by mapping the
individual in EPMC and the optimized center point in the other two
methods. Through numerous experiments, LSMC-EPMC shows a signif-
icantly increased performance to EPMC and is highly competitive with
the other seven clustering algorithms on several standard datasets.

Keywords: Evolutionary optimization algorithm · Laplacian
spectral-domain · Monte Carlo simulation · Ensemble learning · Data
clustering

1 Introduction

With the continuous growth and evolution of artificial intelligence, natural heuris-
tic algorithms are becoming more and more popular among scholars. They can
solve many complex optimization problems due to their intelligence, such as clus-
tering tasks. These heuristic algorithms utilize principles similar to bionics to sim-
ulate the evolution, cooperation, or foraging process of animals or plants. For
instance, as a well-known heuristic algorithm based on the foraging behavior of
birds swarm system, particle swarm algorithm (PSO) [1] is widely used by schol-
ars due to its fast convergence speed and easy implementation. The simulated
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annealing (SA) algorithm [2] is a classic heuristic algorithm, which is a probability-
based algorithm derived from the principle of solid annealing and has the charac-
teristics of random iterative approximate asymptotic convergence. The ant colony
optimization (ACO) algorithm [3] is inspired by the path planning behavior of
ants in the process of foraging cooperation. Li et al. [4] propose a new heuristic
optimization method which is an experience by the animal migration behavior
(AMO), it mimics the process of animals transfer from one habitat to another.
Inspired by natural biogeography and its mathematics, Simon et al. [5] proposed a
biogeography-based optimization (BBO) algorithm to solve high-dimension opti-
mization and real-world sensor selection problems.

Spectral clustering represents a bunch of clustering algorithms based on dif-
ferent graph cut theories. One of the classic graph cut algorithms is Cheeger cut.
Its optimal segmentation is also an NP problem [6]. Szlam et al. [7] describe the
process of Cheeger cuts balanced subgraphs. Therefore, the eigenvectors of the
Laplacian matrix eigendecomposition can be used to settle the graph cut prob-
lem [8], so as to approximate the best partition mode of the clustering problem.
As shown in Fig. 1(a), all data points can be considered fully connected. After
the operation of graph cut, the optimal cutting mode can divide the whole graph
into several partitions, which represent the most appropriate clustering mode.

In addition, as a classic numerical calculation method guided by probability
and statistics theory [9] and the law of large numbers [10], the Monte Carlo
method [11] utilizes an information-intensive and high-speed computing com-
puter as a platform to transform complex research objects or calculation prob-
lems into simulations of random numbers and their digital characteristics. In
machine learning [12,13], especially in reinforcement learning, a relatively fuzzy
model is generally created for the obtained sample data set, and the parameters
in the model are selected by the Monte Carlo method to make the residual error
of the original data smaller.

Fig. 1. Basic theory and sub-model structure of the LSMC-EPMC

In order to further efficient the clustering performance of emotion prefer-
ence and migration behavior model, we integrated several learners and methods
for learning, then proposed an ensemble algorithm called LSMC-EPMC in this
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paper. The LSMC-EPMC contains three parts of the emotional preference and
migration behavior model (EPMC) [14], the Laplacian spectral clustering model,
and the Monte Carlo statistical data simulation model. The basic theory and
sub-model structure of the LSMC-EPMC algorithm are shown in Fig. 1(b). The
red frame represents the partition of the emotional preference and migration
behavior model. The main contributions of this paper are as follows:

1. The manifold spectral clustering mode based on Laplacian eigenmaps is intro-
duced to help update the position of the individual in the emotional prefer-
ence and migration behavior model, and attempt to promote the performance
when dealing with clustering tasks.

2. A Monte Carlo statistical data theory is designed to simulate the cluster
center point to help the emotional preference and migration behavior model
approaching the optimal individual, and endeavor to benefit the efficiency of
clustering.

3. Numerous experiments were performed to compare the proposed ensemble
model LSMC-EPMC with the other seven clustering algorithms on solving
data clustering problems through testing on several standard datasets.

The rest content of this paper is organized as follows: The related models and
theories of LSMC-EPMC are introduced in Sect. 2. Section 3 give the calculation
steps and algorithm details of the proposed LSMC-EPMC. Section 4 shows the
work of the experiment. Finally, Sect. 5 concludes the paper.

2 Mathematical and Physical Models

2.1 Emotional Preference and Migration Behavior Model

As a commonly used distance measurement criterion, Euclidean distance has
been widely used in calculating the distance between data points. In this paper,
we utilize the fitness function to evaluate the pros and cons of each individual.

Definition 1. (Fitness function) As shown in Eq. 1, individuals in the pop-
ulation can be measured using fitness values, and the fitness function can be
defined as:

fit(p,M) =
p ×

n∑

i=1

‖Insi − Inslabel‖2

min ‖xa − xb‖ (1)

where p and M represent the number of the clusters and the individual matrix,
respectively. And Insi and Inslabel represent an instance in the dataset and the
label class it belongs to, xa and xb represent two clustering centers in individual
matrix M . The smaller the numerator, the smaller value of the function. There-
fore, the goal of the optimizing is to minimize the fitness function Eq. 1 and find
the individual Mop.
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This section briefly introduce the emotional preference and migration behav-
ior (EPMC) model proposed by Feng et al. [14]. It consists of four sub-parts: the
migration model, the emotional preference model, the social group model, and
the inertial learning model. The first two models can help individuals find the
global optimal learning object and the best learning object nearby. The third
model divides the population into two groups to improve learning ability, and
the last model can help individuals explore more solution space.

2.2 Manifold Laplacian Spectral Clustering Model

Let G = (V,E) be an undirected graph with vertex set V = v1, ..., vn. Supposing
that the graph G is weighted, wij represents the non-negative weight between
the two vertices vi and vj . For any two vertices in V , there can be an edge
connection or no edge connection. Since it is an undirected graph, wij = wji.
The similarity matrix S of the sample point distance measurement is used to
obtain the weighted adjacency matrix W = (wij)i,j=1,2,...,n of the graph. For
any point vi in the graph, its degree di is defined as the sum of the weights of
all edges connected to it.

According to the definition of the degree of each point, we can get a nn
degree matrix D, which is a diagonal matrix, as defined in Eq. 2:

D =

⎛

⎜
⎝

deg (v1) · · · · · ·
...

. . .
...

· · · · · · deg (vn)

⎞

⎟
⎠ (2)

For the cut graph of the undirected graph G, our proposal is to cut the graph
G = (V,E) into k subgraphs that are not connected. A subgraph GS =

(
S,ES

)

of G = (V,E) is composed of a set of vertices S ⊆ V and a set of edges ES ⊆ E.
The set of each subgraph point is: GS

1 , GS
2 , . . . GS

k , they satisfy GS
i ∩ GS

j = ∅,
and GS

1 ∪ GS
2 ∪ . . . ∪ GS

k = G. For the set of any two subgraph points A,B ⊂ V ,
A ∩ B = ∅, the weight of the cut between A and B is W (A,B) =

∑
i∈A,j∈B wij .

Then for the set of k subgraph points GS
1 , GS

2 , . . . GS
k , the NCut is donated as

Eq. 3,

NCut
(
GS

1 , GS
2 , . . . GS

k

)
=

1
2

k∑

i=1

W
(
GS

i , ḠS
i

)

vol
(
GS

i

) (3)

where vol
(
GS

)
=

∑
i∈A di. The unnormalized graph Laplacian matrix is

defined as:

L = D − W (4)

In this way, we can continue to follow the idea of RatioCut to find the
smallest first k eigenvalues of Lsym = D− 1

2 LD− 1
2 , then find the corresponding

eigenvectors, and standardize them to get the final eigenmatrix F . Finally, it is
sufficient to perform traditional clustering on the matrix F .
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2.3 Determining Parameters for the Model Using the Monte Carlo
Method

The Naive Monte Carlo method is the most popular and frequently used method
to settle multi-dimensional MC problems. Supposing an approximate computa-
tion of the integral Q[f ] =

∫
Ω

f(x)p(x)dx, and the expectation the random
variable φ = f(δ) is that Eφ =

∫
Ω

f(x)p(x)dx. Among them, δ is a random
point in the probability density function p(x), and all variables δ1, δ2, . . . , δN

are independent with φ1 = f (δ1) , . . . , φN = f (δN ). Common Monte Carlo
estimation is based on the N repeated simulations and simulate the dataset
through the minimum cut set. Given the simulation set τi = fs

(
x

(i)
1 , . . . , x

(i)
n

)
,

the common Monte Carlo estimate can be expressed as the following form:
T̂s = 1

N

∑N
i=1 fs

(
x

(i)
1 , . . . , x

(i)
n

)
. The variance estimated by the Monte Carlo

algorithm is proportional to N−1, and V ar
(
T̂s

)
= V ar

(
1
N

∑N
i=1 τi

)
=

1
N2 V ar

(∑N
i=1 τi

)
= 1

N V ar (τi). More generally, the central limit of Monte Carlo
can be expressed as:

P (|Ts − E (Ts)|) > z

√
Var (τi)√

n
≈ P (|Z| > z) (5)

where Z ∼ N(0, 1). Therefore, for the expected accuracy ε > 0 with a confidence
level of 1−α, Monte Carlo simulation with n = z2

∂
2

Var (τi) ε−2 is required, where

the quantile z α
2 is selected to ensure P

(
Z > z α

2

)
= α

2 . Naturally, z α
2 is a constant

for any regular confidence level.

3 The Proposed LSMC-EPMC Optimization Algorithm

3.1 Main Framework of LSMC-EPMC Algorithm

The LSMC framework consists of 3 main components and 6 sub-parts. First, the
emotional preference and migration behavior model initializes the population
and other parameters, and evaluates and ranks the individuals in the popula-
tion. Then individuals update their position based on the best individuals in
the population and the excellent neighbor around them, and the model uses
a certain strategy to eliminate inferior individuals in the population. Second,
by matching individual cluster centers with a similar class of spectral cluster
centers, Laplacian spectral cluster solutions can help individuals update their
positions. Finally, the Monte Carlo method can simulate similar center points
to assist individual’s update according to the law of large numbers.

3.2 Calculation Steps of LSMC-EPMC Algorithm

The optimization steps of the proposed LSMC-EPMC algorithm can be listed
as follows:
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Step 1: Data preprocessing and initialization
During the preprocessing, the upper and lower bounds of the dataset are calcu-
lated. The parameter initialization contains the scale of the population (NP ),
the number the elite individuals(elite), the initial number of clusters(k), the
maximum number of iterations(iteration), the maximum number of running
rounds(run), and so on.

Step 2: Evaluation and grouping
All individuals evaluate their fitness values according to Eq. 1 and sort the NP
individuals in the population from small to large. Among them, the top elitenum
individuals are considered as elite, and the remaining individuals are considered
as ordinary individuals. Besides, all data points are assigned to the nearest cen-
troid (a row of the individual matrix Mi). When a centroid has no data point
or only one data point, the centroid will be ignored and the data point will be
reassigned.

Step 3: Selection of learning objects
As depicted in Sect. 2.1 [14], the individual selects the best individual in the
population.

Step 4: Laplacian spectral cluster centers learning

Hypothesis 1. Supposing that the emotional preference and migration behavior
model contains p central points at the t-th iteration, the elite are selected to
be updated. When considering using the center point of spectral clustering to
update the centroid in an individual, the mode combined with spectral clustering
is recorded as SpectClus-p, that is, there are p spectral clustering center points
that assist the base model to update the individual.

Hypothesis 2. Supposing that the classes with the largest number of temporary
labels in the current iteration on the Laplacian learning are the actual classes of
the dataset.

Hypothesis 3. In the current iteration, if the Euclidean distance between a
certain spectral cluster center point and a certain centroid of the individual is
the smallest, the spectral cluster center-point can be identified as the same class
as the centroid.

After matching the actual centroid of the individual with the same class of
the spectral clustering center point one by one, then the SpectClus-p method
can utilize to update the individual. The SpectClus-p method acts on elite, and
ordinary individuals follow the elite individuals in the population to learn and
update to reach the optimal more properly.

Step 5: Individual learning and updating
After selecting the ideal learning object, the individual updates the position. If
the individual’s fitness becomes better, go to Step 6, otherwise, The model will
determine whether to accept this update.

Step 6: Replace of emotional preference matrix
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After the individual updates the position, the corresponding emotional prefer-
ence matrix feeli,j is updated simultaneously. The elements in the emotional
preference matrix are set to 1 initially.

Step 7: Elimination of inferior individuals
In each iteration, the LSMC-EPMC algorithm eliminates individuals with poor
fitness values in the second half of the population with a certain probability Pe,
and adds new individuals to the population.

Step 8: Monte Carlo simulate cluster centers learning

Hypothesis 1. Supposing that the classes with the largest number of temporary
labels in the current iteration on the Monte Carlo simulate are the actual classes
of the dataset.

Hypothesis 2. After using the Monte Carlo method to expand and filter the
data features of several classes in the current iteration, the mean value of the
expanded data is selected as the current better center point Centermc.

Hypothesis 3. In the current iteration, if the Euclidean distance between a
certain Monte Carlo simulation center and a certain centroid of the individual
is the smallest, the Monte Carlo simulation center can be identified as the same
class as the centroid.

After matching the actual centroid of the individual with the same class of
the Monte Carlo simulation center one by one, then the Monte Carlo simulation
center is utilized to update the individual. The Monte Carlo simulation method
acts on elite, and ordinary individuals are updated synchronously in social group
to reach the optimal.

Step 9: Termination
The algorithm repeats Step 2 to Step 8 until met the termination condition
or reached the maximum number of iterations. Finally, the optimal solution is
obtained, and the algorithm ends.

Suppose that the computational complexity of choosing a learning object
is Oc in the LSMC-EPMC. Moreover, Oe and Oo represent the computational
complexity of position updating rule for elite and ordinary, respectively. The
computational complexity of spectral and Monte Carlo operator are represented
by Os and Om, respectively. In addition, the size of elite and ordinary (Ne

and No) of LSMC-EPMC. So the computation complexity of LSMC-EPMC is
Ne · (Oc + Oe) +No · (Oc + Oo) + Os + Om.

4 Experiment and Results

This section discusses the computational experiments performed with the pro-
posed LSMC-EPMC algorithm. And 11 UCI standard datasets were used in the
experiment, including the Iris, Soybean, Glass, Seeds, Vowel, Car Evaluation
(CE), User Knowledge (UK), Wine, BLOOD, Hagerman’s Survival (HK) and
Banknote. Authentication (BA).
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The operating environment of all experiments is running on Lenovo Shenteng
1800 HPCC, which has 8 computing nodes and 1 console node. Each compute
node is a high-performance server with two 2.4 GHz quad-core CPUs and 24 GB
of memory. The operating system of all servers is Red Hat Enterprise Linux 7,
and the experimental computing platform is MATLAB R2021b.

Table 1. Parameter settings details on eight algorithms

Algorithm Parameter setting

EPMC As depicted in [14]

K-Means k is set to be equal to the real ClusNum of the dataset

Cop-kmeans k is set to be equal to the real ClusNum of the dataset, the indices
of the pairs that must be in the same cluster nML is set to 8, the
indices of the pairs that cannot be in the same cluster nCL is set to
8

Graph-SSC The certainty of each observed label is set to 10, the number of
initial labels in each class is set to 10, the number of nearest
neighbors is set to 29, and set the hyperparameter α = 100, β = e−3

PSO The weight factor w reduces from 0.9 to 0.4 and c1, c2 are set to 2

AMO The range of critical interval is set to 5

BBO The number of elite is set to elitenum = 2, and the mutation rate
is set to Pe = 0.05

LSMC-EPMC The number of elitenum is set to 2, the number of iterations T is
set to 100, the initial number of clusters k is set to 10 (Vowel is 15),
the number of runs is set to 25, set α = 0.8 and β = 0.2, the scale
of Monte Carlo simulation data is set to 5000, the hyperparameter
of Gaussian similarity in spectral clustering is set to 0.9, and the
max mutation rate Pe,max is set to 0.05

The computational result is compared with the other seven algorithms,
including a machine learning algorithm: K-means algorithm, two semi-supervised
algorithms: Cop-kmeans algorithm, Graph-SSC algorithm, and four optimization
algorithms: PSO algorithm, BBO algorithm, AMO algorithm and EPMC algo-
rithm. In all experiments, the population size of the eight algorithms is set to
15, and the maximum number of iterations is set to 100. The initial number of
clusters is set to 15 for Vowel and 10 for the rest of the datasets. All algorithms
run 25 times independently, and we take the average value as the final result
for comparison. The parameter setting details of the remaining algorithms are
shown in Table 1.

The clustering performance of the eight algorithms is evaluated according
to four criteria. The first one is the internal quality (fitness) measure, which
is defined in Eq. 1. The smaller the fitness, the better the performance. The
second one is the Jaccard coefficient (JacIndex). Kou et al. [15] use the Jaccard
coefficient to test the quality of clustering results, which measure the similarity
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between instances properly. The larger the JacIndex, the better the algorithm.
The third one is the Average number of clusters (ClusNum), which is calculated
by Eq. 6. The closer the result is to the actual classes of the dataset, the better
the algorithm. The last one is the Time, which records the speed of the eight
algorithms on clustering. The smaller the Time, the better the algorithm.

ClusNum =
∑run

i=1 clusnumi

run
(6)

where clusnumi represents the final number of clusters in each round, and run
represents the execute round of the algorithm.

The results of the fitness, JacIndex, ClusNum and Time executed by the
eight optimization algorithms are listed in Tables 2 and 3, respectively. In Table 2,
the data shows the Average Best-so-far (Avg), Best-so-far (Best), Worst-so-far
(Worst), and the standard deviation of Best-so-far-solution (Std) of all execution
results. The best Avg of the eight algorithms are shown in bold.

In order to analyze the performance of all algorithms more intuitively, a
summary of Friedman test is used. The smaller the rank of the test result, the
better the algorithm. Figure 2(a) describes the Friedman ranking results on the
fitness of eight algorithms. From Fig. 2(a) we can conclude that the LSMC-
EPMC algorithm gets the ten best results among 11 datasets, and is only slightly

Fig. 2. The Friedman ranking results on the fitness, JacIndex, ClusNum and Time
of eight algorithms
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Table 2. Fitness results on eight algorithms

Dataset Indices EPMC K-means Cop-kmeans Graph-SSC PSO BBO AMO LSMC-EPMC

Iris Avg 25.95 33.68 34.59 29.38 41.48 32.29 30.87 20.46

Best 20.83 28.72 25.86 28.43 30.16 27.05 24.67 18.89

Worst 34.60 42.28 46.39 31.26 49.38 35.78 38.18 23.18

Std 2.85 5.83 5.69 0.96 5.71 2.45 3.46 0.998

Soybean Avg 7.63 21.72 30.01 49.67 28.76 26.13 7.32 6.11

Best 6.64 18.65 18.95 29.74 21.33 23.50 6.44 5.26

Worst 9.54 31.09 40.47 54.00 34.86 28.72 7.97 7.38

Std 0.75 5.04 4.27 7.29 3.11 1.24 0.40 0.543

Wine Avg 16.21 33.86 57.78 109.74 61.57 17.90 18.15 15.41

Best 17.69 36.52 51.52 68.63 49.01 18.74 18.77 16.69

Worst 21.74 37.95 68.89 168.7 91.23 23.05 23.32 22.83

Std 1.11 0.47 4.16 24.58 8.89 1.24 1.34 1.404

Seeds Avg 20.48 60.16 67.60 62.66 35.46 49.7 23.94 16.99

Best 17.20 58.59 63.66 59.65 30.52 43.35 18.02 16.24

Worst 24.65 85.94 77.59 65.88 41.94 58.65 28.95 19.43

Std 1.94 5.38 3.00 1.93 3.01 3.33 3.47 0.772

Glass Avg 6.88 49.44 52.47 88.26 8.41 55.25 6.47 5.69

Best 5.11 34.72 42.80 62.43 7.62 41.15 4.67 4.51

Worst 9.42 84.34 64.71 104.1 9.21 72.76 8.12 6.85

Std 1.16 11.01 6.11 9.25 0.37 7.54 0.89 0.774

HS Avg 55.36 151.06 155.21 255.5 59.92 55.64 70.36 54.36

Best 49.05 147.2 150.9 156.7 53.43 47.76 59.40 48.63

Worst 63.35 187.8 159.7 722.6 63.02 60.90 80.26 58.98

Std 3.97 8.04 2.38 115.7 2.71 2.98 5.85 3.44

UK Avg 163.73 287.51 290.06 325.18 271.13 165.9 241.34 187.34

Best 126.6 275.2 278.08 291.7 235.1 153.9 213.7 137.01

Worst 217.8 293.7 308.85 372.6 307.1 169.8 253.1 212.41

Std 30.80 7.26 9.49 25.37 17.19 4.69 10.98 20.57

Vowel Avg 259.08 508.72 511.88 773.86 811.39 390.9 249.13 221.0

Best 213.3 472.5 494.36 681.0 682.9 354.6 181.9 174.1

Worst 364.9 528.3 540.54 875.5 907.9 420.9 347.6 282.8

Std 47.00 13.28 10.19 46.12 55.09 17.76 48.03 31.80

BLOOD Avg 27.47 154.33 172.48 5937 454.85 28.83 39.18 26.09

Best 24.30 154.33 167.27 399.1 380.1 22.89 32.69 22.28

Worst 33.66 154.33 177.06 48762 612.0 31.41 44.44 30.58

Std 2.02 0 2.71 9915 62.39 2.20 3.35 1.81

BA Avg 375.82 639.24 608.40 1281.85 1681.60 381.7 503.19 367.04

Best 348.6 629.5 600.03 974.3 1123 289.6 409.2 342.31

Worst 445.4 643.75 617.24 2399 2374 406.5 514.9 387.55

Std 24.19 3.48 4.45 269.3 313.4 28.16 27.52 13.50

CE Avg 1093.5 1622.9 1561.44 2002.45 1492.4 1371 1417.7 1063.5

Best 730.2 1353 1506.6 1854 930 893.4 1173 1106.0

Worst 1263 1587 1665.4 2304.6 1122 996.9 1268 1268.0

Std 161.7 66.75 48.08 110.7 46.82 23.17 22.52 35.08

inferior to EPMC and BBO algorithm on the UK dataset during the fitness
criterion. Specifically, the proposed LSMC-EPMC algorithm and three classic
algorithms (PSO, BBO, AMO) are superior to the two semi-supervised learning
methods (Cop-kmeans, Graph-SSC) on the fitness criterion. This may be due to
the defective algorithm design, which leads to individuals escaping the optimal
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Table 3. Results of JacIndex, ClusNum and Time on eight algorithms

Dataset Measure EPMC K-means Cop-kmeans Graph-SSC PSO BBO AMO LSMC-EPMC

Iris JacIndex 0.62 0.27 0.34 0.74 0.23 0.19 0.28 0.68

ClusNum 2.56 – – 3.00 3.88 6.32 3.84 3.08

Time 9.74 10.88 0.72 0.05 45.20 37.20 25.80 13.23

Soybean JacIndex 0.40 0.56 0.39 0.34 0.26 0.45 0.33 0.52

ClusNum 2.16 – – 2.08 6.36 4.36 3.00 2.8

Time 4.84 5.29 0.04 0.06 15.40 13.00 9.99 53.66

Wine JacIndex 0.30 0.20 0.26 0.34 0.21 0.12 0.12 0.31

ClusNum 3.08 – – 3.00 4.28 9.15 9.20 3.24

Time 12.22 14.35 0.09 0.06 54.40 48.40 32.60 32.08

Seeds JacIndex 0.51 0.27 0.60 0.51 0.23 0.16 0.26 0.57

ClusNum 2.20 – – 3.00 5.48 10.0 3.44 2.72

Time 11.93 15.38 0.11 0.15 63.80 52.60 36.20 23.7

Glass JacIndex 0.26 0.11 0.26 0.34 0.15 0.21 0.24 0.30

ClusNum 2.00 – – 6.00 4.60 5.72 3.00 2.56

Time 11.84 19.88 0.12 0.09 65.10 56.90 37.20 25.14

HS JacIndex 0.32 0.31 0.38 0.51 0.27 0.15 0.29 0.32

ClusNum 4.76 – – 2.00 4.76 8.40 6.00 4.76

Time 16.45 18.45 0.07 0.06 91.60 53.80 51.30 22.05

UK JacIndex 0.26 0.12 0.27 0.36 0.13 0.08 0.08 0.24

ClusNum 3.32 – – 4.00 5.76 10.0 9.20 6.6

Time 20.75 27.97 0.36 0.08 121.0 99.40 68.20 38.14

Vowel JacIndex 0.10 0.03 0.16 0.28 0.05 0.04 0.08 0.10

ClusNum 2.20 – – 11.0 6.32 8.04 3.32 2.52

Time 73.4 90.13 0.84 0.25 393.0 391.0 272.0 147.8

BLOOD JacIndex 0.40 0.55 0.20 0.20 0.39 0.22 0.46 0.39

ClusNum 9.52 – – 2.00 9.76 9.80 8.96 9.64

Time 36.95 41.44 0.12 0.09 222.9 159.8 113.2 84.53

BA JacIndex 0.36 0.36 0.38 0.30 0.33 0.25 0.32 0.38

ClusNum 5.04 – – 2.00 5.08 7.00 5.84 4.84

Time 66.11 73.22 0.41 0.14 417.7 333.1 208.7 210.64

CE JacIndex 0.32 0.25 0.24 0.42 0.19 0.11 0.12 0.30

ClusNum 2.84 – – 4.00 8.36 10.0 10.00 9.36

Time 37.3 63.39 1.13 0.15 526.8 365.4 283.8 391.22

solution prematurely. In general, except the User Knowledge dataset, LSMC-
EPMC can obtain superior results among eight algorithms include the EPMC
optimization algorithm on the fitness criterion.

Then, Fig. 2(b), Fig. 2(c) and Fig. 2(d) indicate the Friedman ranking results
on the JacIndex, ClusNum and Time of eight algorithms, respectively. As can
be seen from Fig. 2(b), the semi-supervised learning method Graph-SSC is supe-
rior to other algorithms on most datasets during the JacIndex criterion, which
possibly rely on the thorough consideration of the data by the graph structure.
And the LSMC-EPMC can get the superior results among most datasets on the
JacIndex criterion. Since K-means and Cop-kmeans have determined the ini-
tial number of clusters, Fig. 2(c) only shows the Friedman ranking results of the
LSMC-EPMC algorithm and other six algorithms on the ClusNum criterion.
As can be concluded from Fig. 2(c), the LSMC-EPMC algorithm is slightly infe-
rior to the semi-supervised learning method Graph-SSC, but is higher than the
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other five algorithms including EPMC on most datasets during the ClusNum
criterion. Besides, Fig. 2(d) describes the running time Friedman ranking of the
eight algorithms. We can be seen from Fig. 2(d) that the LSMC-EPMC algo-
rithm shows worse speed than two semi-supervised learning methods, but its
Friedman ranking is higher than the other three classic algorithms and EPMC
on most datasets during the Time criterion. In addition, the Friedman ranking
of the proposed LSMC-EPMC algorithm is superior to all other seven algorithms
on the fitness criterion.

5 Conclusion

Based on the emotional preference and transfer behavior model, an ensemble
algorithm called LSMC-EPMC which merged several learners and methods was
proposed in the paper. First, we incorporate the spectral clustering based on
Laplacian eigenmaps to update the individual position in optimization. Second,
a Monte Carlo statistical data theory is used to simulate the cluster center point
and help to approach the optimal. Third, the proposed LSMC-EPMC is applied
to settle the data clustering tasks.

Then, numerous experiments were performed to compare the proposed
LSMC-EPMC with the other seven clustering algorithms on several standard
datasets. The paper utilized four criteria to measure the clustering performance
of the eight algorithms. In addition, the Friedman test was used to analyze the
ranking of the eight algorithms. Through the Friedman ranking results, we can
conclude that the clustering performance of the proposed LSMC-EPMC is better
than the other seven algorithms including the EPMC.

However, there are still many flaws that need to be settled. For instance,
on the high-dimensional dataset (Vowel dataset) or the large-scale dataset (BA
dataset), the number of centers searched by the LSMC-EPMC is still far from
the actual number of classes. Furthermore, time consumption also requires more
attention. In the future, we will focus on the application of LSMC-EPMC to
real-world unmanned system mixed precision problems, and further improve the
biophysical and mathematical models of LSMC-EPMC to realize the parallelism.
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Abstract. Online communities emerge as a major way of delivering and sharing
resources. Yet communities in social networks cannot be accurately classified due
to the randomness of clustering and the insufficient use of semantics of links. In
this paper, a semantic inference based community discovery model is proposed
to extract multiple layers of semantics from the topological structure of node
relationships and semantic connections between nodes to search and discover
communities. The ego-Twitter dataset was used, which contains 81306 nodes
(accounts) and 1768149 edges, to test the proposed model. Experiments show that
our model is suitable for sparse networks and nodes that contain rich semantics.
Especially, in terms ofmodularity, ourmodel outperforms the Latent FactorModel
(LFW) and K-means algorithm. Our model outperforms LFW by achieved faster
speed when the scale of online community is expanded to more than 1000, which
demonstrates that our model has higher efficiency with network that has abundant
semantics.

Keywords: Community discovery · Semantic link · Semantic inference

1 Introduction

The study of community discovery is aim to decompose complex network topology into
meaningful node clusters [1–3]. The mainstream community discovery methods now
are based on cluster calculations. These algorithms conduct unsupervised learning by
observing the attributes of network nodes; However, when these algorithms are applied
to node classification of social networks, accurate classifications cannot be achieved
[4].The reasons may lie in the different attributes of existing network nodes, various
definitions of online community, unsatisfied initializations for cluster algorithms, which
will affect the calculation accuracy and the clustering results may ends in randomness.
Meanwhile, the existing partition algorithms focus solely on nodes’ data such as in and
out degree but do not pay much attention to the semantics of individual node and links’
attribute information [5, 6]. The current community discovery algorithms are mainly
used on undirected graph, whereas community nodes often show its directivity. In order
to accurately describe the node relationships, directivity is added to the analysis of
community network [7]. We can simulate real-world networks such as social networks
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with high accuracy by pay attention to different kinds of links and explain the attributes
of them.

The algorithm Satuluri [8] proposed of symmetrizing directed graph in 2011, and the
LSW-OCD [9] proposed by Haiyan Zhang in 2015, all transformed the directed graph
into undirected graph with directional weight according to the vector of nodes. Yet
the node semantics and the relationship between semantics haven’t been extracted and
been studied. Semantics can not only demonstrate the meaning of objects, but also the
relationship betweenobjects. Particularly, in social networks, users’ behaviors are closely
connected to their own characteristics, hobbies and habits; the application of semantics
in online community discovery makes it possible of mining non-data information and to
better understand the attributes of users (nodes), so as to achieve a more accurate results
of communities’ discovery. This paper proposes a semantic link based cyber community
discovery model for online community discover in social network considering the great
potential of semantics to community discovery.

The rest of the paper is structured as follows. Section 2 prepares readers with the
basis of semantic network and semantic search. Section 3 presents the semantic link
based online community discovery model. Section 4 presents experimental analysis.
Finally, the conclusion is given in Sect. 5.

2 Semantic Network and Semantic Search

Semantic network is the extension of current network so that people and machines
can understand each other better [10]. The concept nodes in the semantic network are
organized in levels, which can represent the plane relationship between individual nodes
and the vertical relationship of different nodes in different levels [11]. Semantic search
is the core of semantic network. According to the difference of ontology processing
principle, semantic search process can be classified into three types: enhanced semantic
search, knowledge-based semantic search and rest [12, 13]. The enhanced semantic
search is based on the traditional search engine and adds the ontology library in the
traditional database. The ontology library supplements the abstract concept of keywords.
Therefore, the semantic search can map the keywords used for input to one or a group
of entities or concepts in the semantic network, and use the “point” and “edge” in the
semantic network to analyze and reason the graphical expression of entities, concepts,
values, attributes and relationships, End users will get rich relevant knowledge from
semantic search. However, methods based on keywords cannot support formal query.
The search based on semantic annotation is only used as the enhancement of search
engine, and the accuracy has not been significantly improved. Therefore, we propose a
spatial community discovery model based on semantic relationship. By paying attention
to the semantic characteristics between nodes (Equal, Similar, Reference, etc.), we use
semantic link for enhanced reasoning, hoping to get community discovery results closer
to the real situation.

3 Semantic Link Based Online Community Discovery Model

This paper proposes a spatial model of semantic reasoning for network community dis-
covery and resource tracking. The spatial model divides the complex network topology
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into a multi-layer model with semantic relations between nodes. The proposed model
can be divided into plan topology and vertical tree topology. The vertical elevation of
the model is a forest with tree structure, which reflects the hierarchical relationship of
the model and represents all the relationships between the nodes of the n-th layer and
the semantics (data, resources and services) of each node on the n + 1 and n-th planes.
The semantic relationships of layer n, n + 1 are shown in Fig. 1.

Fig. 1. The semantic relationship of layers

In order to reduce semantic fuzziness, nodes supporting similar concepts are calcu-
lated by similarity and replaced by subclasses or equivalence relations respectively. The
semantic query and community discovery can be quickly forwarded to the appropriate
semantic level, which can improve the search speed.

3.1 Model Description

Six semantic link types (Equal, Similar, Reference, etc.) are divided into two categories
according to their characteristics.

Equality, Reference and Sequence. On the horizontal plane, the relationship between
language nodes is represented by a directed graph. In the definition space model, the
graph on the n-th plane is Gn = <Vn, Equn, Ref n, Seqn>, where Vn is the set of all
points in the n-th plane, Equn represents the set of nodes with “equal” semantic link type
in the n-th plane, the same goes for Ref n and Seqn.

This paper defines similarity as: suppose the semantic similarity of two nodes A and
B is α. When α is greater than 0.6, the type of semantic link is classified as equal, if α

is less than 0.6, it is considered that the semantics of A and B are irrelevant.
Reference is defined as: Ref refers to the node relationship set of all semantic links

in the figure with the type of “reference”, Ref n = <rn1,rn2…rnm>, and rni refers to the
i-th “reference” semantic link in the figure on the n-th plane. Seq is the set of all nodes
whose semantic link type is “sequence”, Seqn = <sn1,sn2…rnm>, and sni is the i-th
sequence.

Implication and Subclass. The structure on the vertical plane can be expressed as a set
of semantic nodes and “subclass” semantic links and “implication” semantic links,T =
(Vn, Sub, Imp). The semantic link of “subclass” is expressed as sub = ∩ < vi, . . . .vn >,
where each <vi,….vn> is a “subclass” semantic link from node vi to vn. By definition,
the “subclass” semantic link has a transitive relationship. “Implication” usually does not
simply refer to a simple and clear inclusion relationship.
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In order to measure and correct the similarity between node objects, a semantic
reasoning table is proposed according to the definition of semantic link relationship in
literature [11] and the needs of community discovery, as shown in Table 1.

Table 1. Reasoning rules of semantic link network

No Rules Summarization

Rule1 Pi − equ → Pi -

Rule2 Pi − equ → Pj Pj − equ → Pj

Rule3 Pi − equ → Pj, Pj − equ → Pk Pi − equ → Pk

Rule4 Pi − imp → Pj, Pj − imp → Pk Pj − imp → Pk

Rule5 Pi − st → Pj,Pj − st → Pk Pj − st → Pk

Rule6 Pi − imp → Pj, Pj − st → Pk Pj − imp → Pk

Rule7 Pi − imp → Pj, Pj − ref → Pk Pj − ref → Pk

Rule8 Pi − st → Pj,Pj − ref → Pk Pj − ref → Pk

Rule9 Pi − N → Pj, Pj − sim → Pk Pj − N → Pk

Rule10 Pi − ∅ → Pj, Pj − sim → Pk Pj − N → Pk

Among them, imp = ∩ < vi, . . . .vn > represents the set of semantic nodes that may
generate reasoning. equ stands for equality relation, sim stands for similarity relation,
ref stands for reference relation and st stands for subclass relation.

Similarity Calculation. In this paper, each entity e defined is represented as a vector(e)
of a word space, and each dimension corresponds to a word. The value of the dimension
indicates the relative importance or representativeness of the word in describing e. A
keyword query q is also expressed as a vector(q) in a word space. Finally, the correlation
between e and q can be expressed as the cosine of the angle between vector(e) and
vector(q).

The similarity of semantic structure depends on two basic elements: 1. Semantic
nodes constitute the leaf nodes of the community, and the query is also composed of
leaf nodes, so it is related to the semantic structure of the community. 2. The similarity
degree of the ancestor node of the node.

Table 2 defines the functions called to implement the similarity algorithm and their
explanations.

The similarity of Ni and Nj semantic structures of different nodes in the semantic
network is calculated as follows:
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Table 2. Notations and explanations

Notation Explanation

Peer (Ni) Semantic mapping node of semantic node Ni

Length (Ni, Nj) Number of nodes on the path from semantic node Ni to Nj

Max-Semantic-Clique (Ni) Maximum semantic group including semantic node Ni

Min-Common-Sub-Tree (Ni) Minimum common subtree including semantic node Ni

Semantic-Node-Similarity-Degrees (Ni, Nj) Similarity between semantic nodes Ni and Nj

Algorithm 1 describes the similarity of semantic structure between different nodes.
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Reconstructing the Semantic Link Network. Algorithm 2 describes how to build a
spatial network model by constructing the community spatial structure in the commu-
nity space, and then divide the community structure by calculating and modifying the
semantic similarity.



An Improved Semantic Link Based Cyber Community Discovery Model 335

The algorithm is divided into three parts:
First the algorithm adopts the idea of P2P to construct mutualmapping of community

space nodes. Then the algorithm normalizes the semantic structure similarity in order
to preprocess the similarity correction, and also to obtain standardized output and avoid
the influence of extreme outliers. The algorithm quickly forwards to the Equal set and
Null/Unknown set of the node. Finally the importance of vertices can be propagated
to adjacent vertices along the associated edge. During initialization, the importance of
entities with high query relevance is set to 1 and the importance of other entities is set to
0.7. Continuously select the most important entity from the unprocessed entities (Mark
== 0) for processing, and add its importance to the importance of implication, sequence
and reference entities in the graph.

4 Experiment and Analysis

In experiment, we use the ego-Twitter data set provided by Stanford University. The
density of its social network graph is 0.00053494, which can well represent the friend
relationship in the real world. The experimental environment of this paper is running on
a computer with AMD Ryzen 7 4800HS CPU, 16 GB memory and Win10 system.

4.1 Experimental Results and Analysis of Community Discovery Model

Effectiveness of Community Discovery Model. First we randomly selects a user in
ego-Twitter, then established a two-tier social network relationship diagram, which con-
tains 274 nodes and a total of 5183 sides.We constructs an original directed graphwithout
weight, and the dense matrix is obtained by reasoning. The number of edges is 12476,
which contains all semantic relations. The dense matrix is used as the input of similarity
calculation to obtain the undirected graph. We divides the community nodes in the undi-
rected graph and obtains the community discovery results. The results of friend directed
graph (original), friend directed graph (transformation), friend undirected graph, and
friend community discovery are shown in Fig. 2.

In Fig. 2, (a) Friend directed graph (original data) is inferred based on semantic rela-
tionship, and (b) Friend directed graph (transformation) is obtained through six semantic
link types (Equal, Similar, Reference, etc.). Then, the directed graph is transformed into
undirected graph (c) by calculating node semantic similarity. Finally, reasoning based
on semantics to obtain the final discovery result.
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Fig. 2. Results of community discovery

Algorithm Performance Comparison. In order to compare the relationship between
community size and modularity faced by different algorithms, we choose K-means and
Late Factor Model (LFM), which are the mainstream algorithms of community dis-
covery. In the experiment, network starts from 0 nodes, 40 new Twitter user nodes
were randomly selected from the database each time and added to the original network.
Through simulation, it is found that all algorithms grow linearly under fitting. With the
increase of network nodes, the result of K-means algorithm is unstable and fluctuates
greatly, so it is not suitable for community discovery of directed graph. The comparison
results of the three algorithms are shown in Fig. 3.
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Fig. 3. Results of algorithm comparisons

The results of LFM and the proposed model are similar in terms of community di-
vision. Yet, when the community size increases to 1000, the modularity of our pro-posed
model shows its advantages.

Fig. 4. The proposed model compares with K-means and LFM in efficiency

Figure 4 shows that as the number of nodes increases, our proposed algorithm takes
less time than LFM and more time than K-means. The efficiency of our algorithm is
better than that of LFM. The efficiency of K-means algorithm is the best. The reason
may lies in that K-means uses simple clustering of nodes attributes while the other two
algorithms applied reasoning rules in the process.

5 Conclusion

This paper proposed a network community discovery model based on semantic reason-
ing, and creatively discusses the composition and segmentation of network community
from the perspective of semantic network. Based on the horizontal and vertical char-
acteristics of nodes’ semantics, the model uses both the tree topology and the spatial
network structure to classify nodes into groups based on semantic reasoning. The exper-
iment results show that the proposed model outperforms LFW and k-means algorithms
in terms of modularity. Our model per-form even better when the node scale of online
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community expands to more than 1000. And our proposed model has higher efficiency
in grouping nodes. On the other hand, due to the semantic segmentation and the com-
plexity of reasoning, the speed of this model is not high. It is expected that we improve
the speed of community discovery in further research.
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Abstract. Aspect-category sentiment analysis (ACSA) is crucial for capturing
and understanding sentiment polarities of aspect categories hidden behind in sen-
tences or documents automatically. Nevertheless, existing methods have not mod-
eled semantic dependencies of aspect terms and specified entity’s aspect category
in sentences. In this paper, we propose a New Neural Detection Network, named
NNDF in short, to enhance the ACSA performance. Specifically, representations
of input sentences and aspect categories contained in our method are generated by
a CNN-pooling-BiLSTM structure respectively, where sentences are represented
based on their contextual words and aspect categories are represented based
on word embeddings of entities category-specific. Then, a Transformer-based
encoder is used to model implicit dependency of sentence contexts and aspect
categories of entities in sentences. Finally, the embedding of aspect-category is
learned by the novel bidirectional attention mechanism for the sentiment classi-
fication. Besides, experiments conducted on Restaurant and MAMS benchmark
datasets for the task demonstrate that NNDF achieves more accurate prediction
results as compared to several state-of-the-art baselines.

Keywords: Aspect-category sentiment analysis · Transformer-based encoder ·
Bidirectional attention mechanism

1 Introduction

Aspect-based sentiment analysis (ABSA) is a fine-grained sentiment analysis task
which has attracted increasing attention in industry and academia. Other than tradi-
tional sentiment analysis tasks which predict sentiment polarity of a sentence or doc-
ument, ABSA mainly focuses on identifying emotional polarities of multiple aspects
contained in a sentence. Besides, it mainly consists of two tasks, i.e., aspect term senti-
ment analysis (ATSA) and aspect category sentiment analysis (ACSA). ATSA aims to
predict emotional polarities towards aspect terms contained in a sentence. Contrast to
the ATSA, ACSA is intended to analyze the sentiment polarity of a set of predefined
aspect categories which are possibly not existing in sentences. A typical example of
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Though the service might be a little slow, the waitresses are very friendly

Aspect-Term Aspect-Category Polarity

Service Service Negative

Waitresses Staff Positive

Fig. 1. An example of the sentence manifesting multi-aspect emotions

the comparison ATSA and ACSA, based on the sentence “Though the service might be
a little slow, the waitresses are very friendly” is in Fig. 1. In the ATSA, “service” and
“waitresses” are aspect terms, which are visible in the sentence denoting the positive
and negative emotions, respectively. In the ACSA, two aspect categories are “staff” and
“service” which also express the same emotions, but the “staff” category doesn’t appear
in the sentence. In this paper, the focus of our research is mainly on ACSA. Therefore,
how to accurately identify aspect categories and their contexts in sentences and obtain
their relations is the main challenge we face.

Previous sentiment analysis works are almost sentence-based, which only focus on
prediction of the emotional orientation of a whole sentence. Therefore, if we still apply
the traditional models in ACSA, the outputs will possess some biases with respect to
practical conditions. Recently, since neural network models were introduced into ACSA
task, the performance of related models has been greatly improved. Based on Convo-
lutional Neural Networks (CNN) and Recurrent Neural Networks (RNN), most early
models achieved good performance. By employing convolutional windows-fixed filters,
CNN and its derived models can effectively acquire semantic features and dependencies
between words of sentences. Nevertheless, complex syntactic information contained in
sentences still can not be obtained. e.g., for RNN [1] and its derivations, they are very
sufficient for data with sequence characteristics and can mine temporal and semantic
information in data. Hence, compared with other models, these sequence models based
on RNN achieve better performance in ACSA. However, as the number of aspect cate-
gories with different sentiment polarities in sentences increases, they can not accurately
obtain semantic features of aspect categories and their dependencies. Then, as the atten-
tion mechanism was proposed [2], combining it with RNN or CNN allows these models
[3–5] to concentrate on key features for aspect terms which play great roles in senti-
ment prediction. However, because a sentence may contain various aspect categories,
simply employing a single attention module is not enough to adequately obtain seman-
tic features and associations between aspect categories and contexts. In general, these
pre-existing models have following problems: (1) Noise data from other aspect cate-
gories will interfere with sentiment prediction. (2) These models can not fully acquire
aspect-specific features and semantic dependencies of sentences because they contain
multiple aspect categories.

To alleviate the aforementioned issues, in this paper, we propose a New Neural
Detection Network, named NNDF in short, which applies the Pre-trained Bidirec-
tional Encoder Representations from Transformers (BERT) to encode context words
and aspect categories respectively to word embedding and utilizes a global feature



NNDF 341

extraction layer to capture both local and long-term feature information of sentences.
Then, with the Transformer module [6], NNDF can better acquire semantic dependen-
cies and emotional information and obtain connections between contexts and aspect cat-
egories. Finally, we utilize the bidirectional attention mechanism [7] to synchronously
learn multi-aspect categories and their relations, which also avoids interference from
sentiment information of other aspect categories.

All in all, our contributions can be summarized as follows:

– We propose a novel framework called NNDF for the aspect-category sentiment anal-
ysis.

– Our method leverages the Transformer-based encoder to capture implicit depen-
dency of the sentence context and aspect categories of entities simultaneously, fol-
lowed by the novel bidirectional attention mechanism is used to learn the aspect-
category embedding.

– We conduct extensive experiments on two benchmark datasets, namely Restaurant
and MAMS, and compare our results against several state-of-the-art baselines across
on the ACSA task. The experimental results have verified the effectiveness of NNDF.

Organization: The remainder of this paper is organized as follows. We review related
research in this area in Sect. 2. In Sect. 3, we formalize the problem and give an
overview of the framework of our proposed NNDFmodel. Section 4 provides the details
of the proposed NNDFmodel. In Sect. 5 and Sect. 6, we conduct extensive experimental
evaluations and provide an analysis of the effectiveness of NNDF in terms of the ACSA
task. Meanwhile, we also conduct the results of node embeddings for quantitative eval-
uations. Finally, the conclusion and future work are described in Sect. 7.

2 Related Work

This section briefly reviews related works from different semantic analysis granular-
ity, i.e., sentence-level sentiment analysis methods and aspect-level sentiment analysis
methods.

2.1 Sentence-Level Sentiment Analysis Methods

Machine Learning-Based Methods. Bhoi [8] compared the performances of vari-
ous machine learning methods, including Naive Bayes, Decision Tree, Random For-
est, Extra Trees, Extreme Gradient Boosting (XGBoost) and Support Vector Machine
(SVM) [9]. Among of them, SVM gets the best classification results. However, these
methods need to pre-construct abundant features and do lots of pre-processing for input
sentences. The performance of these models greatly depends on the features of artificial
construction and sufficient prior knowledge, which will cost more human resources.
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Deep Neural Network-Based Methods. Since deep neural networks were applied
widely to the field of sentiment classification, some models benefiting from them have
obtained great performances. Compared with machine learning based models, deep
neural networks are more powerful in capturing complex high-order features with
non-linear activation functions, which usually yields better performance. For exam-
ple, RNNs and CNNs [10–12] are capable of flexibly acquiring features of sentences.
Account for positive conditions discussed before, some derived models have been pro-
posed. Tang et al. [13] first proposed the idea of considering the semantic related-
ness between target aspect term and its context word who also put forward two target-
dependent LSTM modules to automatically capture features of aspect terms and con-
texts. Besides, some researchers combined CNN and LSTM to obtain both local and
long-term semantic dependent information. Further, Yoon et al. [14] proposed a Multi-
Channel Lexicon Integrated CNN-BiLSTM model, which utilized a multi-channel
method on lexicon to improve lexicon feature and CNN and BiLSTM to obtain the n-
gram features as well as long-term dependent information respectively. Besides, Wang
el al. [15] put forward a novel CNN-LSTM model, which is composed of a regional
CNN (R-CNN) and LSTM. Different from traditional CNNwhich regards a whole input
text as input text, the regional CNN splits sentences into different regions whose use-
ful local features will be effectively extracted. Moreover, by integrating R-CNN and
LSTM, both local features and long-term dependent information can be utilized in the
prediction process. Inspired by Wang’s work, we designed a global feature extraction
layer which is composed of CNN and RNN and inherits main advantages of Wang’s
work.

2.2 Aspect-Level Sentiment Analysis Methods

Deep Neural Network-Based Methods. All above models do not successfully take
aspect-aware information into consideration and establish correlations between aspect
terms and their emotional information in training completely. Then, researchers applied
the attention mechanism to address the problem, which achieved good performance
so that more and more attention-based models were raised. In view of this, some
researchers combined LSTM with the attention mechanism, and also provided some
valuable solutions in correlation construction. Wang et al. [3] applied the attention
mechanism to establish semantic dependencies between contexts and aspect terms by
appending aspect term embedding into word vectors as the input vectors. Besides, to
generate more comprehensive representations, Ma et al. [16] designed more compli-
cated network structures, including two separate attention modules which were used to
learn attention weight of aspect terms and sentences. Inspired by Wang, some studies
tried to apply the attention mechanism to other network structures. For instance, Tang
et al. [17] employed the deep memory network and attention mechanism to generate
deeper text representation. And Gu et al. [18] adopted a bidirectional attention mecha-
nism to mutually establish relationships between sentences and aspect terms. In the last,
Xue et al. [19] made computations parallel and effectively decreased training time by
using CNN and gating units, but accuracy of the proposed model had not been improved
significantly.
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Transformer-Based Methods. Transformer [6] based methods make great progress
in comparison to CNN and RNN in ACSA tasks. Jiang et al. [20] combined capsule
networks with BERT to compute the deeper representations of sentences and aspect
terms. Moreover, Wu et al. [21] adopted the pre-trained RoBERTa as backbone network
to predict sentiment polarities of multi-aspect terms. And Wu et al. [22] put forward
the quasi-attention to enable their model to learn both additive and subtractive atten-
tion, which effectively calculates the context-aware attention representations. All these
works have achieved excellent performances, so we employ BERT as our backbone
network to ensure accuracy of downstream classification task of our model.

Graph Neural Network-Based Methods. The prevalence of graph neural network
based models, typically GCN [23–25], has led to excellent performance gains on senti-
ment analysis tasks. Liu et al. [7] utilized GCN to obtain sentence structure information
and employed the bidirectional attention mechanism to acquire useful interactive infor-
mation between aspect terms and contexts. By building a dependency tree of sentence,
Zhang et al. [26] used a GCN module to better acquire semantic dependencies and
syntactic information. In addition, Li et al. [27] integrated syntactic information and
semantic dependencies through the SynGCN and SemGCNmodule simultaneously and
employed two regularizers to model correlations among words.

3 Preliminary

In this section, we first formulate our task. Then, we introduce the framework of our
proposed NNDF model.

3.1 Task Definition

The ACSA task aims to predict emotional polarity of designated aspect categories.
Given a sentence S = {W1,W2, · · · ,Wn} and we pre-defined special aspect cate-
gories C = {C1, C2, · · · , Cm} which may be a word or a phrase. The purpose of this
paper is to predict the emotional polarities y ∈ {1, ..., P}. P is the number of sentiment
categories, and the lengths of sentence S and aspect categories C are n and m. In the
following, we take a sentence “The bar area was fairly crowded but service remained
friendly and efficient” as an example shown in Fig. 2. Two aspect categories in the sen-
tence are “place” and “service”, and the emotional polarities towards them are negative
and positive.

3.2 Solution Framework

The whole framework of NNDF can be illustrated in Fig. 3. The framework is divided
into two key components:

• Embedding layer, it is used for forming the unified representations for encoding
feature vectors of input nodes with different dimensions.

• Global Feature Extraction layer, Transformer Encoder Layer, Bidirectional Atten-
tion Layer, and Classification Layer.
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Fig. 2. A sentence from MAMS dataset. The categories “place” and “service” show negative and
positive. And “place” is not presented in the sentence.

4 The Proposed Method

In this section, we first formulate our task, and then introduce the framework of our
proposed NNDF model.

4.1 Input Representation Layer

We apply the GloVe embedding or BERT embedding in embedding layer to transform
the sentence S into word embedding E = {E1, E2, · · · , En}. Then, we will briefly
introduce the two embedding methods.

GloVe Embedding [28]: The GloVe model has high computational efficiency, and its
scale of calculation is proportional to the corpus. When the corpus is small, the GloVe
model still works well enough. Therefore, we use the pre-trained GloVe to convert sen-
tence S into word embedding E. The context embedding is presented as Es ∈ Rde×n

and de is the dimension of word vector. And the categories embedding is represented
as Ec ∈ Rde×m. After the sentence passes through the embedding layer, we concate-
nate categories embedding and sentence embedding into the categories-aware sentence
embedding Esc = [Es;Ec].

BERT Embedding [29]: Compared with traditional embedding methods, BERT
has obtained obvious improvement since it was introduced into NLP tasks. The
input of BERT consists of a token, segmentation, and position embedding. There-
fore, to utilize pre-trained BERT, the sentence and categories are denoted as
{[CLS], S1, S2, · · · , [SEP ]} and {[CLS], C1, C2, · · · , [SEP ]}. Then, the input
will be transformed to the presentation {H[CLS],H[S1], · · · ,H[Sn],H[SEP ]} and
{H[CLS],H[C1], · · · ,H[Cm],H[SEP ]} respectively.

4.2 Global Feature Extraction

Wewill introduce the global feature extraction layer (GFE), which is composed of CNN
and BiLSTM.
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Fig. 3. The overall architecture of NNDF

CNN:We utilize the convolutional layer to extract local features and reduce dimensions
of input. Convolving the window vectors, each filter can generate different features
at separate positions. And as filter moves, numerous local features of sentences are
captured. In this paper, we set the number and length of filter to be 150 and 3. Besides,
we select ReLU which is easy to calculate and speed up convergence of the network
as our non-linear transformation function in the convolution process. Then, we applied
K-Max pooling to output of convolutional layer, because max-pooling layer not only
reduces the amount of computations but also preserves the most significant information.
And output of all max-pooling layers will be fused to produce input of BiLSTM.

BiLSTM: Due to weak ability of CNN to capture long-term features, we put BiLSTM
over CNN to acquire long-term semantic information, which deals with the problems of
gradient explosion as well as gradient vanishing and utilizes gating units and memory
cells to selectively capture useful semantic information in both directions. The update
of hidden states and memory cells contents, which includes current input and past state,
is determined by gate units, consisting of input, output and forget gate. In this case,
we set the dimension of all hidden layers in BiLSTM to be 150. Then, we regard the
last hidden state of BiLSTM as the final representation. Therefore, output of GFE will
contain local features and long-term semantic information, which will help Transformer
module to establish better connections between contexts and aspect categories.
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4.3 Transformer Encoder

Transformer parallelly processes all the words and symbols in a sequence without recur-
rent structure and utilizes the self-attention mechanism to combine context with distant
words. It not only trains faster than RNN but also performs better. Hence, we only uti-
lize the encoder of Transformer to obtain associations between aspect categories and
contexts.

In the Transformer encoder, multiple scaled dot-product attention constitutes the
multi-head attention mechanism. Therefore, MHA can execute attentions simultane-
ously, which is helpful to obtain connections between contexts and aspect categories.
The output of the GFE layer is a matrix XGFE ∈ RM×de . Then, we will randomly
initialize three matrixes WQ, WK , WV , and multiple them with XGFE to obtain three
same weight matrixes Q = (Q1, ...,QM ), K = (K1, ...,KM ), V = (V1, ...,VM ), where
qi, ki, vi ∈ R

dh
h , and dh is a hidden dimension. Then, the specific calculation is defined

as follows:

Attention(Q,K,V ) = Softmax(
QKT√

dk

)V (1)

Following a series of linear transformations with diverse parameters, three weight
matrixes Q, K, V learn different features from contexts and aspect categories severally.
Then, through multiple times of transformation, the multi-head attention further cap-
tures degrees of associations between aspect categories and its semantic words. The
summing of all outputs of scaled dot-product attention will be output of multi-head
attention:

MHA(Q,K,V) = Concat(head1, ..., headh)WO (2)

headi = Attention(QWQ
i ,KWK

i ,VWV
i ) (3)

where WQ
i ∈ Rdh×dk ,WK

i ∈ Rdh×dk ,WV
i ∈ Rdh×dv ,WO ∈ Rdh , and dk =

dv = dh/h. In this paper, we set h = 8 which is the number of attention layers.
And output of GFE layer will be used as input of Transformer encoder and aspect
categories representation MHAca = [hca

1 , hca
2 , · · · , hca

m ] and context representation
MHAc = [hc

1, h
c
2, · · · , hc

m] will be calculated, where hca
i ,hc

i ∈ Rdh .

4.4 Bidirectional Attention

We utilize bidirectional attention to further fuse the feature information of contexts and
aspect categories. During the process of calculation, attention vectors go into the mod-
eling layer with embedding vectors from the previous layer for each time step, which
contributes to decreasing loss of information. And we will fuse semantic dependencies
by categories-aware attention and context-aware attention mechanism.

Categories-Aware Attention: Assume the output matrices of contexts and aspect cate-
gories are hc = [hc

1, h
c
2, . . . , h

c
t , · · · , hc

n] and hca = [hca
1 , hca

2 , · · · , hca
t , · · · , hca

m ]. The
calculation is defined as follows:

α =
m∑

i=1

exp(e ¯hcT · Wca · hca
cai

)
∑m

i=1 exp(
¯hcT · Wca · hca

cai
)

· hca
cai

(4)
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rca =
M∑

i=1

α · hca
cai

(5)

where rca is representation of categories, which has learned lots of emotional informa-
tion from contexts. h̄c is obtained by average pooling context vectors. hca

cai
represents

aspect category vectors and Wca denotes the attention weight matrix.

Contexts-Aware Attention: Similarly, we will utilize the new categories-aware repre-
sentation for the same calculation. Then, the new context representation will be calcu-
lated as rca. The expression of calculation is:

β =
exp ( ¯rcaT · Wc · hc

i )∑m
i=1 exp(

¯rcaT · Wc · hc
i )

(6)

rc =
M∑

i=1

β · hc (7)

where rc, which contains the semantic relevance of aspect categories and contexts, is
the final representation for the sentiment prediction.

4.5 Loss Function and Training

We will input the final representation rc into the classification layer to predict the emo-
tional polarities towards aspect categories given.

p = Softmax(Wprc + bp), (8)

where p is sentiment polarities towards aspect categories, Wp, bp are learnable param-
eters. And to constrain randomness dropout brings, we apply the Regularized Dropout
(R-Drop) [30] to put a regular constraint on prediction, which reduces inconsistency
between training and testing. Compared with the traditional training methods, R-Drop
only adds a KL-divergence loss function.

LCE
i = − logP

(1)
θ (yi|xi) − logP

(2)
θ (yi|xi), (9)

L
(KL)
i =

1
2
[KL(P (2)

θ (y|xi))||P (1)
θ (y|xi) + KL(P (1)

θ (y|xi))||P (2)
θ (y|xi)], (10)

Li = LCE
i + αLKL

i . (11)

where xi, yi are results of two predictions with the same parameters, LCE
i is the sum of

two original cross-entropy functions. LKL
i is KL divergence between two models, α is

weight of KL loss. In this paper, α will be set to 3, which is different from the optimal
solution proposed in the original paper.

5 Experiments

In this section, we compare the performance of our proposed NNDF model with sev-
eral state-of-the-art baselines, and a few variants of NNDF itself, using two benchmark
datasets.
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5.1 Experiment Settings

Datasets: We select two benchmark datasets to conduct a series of experiments to
evaluate the performance of NNDF, which includes Restaurant [31]1 and MAMS
datasets [32]2. Then, we will briefly introduce the two datasets. Compared with the
Restaurant dataset, MAMS adopts five aspect categories from the Restaurant dataset
and adds two more aspect categories to deal with some chaotic cases. Different from
other datasets, every sentence fromMAMS expresses multiple emotional polarities. The
release of MAMS pushes forward the development of the ABSA task and prevents it
from degenerating to sentence-level sentiment analysis. Table 1 provides specific quan-
titative information of two datasets.

Table 1. The statistics of both Restaurant and MAMS datasets in the experiments

Dataset Pos. Neg. Neu. Total.

Restaurant Train 2164 807 637 3608

Test 728 196 196 1120

MAMS Train 1929 2084 3077 7090

Validation 241 259 388 888

Test 245 263 393 901

Baselines: In order to evaluate NNDF more comprehensively, we exploit a series of
state-of-the-art models as baselines for comparison, including variations of RNN mod-
els, CNN with gate units, capsule network, heterogeneous GCN-based models, and
Transformer-based models.

– LSTM [1] is a basic RNN network, which utilizes output of the last layer as final
sentence representation to conduct emotional categorization.

– TD-LSTM [13] integrates the aspect terms into LSTM to establish correlations
between aspects and contexts.

– ATAE-LSTM [3] adds input aspect terms embedding into vector of each word and
utilizes the attention mechanism to better establish dependencies between aspect
terms and input vector.

– BiLSTM+Attn, based on AT-LSTM, replaces LSTM with BiLSTM to enable the
model to take information from both directions of semantic features into accounts.

– IAN [16] uses two same parts which are composed of LSTM and an attention mech-
anism to learn representations of aspect terms and contexts interactively. Then, con-
catenate two representations as final representation for emotion prediction.

– MemNet [13] uses multiple computational layers to calculate text representation and
representation of the last layer will be used for emotional categorization.

– GCAE [19] utilizes the convolutional layer and gate units to parallelly generate and
capture aspect-related sentiment features, which is more efficient than RNN-based
models.

1 The Restaurant dataset of SemEval-2014 Task 4: https://alt.qcri.org/semeval2014/task4.
2 The MAMS dataset: http://tcci.ccf.org.cn/conference/2020.

https://alt.qcri.org/semeval2014/task4
http://tcci.ccf.org.cn/conference/2020
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– PBAN [18] appends positional vectors into input vectors, which can distill aspect-
aware information better, and employs bidirectional attention mechanism to estab-
lish semantic dependencies between aspect terms and their emotional information.

– BRET [29] utilizes the multi-layer bidirectional transformer encoder to compute
more comprehensive representation.

– RoBERTa [33] pre-trains with eight times larger batches and corpora and employs
dynamic masking to take place of static masking in BERT, compared with BERT.

– RoBERTa-TMM [34] adopts the pre-trained RoBERTa as backbone network, then
fine-tune it on the MAMS dataset.

– CapsNet [20] uses bidirectional gated recurrent unit (BiGRU) to obtain contextual-
ized representation and feeds them into capsule network whose outputs are used to
predict emotional polarities.

– CapsNet-BERT combines strength of the capsule network and BERT. The pre-
trained BERT is used to compute deep representations of sentences and aspect terms,
which will be fed into a capsule network to predict sentiment polarities.

– ASGCN [26] employs Bidirectional LSTM to capture contextual information
regarding aspect terms and uses GCN to obtain edge information of syntactical
dependencies, which enables the model to capture dependencies among aspect
terms.

– QACG-BERT [22] improves the structure of BERT to be context-aware and appends
a quasi-attention mechanism. By learning quasi-attention weights which could be
negative, the model could learn compositional attention that supports subtractive
attention.

– DualGCN [27] obtains syntactic information and semantic dependencies by the Syn-
GCN and SemGCN module. Then, usage of regularizers with semantic constraints
is to solve the overlapping problem of semantic information, which makes emotion
prediction more accurate.

Implementation Details: We choose 300-dimension Glove vectors to generate word
embedding for non-Transformer-based models. For Transformer-based models, we uti-
lize pre-trained BERT as the backbone network whose embedding dimension and hid-
den state dimensions are set to 768. For MAMS dataset and Restaurant dataset, we
set the size of mini-batch to be 64 and 32 respectively. Then, we employ Adam [35]
as our optimization function to update models parameters in iterations. And for non-
Transformer-based models and Transformer-based models, we set the initial learning
rates to be 0.0003 and 0.00003. The initial dropout rate will be set to 0.5. Finally, we
obtain final results by averaging the outputs of 5 round of running.

6 Experimental Results and Analyses

We utilize accuracy and macro-averaged F1-score as our assessment metrics to assess
performance of NNDF. The experimental results are shown in Table 2. Obviously,
NNDF achieves the best performance in comparison to other baseline methods on two
datasets. Then, we will make some discussions and analyses based on the experimental
results.
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Table 2. The performance results (%) of different methods on the two datasets for the aspect-
category Sentiment task. The best and second best results in each column is boldfaced and under-
lined respectively (the higher, the better). Improvements over the best baseline are shown in the
last row

Method MAMS Restaurant

Acc F1 Acc F1

LSTM 47.37 0.432 72.77 0.554

TD-LSTM 62.37 0.497 75.09 0.587

ATAE-LSTM 70.63 0.584 77.58 0.66

BiLSTM+Attn 66.3 0.553 76.36 0.645

IAN - - 78.6 0.689

MemNet 63.29 0.541 76.54 0.653

GCAE 72.11 0.613 77.84 0.675

PBAN - - 81.16 0.716

CapsNet 73.99 0.629 83.55 0.735

ASGCN - - 80.77 0.722

DualGCN - - 84.27 0.781

BERT 78.29 0.697 90.44 0.806

RoBERTa 77.44 0.683 - -

QACG-BERT - - 90.67 0.813

RoBERTa-TMM 78.03 0.686 - -

CapsNet-BERT 79.46 0.698 91.38 0.824

NNDF 76.42 0.672 83.76 0.728

NNDF-BERT 81.53 0.713 92.26 0.835

The performance of all models on the Restaurant dataset is much higher than the
one on the MAMS dataset. The result remains consistent with our intuition that the
sentences in the MAMS dataset involve more aspect categories, which makes it more
difficult for those models to accurately detect emotional information and establish cor-
relations of different aspect categories. The performance of TD-LSTM has made great
progress compared with the original LSTM, because TD-LSTM utilizes LSTM to sep-
arately capture features of aspect terms and contexts and model their relationships. But
one thing needs to be pointed out is that it cannot judge which one of contextual fea-
tures contributes more to the determination of emotional polarity. To generate a more
comprehensive representation, ATAE-LSTM integrates embedding of aspect term into
vector of each word. Different from ATAE-LSTM, IAN pays more attention to estab-
lishing the relationship between aspect terms and contexts which not only calculates the
weight of each word in contexts but also learns weight of each word in corresponding
aspect terms. Besides, PBAN achieves outstanding performance by appending posi-
tional vectors to input vectors to enable the model to find aspect terms and related
information more accurately and utilizing bidirectional attention to model correlations
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between aspect terms and contexts. The experimental results proved that adding posi-
tion information is vital for finding the location of aspect categories in ACSA task.

For GCN-based models, the performance of DualGCN on Restaurant dataset is bet-
ter than ASGCN. In the process of extracting feature information, problem of overlap-
ping semantic dependencies exists, which means that one category will match some
semantic information of another category. For DualGCN model, it uses orthogonal
and differential regularizers to learn an semantic attention matrix and features respec-
tively, which solves interference of semantic information of other aspect terms. Previ-
ous experimental results have proved that LSTM is not skilled in aspect-specific feature
extraction. It is not enough to use a BiLSTM in obtaining aspect-specific features, or it
will result in unapparent improvement. For ASGCN model, due to the excellent ability
of GCN to employ semantic dependencies and syntactic information despite the usage
of LSTM, ASGCN still achieves great performance.

Obviously, compared with non-Transformer-based models, Transformer-based
models have made great progress in performance improvement on two datasets, which
proves the strong ability of BERT. But at the same time, it also costs generous time.
To calculate representations of each layer, the theoretical time complexity of NNDF is
O(n2 ·d), where n is the length of input sequence, d is the dimension of representation.
For our model, in comparison with non-Transformer-based models, NNDF achieves
the second performance, second only to DualGCN. Compared with Transformer-based
methods, NNDF-BERT achieves the best performance on both datasets. The perfor-
mance of NNDF-BERT on MAMS datasets exceeds CapsNet-BERT by 2.07%. In gen-
eral, NNDF-BERT accurately extracts feature information and models relationships
between aspect categories and contexts, and the relationships enable aspect categories
to better match corresponding emotional information.

6.1 Case Study

To further explore how our model outperforms other ones, we use our model, CapsNet-
BERT, ASGCN to predict a sentence from MAMS dataset, which has two aspect cat-
egories named “food” and “service”. Figure 4 and Table 3 provides the experimental
results, where the underline indicates that the weight of the word is the largest, fol-
lowed by the wavy underline and the overline is the lowest. Based on the results of
experiment, NNDF performs better than the other two models. Through the visual anal-
ysis above, when NNDF accurately locates words representing aspect categories in sen-
tences, they are distributed the highest weight. And different with the other two models,
it finds out words or phrases that represent emotional information of specific aspect
categories and reduces influences brought by other interfering words. Besides, another
point which should be pointed out is that NNDF assigns some weight to conjunction
word “but”, which sets up a symbol of differentiation of semantic orientation and helps
distinguish sentiment information of two aspect categories named “space” and “ser-
vice” well. Thus, the above analysis proves that NNDF has a better ability to identify
emotional information of each category than pre-existing models.



352 L. Li et al.

Table 3. The weight visualization of a sentence for CapsNet, DualGCN and NNDF

Model Category Attention visualization Prediction Label

CapsNet Place The bar area was fairly crowded but service
remained friendly

�����

Neu. Neg.

Service The bar area was fairly crowded but service
remained friendly

Pos. Pos.

DualGCN Place The bar area was fairly crowded but service
remained friendly

Neg. Neg.

Service The bar area was fairly crowded but service
remained friendly

Pos. Pos.

NNDF Place The bar area was fairly crowded but service
remained friendly

Neg. Neg.

Service The bar area was fairly crowded but service
remained friendly

Pos. Pos.

The bar area was fairly crowded but service remained friendly

Local features Global features Sentiment

Fig. 4. The weight visualization of a sentence for NNDF

6.2 Ablation Study

We conduct some ablation studies to further explore the function of each part of NNDF
in this section. And the experimental results of the ablation study are provided in
Table 4.

Table 4. The experimental results of the ablation study

Model MAMS (ACSA) Restaurant (ACSA)

Acc F1 Acc F1

NNDF 76.42 0.672 83.76 0.728

NNDF w/o GFE 75.37 0.665 81.14 0.701

NNDF w/o BA 73.76 0.641 82.37 0.713

NNDF w/o TE 73.45 0.637 82.69 0.716

NNDF w/o R 75.67 0.669 82.57 0.715
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where NNDF w/o BA denotes that NNDF removes the bidirectional attention layer
and uses the original attention mechanism. NNDF w/o GFE denotes NNDF without
the global feature extraction layer. And NNDF w/o TE represents Transformer encoder
layer-removed NNDF. Besides, NNDF w/o R symbolizes NNDF without R-Drop and
using the original cross-entropy function. According to Table 3, it is interesting to see
that the experimental results of NNDF w/o BA are similar to NNDF w/o TE. It implies
that both Transformer encoder and bidirectional attention are significant to establish
relationships between aspect categories and their emotional information. Obviously,
NNDF w/o GFE performs worse on both datasets, which suggests that the GFE layer
helps to locate multiple aspect categories and capture their corresponding features.
Finally, without R-Drop, the performance of NNDF w/o R receives the same percentage
of deterioration on both datasets, which indicates that R-Drop can improve the general-
ization ability of NNDF.

7 Conclusion

In this paper, we proposed a new Transformer-based model with bidirectional attention
mechanism. NNDF mainly focuses on establishing connections between aspect cate-
gories and their emotional information and filtering noise information during predic-
tion. And except for the GloVe embeddings, we employ a pre-trained BERT to encode
our sentences and categories to further enhance the performance of NNDF. We conduct
a series of experiments on Restaurant and MAMS datasets. The experimental results
indicate that NNDF-BERT achieves the best performance in comparison to some strong
baseline models. Our future work will concentrate on two aspects:

• the time cost of our model is large for the abundant RNNs. Therefore, we will focus
on using the GCN to obtain semantic dependencies to decrease the training time.

• we will strengthen associations between semantic dependencies. We tend to remould
the structure of the Transformer to further capture the syntactic dependencies and
incorporate syntactic and semantic information.

Acknowledgement. We greatly appreciate the valuable suggestions and encouragement from
anonymous reviewers and the editor.
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Abstract. Federated learning (FL) is gradually gaining traction as
the de facto standard for distributed recommendation model training
that takes advantage of on-device user data while reducing server costs.
However, the computation resources of user devices in FL are usually
much more limited compared to servers in a datacenter, which hin-
ders the application of some advanced recommendation models (e.g.,
Transformer-based models) in FL. In addition, models with better recom-
mendation performance tend to have more parameters, which increases
the cost of communication between servers and user devices. Therefore,
it is difficult for existing federated recommendation methods to achieve a
good trade-off between recommendation accuracy and computation and
communication costs. As a response, we propose a novel federated rec-
ommendation framework for efficient recommendations. First, we pro-
pose an all-MLP model by replacing the self-attention sublayer in a
Transformer encoder with a Fourier sublayer, in which the noise infor-
mation in the user interaction data is effectively attenuated using Fast
Fourier Transform and learnable filters. Second, we adopt an adaptive
model pruning technique in the FL framework, which can significantly
reduce the model size without affecting the recommendation perfor-
mance. Extensive experiments on four real-world datasets demonstrate
that our method outperforms existing federated recommendation meth-
ods and strikes a good trade-off between recommendation performance
and model size.
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1 Introduction

Recommender systems (RSs) are widely deployed in online platforms because
they can predict users’ potential interests in items based on their historical
behavior. Early studies of traditional RSs usually use collaborative filtering
to model user’s preferences, based on historical feedback [8,19]. On this basis,
matrix factorization technology is proposed [8,9] to enhance the generalization
ability of the model. Furthermore, deep learning-based models [11,23] have grad-
ually become the mainstream solution for recommendation task due to their
flexibility and expressivity. More recently, Transformer-based methods [16,20]
have shown remarkable performance in this task by stacking multi-head self-
attention layers. These methods require collecting local data from user devices
and then training a large-scale recommendation model in a central server. How-
ever, some of the policies and legislation implemented to regulate the use of
users’ private data, such as the General Data Protection Regulation (GDPR)1

and the California Consumer Privacy Act (CCPA)2, may make such centrally
trained recommendation models no longer work.

Fortunately, Federated Learning (FL) [7,13] addresses this specific challenge
by facilitating decentralized training of RSs. In such federated RSs [1,2,14], first,
a subset of users is assigned by the central server to train a shared recommenda-
tion model using their local data. The server then aggregates all local models into
a global model that is sent to the devices to provide recommendations. During the
whole process, the users’ private data does not leave their local devices to maxi-
mize privacy protection. Client devices in FL are typically resource-constrained
in terms of computing power, communication bandwidth, memory and storage
size, while existing advanced recommendation models (e.g., Transformer-based
models) usually have complex network structures and a large number of param-
eters. Therefore, training a well-performing recommendation model locally on a
resource-limited client can take prohibitively long and consume a large amount
of energy. In addition, the recommendation model needs to be transmitted many
rounds between the user clients and the server during the FL process, so a large
model size can induce a huge communication overhead.

To address these above challenges, we propose a novel framework named
MPERec to implement efficient federated recommendations, which can achieve
a good balance between recommendation accuracy and model size. In order
to reduce the model size without compromising recommendation accuracy, an
intuitive idea is to discard components of the model that do not contribute to
model performance. We refer to such components as noise components and define
them at both data and parameter levels. At the data level, we consider items in a
user’s interaction sequence that are unrelated to the user’s real interests and have
no impact on the user’s subsequent behaviors as noise components of the data.
To counteract their effects, we borrow the idea of employing filtering algorithms
to attenuate noise in the frequency domain from the field of signal processing

1 https://gdpr-info.eu.
2 https://oag.ca.gov/privacy/ccpa.

https://gdpr-info.eu
https://oag.ca.gov/privacy/ccpa
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[15]. Specifically, we implement a lightweight all-MLP network by replacing the
self-attention sublayer in a Transformer encoder with a Fourier sublayer, in which
Fast Fourier Transform and learnable filters are utilized to reduce the potential
impact of noise components. At the model parameter level, we consider those
parameters that have little impact on the model update as the noise components
of the parameters. In response, we propose an adaptive model pruning technique
that finds an optimal set of remaining (i.e., not pruned) model parameters for
the most efficient training in the near future. In this way, the size of the model
and the number of parameters are effectively reduced without compromising
the future potential of the model. To verify the effectiveness of our method, we
conduct extensive experiments on four real-world datasets. Experimental results
indicate that MPERec consistently outperforms centrally training methods and
FL-based methods, where the all-MLP network results in better recommendation
performance and lower time complexity, and adaptive model pruning further
reduces the model size and significantly accelerates the model convergence. The
major contributions of this paper are summarized as follows:
– We propose a lightweight all-MLP recommendation model in which a Fourier

sublayer is utilized to reduce the time complexity of the model and the poten-
tial influence of noise.

– We propose an adaptive model pruning technique in the federated setting
that can significantly reduce the model size without compromising the rec-
ommendation performance of the model.

– We conduct extensive experiments on four benchmark datasets. The exper-
imental results show that our method consistently outperforms centrally
trained methods and FL-based methods while effectively reducing compu-
tational and communication consumption.

2 Proposed Method

2.1 Problem Statement

Let U = {u1, u2, . . . , u|U|} denote a set of users and V = {v1, v2, . . . , v|V|} denote
a set of items. For user u ∈ U , the list Su = (vu

1 , vu
2 , . . . , vu

nu
) denote the user’s

interaction sequence in chronological order, where vu
t ∈ V is the item that u has

interacted with at time step t and nu is the length of interaction sequence for u.
During the training process, at time step t, the recommendation model predicts
the next item depending on the previous t items. Formally, given the contextual
item sequence Su, the task of our recommendation model is to predict the next
item that u is likely to interact with at time step nu + 1, which can be denoted
as P (vu

nu+1 = v| Su).

2.2 Fourier Enhanced MLP Recommendation Model

Background on the Fourier Transform. The Fourier Transform decomposes
a function into its constituent frequencies. Given a sequence of numbers {xl} with
l ∈ [0, L−1], the 1D discrete Fourier Transform (DFT) is defined by the formula:
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Fig. 1. The overview framework of MPERec.

Xk =
L−1∑

l=0

xle
− 2πi

L lk, 0 ≤ k ≤ L − 1. (1)

For each k, the DFT generates a new representation Xk as a sum of all of
the original input tokens xl, with so-called “twiddle factors”. In this way, Xk

represents the spectrum of the sequence {xl} at the frequency ωk = 2πk/L. The
DFT Xk can be converted to the original sequence by the inverse DFT (IDFT)
as:

xl =
1
L

L−1∑

k=0

Xke
2πi
L lk. (2)

The Fast Fourier Transform (FFT) is a widely used approach for computing
the DFT [4]. The standard FFT algorithm is the Cooley–Tukey algorithm [3],
which recursively re-expresses the DFT of a sequence of length L and reduce
the time complexity to O(LlogL). Correspondingly, the inverse DFT can also
be computed efficiently by the inverse FFT (IFFT). FFT and IFFT, together
with filters of different frequencies, are widely used to filter noise signals in the
digital signal processing area [21]. In this work, we draw on this idea to reduce
the effect of the noise components in user data.

Embedding Layer. We create an item embedding matrix MI ∈ R
|V|×d, where

d is the latent dimension. The embedding look-up operation retrieves the pre-
vious l items’ embeddings and stacks them together into a matrix V ∈ R

l×d.
To let our model be aware of the relative position of the items in a sequence,
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we incorporate a learnable position encoding matrix P ∈ R
l×d. We define the

sequence representation E ∈ R
l×d as the sum of two matrices: E = V + P.

Fourier-Enhanced MLP Blocks. The input embedding E is fed into a stack
of multiple MLP blocks to get user interest representations. Each block consists
of a Fourier sublayer followed by a feed-forward sublayer.

For Fourier sublayer, we denote the input representation matrix of the n-th
layer as Fn ∈ R

l×d. In particular, when n = 0, F0 = E. Firstly, Fn is converted
to the frequency domain by FFT along the item dimension:

Xn = F (Fn) ∈ C
l×d, (3)

where F(·) denotes the one-dimensional FFT and Xn represents the spectrum
of Fn. Then we modulate the spectrum by multiplying a learnable filter WF ∈
C

l×d:
X̃n = WF � Xn, (4)

where � is the element-wise multiplication. The filter WF can be optimized by
SGD to adaptively represent an arbitrary filter in the frequency domain. Finally,
we adopt the IFFT to transform X̃n back to the time domain:

F̃n = F−1(X̃n) ∈ R
l×d, (5)

where F−1(·) denotes the inverse one-dimensional FFT. With the operations of
FFT and IFFT, the noise components in the input representations are effectively
attenuated. Following [6], we utilize layer normalization, residual connections and
dropout to alleviate the gradient vanishing and unstable training problems:

F̃n = LayerNorm(F̃n + Dropout(F̃n)). (6)

For feed-forward sublayer, we adopt a two-layer feed-forward network with
ReLU activation in between to endow the model with the nonlinearity and con-
sider interactions between different latent dimensions:

FFN(F̃n) = ReLU(F̃nW(1) + b(1))W(2) + b(2) (7)

where W(1),W(2) ∈ R
d×d and b(1),b(2) ∈ R

d.

Prediction Layer. After N stacked Fourier-enhanced MLP blocks, we have
the user’s preference representation FN

t adaptively and hierarchically extracted
from the previous t items. We calculate the user’s preference score for the item
v at time step (t + 1) by employing a latent factor model:

P (v) = ViFN
t , (8)

where Vi ∈ R
d is the embedding vector of item v.

Complexity Analysis. Transformer-based models such as SASRec [6] and
BERT4Rec [22] typically stack multi-head self-attention blocks to learn sequen-
tial representations and achieve state-of-the-art performance on sequential rec-
ommendation tasks. However, there is a severe issue with the Transformer-based



MLP and Model Pruning for Efficient Federated Recommendation 361

model that prevents it from being directly applicable to the FL framework,
namely, quadratic time complexity and high memory usage. As a comparison, our
model is solely based on MLP-based structures, which can significantly reduce
both the space and time complexity for modeling sequence data and largely
reduces the number of involved parameters.

Specifically, we compare the complexity of the two types of models when the
sequence length is l. In Transformer-based models, the atom operation of self-
attention mechanism, namely canonical dot-product, causes the time complexity
and memory usage per layer to be O(l2). In contrast, our MLP-based model
consists of FFT and IFFT operations with the cost of O(l · log l), and feed-
forward networks with the cost of O(l), which means the total complexity is
O(l · log l). We will make a further numerical comparison of the recommendation
performance and efficiency in Sect. 3.

2.3 Federated Framework with Model Pruning

Federating the Recommendation Model. We implement the recommen-
dation model in the FL framework proposed in [13] to achieve federated rec-
ommendations. We treat each user u ∈ U as a client in the FL system. For
each client u with a fixed local dataset Su, its local empirical risk is defined as
Fu(w) := 1

|Su|
∑

i∈Su fi(w), where fi(w) is the loss function with model param-
eter vector w. The goal of the system is to minimize the global empirical risk:

min
w

F (w) :=
1

|U|
∑

u∈U
Fu(w). (9)

In the FL process, client u performs multiple SGD steps on its local empirical
risk Fu(w) to update the model parameter vector w. The server then performs
a parameter fusion step, which involves gathering local parameters from clients
and computing an aggregated parameter. In the following, we call this procedure
of multiple local SGD steps followed by a fusion step a round.

As mentioned in Sect. 1, the above FL process is severely challenged when
the model size is large in mobile computing scenarios where clients’ computation
and communication resources are limited. To address this challenge, we propose
a adaptive model pruning technique in our framework.

Adaptive Model Pruning. As illustrated in Fig. 1, the pruning is done at
the server after receiving parameter updates from clients. In each step, adap-
tive model pruning finds the best set of remaining (i.e., are not pruned) model
parameters for the most efficient training in the near future, where “efficient”
refers to high model performance and fast training speed. To achieve this, we
estimate the empirical risk reduction divided by the time required for an FL
round, for any given subset of the parameters being pruned.

Empirical Risk Reduction. After the parameter fusion step in the server, all
clients start model training based on the same parameter vector w. Therefore,
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we study the change of the empirical risk after one SGD step at k iteration.
Let gw(k) denote the stochastic gradient of parameter w computed on the full
parameter space at k iteration, in which case E[gw(k)] = ∇F (w(k)). Then,
a mask vector mw(k) is defined that is zero if the corresponding component in
w(k) is pruned and one if not. The pruned parameter vector is denoted by w′(k),
and the SGD step in the next iteration will be calculated based on w′(k):

w(k + 1) = w′(k) − αgw′(k) � mw′(k), (10)

where α is the stepsize. For simplicity, we omit the subscripts w′ of g and m
below. Now we have:

F (w(k + 1)) ≈ F (w′(k)) + 〈∇F (w′(k)) ,w(k + 1) − w′(k)〉 (11)
= F (w′(k)) − α 〈∇F (w′(k)) ,g(k) � m(k)〉 (12)

≈ F (w′(k)) − α‖g(k) � m(k)‖2 (13)

where 〈·, ·〉 is inner product, (11) is from Taylor expansion, (12) is because of
(10), and (13) is obtained by using the gradient to approximate its expectation,
i.e., g(k) ≈ ∇F (w′(k)). Let M denote the index set of the parameters that are
not pruned, which corresponds to the indices of the non-zero values of the mask
vector m(k). Then, the approximate empirical risk reduction after the SGD step
(10) is calculated as:

F (w′(k)) − F (w(k + 1)) ≈ α‖g(k) � m(k)‖2
∝ ‖g(k) � m(k)‖2

=
∑

j∈M
g2j =: Δ(M) (14)

where gj is the j-th component of g(k) and the sef function Δ(M) is defined in
(14). We use Δ(M) as the approximate risk reduction.

Time of One FL Round. When the remaining parameters of the recommendation
model is M, the time of a round of FL is defined as a set function T (M) :=
μ +

∑
j∈M tj , where μ is a constant representing a fixed system overhead, and

tj is the time corresponding to the j-th parameter component. According to our
experimental results, tj for all j that of the same neural network remains the
same. As such, before the pruning starts, we can estimate the quantities {tj}
and μ by measuring the time of one FL round for a small subset of different
model sizes.

Optimization Objective. Our goal is to find an optimal set of remaining param-
eters M that can maximize the empirical risk reduction per unit training time,
which can be expressed by: Γ (M) := Δ(M)

T (M) .
The adaptive pruning approach can reduce the model size continuously as

long as such reduction has no negative impact on future training. Intuitively,
the model that emerges from this procedure has a small size while still retaining
full “trainability” in subsequent iterations. Parameter components for which the
corresponding gradient components remain zero or close to zero will be pruned.
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3 Experiments

3.1 Experimental Setup

Dataset. We evaluate the proposed method on four real-world representative
datasets, which are very different in domains, size and sparsity:

– Amazon3: This is a series of product review datasets, composed of product
reviews and metadata crawled from Amazon.com by McAuley et al. [12]. We
select two subcategories: “Beauty” and “Sports & Outdoors”.

– MovieLens4: This is a popular movie rating data used to evaluate recom-
mendation algorithms. In this work, we adopt a well-established version, ML-
1m, which includes 1 million ratings.

– Steam5: This is a dataset collected by Kang and McAuley [6] from Steam,
a major online video game distribution platform.

For dataset preprocessing, we follow the common procedure in [6,17]. For all
datasets, we transform the presence of a review or rating to implicit feedback
(i.e., the user interacted with the item). To ensure the quality of the dataset,
following the common practice in [6,10,22], we discard users and items with
fewer than 5 related actions. In all experiments, we randomly select 80% of the
clients as training clients, 10% as validation clients, and the rest as test clients.

Evaluation Metrics. To evaluate the ranking list of all the methods, we employ
two widely adopted Top-N metrics including Hit@10 and NDCG@10. Hit@10
indicates the percentage of the ground-truth items that appear in the top 10
recommended items. NDCG@10 is the normalized discounted cumulative gain
at 10, assigning larger weights on higher positions. To simplify the computation,
we follow the common strategy in [6,10,22]. For each user, we randomly sample
100 negative items and rank these items against the ground-truth item to eval-
uate the metrics. The average scores of test clients in terms of two metrics are
calculated and reported.

Baselines. To fully demonstrate the effectiveness of our proposed MPERec
solution, we include three groups of recommendation baselines:

– Early classical methods. Including a matrix factorization-based method,
BPR [18], and two sequential recommendation methods, FPMC [17] and
GRU4Rec [5], based on Markov chain and RNN, respectively.

– Transformer-based methods. A line of work that employs the self-attention
mechanism to model users’ behaviour sequences, including SASRec [6],
BERT4Rec [22] and TiSASRec [10].

– Federated recommendation methods. A line of work that implements a rec-
ommendation model in an FL framework to achieve privacy-preserving rec-
ommendations, including FCF [1], FedMF [2] and FedFast [14].

3 http://jmcauley.ucsd.edu/data/amazon/.
4 https://grouplens.org/datasets/movielens/.
5 https://cseweb.ucsd.edu/∼jmcauley/datasets.html#steam data.

http://jmcauley.ucsd.edu/data/amazon/
https://grouplens.org/datasets/movielens/
https://cseweb.ucsd.edu/~jmcauley/datasets.html#steam_data


364 Z. Ai et al.

3.2 Recommendation Performance

Table 1 shows the recommendation performance of all methods on the four
datasets. It can be observed that:

Table 1. The performance of MPERec with other baseline methods over four datasets.
The best performance and second best performance for each column are indicated in
bold and underlined fonts, respectively.

Method Beauty Sports ML-1m Steam

Hit NDCG Hit NDCG Hit NDCG Hit NDCG

BPR 0.2412 0.1453 0.2698 0.1879 0.5813 0.3249 0.5912 0.3415

FPMC 0.2595 0.1591 0.4761 0.2512 0.6898 0.5135 0.6019 0.4171

GRU4Rec 0.2911 0.1817 0.4467 0.2414 0.7138 0.5346 0.5714 0.3891

SASRec 0.4826 0.3143 0.4912 0.2911 0.8093 0.5751 0.8281 0.6012

BERT4Rec 0.4916 0.3244 0.4998 0.2860 0.8119 0.5878 0.8114 0.5987

TiSASRec 0.4986 0.3318 0.4818 0.2814 0.8214 0.5897 0.8402 0.6094

FCF 0.2312 0.1381 0.2312 0.1817 0.5513 0.3041 0.5512 0.3156

FedMF 0.2513 0.1534 0.2379 0.1701 0.5789 0.3261 0.5413 0.3313

FedFast 0.2536 0.1514 0.2790 0.2092 0.5849 0.3354 0.5880 0.3425

MPERec 0.5124 0.3510 0.5091 0.2965 0.8412 0.6008 0.8604 0.6164

Transformer-based methods consistently outperform methods from the other
two groups by a large margin on all datasets. This may be due to the fact
that Transformer-based architectures have more complex structures and more
learnable parameters, corresponding to their stronger capacity to model user
behavior. Among the early classical methods, the non-sequential method BPR
has the worst recommendation performance. This illustrates that capturing the
sequential patterns of user behaviors help effectively improve the expressivity of
the model. The overall recommendation performance of the federated recommen-
dation methods is comparable to that of BPR since they all apply a relatively
simple recommendation model in the FL framework.

MPERec improves over all the baseline methods on four datasets with respect
to the two metrics. On the one hand, we apply a all-MLP architecture and
learnable filters in the recommendation model, enabling the model to have better
recommendation performance than Transformer-based models with lower time
complexity and memory usage. On the other hand, we apply an adaptive model
pruning technique to enable relatively complex recommendation models to be
easily deployed in an FL framework, which allows our method to achieve a
substantial lead over other federated recommendation methods.

3.3 Ablation Study

There are several key components in MPERec, including learnable filters (Filter),
adaptive model pruning (Pruning), point-wise feed-forward network (PFFN),
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Table 2. NDCG@10 on four datasets. Bold score indicates performance better than
the default version, while ↓ indicates performance drop more than 10%.

Architecture Dataset

Beauty Sports ML-1m Steam

MPERec 0.3510 0.2965 0.6008 0.6164

w/o Filter 0.2865↓ 0.2313↓ 0.5404↓ 0.5579

w/o Pruning 0.3542 0.2961 0.5996 0.6096

w/o PFFN 0.3360 0.2788 0.5590 0.5817

w/o RC 0.3011↓ 0.2549↓ 0.5689 0.5909

1 block (N = 1) 0.3470 0.2867 0.5871 0.6098

3 blocks (N = 3) 0.3570 0.2956 0.6121 0.6248

4 blocks (N = 4) 0.3506 0.2914 0.6182 0.6279

residual connection (RC), and the block number N of the MLP layer. To further
understand their impact on recommendation performance, we conduct ablation
experiments over them on four datasets. Table 2 shows the results of our default
version (N = 2) and its seven variants on all four datasets. We introduce the
variants and analyze their effects respectively:

(1) Filter. Without the filter layer attenuating the effect of noise, the perfor-
mance of the model drops dramatically on all datasets. This indicates that
the learnable filter is a very critical component in our all-MLP model.

(2) Pruning. Removing adaptive model pruning did not result in a significant
improvement in recommendation performance. This is because the pruning
technique we applied prunes those parameters that have little impact on the
future training of the model, ensuring that the model performance is not
affected to the maximum extent possible while reducing the model size.

(3) PFFN. Without PFFN, the results show a significant decline, especially on
dense datasets (e.g., ML-1m). This is because PFFN can endow the model
with nonlinearity as well as integrate the information contained in different
latent dimensions, which is more important for long sequence data.

(4) RC. The results show that RC has a greater impact on the performance
on sparse datasets (e.g., Beauty). Presumably this is because information in
lower layers is difficult to propagate to the final layer, and this information
is highly useful for making recommendations on sparse datasets.

(5) Number of blocks N . We observe that increasing the number of blocks
significantly boosts the performance on dense datasets (e.g., ML-1m). The
declines in Beauty and Sports with N = 4 are primarily due to overfitting.

3.4 Training Time Reduction

MPERec enables efficient federated recommendations owing to its inclusion of
two important components, Fourier-enhanced MLP and adaptive model pruning.
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(a) NDCG@10 on Beauty (b) NDCG@10 on ML-1m

Fig. 2. Performance (NDCG@10) vs. time results of 2 datasets.

To fully illustrate the role of these two components in improving training effi-
ciency, we conduct experiments on the test performance of MPERec and its two
variants over training time. We removed the model pruning module in MPERec
to obtain the variant MPERec-Unpruned. Additionally, we replace the Fourier
layer in MPERec with a standard self-attention layer and name it MPERec-SA.
Figure 2 shows the test performance (NDCG@10) vs. time results on ML-1m
and Beauty, and we have the following observations:

First, the fluctuations of the performance curve on ML-1m are significantly
smaller than those on Beauty, which indicates that the model will perform more
consistently and stably on dense datasets. Second, without the model prun-
ing module, MPERec-Unpruned converges to similar performance achieved by
MPERec on both datasets, but with significantly lower convergence speed. This
suggests that the adaptive model pruning technique can effectively improve the
model training efficiency. Third, the convergence point of the MPERec-SA curve
is lower than the other two curves, which indicates that the model with the all-
MLP structure in our method has better recommendation performance compared
to the more complex Transformer structure instead.

3.5 Impact of Latent Dimensionality

The latent dimensionality d is a key hyperparameter of recommendation mod-
els, which is important for both recommendation performance and training effi-
ciency. A larger d tends to help increase the expressiveness of the model, but
also introduces more computational effort. To investigate the effect of d on dif-
ferent methods, we conduct comparative experiments on our proposed MPERec
and three Transformer-based methods. Figure 3 shows the NDCG@10 for these
methods on two datasets with d varying between 10 and 100.

One of the most obvious observations is that the performance of each method
tends to converge with increasing dimensionality. A larger latent dimension does
not necessarily improve model performance, especially on sparse dataset Beauty.
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Fig. 3. Effect of the latent dimensionality d on NDCG@10.

This may be due to overfitting. In terms of details, the performance of TiSASRec
has a slight advantage over BERT4Rec, both of which are significantly better
than SASRec. Finally, our method consistently outperforms all other methods
on both datasets, especially in the case of relatively large latent dimensionality.

4 Conclusion

In this work, we propose an efficient federated recommendation framework, in
which a recommendation model with an all-MLP structure is implemented to
effectively reduce the time complexity, and an adaptive model pruning tech-
nique is applied to further reduce the model size and the number of parameters.
Extensive experimental results on four real-world datasets show that our pro-
posed method consistently outperforms other methods in terms of recommenda-
tion performance, while reducing computational complexity and training time
significantly.
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Abstract. Today advances in information and communication technology are
providing information services to answer students’ questions. Innovative ways
to support teaching and learning in higher education institutions are welcome in
today’s competitive environment. They will enable students to stay engaged in
their studies and finish their studies on time. In this paper, I have outlined how
chatbots are developed by applying Agile principles to enable chatbots that fully
meet the needs of service providers and service users. For instance, there is chatbot
development based on the software development life cycle. Let’s start with the
collection of user requirements from all concerned stakeholders. This is done in
order to draw up a chatbot model and assess its suitability. Then the development
of the first version of the chatbot with Agile principles was undertaken. After
testing and receiving user feedback, a new version of the chatbot was designed.
This study covers the development of chatbots, including monitoring the needs of
both service providers and service users. This process enables chatbots to provide
information services efficiently.

Keywords: Agile · Chatbot · Service delivery · Graduate students · Information
service

1 Introduction

Technology continues to improve and expand support services for the convenience of
users. The services include education, health, government and private sector clients. To
ensure the quality of service and response to the needs of customers or service users is
important [1–3].

The development of chatbot capabilities starts with studying users’ problems and
collecting all users’ requirements. Therefore, careful and thorough data collection of
requirements in these areas is of the utmost importance, even before system analysis
and design commences. If comprehensive information is not collected from all relevant
parties, this might render the developed chatbots effectively inoperable, or may not meet
the actual needs.

To store the initial data only once, may result in the user providing only partial
information. This may be because there is still no detailed enough concept of how the

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 369–377, 2022.
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chatbot can help in providing information. As a consequence, the agile principle is used
in the development of the system so that chatbot developments are periodicallymodified.
This process of asking and confirming the user’s needs more than once leads to a wider
range of options. Therefore, by scheduling group meetings with those involved, the
chatbot’s functionality is as comprehensive as possible in all aspects of information
services [4, 5].

Focusing on service users or customers involves narrowing the development cycle, so
that the results of work are more reliable and the risk of system failure is less. Innovation
plays an important role in Agile development. New technology is applied based on
knowledge, experience and teamwork [6, 7].

Graduate Studies Offices maintain important resources that support teaching and
learning for graduate students, in both master’s and doctoral programs. Providing
answers to questions is important for students to be able to solve problems related
to teaching and learning. This helps provide students with the confidence they need to
overcome problemswhichmay affect the progress of their studies. It should be noted that
the information service of the staff can only be done during business hours. Therefore,
the convenience of receiving services is quite limited for students. The introduction of
technology as a service tool is an attractive solution, which meets the needs of providing
services anywhere and anytime.

Chatbot is an alternative that can be used as a service tool for students. This tool is
designed to manage the exchange of frequently asked questions and answers. Questions
and answers are collected by personnel in the graduate studies department. Then, as
a service, they organize the data into appropriate groupings of questions and answers.
Chatbots can display a user interface with menus and fields to enter the text that users
want to know. Responses can be designated as relevant; or recommendations can be
made based on information imported into the chatbot system.

Chatbots are able to create awareness and transparent communication with one
another. They also in a wider range of provide non-technical team members with the
means to participate in collaborative project operations, such as the use of chatbots for
deployment [8, 9]. Service problems are caused by not giving service users the oppor-
tunity to participate in the process of service providers. This includes considering the
possible advantages of using technology to assist in the provision of services [10, 11].
The objective here would be to provide knowledge, as well as a variety of academic
information that can be published as instructive material. This would benefit users in a
growing number of practical ways. This might include, for example, how Agile chatbots
could be developed as part of the software development life cycle [5, 12].

The rest of the paper will be structured as follows. Part Two will provide the back-
ground information of Agile software development. Part Three will thereafter present
the chatbot development that has been used in the research, which is followed by a pre-
sentation of the information service and service delivery in Part Four. Thereafter, Part
Five presents the conceptual framework of Agile chatbot, and lastly, a discussion and a
conclusion are made in Part Six.
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2 Agile Software Development

TheAgile developmentmethod is knownas theTestDrivenDevelopmentmethod (TDD).
This method involves a limited reiteration of automated testing. After the initial testing
phase, it is revised and re-tested to achieve the optimal result. This is in contrast to
traditional software development methods, which are tested after all programming has
been completed. Compliance with TDD minimizes anomalies and improves program
quality. TDD has two main rules: 1) If the test fails, a program is written to solve the
problem. 2) Steps are taken to ensuremistakes are not duplicated in the program [13–15].

Agile supports in-house projectmanagement. It is away to improve service efficiency
with governance that responds to the needs of the public. Everyone is equal and has a
shared social responsibility. In addition, Agile helps organization determine ways to
integrate changing user needs in order to achieve maximum service efficiency [16, 17].

The Agile system, or program development, is characterized by rapid interaction
and the capacity to modify or change parts of the work that are not yet complete. The
focus is on project work facilitated by internal teamwork. However, the coordination
mechanisms used in Agile projects have not received the necessary attention, which
affects the integrity of the data and the ability to support coordination [18, 19].

To transform a traditional university into a digital university (e.g. university 4.0),
takes some time for careful planning, probably not less than 10 years. Some universities
have already created models for the structure, including details related to budgets and
organizational cultures. It is has been found that the adoption of Agile methods to
accommodate rapid and easily adaptable changes is reasonably feasible. TheAgile-based
model covers process definitions by taking into account the culture of the organization.
Increasingly, modern universities place greater importance on student-centered learning.
More and more, students are required to be able to exchange knowledge and be able to
apply knowledge in practice for sustainable self-development [20, 21].

Many organizations are now taking advantage of the potential of Agile concepts to be
put to significantly greater use. In particular, a challenge has arisen to change corporate
culture in order to accelerate the development cycle and the measurement of customer
value [22, 23].

3 Chatbot Development

Artificial Intelligence (AI) is increasingly involved in our daily lives. It perceptively
creates and analyzes software and hardware. It could be called an intelligence agent.
Such intelligence agents approach projects differently, from simple tasks to complex
functions. Chatbots can be said to be typical examples of AI adoption, as well as one of
the most advanced examples of intelligent human-computer interaction (HCI). Versatile
chatbots are able to retain domain knowledge, provide various services and objectives,
process inputs and methods to generate responses, evaluate human-aid alternatives, and
design methods of creation [24, 25].

Chatbots have extraordinary ability to use language to communicate with users.
For instance chatbots can be designed to inform students’ decision-making in choosing
elective courses. Other chatbot features include conversation management components,
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conversational interaction design, collecting and analyzing student opinions, and data
management of various courses. Chatbots have generated positive feedback in terms of
their functionality and features that provide academic advice [26, 27].

Chatbots are also being used in universities to provide educational information to
students. Students do not have to waste time waiting to contact the staff directly. By
organizing academic content gathered by chatbots, a knowledge base can be created.
The data collection may include questions and answers received by the university’s
service office. In addition, related educational work processes are available according to
the dialog flow and ontology. It is also designed to meet special needs for appropriate
and accurate information, particularly for new students [28, 29].

Research on the use of chatbots for education and enhanced learning opportunities
for university students is ongoing. There are still problems concerning the use of chatbots
in education for improved learning. A technology adoption model was employed to gain
a greater understanding of established methods before the introduction of chatbots. This
study is very important for researchers, people in charge of policy making, and system
designers for e-learning platforms. Teachers and students stand to benefit substantially
by these efforts to make learning more efficient [30, 31].

One the foremost benefits of using a chatbot is that can act as a smart tutor in
an interactive environment. This includes the ability to respond to course information
and content, documentation involving additional courses, and answering in-depth ques-
tions. Learning can vary according to the needs of each individual. Similarly, there are
features that offer support to students seeking to improve their particular living condi-
tions. Chatbots can also help disadvantaged students, and those who have unique fam-
ily responsibilities. Pupils who have different approaches to learning, or who respond
to unconventional methods, have access to comprehensive resources assembled from
multiple campuses. Chatbots can mitigate potential technical limitations, and accom-
modate differing timelines required for training and a lack of interpersonal emotional
understanding [32, 33].

4 Information Service and Service Delivery

The level of satisfaction among students with access to services, provided within the uni-
versity, depends on the type of service [34, 35]. The study concluded that high quality
technology-based time management methods can improve service delivery and the per-
formance of service personnel. It is recommended that technology should be integrated
with service to enhance time management skills. Moreover, the policies of employee
management should be enforced to improve service delivery and work efficiency [36,
37].

Delivery of services processes are related to the use of technology in providing
services. It was found that the delivery of service on the basis of users’ centricity will
directly affect the success of the service delivery and the technology used [38, 39].
Technology plays an integral role in the delivery of information services. It allows
students to access awide range of resources, aswell as benefiting from the latest academic
developments. Distance learning students find these high-tech assets especially helpful
[40, 41].
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5 Conceptual Framework for Agile Chatbot

When developing a chatbot, it is important to take into account three key components.
The first part is the overall objective, the scope of chatbots, and the common needs of
service users and service providers. The second part is the target audience, or those who
have inquiries. And the third part comprises major features of Agile principles and User
Participation: these include the planning of the chatbot development project, and the
development of chatbot functionality (see Fig. 1).

The first component – defining the objectives and scope of the chatbot development –
should come from a study of the problems and needs of the service provider encounters
when trying to provide information services to users conveniently and quickly. The basic
features of this element should reflect the needs of the service users when addressing the
problems and needs of all stakeholders. The questionnaire, or search query information,
may be collected from relevant sources to support further improvement of the chatbot.
Furthermore, it should specify additional elements concerning the method of study.

The second one – regarding the chatbot’s target audience – should consist of both
the service provider and the subscriber. This should respond to those who wish to make
inquiries. They may be members of the general public who need to know detailed infor-
mation to make decisions and so forth. Other interested parties, in service industries
and their customer base, require information about people and entities associated with
important routine transactions.

There are two parts to the third and final section. The first part focuses on chat-
bot development planning. This consists of three main areas: utilization, content, and
usability. In terms of utilization, problem solving is emphasized. The objective here is
providing accurate results based on user preferences, questions and answers. The content
section covers correspondence containing questions and answers, recommendations and
messages used in communication. The content is comprehensively structured to fulfill
the specified objectives and scope. The goal of the third aspect, usability, is to maxi-
mize ease of use. This is accomplished by using radio buttons instead of answers, using
text to clearly communicate interactions with users, selection of varying response times
in alternative media, and the similarity to conversations with officials. The second part
deals with the development of chatbot functionality using Agile principles. This involves
periodic testing and the collection of feedback from service providers and user represen-
tatives. It has the ability to go back and edit revisions mutually agreed upon. This will
enable the development of faster and more responsive chatbots to boost service to users.
Moreover, upgraded data collection in chatbots is directly beneficial to the service users.
It displays frequently asked questions for users to see. With the application of Agile
principles, the development of chatbots becomes faster. Now with periodic testing and
the collection of all varieties of feedback, efforts to modify and improve performance to
meet the needs of the service users will yield stronger and quicker results. Along with
these fundamental technical advances, the principle of user engagement is likely to be
expanded further and empowered.
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Fig. 1. Conceptual framework for Agile Chatbot.

6 Discussion and Conclusion

This paper outlines a conceptual framework for how Agile Chatbot supports service
delivery for graduate students. This framework aims to guide chatbot systems developers
in making informed decisions about which elements or activities should be considered
for user centered engagement.

The proposed framework explains how the chatbot will be tested for the first time.
After Graduate Studies Office staff, experts and students take part in test, they will
give the feedback on how chatbots might be modified further based on agile principles.
Chatbot development issues discussed here concentrate on how the needs of related
users could be met. The emphasis is on working as much as possible for the purpose of
providing increasingly comprehensive information.

In the development of chatbot with the traditional software development life cycle
(SDLC), it was found that the first step was to collect the requirements until the last
step of the implementation. This took a long time and when users used it, it may not
meet the needs of 100% of users’ requirements. Consequently, the chatbot was not used
at full capacity. Unlike the development of Agile chatbot that can review users’ needs
in a shorter period of time to ensure that the chatbot was used at full efficiency and
effectiveness.
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Comparisons of the service providers’ and service users’ chatbot usage with the first
and second version of the chatbot showed that the information service of the second
version of the chatbot was of higher quality and faster through an user interface with
an understandable menu. The feedback from users of the second version of the chatbot
has been satisfactory that the bugs found in the first version of the chatbot have been
fixed, and that it is in line with the users’ needs. This allows users to use the information
received for real use.

Some universities have begun to introduce chatbots to help provide information to
students. However, in order to provide as much information as possible that responds
to students’ needs, both technical and non-technical stakeholders should be involved in
the process of collecting and organizing data requirements. In summary, this is the first
important stage in examining how all interested parties might ultimately benefit in the
most efficient way.
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Abstract. Event detection is a hot and difficult problem in information
extraction. It is widely used in automatic news extraction, financial event
analysis and other fields. However, most of the existing event detection
methods only focus on a single language, ignoring the event information
provided by other languages, and can not solve the problem of polysemy
in a single language, which makes it difficult to improve the performance
of event detection methods. To solve these problems, this paper proposes a
newEventDetection based onMultilingual InformationEnhanced Syntac-
tic Dependency GCN. Specifically, the model translates the original lan-
guage and aligns words, takes multilingual data as input, and constructs
syntactic dependency diagrams for initial language sentences. Then, a
graph neural network is constructed based on the syntactic dependency
graph, and combined with the attention mechanism, the nodes of the syn-
tactic dependency graph are enhanced by the translated language. Finally,
the classifier finds the trigger and judges the event type. The model effec-
tively improves the recognition efficiency of polysemous words by using
multilingual information, and makes full use of sentence structure informa-
tion by using syntactic dependency graph. Experiments on ace2005 bench-
mark data set show that the model can detect events effectively and is obvi-
ously superior to the existing event detection methods.

Keywords: Event detection · Multilingual information · Semantic
dependency graph · GCN · Attention mechanism

1 Introduction

Event detection belongs to information extraction task, which is an important
natural language processing task. The purpose is to identify the event reference
from the text and determine the category of the event [2]. Specifically, for a
given sentence, it is necessary to detect whether there are triggers in the sentence
and classify the triggers. [7] at present, there are still many problems in event
detection. This paper mainly solves the following two problems:
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First, in the event extraction corpus similar to ace2005 data set [5], the sin-
gle language corpus often lacks effective information to distinguish the ambigu-
ity of polysemy. For example, for the sentence “an American tank fired on the
abandoned hotel”. It is necessary to detect and extract “fire” as the trigger of the
event contained in the marking sentence, and classify the event according to the
content described by the event. Obviously, since the trigger “fire” means “shot”,
this sentence expresses an attack event. According to the classification of events
in ACE2005 guidance document, the event should be classified as “attack”. How-
ever, in the process of automatic extraction, the word “fire” may be incorrectly
recognized. For example, in sentence 2, “he has fired his air defense chief”, “fire”
means “dismissal”, so it will be wrongly classified as “end position” according to
ace2005 guidance document. Fortunately, a polysemy in a given language often
corresponds to multiple monosemy in another language. With the development of
machine translation tasks in recent years, the method of machine translation can
translate polysemy more accurately by combining context and other information.

Second, the existing event detection methods often do not fully analyze the
syntactic structure. A sentence is a sequence of words. It is generally believed
that the closer the distance between words, the greater the relevance. Verbs,
nouns and adjectives are more likely to appear in sentences as triggers. How-
ever, compared with the distance and part of speech between words, the direct
or indirect relationship of words in sentence structure is more important to iden-
tify triggers. For the sentence “an American tank fired on the abandoned hotel”.
In the process of automatic extraction, the word “abandoned”, as a verb, may
also be mistakenly regarded as a trigger, resulting in the error of trigger recogni-
tion and event type judgment. In order to correctly distinguish the relationship
between different verbs and nouns in sentences, dependency parsing is often
used. In recent years, the types of dependency parsing methods have gradually
increased. Each has its own advantages and disadvantages. It can label sen-
tences with simple or complex structures, and gradually expand its application
in a variety of natural language processing tasks.

Based on the existing research, this paper proposes an event detection method
based on multilingual information enhanced syntactic dependency GCN, which
can make good use of syntactic structure and multilingual information. The
model translates the original language, constructs a graph convolution net-
work based on syntactic dependency graph, solves the ambiguity of monolingual
words, fully extracts the relationship between words, and finally finds the trigger
accurately through the classifier to judge the event type. Finally, by comparing
with baseline experiment, the superiority of this method in accuracy and F1
value can be reflected.

2 Related Works

Previously, there have been some research on event detection based on multilin-
gual enhancement and dependency parsing.

For multilingual enhancement, Zhu et al. [21] Proposed a Chinese English
event extraction model. However, the model uses traditional machine learning
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methods to extract features, and can not deeply analyze the structure of struc-
tured sentences. Liu et al. [14]. Proposed a cross language event detection method.
This method shows high operation efficiency when dealing with articles containing
multiple languages, but the latest and most effective translation tools are not fully
utilized, and only achieve general results when allowing longer operation time.
Chen et al. [15] Proposed to realize the event detection task based on multilingual
gated attention mechanism and LSTM. This method also uses multilingual infor-
mation to solve the problem of polysemy at one time. However, LSTM focuses
more on the sequence information of context and lacks the semantic association
information between words.

Some natural language processing models have used various features such as
vocabulary, grammar and semantics as input for event detection. For example,
Liu et al. [16] believed that triggers and arguments should be paid more atten-
tion than other words in the process of event detection, so they constructed an
attention vector to encode each trigger, argument and context word. EDEEI
model [20] constructs a part of speech based attention map, which uses the
correlation between part of speech and trigger text to capture events. These
methods only use part of speech and location to construct the network, and do
not really use dependency syntax to analyze the relationship between words.
Dependency parsing based methods are widely used in the field of biology. Kil-
icoglu proposed heuristic [8] and trigger based [9] methods. These methods need
to construct grammatical rules for biological events, which are difficult to be
widely used in news and other texts. Lai et al. [11] Constructed a graph neural
network for biological texts based on dependency parsing. The generality of the
model is greater than that of previous studies. However, in order to increase the
computational efficiency, the node information is simplified by scoring, and the
node information is over compressed.

To sum up, there are still many problems to be solved in the research of event
extraction based on multilingual enhancement and dependency parsing.

3 Contribution

The following contributions differentiate our method from previous work.

1. A graph neural network structure based on dependency syntactic graph is
designed. By constructing syntactic graph, we can better capture the depen-
dencies between words, and capture the relationship between these relation-
ships and triggers through GCN.

2. Based on the constructed graph neural network, a multi language node
enhancement method based on word alignment and attention mechanism is
proposed to solve the problem of word ambiguity through multi language
comparison

3. The evaluation of the proposed method on the ace2005 benchmark data set
shows that the proposed method has better performance than other latest
methods.
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4 Method

In this section, we present our framework for the proposed Event Detection based
on Multilingual Information Enhanced Syntactic Dependency GCN (MS-GCN)
model. We first describe the hierarchy of the model, and then show the details
of the algorithm along with the key intuition underlying it.

Fig. 1. The framework of MS-GCN model.

The proposed framework is illustrated in Fig. 1. The event detection can be
treated as a classification problem in the proposed model which detects events
and event types by identifying triggers and trigger types. This section will intro-
duce the framework of the model, first describe the hierarchy of the model,
and then show the details of the algorithm. The framework of MS-GCN model
is shown in Fig. 1. Similar to the existing research methods, MS-GCN model
also solves the problem of event detection as a word classification problem. The
model traverses each word in the sentence to determine whether it is a trig-
ger. If so, it further determines which event type the word represents. MS-GCN
model includes the following parts: Translation, Multilingual word alignment,
dependency syntax graph generation, GCN construction, pooling, node atten-
tion calculation, secondary pooling, classification.

Text translation obtains the multilingual text corpus corresponding to the
original event detection corpus through the method of machine translation, and
uses the word alignment tool to establish a one-to-one mapping relationship for
the words in the translated corpus. Connecting these vectors can generate a new
word vector. The newly generated word vector is used for feature extraction, node
enhancement and feature selection. Node enhancement extracts original features
from feature extraction, and provides processed features for feature selection to
obtain high-quality features. Finally, the feature is input into the classifier to get
the trigger and its classification. Each part of the model is described in detail
below.
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4.1 Multilingual Alignment

MS-GCN model calls the existing Baidu machine translation service for text
translation. Take ace2005 English text as input and output the corresponding
Chinese translation text. The translated Chinese text is segmented, and Giza
+ + [17] is used to align the text before and after translation. Giza + + is
a widely used word alignment program, which is generally applied to phrase
based translation systems. In the process of word alignment using Giza + +,
firstly, unsupervised hidden Markov models (HMM) are trained based on Baum
Welch method, and these models are used to generate Viterbi alignment between
bilingual words or phrases [19].

During word alignment training, in order to solve the problem of small sample
size of event detection data set and improve the accuracy of word alignment,
MultiUN [3] data set is spliced with event detection data set and translation
corpus of corresponding language to increase the total amount of training data.
MultiUN dataset is suitable as an extended corpus because its translation results
have been manually verified, including 7 languages, 21 bitexts, 489334 files and
1.99Gb Tokens. According to the word alignment results, the word order of the
translated corpus text is adjusted in the sentence, so that the word order of the
translated text is the same as that of the original text as much as possible. As
shown in the example in Fig. 1, the original English text is “cameraman died
when an American tank fired”, the translated text is “ 一辆美国坦克开火时摄
影师死亡 ”, and the text after word segmentation and word alignment is “摄影
师 死亡 时 一辆 美国 坦克 开火 ”.

4.2 Dependency Parsing Feature

See Fig. 2.

Fig. 2. Comparison of dependency tree (left) and dependency graph (right).

Dependency parsing (DP) reveals its syntactic structure by analyzing the depen-
dency between components in a language unit. [] intuitively speaking, depen-
dency parsing identifies the grammatical components of “subject predicate
object” and “definite complement” in the sentence, and analyzes the relation-
ship between each component. At present, dependency semantic tree is widely
used for dependency syntactic analysis. However, the form of dependency tree
often omits some important semantic relationships. Semantic dependency graph
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parsing allows arc intersection and multiple parent nodes on the basis of seman-
tic dependency tree, which makes the analysis of grammatical structures such
as conjunction, concurrent language and conceptual transposition more compre-
hensive (Table 1).

Table 1. 16 dependency semantic relations.

Tag SBV VOB IOB FOB

Description Subject-verb Verb-object Indirect-object Fronting-object

Tag COO POB LAD RAD

Description Coordinate Preposition-object Left adjunct Right adjunct

Tag DBL ATT ADV CMP

Description Double Attribute Adverbial Complement

Tag IS WP HED NONE

Description Independent structure Punctuation Head None

We select 16 dependency semantic relations for annotation, including 14 kinds
of relevance and header (HED) and non relevance (none) (Fig. 3).

Fig. 3. Direct relationship (left) and indirect relationship (right).

The main structure of a general sentence contains one or two subjects and is
associated with a trigger. Therefore, direct correlation and indirect correlation
are selected for corpus statistics. There are 15 * 15 possible relationships between
the two words. Generate a dependency syntax matrix with a size of 225 * n (n is
the maximum sentence length), and statistically generate an association repre-
sentation matrix by counting the relationship between the semantic dependency
graphs corresponding to each sentence. Then the matrix is compressed by SVD
and normalized to obtain the vector representation of each relationship. The
resulting semantic dependency feature vector can be expressed as a combination
of dependency vector and numerical representation of the relative position of
relational words, which is represented as SDF (Fig. 4).



384 Z. Wang et al.

Fig. 4. Generation of SDF.

4.3 Node Vector Representations

In this paper, node vector of GCN is composed of three feature vectors: content
word feature vector (CWF), position feature vector (PF) and dependent syntac-
tic feature vector (DPF). Among them, CWF is a word vector, and each word
corresponds to a CWF vector, which can distinguish the meaning of the same
word in different contexts. Pf reflects the position of triggers, counting from the
first word of each sentence. The position information is expressed as an inte-
ger and further transformed into a unique heat vector. DPF is the dependency
syntactic feature vector introduced in the previous section.

The word vector used for word representation in this paper is generated
after fine tuning Bert [8] Based on the training corpus. A new vector structure is
further constructed based on word vector, which is spliced by CWF and PF. MS-
GCN model is improved and fine tuned based on the model. Ace2005 is used as
the fine tuning training data set to train the fine tuned word vector by completing
the sentence classification task. Through this fine-tuning training, the produced
word vectors generate different word vectors for the same word corresponding
to different contexts, which can distinguish the different meanings of words with
the same spelling in different contexts, so as to solve the problem of polysemy.
At the same time, through the pre-training of large corpus, a large amount of
external information is introduced to supplement the information not contained
in the context of event detection task corpus, which effectively solves the problem
of insufficient information caused by the small event detection corpus.

Position vectors are used to represent the position information of words in
sentences. In the process of event detection, it is necessary to classify the words
in the input sentence. In order to express the trigger information in a sentence, it
is necessary to establish the relationship between each word in the sentence and
the candidate trigger. To construct this relationship, PF is defined as the relative
distance between the current word and the candidate trigger. PF is encoded, and
each distance value is represented by an embedded vector. When training the
distance vector, we need to construct the matrix to generate the distance vector,
initialize and optimize it.
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Let the size of CWF be dCWF, the size of SF be dSF, the size of SDF be dSDF,
the size of location code be dPF. Represent word vector of the i-th word in the
sentence as xi ∈ Rd, d = dCWF + dSF + dSDF + dPF

∗2.

4.4 GCN Construction

We construct this graph convolutional network models as an undirected con-
nected graph [10] G = {V, E ,A}. Which consists of a set of nodes |V with |V| = n,
a set of edges |E with |E| = n and the adjacency matrix |A. If there is an edge
between node |〉 and node ||, the entry A(i, j) denotes the weight of the edge;
otherwise, A(i, j) = 0. We denote the degree matrix of A as a diagonal matrix
D, where D(i, i) =

∑n
j=1 A(i, j). Then, the Laplacian matrix of A is denoted as

L = D − A. The corresponding symmetrically normalized Laplacian matrix is
L̃ = I − D− 1

2 AD− 1
2 , where I is an identity matrix.

The adjacency matrix corresponding to the source language is represented as
A, and the adjacency matrix represented by the translated language is B. When
calculating the graph convolution for the first time, steps A and B are the same.
For the second time, we just calculate on A. Here, take A as an example. This
deep model on graphs contains several spectral convolutional layers that take a
vector Xp of size n × dp as the input map of the pth layer and output a map
Xp+1 of size n × dp+1 by:

Xp+1(:, j) = σ

⎛
⎜⎝

dp∑
i=1

V

⎡
⎢⎣

(
θp
i,j

)
(1) 0

. . .

0
(
θp
i,j

)
(n)

⎤
⎥⎦VTXp(:, i)

⎞
⎟⎠ , ∀j = 1, · · · , dp+1

where Xp(:, i)
(
Xp+1(:, j)

)
is thei th (jth) dimension of the input (output) map,

respectively; θP
i,j denotes a vector of learnable parameters of the filter at the p th

layers. Each column of V is the eigenvector of L and σ(·) is the activation function.

4.5 Node Enhancement

The node enhancement contains an attention unit mainly contains the attention
node enhancement module. Attention mechanism is usually used to reweight and
encode vector sequences. In the MS-GCN model, the bilingual logical unit uses
the attention mechanism to emphasize the relationship between different words
expressing the same meaning in the two languages. The node enhancement mod-
ule pairs the maps corresponding to Chinese and English sentences as the input of
attention mechanism. The word meaning of each candidate trigger is directly rep-
resented by word vectors from two different languages, so as to emphasize the word
meaning of the trigger to be extracted and realize the disambiguation of polysemy.

Each map generated in feature extraction module is a nX. The maps rep-
resented as K are taken as the inputs of attention mechanism. The attention
calculation process is as follows. A new random matrix WQ of length w is
computed. The product of two vectors is calculated to obtain a new matrix Q.
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The random matrix WK whose width is w and the length is k1 is acquired,
and the product of the random matrix WK and WQ produces the matrix WV .
Calculate the product of WV and map to gain the matrix V .

Based on the three generated K,Q, V matrices, an attention matrix Z is
calculated by using the following formula:

Z = softmax
(

Q × KT

√
X

)

V

Train Wk,WQ,WV matrices. The scoring function is as follows:

fscore =
Q · KT

√
X

Then the Z matrix is compressed with max pooling to generate a vector z.
Based on the updated WK,WQandWV , the product of z and K constructs a
new attention map.

4.6 Classifier

This module concatenates the CWFs of the current word and the words on the
left and right of the current one, to obtain the vector P of length 3 ∗CWF . The
learned sentence level features and word features are connected into a vector
F = [L,P]. In order to calculate the confidence of the event type of each trigger,
the feature vector is inputted into the classifier O = WsF + bs. Ws is the trans-
formation matrix of the classifier, bs is the bias, and O is the final output of the
network, where the output type is equal to the total number of event types plus
one to include the “not a trigger” tag that does not play any role in the event.

5 Experiment

In this section, we design three different scenarios based on ACE 2005 benchmark
dataset for event detection. We investigate the empirical performances of our
model and compare it to the existing state-of-the-art models. The ACE 2005
dataset is utilized as the benchmark experimental dataset. The test set used in
the experiment contains 40 Newswire articles and 30 other documents randomly
selected from different genres. The remaining 529 documents are used as the
training set.

5.1 Experimental Settings

On Wikipedia and bookcorpus, BERT is trained to generate the word content
vector. The dimension of the CWF is set as 128. WordNet 3.0 is utilized to gen-
erate SF, the number of words used in training is 6 thousand and the dimension
of word vector structure is 488.

In trigger classification, the window size is 3. We set the number of con-
volution kernel to 200, batch size to 170, and position vector dimension to 5.
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Random gradient descent is used to train the neural network. It mainly includes
two parameters p and α. Set p = 0.95 and α = 1E-6. For drop out operations,
set the rate to 0.5. The optimizer is Adam.

Similar to the previous work, we use the following criteria to judge the cor-
rectness of each predicted event. The trigger recognition is correct if the extracted
trigger matches the reference trigger. The recognition and classification of the
trigger are correct if the event subtype of the extracted trigger matches the event
subtype of the reference trigger.

Based on the above criteria, the effect of event detection is judged, and
Precision (P), Recall (R) and F value (F1) are used as evaluation indexes.

5.2 Evaluation of Event Detection Methods

To demonstrate how the proposed algorithm improves the performance over the
state-of-the-art event detection methods, we compare the following representa-
tive methods from the literature:

(1) Li’s baseline [12]: Li et al. proposed a feature-based system which used arti-
ficially designed lexical features, basic features and syntactic features.

(2) Liao’s cross-event [13]: The cross-event detection method proposed by Liao
and Grishman used document level information to improve the performance
of ACE event detection.

(3) Hong’s cross-entity [6]: Hong et al. exploited a method to extract events
through cross-entity reasoning.

(4) Li’s joint model [12]: Li et al. also developed an event extraction method
based on event structure prediction.

(5) DMCNN method [1]: A word representation model was established to cap-
ture the semantic rules of words, and adopted a framework based on dynamic
multi pool convolutional neural network.

(6) EDEEI method [20]: an event detection method based on external informa-
tion and semantic network adopts the neural network framework including
part of speech and attention map (Table 2).

Table 2. Overall performance on the ACE 2005 blind test data

Methods Trigger identification Trigger classification

P R F P R F

Li’s baseline 76.2 60.5 67.4 74.5 59.1 65.9

Liao’s cross-event N/A 68.7 68.9 68.8

Hong’s cross-entity N/A 72.9 64.3 68.3

Li’s joint model 76.9 65 70.4 73.7 62.3 67.5

DMCNN model 80.4 67.7 73.5 75.6 63.6 69.1

EDEEI model 77.0 72.9 74.9 77.3 62.2 69.9

MS-GCN model 78.5 71.8 75.0 78.2 63.7 70.2
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Among all methods, MS-GCN model has the best performance. Compared
with the existing methods, the accuracy and F value of trigger recognition are
significantly improved. Compared with Li, Liao and Hong’s methods, it can
be found that only relying on vocabulary, syntax and features is not enough
to accurately extract triggers. The comparison with DMCNN shows that the
semantic rules that can be captured only by the word representation model are
relatively limited. The comparison with EDEEI model shows that the attention
mechanism constructed only by part of speech information is lower than MS-
GCN model in distinguishing ambiguous words. The introduction of multilingual
knowledge can effectively improve the accuracy of event detection.

5.3 Analysis of Different Languages

This section presents a detailed comparison of the translation attention between
en-de, en-fr and en-cn respectively. The purpose is to test for advantages and
disadvantages of each language pair.

The advantages of using en+cn can be observed visually and quantitatively
in Table 3. It can be seen that the combination of English and Chinese achieves
the best performance on both trigger identification and trigger classification. It
may because that Chinese has more different syntax than french and Germany.

Table 3. Performance with different languages.

Methods Trigger identification
F (%)

Trigger identification +
classification F (%)

en+de 66.2 56.9

en+fr 71.7 66.7

en+cn 75.0 70.2

5.4 Effectiveness of Semantic Dependency Graph Features

In order to verify the effectiveness of attention mechanism, similar to the method
used in literature [4,18], this paper conducted a comparative experiment with
and without dependent syntactic features. It can be seen from Table 4 that the
model with dependent syntactic features is better than the model without depen-
dent syntactic features in event detection.

Table 4. Performance with and without semantic dependency graph features

Methods Trigger identification
F (%)

Trigger identification +
classification F (%)

Without SDF 73.2 65.9

With SDF 75.0 70.2
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Experimental results show that dependency syntactic features improve the
efficiency of event detection. It shows that the syntactic map successfully estab-
lishes the deep relationship between words, and the characteristics of this rela-
tionship are successfully extracted. This relationship is helpful to improve the
effect of trigger recognition and classification.

6 Conclusion

This paper proposes an event detection method based on multilingual informa-
tion enhancement and syntactic dependency graph. This paper designs a GCN
model based on syntactic dependency graph, constructs an attention mechanism
based on multilingual information, and makes the syntactic features related to
triggers easier to capture. Experiments on the widely used ace2005 benchmark
data set show that this method is obviously superior to the existing event detec-
tion methods. In addition, the experimental results are fully analyzed in this
paper. By showing the performance of the algorithm, it is proved that MS-GCN
is a very effective event detection model
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Abstract. Detection and tracking of object video are of great interest in
various fields like security, traffic, and public places... In this article, we are
interested in agriculture and animal husbandry. The majority of existing
video object tracking applications aim to extract the object’s trajectory
based on the detection results and then correlate the obtained coordinates
in most frames. But to build knowledge about animal behavior in open
pasture, and how long it takes for each behavior, we need the coordinates
of each object in all the video’s frames. Therefore, in our paper, we aim
in the first step to extract all the information about each animal (sheep)
from the video. Our research is not limited to knowing behaviors only, but
we also seek in the second step to collect the information extracted using
specific rules to build knowledge about the effects of animal behavior on
themselves, on the pastures, and to know the status of the pastures. This
knowledge subsequently contributes to making the best decisions to pre-
serve the vegetation cover and the quality of animal production. We use
the Mask R-CNN detector and MS COCO dataset to detect and extract
the location of the animal in each frame. We use the Hungarian algorithm
to associate similar objects in all video frames. Then we correct the detec-
tion and association mistakes. Our approach was able to achieve 100%
tracking of all sheep if the sheep not moving very fast. Finally, we use
ontologies OWL to represent and extract Knowledge and we express in
SWRL the semantic rules which help us to study animals behavior.

Keywords: Video annotation · Deep learning · Mask RCNN · Semantic
annotation · Ontology · Animal behavior · Making decision · SWRL

1 Introduction

The vegetation cover of the natural pastures is characterized by the diversity and
richness of its components that can improve the quality of animal production.
This subject has received great attention from the National Institute of Agricul-
tural Research in Tunisia (INRAT), to take advantage of these characteristics
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G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 391–402, 2022.
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while maintaining its permanent presence. Therefore, they suggest studying the
behavior of animals in pastures with a smartly and accurately method that
helps them in making good use of this wealth. On the one hand, the study of the
behaviors helps to know the type of plant compatible with each animals breed
and the effect of these behaviors on itself. On the other hand, animal behavior
helps us to know the effect of grazing on the pastures. Thus, we can control it
to preserve the vegetation cover from desertification.

Many studies have already started using automatic surveillance techniques
to monitor animal behavior and to analyze human behavior. [9] and [5] surveyed
lots of research contributions in this domain. They mentioned that improving
the accuracy and quality of the detector played a very important role in correctly
tracking objects in the video. The most notable are deep learning-based detection
methods such as Faster R-CNN, Mask R-CNN, YOLO, SSD... In this context, [1]
carried out a full survey of most work interested to solve the mission of tracking
multiple MOT (Multiple Object Tracking) objects on single-camera videos, these
algorithms consist of four main steps, the detection step is the first step.

Annotation of visual data is important as it provides ground truth labels of
real-world objects, scenes, and events... But the manual annotation is a complex,
time-consuming, and laborious task that can only be performed by one expert
to ensure the accuracy of the annotation and use the same criteria. Recently,
[15] noted that ontology is of paramount importance in facilitating semantic
communication between different metadata to provide a semantic description
of images. We also find that the ontologies and their backing technologies like
OWL, construct more complex semantic classes by combining and intersecting
existing concepts [14].

In our paper, we are interested in extracting knowledge from a video with a
high-resolution and fixed camera. This phase requires the detection and recog-
nition of the animals (sheep) based on Mask RCNN detector, using MS COCO
dataset. Then the tracking of each animal throughout the video sequence using
Hungarian algorithm to facilitate the association process. To determine the
behavior of each animal later.

Our paper is organized as follows: in the next section, we will describe related
work on detection, tracking, extraction, and analysis knowledge. In Sect. 3, we
will explain our approach, the methods in which we build our work, and the
contributions we have made to improve the tracking process and to study the
knowledge extracted. Then, we will evaluate and discuss our approach results.

2 Related Works

This section reviews previous techniques for detecting and tracking multiple
objects in video and the contributions of ontology to the study of behavior and
decision support.
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2.1 Video Annotation

“A video is the result of a sequence of frames displayed with a sufficiently fast fre-
quency” [12]. Detecting and recognizing objects in all video frames, then associ-
ating each object with all its images throughout the video poses many challenges
(occlusion, shadow, no-rigid object deformation...) [19].

Recently, deeper CNNs (DCNNs) have led to unprecedented improvements
in the detection of more general categories of objects [10,20]. CNN’s successful
applications to image classification have been transferred to object detection,
resulting in a region-based CNN detector (RCNN) [2]. Since then, much object
detection research has drawn on the rapidly evolving area of RCNN work. Since
2013, in an attempt to improve performance, many detectors have been pro-
posed. Additionally, [9] presented a survey on the properties and performance of
infrastructures for generic object detection.

They presented two main categories of detectors: Region-based (Two-Stage
Framework) and Unified Pipeline (One-Stage Pipeline). In the first category,
there are RCNN, which were among the first to explore CNN for generic object
detection and developed RCNN, This approach has seen several improvements,
including the SPPNet, Fast RCNN, Faster RCNN, RFCN until it reached then
proposed the Mask RCNN to tackle the segmentation of object instances at the
pixel level by extending Faster RCNN. Mask RCNN adds a branch that gener-
ates a binary mask for each RoI. The new branch is a fully convolutional network
(FCN) located on top of a CNN feature map. To avoid misalignment caused by
the original RoI Pooling (RoIPool) layer, a RoIAlign layer was proposed to pre-
serve spatial correspondence at the pixel level. With a ResNeXt101-FPN back-
bone [8], Mask RCNN achieved the best results in terms of COCO object instance
segmentation and bounding object detection. And the second category, among
the algorithms, includes the YOLOv2 and YOLO9000: proposed YOLOv2, an
improved version of YOLO. It reached the state of the art in standard detec-
tion tasks such as PASCAL VOC and MS COCO. SSD (Single-shot detector):
To preserve real-time speed without sacrificing excessive detection accuracy.
SSD effectively combines RPN ideas in Faster RCNN, YOLO, and multi-scale
CONV functions to achieve fast detection speed while maintaining high detection
quality.

Detection has been used for several purposes, the most important is to track
objects which have made significant progress in the last decade. [18] noted
recently, that some researchers used online and offline CNN method process-
ing to segment and track at one time and it showed fast and accurate tracking
results and segmentation. In addition, a full investigation has been done by [1],
the authors reported that online algorithms are too slow compared to batch
tracking algorithms, especially when using algorithms that often require a lot of
computation like deep learning algorithms. Most of the MOT algorithms share
some of their steps. We mention, for example, some of the proposed approaches:
[21] suggested a tracking method consisting of four stages: Detection, extrac-
tion of appearance characteristics, and the association then tracking of moving
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objects. And the approach of [6] consists of only two phases: online tracker and
then association.

We noticed in most of these works that they use the appearance features,
applied and evaluated on humans only, also they use the center of the detection
frame or a small part of the object to track the movement of the object. [1]
reported that methods that do not exploit appearance are less efficient. They
also showed that the most efficient detectors currently are the Faster R-CNN
and its variants. [10] points out that the tracking-by-detection model is widely
used, but it still faces some difficulties, and there are several reform attempts
recently.

2.2 Behavior Study

We need now to analyze the data extracted from the first stage like the duration
of each activity, the indicator of each activity duration, the season during which
these activities take place, etc.

According to [16], ontology is a discipline of philosophy, it is the study of being
as an entity, of what is? what type, what structure? their properties? Among
these works, we cite: [4] went further than the formal definition of the various
management behavior specifications integrated into the management informa-
tion definitions, they focused on the definition of the rules of behavior in the
management information with SWRL, a rules language defined to complete the
OWL functionality. [3] used the ontology to present a semantic classification
method based on objects in high-resolution satellite imagery. [13] also used the
ontology to model human behavior. [17] used it to build a Semantic Ship Behav-
ior Model (SMSB) to analyze potential ship behaviors.

3 Proposed Methodology

Our study is composed of two phases, as shown in the Fig. 1. The first consists of
video annotation; extracting from the video, all information about each target
object. The second step is to make the annotations semantic by studying and
analyzing the knowledge constructed based on the data extracted. In phase 1,
we aim to extract information from the video that could help us to analyze the
behavior of animals. So in the first step, we will detect all the animals and then
track them throughout the video. To track the animals, we chose the method
closest to our needs because most of the existing solutions are applied to objects
that can be easily distinguished, such as pedestrians and cars... However, in our
case, the sheep are almost very similar. And in each step, we will try to identify
all the errors and possible gaps that could affect the quality of the tracking
and check all the results before recording. In phase 2, we convert all the given
rules to ontology models to help us make decisions when defining and analyzing
behavior.
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Fig. 1. Our proposed approach.

3.1 Video Annotation

Detection Step. To choose the appropriate detector, we make a comparison
between the two detectors, SSD and Mask R-CNN. We test the accuracy and reli-
ability of object identification according to each detector. We used six videos: two
videos each contain a single animal, one video contains six animals, two videos
contain more than six animals, and one video contains a very large number of
animals.

Figure 2(a) shows the Mask RCNN detector result. It could detect all animals
even if there is an occlusion. But, he rarely fails to spot certain animals. It can
detect a large number of animals. From time to time, it detects part of the animal
and/or part of the background as a single object or as two objects. Moreover,
sometimes he considers the same animal, whether the whole body or part of it,
as two animals. These faults appear frequently, especially when animals are very
close to the camera or their colors are similar to the color of grass.

Figure 2(b) shows one of the SSD detector results. It could detect the animal
most of the time, even if there is an occlusion when we have a little number of
sheep. While it can only detect 4 to 7 animals in other videos. In a few moments,
it detects the same animal as two animals. But, for several moments, he was
unable to detect anything despite the ‘Sheep’ being very conspicuous. From time
to time, the size of the box is slightly larger compared to the detected object.
Also, it was remarkable that some of the chests were in the wrong location.

Based on these tests, we can easily compare the performance of each detector.
Using Table 3, we can make a decision about which detector will be used in our
project. We have in this table Vi with i = [1..6]: Video number, nb: Number of
sheep per video, DON: Detected Objects Number,
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Fig. 2. Extracts of videos, objects detected by Mask RCNN (a) and by SSD (b).

Fig. 3. Comparison between the ability of each
detection device to detect and identify animals.

DTO: Detected Target Objects
number, DTOIP : number of
Detected Target Objects Posi-
tively Identified, DTOIN : num-
ber of Detected Target Objects
Negatively Identified, NTODT :
number of Non-Target Objects
Detected as Target objects. The
numbers are given here present
in all moments of the videos.

Fig. 4. Errors occurred in each test.

Video number i, Yes: the
errorj exists, No: the errorj
does not exist step, j = [1..4].

We notice, using this table,
that the Mask RCNN detector
is the least likely to make the
errors in the V4 and V5 videos,
while they are equal in the V6
video. But in the V6 video, the
only error that the SSD detector

makes is error1, but we can’t rely on his performance, because he could only
detect four of more than twenty creatures.

Four types of errors we observed during these tests that they are: The fail-
ure to detect all the animals throughout the video (error1), to detect non-target
objects as objects targets (error2), detect a single target object as two different
objects (error3) and poorly recognizing objects (error4). We simplify the exis-
tence of errors in all videos with Table 4. We have in this table Vi with i = [1..6]:

After these results, we choose the Mask RCNN detector to use in our project.
Although the results are acceptable under conditions similar to those of the V4
and V5 videos, the possibility of errors remains probable. Certainly, this will
affect the proper tracking of each object. Therefore, we will do our best to avoid
as many errors as possible and ensure good tracking.

Tracking Step. After important searches, we found that almost all searches
depend on the box object detected, their center or the contour of mask object
detected ... etc. to associate the pairs of the objects. But in our case, these meth-
ods can make false associations. As we show in Fig. 5(a), we cannot specify the
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true center of each object during an occlusion. Therefore, we propose another
method for a good selection of the center that gives the true object position.

Fig. 5. Solution proposed to improve position selection.

The Mask R-CNN detector gives us a matrix of 0 and 1, as shown Fig. 5(c),
for each object mask, it has the same image Fig. 5(b) dimension. Our proposal is:

Ycentre = (Ymin + Ymax)/2
Xcentre = (Xmin + Xmax)/2(of line Ycentre)

ymin is the first-row index and ymax is the last row index, which contain
one or more columns with “1”. Xmin is the first column index and Xmax the
last column index in the line ycenter which have “1”. With this method, we can
associate the centers of objects in the image (i-1) and in the image (i), using the
Hungarian algorithm. The next position of the object S is the position of the
center (i) closest to its center (i-1).

Now, we cite some errors that can hinder the tracking process, we will propose
for each type a solution to reduce its incidence as much as possible. We have
four potential errors cases to appear, that can negatively affect tracking quality.

Case (1): The number of objects in the frame (i-1) is greater than the number
of objects in the frame (i). Case (2): The number of objects in the frame (i-1),
is less than the number of objects in the frame (i). Case (3): The number of
objects in the frame (i-1) is equal to the number of objects in the frame (i). Case
(4): Detection of a target object “Sheep” as a non-target object like “Cow”. It
is often caused by occlusion or detection of the object more than once.

We proposed solutions for almost all detection errors, that give a better
annotation video (by detecting objects, identifying target objects, then tracking
them through the video). The steps for phase 1, then, are as follows:

1-Detection using Mask R-CNN (Save each image, Extract classification,
center coordinates (x, y) and mask matrix of each object). 2-Eliminate dou-
ble masks: (Compare all mask arrays for single image, Eliminate duplicated
object). 3-Propose associations and verify them (Propose an association using
the Hungarian algorithm [7], Compare the matrices of each proposed pair, Give
each verified pair the same name, Save the pairs have the same name, Search
for each odd object, a partner among all previously recorded objects, Give).
4-Eliminate non-target objects: (Compare the classification of each object in all
images, Eliminate objects which most of the time were classified as objects other
than sheep). 5-Eliminate objects that never move: (Compare the coordinates of
each object in all frames, Eliminate objects that never move throughout the
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video). 6-Find undetected objects: (Extract the image where the object was not
detected and the nearest image from which the object was detected, Predict
possible coordinates for the new center, Find the coordinates the closer based
on the color of each 7 pixel around the center, save the coordinates if it exists).
7-Empty the centers of same mask:(Count the centers belonging to each mask,
in each frame, Change the (x, y) of all the centers of each mask has more than
one center, to (0,0)). 8-Delete empty tables.

3.2 Study Knowledge

Ontology plays a central role in our methodology. The ontology serves as a
pivot to combine the classification of results and the formalization of knowledge.
With a set of individual class instances, the ontology can constitute a knowledge
base [11]. In our study, we will express in Web Ontology Language (OWL) the
information that helps to specify the behaviors and analyze them, while the
semantic rules are expressed in Semantic Web Rule (SWRL).

Knowledge Construction: Specify Animal Behavior. We mean, by the behavior
of animals the activities that they perform in the pasture: movement, ingestion,
or rest. Given the importance of the results of these activities, we will create an
ontologymodel (Fig. 6) thatwill help us achieve the best and most accurate results.

Fig. 6. An extract from animal behavior ontology model.

The semantic rule modeling process includes building Mark rules and deci-
sion rules. The construction of Mark rules is based on a semantic concept, and
the process moves from low-level features to semantic concepts. Then, decision
rules are obtained based on Mark rules and prior knowledge. The process moves
from advanced features to identifying trends, period features (frame, start, end,
minimum, maximum), and activities. The ontology model of Mark rules repre-
sents the different states of motion on the X and Y axes, with each subclass
representing a state of the parent class.

Mark rules are expressed in SWRL and semantic relationships between object
features and classes are constructed. For example, the case where YD > YF and
XD > XF is expressed in SWRL as follows:

– periode(?I,?YD,?YF ,?Ymin,?Ymax), greaterThan(?YD,?YF )→ YD > YF

– periode(?I,?XD,?XF ,?Xmin,?Xmax), greaterThan(?XD,?XF )→ XD > XF
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This means that the characteristic YD of an object > their YF designates the
case we called “YD > YF ”, the same for the characteristic XD of an object > their
XF denotes the case we called “XD > XF ”. With, period(? X), X is an individual
of period, greaterThan(?X, ?Y) represents attributes, and x and y are variables.

The decision rules for four types of activities are acquired from a priori knowl-
edge and the technical regulations of the project. We have formalized these deci-
sion rules using OWL as follows:

• Movement ≡ XD > XF � XD < XF

• Ingestion ≡ YD > YF � Ymin > YD � Yi > Ymax

• Rest ≡ ¬ Movement � ¬ Ingestion
• Movement&Ingestion ≡ Movement � Ingestion

Decision rules are expressed in SWRL, and semantic relationships between
mark rules and classes are constructed. For example, Movement&Ingestion is
expressed in SWRL as follows:

XD > XF (?period), YD > YF (?period) → Displacement&Ingestion(?period).
This means that an activity with characteristics (movement on the X axis and
movement on the Y axis) XD > XF and YD > YF is Movement&Ingest.

Knowledge Analysis: Study Animal Behavior. The objectives of our study of
animal behavior in pastures are to know (1) the effect of grazing on natural
rangelands and (2) the role of rational grazing in animal self-sufficiency. Using
the results of the “Specify Behaviors” process and set of rules we can build
an ontology that allows us to achieve our goals. We explain here one of these
extraction knowledge processes.

Use of Pasture: Three main criteria to know the state of pastures degrada-
tion, whether it is very poor, poor, moderately rich, rich, or satisfactory. The
ontology mark rules model presents the TRM rate of restoration of the natural
vegetation cycle, the season, and the animal behavior (mainly represented by
the consumption rate of pastoral species; ingestion rate).

Mark rules are expressed in SWRL and semantic relationships between object
features and classes are constructed. For example, the case where the TRM rate is
class [0.20], the season is “summer” and the ingestion rate is ]40.50] are expressed
in SWRL as follows:

– TRM(?rate), greaterThan(?rate, 0), lessThanOrEqual(?rate, 20) → [0,20]
– Tingestion(?rateing), greaterThan(?rateing, 40), lessThanOrEqual (?rateing,

50) → ]40,50]
– Season(?S), Equal (?S, summer) → summer

This means that the “rate” characteristic of an object > at 0 and < at 20
denotes the case we called “[0,20]”, and the characteristic “rateing ” of an object
> at 40 and < at 50 designates the case that we called “]40,50]”, the same for the
characteristic “S” of an object = summer designates the case that we called “sum-
mer” With, P(? X), X is an individual of period, lessThanOrEqual(?x, ?y) repre-
sents attributes, and x and y are variables. Decision rules for pasture use states
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are acquired from a priori knowledge and technical regulations of the project. We
formalized the decision rule from the previous example, using OWL as follows:

• Massive ≡ summer � [0.20] � ]40.50]

Decision rules are expressed in SWRL, and semantic relationships between
brand rules and classes are constructed. For example, Rich usage is expressed
in SWRL as follows: summer(?S), [0.20] (?rate), ]40.50] (?rateing) → Mas-
sive(?state).

This means that a use state with summer characteristics, [0.20](TRM) and
]40.50] (ingestion rate) is Heavy use.

4 Evaluation and Discussion

Our approach has resolved many issues, both in detection and tracking. Here we
present the challenges we discussed earlier and the results obtained.

Detection. Our approach manages to detect and recognize all target objects
well. It overcame the challenges caused by occlusion, and the variance of objects
number throughout the video.

Association. Since our approach has overcome the challenge of varying the
number of objects in the video, it can track every object well. In addition, the
deleting of object coordinates when it has a large percentage of mask intersection
with another helps to avoid calculating the object more than once in each frame
and thus it provides good and accurate tracking

Tracking. To test the effectiveness of our approach, we used two videos, one
(video 1) of 28 s, contains 5 sheep present since the beginning of the video
sequence, and another sheep has been entered at the end of the video (Fig. 7(a).
The second (video 2) is 5 s long, and contains more than 25 sheep present from
the beginning of the video sequence to the end, as shown in the Fig. 7(b). The first
video was converted to 571 frames, Fig. 8V(1).(a) shows the results of detection
and association steps. The number of sheep detected is greater than the actual
number of sheep. Figure 8V(1).(b) shows our proposed approach results to find
the missing coordinates while deleting the repeated ones, so the alleged objects
were deleted. It contained the coordinates of several sheep, and this happened
because of occlusion between the sheep. Our approach here was able to track all
the six sheep by 100%.

Fig. 7. One of video 1 (a) and video 2 (b) frames.
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Fig. 8. Object detection results using Mask RCNN.

The video (2) was converted to 163 frames, the detection and the association
result was shown in Fig. 8V(2).(a). 33 sheep were found, this number is higher
than the actual number of sheep. The sheep that did not move their coordinates
throughout the detection period were removed, Fig. 8V(2).(b) shows the result
of our optimization.

We noticed in this case (video 2), that there was great confusion in the
association between certain objects because they confused their coordinates with
the other’s coordinates. This happened when there was a large occlusion in
addition to the rapid movement of these sheep.

5 Conclusion

In this article, we introduced our two-stages approach. The first is the semantic
annotations of a video sequence to extract all the information needed to build
and study the knowledge in the second stage. We clarified all the steps that
guarantee us a 100% tracking based on a 100% detection using the Mask RCNN
detector and a true association by pressing the Hungarian algorithm to reduce
the process of looking for associations. In each step, we mentioned the problems
that could be hindering our work and the appropriate solutions to remove them
as much as possible.

Although object detection had a lot of attention in the past decade, the best
detectors are still far from saturated in performance, it also remains an open
challenge. In this paper, we presented a new method for video object tracking
based on the Mask R-CNN detector. The result of this approach helps us to
assure a good annotation of the video. Based on it, in the second stage, we will
study the behavior of each animal and determine the effects of the behavior on
the animal itself, and the pasture.
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4. Guerrero, A., Villagrá, V.A., de Vergara, J.E.L., Berrocal, J.: Ontology-based inte-
gration of management behaviour and information definitions using SWRL and
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Abstract. Empathy, the ability to emotionally understand other peo-
ple’s feelings, might be modeled in various ways. In this paper, we try
to look at the empathy episodes from the knowledge engineering per-
spective. We present the possibility of modeling the empathy episodes
using the Attribute Relationship Diagrams (ARD) and Decision Model
and Notation (DMN) modeling notations and methods.

Keywords: Empathy episodes · Attribute Relationship Diagrams ·
Decision Model and Notation · Empathy modeling

1 Introduction

Feelings might be a powerful tool and a key component of human perception.
They help to separate the important things from the unimportant. Something
that evokes a strong emotional response is not likely to be ignored – it will “stick”
in the mind and feed into the decision-making process. Moreover, emotional skills
are a fundamental component of intelligence, especially in the areas of preference
learning and adaptation. Under the term empathy, there is a very wide range
of experiences. According to Merriam Webster’s dictionary [10], empathy is the
act of understanding, becoming aware of, being sensitive to, and vicariously
experiencing the feelings, thoughts, and experiences of someone from the past or
present without fully communicating the feelings, thoughts, and experience in an
objectively explicit way. Emotion researchers [1] define empathy as the ability
to sense other people’s emotions, combined with the ability to imagine what
someone else might be thinking or feeling. Our recognition of emotions depend
on various properties. Moreover, some issues might also negatively influence
recognition of emotions [4].

Knowledge about empathy, represented in a formal way, may significantly
improve the affective computing systems that take into consideration the anal-
ysis of the emotional states of people. In this paper, we describe a concept of
modeling and representing empathy using the existing knowledge representation
methods which can be suitable for such modeling. Attribute Relationship Dia-
grams (ARD) provide a suitable way to grasp the dependencies between empathy
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 403–413, 2022.
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properties while Decision Model and Notation (DMN) can illustrate the decision
process for the empathy episodes.

The paper is structured as follows. Section 2 provides the background con-
cerning the empathy. Section 3 provides the overview of the cognitive schema
model of empathy. In Sect. 4, we present the decision model of the empathy
phenomenon. The final section discusses our results and concludes the paper.

2 Preliminaries

The concept of empathy covers a broad spectrum of phenomena. Therefore, an
accurate definition requires an equally broad theoretical concept. The word empa-
thy is derived from the late 19th century German word Einfühlung. In the exact
translation it means “into feelings”. Based on this term, Lipps defined empathy
as “objectified self-enjoyment” referring to the internal mechanism of imitation of
an observed person or object [3]. Titchener understood empathy as the process
of humanizing objects and reading into them [16]. Lipps stated that by observ-
ing another person’s emotional state, humans are able to mimic the signs of that
state and thus experience similar reactions. Empathy began to be seen as an active
process in which people try to “get into the skin” of another person, understand
and feel the situation in which someone is [5]. Köhler [8] in defining empathy paid
more attention to observing the other person’s states than understanding them.
George [9] saw the empathy as the concepts of assuming the role of another person
and, consequently, understanding how they perceive the world. Piaget [13] stud-
ied children’s development with a particular focus on critical cognitive abilities
by basing empathy as a concept of decentration. According to his assumptions,
children would increase their ability to distinguish between their own and others’
experiences through development. At the beginning of life, a person does not have
this ability, looking at the world egocentrically, only with the passage of time they
develop and change perspective.

2.1 Empathy Cognitive Schema

Davis attempted to create an approach to the topic by presenting a research scheme
of empathy [1]. His definition states that it is a set of theoretical constructs that
pertain to an individual’s response to the experiences of others; chief among these
constructs are the processes that occur in the observer and the affective and non-
affective effects that occur as a result of such processes [1]. Additionally, he defined
what an empathic episode is as a situation in which the person of the observer
comes into contact with the observed in some way and some type of response (cog-
nitive, affective, and/or behavioral) occurs on the part of the observer [2]. The
episode consists of four parts:

1. antecedent conditions, which characterize the observer, the observed, and the
situation,

2. process, which is the individual mechanisms,
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3. intrapersonal outcomes (cognitive and affective responses of the observer),
4. interpersonal outcomes (behavioral reactions oriented toward the observer).

Psychologist have identified the links between the above areas (Fig. 1). The
closer the constructs are to each other, the more they influence each other.

Fig. 1. Davis empathy cognitive model [1]

Antecedent Conditions. When analyzing an empathic episode, one must pay
attention to the initial states of those involved, as well as the situation itself.
The ability to empathize is primarily influenced by biological abilities. Equally
important are individual abilities to tend to engage in processes related to the
concept. There are many methods and tools for measuring such predispositions.
Another aspect that counts is an individual’s history of learning empathic val-
ues and behaviors. The situation in which individuals find themselves cannot be
overlooked. The greatest influence is the intensity of the event. At the moment
of a very powerful event, when our emotions are running high, the other char-
acteristics listed lose their importance. In an empathic episode, the more the
individuals involved are similar, the more the intensity of the observer’s affec-
tive and non-affective response increases.

Processes. Empathic processes can be divided into three classes. They can be
grouped on the basis of the degree of cognitive effort and observer experience.
The non-cognitive group does not include cognitive activity, such as unconscious
or automatic behaviours. The second class are simple cognitive processes, which
involve eliciting basic cognitive processes from the observer. These include classi-
cal conditioning, direct association, and labeling, They correlate directly with the
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experience of perceiving an emotion evoked by a particular stimulus in the past. In
a future in a similar emotional situation, an affective response will occur. But also
associations of emotional states, stereotypes, and suppositions of emotions that
might be experienced at a particular time. The third class constitute advanced
cognitive processes, which include language mediated associations, formed cogni-
tive networks, and role taking. Associations are related to associating with one’s
own experience through a verbal description of another person’s feelings. Although
one may not see the person describing the feelings, they are able to imagine their
emotions.

Intrapersonal Outcomes. Under the specific conditions, certain outcomes fol-
low certain processes. Intrapersonal effects have been divided into affective and
non-affective effects. The former refer to the emotional reactions experienced by
the observer as a response to the experiences of the observed. Here we separate
two subgroups: analogical effects, i.e., the actual reproduction of the other person’s
feelings, and reactive effects, i.e., the occurrence of an affective reaction in the man,
but different from that of the observer. The affective outcomes are interpersonal
perceptual accuracy, defined as a successful attempt to approximate someone’s
thoughts, feelings, and characteristics, and attributional judgments, i.e., attribut-
ing causes to one’s own behaviors and to the behaviors of others.

Interpersonal Outcomes. Interpersonal Outcomes are behaviors directed
at the observer that result from pre-existing contact. These include behaviors
toward the other person in this group.

3 Modeling the Empathy Cognitive Schema

For creating the model of the empathy cognitive schema, we propose to use two
notations, namely. Attribute Relationship Diagrams for modeling dependencies
between empathy properties and Decision Model and Notation for the decision
process for the empathy episodes.

3.1 Attribute Relationship Diagrams

Attribute Relationship Diagrams (ARD) aims at capturing relations between
“attributes” of a specific system. Such “attributes” denote the system’s prop-
erties or variables considered in decision logic. ARD was originally introduced
in [11] as a method for prototyping a knowledge base structure, similarly to
the relational database structure from ERD diagrams. ARD models can be cre-
ated in an iterative and hierarchical process. In this process, the models become
detailed and more specific, and keep the functional dependencies between the
system elements. Below, we use the ARD formalization from [7].
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Definition 1. A property p ∈ P is a non-empty set of attributes describing
the property and representing a piece of knowledge about a certain part of the
system being designed. A simple property p ∈ P s is a property consisting of a
single attribute (|p| = 1). A complex property p ∈ P c is a property consisting
of multiple attributes (|p| > 1). Note that P = P s ∪ P c.

Definition 2. A dependency d ∈ D is an ordered pair of properties (f, t),
where f ∈ P is the independent property and t ∈ P is the dependent prop-
erty that depends on f . If f = t the property is called self-dependent. For
notational convention d = (f, t), d ∈ D,D ⊆ P ×P will be presented as: d(f, t)1.

A (functional) dependency is a relation between two properties that shows that
in order to determine the dependent property attribute values, values of the
attributes of the independent property are needed.

Definition 3. A derivation q ∈ Q is an ordered pair of properties (f, t), where
t ∈ P is derived from f ∈ P upon a transformation. Similarly to dependency
Q ⊆ P × P , however D ∩ Q = ∅.
Definition 4. A Design Process Diagram GD is a triple (P,D,Q), where:

– P is a set of properties,
– D is a set of dependencies,
– Q is a set of derivations.

The DPD diagram is a directed graph with properties as nodes and both depen-
dencies and derivations as edges.

Definition 5. An Attribute Relationship Diagram GA is a pair (PARD,D),
where:

– GD = (P,D,Q),
– PARD is a subset of GD properties (PARD ⊆ P ) such that PARD = {pi ∈

P : ∀pj∈P (pi, pj) /∈ Q},
– and D is a set of dependencies.

ARD diagrams are usually depicted as graphs with the properties represented
as nodes and dependencies represented as edges.

A fragment of an ARD diagram with two properties and the dependency
between them is presented in Fig. 2 to illustrate the ARD concepts.

1 d(f, t) denotes a dependency d from a property f to a property t.
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independent property dependent property

dependency

Fig. 2. An example of a simple ARD diagram

The diagram should be interpreted in the following way: Cognitive
activity and Effects depend on some Preceding conditions. Note that
in other modeling languages, the dependency is often modeled inversely, i.e.
as an arrow pointing from a dependent object to an independent one, e.g. in
UML [15].

3.2 ARD Design Process

Specification of ARD is an iterative process that serves as a tool for diagram
specification. The diagram transformations constitute the core aspects of the
ARD method. They transform a property into one or more properties, specify-
ing new derivations and dependencies into a GD model. These transformations
are also required in order to introduce new attributes. For the transformation of
properties from the diagram G1

A into the properties in diagram G2
A, the prop-

erties in the G2
A diagram are more specific than in the G1

A. During the design
process, the ARD model becomes more and more specific.

The process consists in finalizing the properties into more detailed attributes
and splitting more complex properties into simple ones and gradually adding the
dependencies between them [12]. Such splitting might be of a various form:

– Split all to single – splits an element into elements containing only single
attributes,

– Split selected to single – splits an element into two elements, but only one of
them needs to be of single attribute,

– Split to left – splits an element into two and adds a single dependency relation.
The first element will be of type independent and the second element will be
of type dependent.

– Split to right – works similarly to “Split to left”, but the direction of the single
relationship changes. The first element will be of dependent type, while the
second will be of independent type.

– Split to left as middle – similar to the above, but the element before splitting
must be a dependency relation as independent. In this situation, the first
element will be split and the new element will be a single attribute between
the pre-existing elements.

– Split to right as middle – similar to the above, but the element before splitting
must be in one dependency relationship as dependent.
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3.3 Modeling the Cognitive Schema of Empathy

Based on Davis’ description, an empathy cognitive schema diagram was created
using the ARD method. The prepared concept will be used during prototyping
of decision rules and simulation of empathic episode. We start with the root
“Empathy” element (Fig. 3). According to the theory, an empathetic episode
occurs on the basis of initial conditions, with the existence of cognitive activity,
leading to effects. In Davis’ schema, the greatest relationship is between adjacent
constructs (Fig. 4).

Fig. 3. Root Empathy element

Fig. 4. Split to right

Effects can be divided into Processes and Outcomes (Fig. 5). The processes
that occur directly affect the person’s results and performance.

Fig. 5. Finalization

Outcomes can be divided into interpersonal and intrapersonal effects. The
former relate to our feelings and behaviors towards ourselves (intrapersonal) and
the latter towards other people (interpersonal).

The procesing conditions consist of information regarding the Person
(observer) and the Situation they are in. The Person attribute can be further
decomposed into biological abilities, individual differences, and history of expe-
rience (Fig. 6). The description of the situation, on the other hand, consists of
its intensity and its similarity to the observer.

Fig. 6. Introducing more attributes
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Processes depend on cognitive activity. Based on it, processes can be divided
into three groups: non-cognitive (low level), post cognitive (medium level),
and advanced cognitive (high level). Finally, the intrapersonal effects occurring
within a person can be affective as well as non-affective (Fig. 7).

Fig. 7. Final ARD model for Empathy Cognitive Schema

The final version of the ARD model illustrates the importance of attributes
describing the person and the situation in which the observer finds themselves.
On this basis, further parts of the empathetic episode occur, during which dif-
ferent processes take place but with similar types of effects.

4 Decision Model of the Empathy Phenomenon

DMN (Decision Model and Notation) is a modeling language as well as the
notation for specifying business decisions and rules. DMN is easily readable by
different types of people involved in decision management [14]. It uses Deci-
sion Requirements Diagrams (DRGs) and decision tables. A DRD is a graph
that describes the dependencies of a decision on other supporting decisions and
sources of information. Decision tables represent a set of related input and output
expressions what allows for inferring the decision based on the specific conditions.

The created empathy schema model (Fig. 8) is the starting point along with
a description of a real life situation for the empathy simulation. An obstacle was
encountered during rule development. The real-life situations were not described
in enough detail, making it impossible to prototype rules at such an advanced
level. The knowledge that was available allowed the creation of decision tables
and a DMN model based on the schema from Fig. 1.

Our DMN model contains 5 attributes with input data and 4 decision tables.
To obtain the rules for simulation, we used the descriptions of the situations
described by Davis.

During the modeling, a problem arose in determining the magnitude of the
influence of attributes about the observer. The learning history can be identi-
fied simply – if someone has experienced a similar situation before, the input
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value can be determined as true. In order to describe the magnitudes and rules
for biological propensities and individual differences, additional measurement
methods would need to be introduced, as well as an analysis of their effect on
the empathic episode. Without such information, it is not possible to create
relationships arising from these two attributes.

Fig. 8. Decision requirements diagram for the empathy schema model

Based on Davis’s considerations [1], it can be inferred that the more intense
the event, the greater the cognitive activity. If it is really high, other factors have
no effect on the episode. The similarity between the observer and the observed
enhances the cognitive activity, so the presence of commonalities between the
participants in the episode increases the level of activity.

Processes are directly derived from cognitive activity. The higher its level,
the more advanced processes will occur. If it is low, non-cognitive events can be
expected. Based on the processes occurring, intrapersonal effects can be deter-
mined at a very high level. For low-level cognitive processes, there will be affective
effects, for higher-level non-affective effects, and for advanced processes, both sets
of results. Based on previous results, interpersonal outcomes occur only in an
event with affective and non-affective intrapersonal outcomes.

5 Conclusions

In this paper, we presented a novel way of modeling empathy episodes. For
representing the lower level knowledge about the particular properties of the
empathy cognitive process and their functional dependencies, we took advantage
of the Attribute Relationship Diagrams. For the decision part of the empathy
cognitive process, we used Decision Model and Notation. Using such models, it
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is possible not only to illustrate the process of the empathy episodes from the
knowledge engineering perspective, but also simulate the empathy episodes using
the existing DMN simulators2. Although simple, our model might be helpful
for validating or generating more empathetic behavior of agents, for example
in computer games industry. In our future works, we would like to extend the
model with more properties and parameters, especially in a more fuzzy way [6].
Furthermore, it is worth investigating how the model works in comparison to
real life situation, which would require more empirical research on people.
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1 Introduction

Software model checking is a prevailing technique that aims at automatically
verifying whether a software satisfies the given correctness properties [6]. In the
past decades, a large amount of model checking techniques have been developed
and successfully applied to many fields. However, given a number of software
model checking tools, the engineers are still facing the problem of ‘which is the
most suitable one for verifying my software?’. This question arises since the
underlying model checking techniques are diverse and there is no single solution
that works well for all kinds of software systems. Each model checking technique
has its individual characteristics and thus strengthens on a specific type of soft-
ware. Moreover, there has been a growing awareness of the need to understand
how each model checking tool performs and which one is most suitable for a spe-
cific type of software, in order to promote software model checking to a larger
industrial scope [2,7,13].

Previously the machine learning based algorithm prediction problem has been
investigated in some related work [9,12,13]. Instead of selecting the most suitable
software model checking tool, their work aims to predict the ranking in terms
of the verification performance. All the prediction models are constructed by
using Supporting Vector Machine (SVM). In our previous work [14], we view the
above problem as an instance of the algorithm selection problem and propose to
build the selection model by using neural network techniques [4]. To boost the
capability of neural networks, we also define a set of software features that are
precise enough to represent the key structural characteristics of the software on
the source code level, such as the variable role usage, control flow metrics and
loop patterns. Compared with SVM, neural network techniques have several
advantages. For example, neural networks are more efficient in handling large
data sets than SVM, due to the fact that SVM suffers from the difficulty of
parallelizing the learning process.

In this work, we go one step further and propose a novel Kaleidoscopic RVFL
algorithm (K-RVFL) with a feature hybridization and fusion mechanism. The
network structure of K-RVFL still maintains the direct links from the input layer
to the output layer, such that the model’s feature extraction ability is enhanced
and a regularization for the randomization is provided. Different from RVFL, K-
RVFL uses multiple types of bounded non-linear functions such as Sigmoid and
Sin function as its activation function. The input data first undergoes the non-
linear mapping through each activation function, and then the output matrix
corresponding to each activation function is used as the input of other activation
functions for secondary mapping. This process of feature hybridization provides
the capability of extracting much more diverse features from the training data.
Then, in the feature fusion step, we linearly fuse multi-level features (includ-
ing the original ones) to get the final feature matrix. The output weights are
computed by using the least square method. Last but not the least, K-RVFL
maintains the non-iterative training mechanism of RVFL, which enables the
ability of fast learning.

To this end, the following contributions have been made in this work.
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(1) We present a general formalization of the algorithm selection problem for
software model checking. Our work shows that the neural network tech-
niques, in particular, the randomized learning algorithms can solve this prob-
lem efficiently and achieve state-of-the-art results. The proposed approach
can be extraordinarily helpful for applying software model checking tech-
niques to complex industrial software systems.

(2) We have proposed a novel RVFL algorithm named K-RVFL. Multiple types
of activation functions, two-time non-linear mappings, and the fusion of
multi-level features can bring rich features to K-RVFL, which enables the
model to produce more accurate decisions. It is worth mentioning that the
idea of K-RVFL can also be applied to other randomized algorithms such as
ELM and SCN.

(3) We have carried out a thorough experimental evaluation, which shows that
our proposed K-RVFL algorithm can achieve higher prediction accuracy than
ELM, RVFL, SCN, BP, and SVM algorithms. Moreover, compared with BP
and SVM algorithms, the training speed of K-RVFL is increased by more
than 100 times and 300 times, respectively.

2 Related Works

The work in [13] proposes a SVM based technique to construct a strategy selector
for the verification of different programs. The selector takes as input a set of
program features and outputs a strategy for verification. A strategy defines the
algorithm or parameter that can be useful for verifying the given program. The
primary aim of the work in [8,9] is to empirically evaluate and explain the
performance differences of the various model checkers in the annual software
verification competition (SV-COMP). A portfolio solver based on support vector
machine has also been proposed, which essentially chooses the most performant
tool for a given model checking task based on the evaluations. In their work,
they show that the overall performance of the portfolio solver outperforms all the
other tools, which in our opinion demonstrates a strong viability and usefulness of
algorithm selection for software verification The work in [7] studies the ranking
prediction problem for software model checking. A ranking of the candidate
model checkers can indicate which is the most suitable one for the give software
at hand. However, their prediction model is also based on SVM.

The authors in [2] present a specific strategy selector for the model checker
CPAChecker1. However, the selector only works for CAPChecker, because the
strategies are merely different parameter specifications or model checking algo-
rithm configurations integrated in CPAChecker. Moreover, the selection model
is explicitly defined and implemented in CPAChecker. No machine learning tech-
niques are applied. The experimental evaluation shows that the performance of
their strategy selector is much better than any single algorithm configuration
of CPAChecker. Similarly in [12], a technique called PeSCo has been proposed

1 https://cpachecker.sosy-lab.org/.

https://cpachecker.sosy-lab.org/
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to predict the likely best sequential combination of algorithm configurations in
CPAChecker. The approach is also based on support vector machine.

In our previous work [14], we have proposed for the first time to employ
the randomized learning algorithm to solve the algorithm selection problem for
software verification. Later in [15] a novel algorithm based on the long-short term
memory network (LSTM) has been proposed, which uses word2vec to obtain a
representation of the software. For more preliminaries, please refer to [14,15].

3 Algorithm Selection Based on Neural Network
with Random Weights

3.1 Extracting Features for Software Model Checking Tasks

In order to solve the algorithm selection problem using the framework of machine
learning, we need to represent the software model checking tasks. For this pur-
pose, we define a set of features and the corresponding metrics that can precisely
characterize the software on the source code level, leveraging on the related works
[8–10].

The first set of features are based on variable roles. Basically, a variable role
indicates the usage pattern of the variable in the source code. The choice of
roles is inspired by the standard concepts in programming, such as counter, bit-
vector and file descriptor etc. In total, we have defined 27 variable roles. For a
given software source code f and the set of variable roles Roles, we compute a
mapping Res : Roles → V ars from variable roles to the program variables. The
variable role metric mR that represents the relative occurrence of each variable
role R ∈ Roles is defined as mR = |Res(R)|/|V ars|, where |V ars| represents
the total number of variables.

The second set of features are based on loop patterns. In total, we define
four different loop patterns including syntactically bounded loops, syntactically
terminating loops, simple loops, and hard loops. The corresponding metric is
called loop pattern based metric. For a given software source code f , we compute
the set of syntactically bounded loops LSB , the set of syntactically terminating
loops LST , the set of simple loops Lsimple, the set of hard loops Lhard. The loop
pattern based metrics mlp represents the relative occurrence of each loop pattern
lp ∈ {ST, SB, simple, hard} and it is computed as mlp = |Llp|/|Loops|, where
|Loops| represents the set of all loops.

Both variable role based metrics and loop pattern based metrics can be effi-
ciently computed from the software source code by using static analysis tech-
niques [11]. We omit the elaboration since it is out of the scope of this paper.

We denote a software model checking task by v = (f, p, type), where f , p, and
type are the software source file, property, and the property type, respectively.
We use Tasks to represent the set of software model checking tasks. Each task
serves as a sample of the data set for model training. The corresponding feature
vector for a task v is defined by x(v) = (mR,mlp, type), where type ∈ {0, 1, 2, 3}
encodes the verification property type, i.e., reachability, memory safety, overflow
and termination.
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3.2 Formalizing the Algorithm Selection Problem

In this subsection we present how to encode the algorithm selection problem as
a multi-classification problem. For each task v = (f, p, type) ∈ Tasks, the func-
tion ExpAns : Tasks → {true, false} defines the expected answer of whether
software f satisfies property p. In other words, this function defines the ground
truth for each task, which is regardless of the model checking tool being used.

Given a model checking tool t ∈ Tools and a task v = (f, p, type) ∈
Tasks, applying tool t to verify task v in limited time and resources
would produce an answer PracAns(t, v) = (anst,v, timet,v), where anst,v ∈
{true, false, unknown}, and timet,v is the amount of computing time. We
remark that the answer anst,v could be unknown, meaning that the tool t is
unable to check whether the property holds or not. due to the fact that the
software model checking problem generally is undecidable [6].

In neural networks based machine learning techniques, we need labeled data
for model training. In our case, the label of a task is the (likely) best tool that is
able to verify this task correctly. We denote by L : Tasks → Tools the labeling
function. Given a task v ∈ Tasks and a tool t ∈ Tools, we set L(v) = t if the
following two conditions are satisfied:

1 the tool t provides the correct answer on v, i.e., anst,v = ExpAns(v)∧anst,v �=
unknown;

2 the tool t costs the least time among Tools that can provide the correct
answer, i.e., ∀t′ ∈ {t′ | t′ �= t∧(anst′,v = ExpAns(v))∧(anst′,v �= unknown)},
timet′,v > timet,v.

Finally, the algorithm selection problem studied in this work can be formal-
ized as follows. Given a set of software model checking tasks Tasks and a set of
model checking tools Tools, the algorithm selection problem for software model
checking is to find a selection model M : Tasks → Tools, such that M(v) gives
the best possible tool for solving v, i.e., M(v) = L(v).

3.3 Our Proposed Kaleidoscopic RVFL Algorithm

In classical RVFL, only one type of activation function is used to perform the
non-linear feature mapping, however, in K-RVFL three different non-linear func-
tions are defined and used as the activation functions. In this work, we have cho-
sen the Sigmoid function, Sin function, and Triangular basis transfer function
as the three activation functions. Note that any arbitrary bounded non-linear
function can be chosen as the activation function in K-RVFL.

The network structure of the K-RVFL algorithm is shown in Fig. 1, where
X, O, d, m, ω, b, and β refer to the input of the model, the output of the model,
the node number of the input layer, the node number of the output layer, input
weights, hidden biases, and output weights, respectively. K-RVFL also has only
one hidden layer and its input layer and output layer are directly connected. The
difference between the RVFL and K-RVFL is that the single hidden layer of the
RVFL only makes one-time non-linear feature mapping based on a single type of
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Fig. 1. The K-RVFL network structure.

activation function, while the hidden layer of the K-RVFL consists of multiple
types of activation functions and makes two-time non-linear feature mapping,
so that the K-RVFL can extract more diverse and multi-level features from the
input data.

Specifically, In K-RVFL the input data first undergoes the non-linear map-
ping of each specific activation function (i.e., the random feature mapping layer).
Then the corresponding output matrix will be used as the input of the other two
activation functions for feature mapping for the second time. For example, if
the input matrix first passes through the non-linear mapping of the Sigmoid
function in the hidden layer, it will then be mapped by the Sin function and the
Trigonometric basis function in the feature hybrid stage. This step is called the
feature hybridization. After this two-stage nonlinear mapping, it is the feature
fusion step, where we fuse the extracted features with the original features to
get the final feature matrix of the hidden layer. Finally, the output weights are
obtained by solving a system of linear matrix equations.

K-RVFL algorithm is summarized and depicted in Algorithm 1. For machine
learning algorithms, the diversity of data features is very useful for the correct
decision of the model. For example, one of the most important reasons for the
success of deep learning is that it can achieve the features hybridization through
the layer by layer processing of multiple hidden layers and then obtain the diverse
and multi-level features. The basic idea behind the K-RVFL is to improve the
diversity of features through multiple types of activation functions and multiple
non-linear mappings without adding too many hidden layers. The advantage
of this method is that the shallow network structure can make the K-RVFL
maintain fast training speed and the feature hybridization and fusion strategy
can make the model obtain better feature information. Fast and high accuracy
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Algorithm 1: The proposed K-RVFL algorithm
Input: A training data set X, three types of activation functions (denoted as

G1(·), G2(·), and G3(·)), and the number of the hidden layer nodes using each
type of activation function (denoted as i, j, and k).

Output: Output weights β.
1: Initialization: set the number of the input layer nodes and the output layer

nodes equal to the number of the features and classes of the input data,
respectively;

2: Random feature mapping stage:

– Randomly generate the input weights ω from the range (-1, 1) under the
uniform distribution and the hidden biases b from the range (0, 1) under
the uniform distribution.

– Use the randomly generated ω and b to linearly map the input data:
H0 = ωX + b

– Non-linear mapping of H0 with three activation functions: (1)
H1 G1 FirstTime = G1(H0), (2) H1 G2 FirstTime = G2(H0), and (3)
H1 G3 FirstTime = G3(H0)

3: Feature hybridization stage: The nonlinear mapping matrix corresponding to
each activation function is used as the input of the other two activation
functions for the second-time nonlinear feature mapping.

– For G1’s output matrix:

H2 G1 SecondT ime = [G2(H1 G1 FirstT ime), G3(H1 G1 FirstT ime)].

– For G2’s output matrix:

H2 G2 SecondT ime = [G1(H1 G2 FirstT ime), G3(H1 G2 FirstT ime)].

– For G3’s output matrix:

H2 G3 SecondT ime = [G1(H1 G3 FirstT ime), G2(H1 G3 FirstT ime)].

4: Feature fusion stage: Linearly fuse the non-linear mapping feature matrix with
the original feature matrix.

H3 = [H2 G1 SecondT ime, H2 G2 SecondT ime, H2 G3 SecondT ime, X].

5: Solve the output weights: β = H3+T, where T and H3+ refer to the samples’
real labels and H3’Moore-Penrose generalized inverse, respectively.

are both very important for the application of the software model checking tools
recommendation system in practical engineering.
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4 Experimental Evaluation

4.1 Preparation of the Data-Set

We collect the raw data for the verification tasks in the annual competition on
software verification [1], in order to compare with the previous results in the
related work [9]. We remark that each year the competition tasks are mostly the
same, with only minor additions and changes in the category structure.

We extract the features of the tasks and compute the vector representations.
Each dimension of the vector corresponds to a specific feature introduced in
Sect. 3. In total, the data set has 31371 samples. For each sample, there are 46
attributes. Then for each task, we add a label to its vector representation to indi-
cate the most suitable tool according to the competition results. We artificially
create 3 classes for the classification.

In our experiments, the training set and testing set are divided according
to 8:2. Similarly, we divide the original training set into pure training set and
corresponding validation set according to 8:2 to select the best model for each
method.

4.2 Parameters Settings

In our experiment, we choose the most commonly used randomization strategy
for ELM and RVFL. That is, for their input weights, we generate them from (-
1, 1) randomly and keep them unchanged throughout the subsequent training
process. For the input weights of SCN, we generate them according to a super-
visory strategy [5]. We set the number of hidden layer nodes in all comparison
algorithms to the same and choose Sigmoid function as their activation function.

4.3 Experimental Results

In the experimental evaluations, we compare the accuracy and learning time of
all the six relevant algorithms on the above dataset, including ELM, RVFL, SCN,
BP, SVM, and K-RVFL. The number of hidden layer nodes in these algorithms
is selected from {50, 100, 150, 200, 250, 300, 350, 400, 450, 500} one by one. The
experiments are conducted with MATLAB R2016b software. Each experiment
results are the average of 50 independently experiments. Figures 2–3 and Table 1
show our experimental results.

In Fig. 2, we compare the testing performance of five related algorithms with
our proposed K-RVFL algorithm. According to these experimental results, one
can infer that ELM, RVFL, SCN, and K-RVFL models can get better perfor-
mance with the number increase of the hidden nodes. However, the performance
of the BP model fluctuates greatly due to the difficulty of setting best values for
its hyper-parameters and the instability of the gradient descent method. There-
fore, compared with the traditional neural network BP algorithm, NNRW based
algorithms always enjoy a higher accuracy and better stability. Compared with
the SVM algorithm, all NNRW based algorithms except ELM can achieve better
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Fig. 2. Comparison of testing accuracy between the relevant algorithms.
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Fig. 3. Comparison of learning error between the relevant algorithms.

generalization performance, and they all have higher prediction accuracy when
the hidden nodes are over 150. For the original NNRW algorithms (i.e., RVFL,
ELM, and SCN), we can see that RVFL and SCN have better prediction perfor-
mance than ELM regardless of the number of hidden layers. This is due to the
special architecture design of RVFL and the supervised random method of SCN,
which play a positive role in the model training. However, when the number of
hidden layers increases, the differences between their performances decrease to a
comparable level. Compared with the above algorithms, our proposed K-RVFL
achieves the highest prediction accuracy in all cases. The margin shows that the
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improvement is substantial. It is worth mentioning that this is also the current
SOTA result in the model checking algorithm selection task. Previous SOTA
results are based on the SVM algorithm [9].

Figure 3 shows the learning error changing curves of ELM, RVFL, SCN, BP,
SVM, and our proposed algorithm K-RVFL. In general, one can observe that
the learning errors of the NNRW based models will gradually decrease with
the increase of the hidden nodes, and they all have lower learning errors than
the BP algorithm. Moreover, we can find that our proposed K-RVFL model
Moreover, e can find that our proposed K-RVFL algorithm can achieve faster
error reduction than other NNRW based algorithms (i.e., ELM, RVFL, and SCN)
in the training process. This phenomenon implies that K-RVFL can approach the
lower bound of error at the fastest speed. This also implies that compared with
other algorithms, the proposed K-RVFL has faster convergence speed. And under
the same network complexity, K-RVFL is expected to have better prediction
performance than other models.

Table 1. Comparison of training time between ELM, RVFL, SCN, BP, SVM, and
K-RVFL. The best results are in bold.

Hidden nodes ELM RVFL SCN KRVFL BP SVM

50 0.1962 0.4056 29.1138 0.8218 74.7245 5854.6707

100 0.5014 0.6767 73.1227 1.7042 114.2707 *

150 0.7441 1.0349 180.7078 2.9453 155.1274 *

200 1.0371 1.5728 278.0518 4.3165 185.7504 *

250 1.5382 1.8062 389.2362 5.6323 229.2435 *

300 1.7697 2.2901 432.3528 8.0344 267.0893 *

350 2.2885 2.8411 551.4656 10.4330 314.0300 *

400 2.7827 3.3347 719.3612 12.2311 334.8561 *

450 3.2261 4.1006 970.5653 14.3265 357.9287 *

500 3.8875 4.6264 1170.5231 17.1579 383.6377 *

In Table 1, we compare the training time of the proposed K-RVFL algorithm
with other algorithms. From the experimental results, we can conclude that
compared with the traditional neural network BP and SVM, the NNRW based
algorithms have absolute advantages in the training speed of the model. Taking
the proposed K-RVFL algorithm as an example, its model training speed is more
than 100 times faster than BP and more than 300 times faster than SVM.

One can also find that the ELM algorithm can achieve faster learning time
than other algorithms. The main reason is that compared with ELM, RVFL
and K-RVFL have a relatively complex network structure, which may result in
higher computational complexity. For SCN, it uses a supervised mechanism to
initialize its input weights, so its training time is also longer than ELM.
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We believe that the design of feature hybridization and fusion is a useful
means, which can enable K-RVFL to extract more diverse and multi-level fea-
tures and thus provide much better performance. This advantage also makes it
great potential in time-critical applications [3].

5 Conclusion and Future Work

In this work, we propose to use neural network techniques to solve the algorithm
selection problem for software model checking. We also propose an improved
RVFL algorithm named K-RVFL to train the selection model. K-RVFL uses
multiple types of activation functions to improve the diversity of features and
uses feature hybridization to extract multi-level features, which have a posi-
tive impact on the correct decision-making of the model. K-RVFL inherits the
non-iterative training mechanism of the RVFL and maintains the advantage
of extremely fast training speed. Moreover, we conduct extensive experiments
which demonstrate the effectiveness of neural network techniques for this prob-
lem. Our results show that K-RVFL has obvious advantages over the existing
state-of-the-art algorithm (i.e., SVM) in both the prediction accuracy (81.37% vs
71.24%) and the training speed (17.16 s vs 5854.67 s). K-RVFL also outperforms
the other randomized learning algorithms, including ELM, RVFL, and SCN and
traditional neural network BP.
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Abstract. By the careful rearrangement and analysis, various meaningful infor-
mation could be extracted from the published biological literature, which is of
great significance for the related follow-up research. Since the rapid accumula-
tion of literature publications, manual-based curation method is too inefficient
to cope with the massive biological literature data. Knowledge extraction meth-
ods in computer science seem to be able to process the biology literature more
efficiently, however, most of them are based on supervised learning and greatly
limited by the annotation quality of the species corpora. Here we present a new
named entity recognition algorithm named biolitNER, which features unsuper-
vised domain adaptation and accordingly has the capability to recognize named
entities on biomedical literature across domains. Considering the lack of well-
annotated corpora of many species, biolitNER is of great utility for named entity
recognition and bears critical significance for biomedical literature curation in
various species. Experimental verification shows that, compared with traditional
programs, biolitNERproduces higher quality results and has a satisfactory runtime
performance.

Keywords: Domain adaptation method · Name entity recognition · Literature
mining · Unsupervised learning · Biology big data

1 Introduction

Extensive knowledge could bemined out from the published biology literature, including
the functions of biology entities (e.g., gene, protein, species) and interactions between
them [1, 2].Manywidely used biomedical databases are constructed by literaturemining
and have become the indispensable tools when conducting biomedical research, such as
PubMed [3], PDB [4], lncRNAwiki [5], IC4R [6]. Since biology publications are gener-
ated at an ever-growing pace and many of them are rarely accessed once after published
in journals nowadays, extraction of useful information from a huge quantity of biology
literature has become increasingly challenging. Although automatic methods may not
fully replace humans on this task, they have been shown to be able to improve our pro-
ductivity [7, 8]. Among them, named entity recognition (NER), involving identification
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of named entities in biology literature, is of critical significance in literature curation and
has become a necessary supplement to human curation. NER is a subtask of information
extraction, which is also a kind of classic task in the field of natural language processing
[9, 10].

When the applied text material migrating from natural language to the more specific
biology literature, numerous new difficulties have been arisen, for example the relatively
casual abbreviation for some terminologies, the entity mapping between its Latin formal
name and English conventional name, newly named entity identified in related biology
experiments [11–13]. Since the traditional NER algorithms can’t provide a good solution
addressing problems above, several special methods have been proposed for facilitating
recognition of biology named entities, such as BioCreative [8], BioBERT [14], OGER++
[15], MetaMap [16], Bio-NER [17].

However, in practical applications, they may not work as well as intended, especially
when there is lack of high-quality annotated corpora with required types of entities in
target domains of interest [18–20], which is very common for many species. This is
because most of these existing methods mainly take supervised learning method as their
implementation approach. A lot of studies [21] have reported that a model trained on the
data in one domain (e.g., text about plant) usually performs much worse when applied
into another domain (e.g., text about animal). Therefore, it is desirable to apply domain
adaptation methods [22, 23] in NER to transfer the model from the source domain (e.g.,
plant) to the target domain (e.g., animal).

Considering that in practice there is often no annotated data available for the target
domain, we present a NER program, biolitNER, that is based on conditional random
fields and powered by three unsupervised domain adaptation methods, viz., structural
correspondence learning, feature subletting and bootstrapping. Through the validation
under different datasets, biolitNER is proven to be able to produce results with higher
quality and have a better runtime efficiency.

2 Methods

The overall of biolitNER program is illustrated in Fig. 1. In this section, we will describe
the detailed implementation of “Joint Training and Prediction” module. Let Ds and Dt

be the data sets from the source and target domains, respectively, and Ds is labeled
while Dt is not. The objective is to use Ds and Dt to build a model that predicts a label
sequence given a token sequence. A labeled data set consists of tokenized sentences
(token sequences) with a label assigned to each token. The label can be B-* (B- GENE),
I-* (I-GENE), or O, which represents the beginning, inside and outside of a named entity
(gene), respectively. An unlabeled data set consists of token sequences without labels.
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Fig. 1. Overview of biolitNER program

2.1 Conditional Random Fields

For supervised NER, conditional random fields (CRFs) [24], specifically linear chain
CRFs, have shown promising results [25]. CRFs model the conditional probability of
the label sequence y given the token sequence x as:

P(y|x) = 1
Z(x)exp

{∑
k
wk fk(x, y)

}
(1)

Z(x) = ∑
y
exp

{∑
k
wk fk(x, y)

}
(2)

where fk , called a feature, is a (typically binary) function on the token sequence x and the
label sequence y,wk is a feature weight and obtained by maximum likelihood estimation
on the training set. For inference, a Viterbi-like dynamic programming algorithm is
employed to find the label sequence with the highest conditional probability. We use a
typical feature set for NER [25], including word, word class, brief word class, prefixes,
suffixes, and the features of previous and next two words.

2.2 Structural Correspondence Learning

Structural correspondence learning (SCL) assumes there are some common features in
the source and target domains (pivot features) and estimates the correspondence between
other features that are domain specific. Pivot features are usually frequent enough in both
domains and highly correlated with labels [21]. SCL trains a linear classifier for each
pivot feature. Then it builds a matrix W = [w1w2...wm], where wi is the coefficients of
the i-th classifier and stacks the first h left-singular vectors ofW as rows into a matrix θ .
Finally, it augments the original feature vector x with θx. We propose a modified version
of SCL (SCLm), which forces CRFs to learn only on the overlapping features of the
source and target domains.
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2.3 Feature Subsetting

Feature subsetting (FS) trains a regularized model such that the weights of features with
bigger differences in distributions between the source and target domains are penalized
more. The log-likelihood of the model is:

L(w) = ∑
(x,y)∈Ds

logP(y|x) − λ
∑
k

|wk |γ d(EDs(fk),EDt (fk)) (3)

EDs(fk) = 1
Ns

∑
(x,y)∈Ds

fk(x, y) (4)

EDt (fk) = 1
Nt

∑
x∈Dt

∑
y
fk(x, y)pw(y|x) (5)

where EDs(fk) and EDt (fk) is the estimated expectation of fk on the source and target
domains, respectively. λ and γ are parameters to control the model. d(x, y) is a function
as the measure of the difference. We use Eq. (6) as distance measure function, which
shows better performance in previous experiments [22].

d(x, y) = (logx − logy)2 (6)

2.4 Bootstrapping

Bootstrapping (BS) trains a model on Ds at first. Then it uses this model to label and
score instances inDt , and addsK instances with highest scores fromDt intoDs. It repeats
the previous steps until meeting some stopping criterion. We follow the method in Wu
et al., 2009 [26] with some modifications. The score of instance i is (Hs(i) −Ht(i))P(i)
where Hs(i) and Ht(i) are the entropy of instance i on the source and target domains,
respectively, and P(i) is the probability of the predicted label sequence given the input
sequence. The stopping criterion is that at least one instance exists in the selected K
instances such that either its entropy on the source domain is lower than on the target
domain, or its maximum likelihood with respect to y on the source domain is higher than
on the target domain.

3 Results

3.1 Datasets

We developed a named entity recognition program based on conditional random fields
poweredwith unsupervised domain adaptationmethods, including SCL, FS, and BS (see
Methods).We implemented the baseline algorithm (linear chainCRFs) and domain adap-
tation methods in Java based on MALLET [27] and evaluated all the methods on three
different annotated datasets (see Table 1), namely, GENETAG(GT) [28], GENIA(GN)
[29] and Fly [30]. A example prediction output of biolitNER is described in Fig. 2 (the
input raw text of this example is token from part of the abstract of PMID 25979172).

To investigate the prediction quality more carefully, all entities are divided into
six categories, including biological process and molecular function (BPMF), sequence
(DNS and RNA), cells, chemicals, organisms, proteins. The detailed token distribution
among different data sets are described in Table 2. All the experiments in this paper are
conducted in a Linux server with the CPU of AMD 5950x and 128 GB memory.
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Fig. 2. Example prediction results of biolitNER

Table 1. Data sets

Name Training Test

# Sentences # Tokens # Sentences # Tokens

GENETAG (GT) 7500 212808 2500 70820

GENIA (GN) 18546 560864 3856 114709

Fly 420 11549 180 5265

Table 2. Token distribution among different data sets

Entity category GENETAG (GT) GENIA (GN) FLY

BPMF 6774 11472 2854

Sequence 21561 36951 6851

Cell 2058 4578 1066

Chemical 7588 10084 768

Organism 302 361 161

Protein 11256 20074 2558
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3.2 Evaluation of Different Domain Adaptation Algorithm

By using one data set as the source and another as the target, we formulated six different
NER tasks (see Table 3). For comparison, we trained the baseline algorithm on the
labeled target domain training set as “golden standards”. Macro-averaged F1 scores (see
Eq. 10) for different labels (such as B, I, O) were used as the measure of performance.

P = TP
TP+FP (7)

R = TP
TP+FN (8)

F1 = 2PR
P+R (9)

Macro_F1 = 1
n

n∑
i=1

F1i (10)

In Eqs. 7–10, TP means the true positive samples count, FP means the false positive
samples count, FN means the false negative sample counts, P is the precision, R is the
recall, Macro_F1 is the macro-averaged F1 score and F1i is the F1 score of the i-th
category. The remaining five algorithms and their parameter settings are described in
Table 3.

Table 3. Tested algorithms and their parameter settings

Algorithm Parameters

FS1 Feature subsetting with λ = 1, γ = 1

FS2 Feature subsetting with λ = 1, γ = 2

SCL Structural correspondence learning with h = 25

SCLm Structural correspondence learning with overlapping features with h = 25

BS Bootstrapping with K = 10

Comparative results (see Table 4 and Fig. 3) show that the most stable algorithms
are FS (γ = 1) and SCL, as they outperform the baseline algorithm in all six tasks, and
in five of them, FS outperforms SCL. FS2 (γ = 2) performs comparably with FS1 (γ
= 1), suggesting that γ does not have a significant influence on FS. As noted, GENE-
TAG represents a comprehensive data set containing abstracts from multiple different
species, whereas GENIA and Fly are restricted to a specific species collecting abstracts
exclusively from human and fly, respectively. SCLm performs better than SCL in four
tasks when the source domain training set is restricted.
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Table 4. Macro-averged F1 scores of the algorithms on different tasks. The task name “GT-GN”
means taking GENETAG as source against GENIA as target, and so on to the remaining five other
tasks.

Algorithm Task

GT-GN GT-Fly GN-GT GN-Fly Fly-GT Fly-GN

Golden 0.85 0.65 0.84 0.65 0.84 0.85

Baseline 0.79 0.57 0.74 0.52 0.49 0.46

FS1 0.79 0.58 0.75 0.55 0.53 0.48

FS2 0.78 0.59 0.74 0.54 0.54 0.50

SCL 0.79 0.57 0.74 0.52 0.50 0.47

SCLm 0.78 0.56 0.75 0.52 0.52 0.49

BS 0.79 0.59 0.74 0.53 0.31 0.30

Conversely, when it is comprehensive, SCL outperforms SCLm. The performance
of BS deteriorates as the source domain training set changes from GENETAG through
GENIA to Fly. This result indicates that BS is sensitive to whether the source domain
training set is comprehensive or restricted; when it is restricted, BS ismore likely tomake
mistakes in labeling unlabeled instances in Dt , and once adding an incorrectly labeled
instance intoDs, it is prone to add more and finally yield a wrong model. Taken together,
FS1, FS2, SCL, SCLm are all reasonable choices for general application, because they
are superior to others even when the source domain data set is not comprehensive.

3.3 Comparison with Other NER Programs

We validate the NER prediction quality and runtime performance of biolitNER (FS1
algorithm)with five other commonly used biomedicalNERprograms, includingBioCre-
ative [8], OGER++ [15], MetaMap [16], Bio-NER [17]. In this experiment, the dataset
of GENETAG is used as source, and GENIA is used as target. Statistics for each dataset
above are also described in Table 1.

Here we use the macro-averaged F1 score to evaluate the NER prediction quality
of different programs and the result is shown in Table 4. As we can see in the Table
5, the F1 score of biolitNER outperforms all other programs for all entity categories.
Except biolitNER proposed in this paper, the second best is OGER++, and these scores
are basically consistent with reports in other publications [8, 15].

CPU time is used tomeasure the program runtimeperformance and the corresponding
result of comparison conducted within the datasets of GENETAG, GENIA, Fly is shown
in Fig. 4.
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Fig. 3. ROC curve of FS1, FS2, SCL and SCLm (GT-GN dataset)
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Table 5. Evaluation of NER prediction quality for different entity categories

Entity category Macro-averged F1 score

biolitNER BioCreative OGER++ MetaMap Bio-NER

BPMF 0.75 0.68 0.74 0.63 0.54

Sequence 0.62 0.52 0.62 0.49 0.41

Cell 0.81 0.75 0.80 0.66 0.59

Chemical 0.77 0.62 0.75 0.64 0.49

Organism 0.75 0.64 0.72 0.61 0.52

Protein 0.74 0.63 0.74 0.63 0.52

Among the five programs, biolitNER has the second-best running time performance,
barely slower than OGER++, but faster than other remaining programs. The disadvan-
tage of runtime performance compared with OGER++ probably because the latter is
implemented by using natural network model, which is proven much faster than statis-
tical methods used by biolitNER. However, considering biolitNER has the best NER
predication quality in the most cases, we still think the cost of a little longer running
time is well worth paying.

Fig. 4. Evaluation of program running time performance
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4 Conclusion

Unlike existing programs, our program features unsupervised domain adaptation and
accordingly has the capability to perform named entity recognition on biomedical lit-
erature in any species. Considering the lack of annotated biomedical corpora in many
species, our program is of great utility for named entity recognition and bears critical
significance for biomedical literature curation in various species. We carefully evaluate
the output quality and performance of biolitNER with four other commonly used NER
program, the experiment results show that biolitNER has the ability to produce the best
quality NER predictions with a gratifying performance.
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Abstract. To solve the problems of complex model structure, large number of
parameters, and high resource consumption that make it difficult to meet the
real-time requirements of embedded target detection tasks, this paper proposed a
lightweight target detection algorithmbased on improvedMobileNetv3-YOLOv3.
This algorithm uses MobileNetv3 network to replace the backbone of the original
YOLOv3 network, and the reduction of network parameters greatly improves the
detection speed of the algorithm; the loss function is modified to CIoU to improve
the accuracy and detection speed of the network. The experimental results showed
that the improved lightweight detection algorithm on the VOC07+ 12 dataset has
a 1.55% improvement in mAP and a 2.47 times improvement in FPS on CPU
compared to the original YOLOv3 algorithm. This improved algorithm ensures
the detection accuracy based on a significant increase in detection speed, which
reflects the theoretical and application value of the research.

Keywords: MobileNetv3 · Object detection · YOLOv3 · Lightweight target
detection algorithm · CIoU

1 Introduction

Currently SLAM (simultaneous localization and map building) algorithms have an
important position in robot motion estimation and map building applications. Semantic
perception of unknown environments bymobile robots is a frontier of current research in
robotics and computer vision, and target detection can be used to achieve the perception
of semantic information in the environment.

With the development of deep learning and the improvement of GPU computing
power, deep learning based target detection algorithms have become mainstream [1].
The current target detection algorithms can be broadly divided into two categories with
the development of deep learning [2]: Two-stage target detection algorithms and one-
stage target detection algorithms [3, 4]. Two-stage target detection algorithms are far
superior to traditional detection algorithms in terms of accuracy, but it is difficult to
apply to mobile devices such as mobile robots with poor computing power due to their
large computing power. The regression-based One-stage target detection algorithm, on
the other hand, can achieve real-time operation with little loss of accuracy, and thus is
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widely used in mobile. Also deep learning based target detection is widely used in urban
traffic flow monitoring [5], intelligent fault diagnosis [6] and other fields.

The classical YOLOv3 has a better detection effect [8, 9], but its complex model
and the number of ten million parameters have great drawbacks in both debugging,
training and deployment stages. Considering the limited computing power of mobile
platforms, this paper replaces the feature extraction network Darknet53 of YOLOv3
with MobileNetv3 to reduce the number of parameters of the network and modifies the
regression loss function of the grasping frame with the CIoU method. In this way, the
speed of the algorithm in mobile platform detection is improved on the basis of ensuring
the detection accuracy. Finally, the effectiveness of the proposed model is verified on
the VOC07 + 12 dataset.

The paper is organized as follows. Section 2 describes the innovative nature of
the algorithms in this paper and introduces the improvement of the backbone network
part and the improvement of the loss function based on CIoU. Section 3 presents the
ablation experiments, which demonstrate the effectiveness of the proposed algorithm
and understand the contributions of different elements. Section 4 contains conclusions
and future work.

2 Algorithm of this Paper

2.1 Lightweight Feature Extraction Network Improvement Based
on MobileNetv3

To be able to achieve low latency high frequency real-time target detection on an embed-
ded platform with limited computing power, this paper proposes a backbone feature
extraction network using the lightweight network MobileNetv3 to replace YOLOv3
[10].

In this paper,MobileNetv3-large is used. This version combinesMobileNetv1’sDeep
Separable Convolution, MobileNetv2’s Inverted Residuals and Linear Bottleneck, and
SEmodules [11], uses neural structure search to search the configuration and parameters
of the network. Although the number of parameters is increased in the large version
compared to MobileNetv3-small, the small increase in the number of parameters can
be exchanged for an increase in the detection accuracy, which guarantees the detection
accuracy for the lightweight detection algorithm proposed in this paper (Fig. 1).

In MobileNetv3, the number of parameters can be greatly reduced by using depth-
separable convolution instead of normal convolution.

In the model where the input feature map size isDI ×DI and the number of channels
is M. When a convolution kernel of size DK × DK is used to output the feature map of
size DI × DI and the number of channels is N, the number of parameters PC and the
amount of computation CC required for one ordinary convolution are shown in Eqs. (1)
and (2).

PC = DK × DK × M × N (1)

CC = DK × DK × M × N × DI × DI (2)
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Fig. 1. Network structure diagram after replacing the backbone network.

And in the depth-separable convolution, the number of parameters PW and the
amount of computation CW required are shown in Eqs. (3) and (4).

PW = DK × DK × M + M × N (3)

CW = DK × DK × M × DI × DI + M × N × DI × DI (4)

So for the same featuremap and convolution kernel, the ratio of the number of parameters
to the amount of computation required for a depth-separable convolution versus an
ordinary convolution is.

P = DK × DK × M + M × N

DK × DK × M × N
= 1

N
+ 1

D2
K

(5)

C = DK × DK × M × DI × DI + M × N × DI × DI

DK × DK × M × N × DI × DI
= 1

N
+ 1

D2
K

(6)

It can be seen that the use of depth-separable convolution instead of normal convolution
can reduce a significant portion of the number of parameters and computation, which
lays the foundation for the implementation of porting the target detection algorithm to
the mobile platform side where the arithmetic power is much less.

The special block of MobileNetv3 introduces the inverse residual structure with
linear bottleneck. The residual structure can significantly improve the training effect of
the network without adding additional parameters and with only less computation, and
the inverse residual mechanism is to first use 1 × 1 convolution in the residual block to
boost the number of channels before subsequent operations with residual edges; and the
weight of each channel is adjusted by introducing a lightweight attention mechanism
(Fig. 2).
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Fig. 2. MobileNetv3 block.

In the use of activation function, swish function can effectively improve the network
accuracy, but the computation is too large and time consuming, especially in the mobile
end of the time consuming embodiment will be more obvious, which is not conducive
to the algorithm to reduce the detection time.

swish x = x · σ(x) (7)

where σ(x) is the Sigmoid function:

σ(x)= 1

1+e−x
(8)

So ReLU6(x + 3)/6 is used to approximate the replacement of the sigmoid function
in order to achieve a fast computation that can be performed on any hardware or software
platform. The algorithm uses the h-swish activation function instead of the original swish
function.

h − swish[x] = s
ReLU6(x + 6)

6
(9)

2.2 CIoU-Based Loss Function Improvement

In YOLOv3, the performance of target detection is evaluated by IoU. IoU is defined as
the intersection and merging ratio between the true frame and the predicted frame, as
shown in Eq. (10). Where P is the prediction frame and R is the real frame.

IoU = P ∩ R

P ∪ R
(10)

However, there is a problem with using IoU, when there is no intersection between
the prediction frame and the real frame, IoU is 0, and there is no gradient nor can the
parameters be updated. To solve this problem, this algorithm uses the CIoU function
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to replace IoU as the loss function of the enclosing frame [12]. The CIoU function is
calculated as follows.

CIoU = IoU − ρ2(b, bgt)

c2
− αv (11)

where:

α = v

1 − IoU + v
(12)

v = 4

ρ2 (arctan
wgt

hgt
− arctan

w

h
)2 (13)

where ρ2(b, bgt) represents the Euclidean distance d between the center points of the
prediction frame and the real frame, c represents the diagonal distance of the smallest
closed region that can contain both the prediction frame and the real frame, α and v are
penalty factors, and wgt , hgt and w, h are the width and height of the real frame and the
prediction frame, respectively (Fig. 3).

Fig. 3. Geometric relationship between the prediction box and the real box.

3 Experimental Results and Analysis

3.1 Experimental Environment and Model Training

The experiments in this paper are based on the Pytorch 1.7.1 framework, the program-
ming language is Python 3.8, the experimental OS is Windows 10, the processor is
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Intel(R) Core(TM) i7-10750H CPU @ 2.60 GHz, the GPU model is NVIDIA GeForce
RTX 2060, the CUDA version is 11.0, and Cudnn version 8.0.5.39.

In the selection of dataset, this paper uses the classical dataset of target detection,
VOC07 + 12. The VOC07 + 12 dataset is divided into a total of 4 major categories
and 20 minor categories, with 21504 labeled images. The dataset is divided according
to the ratio of 9:1, with 19354 images as the training set and 2150 images as the test set.
The experiments use the average precision (AP) to respond to the detection results of
targets in each category, use the mean average precision (mAP) as a measure of detection
accuracy, the higher the mAP, the better the comprehensive performance of the model in
all categories, and use the time consumed to detect each image as a measure of detection
speed.

In order to verify the effect of the proposed algorithm in this paper, influenced by
the arithmetic power, during the training process, only the pre-training weights of the
backbone network are loaded, the optimizer for training is chosen as Adam, the initial
learning rate is 1e−3, and the learning rate decay strategy is cosine annealing. In order
to improve the robustness of the proposed algorithm, Mosaic data augmentation [13]
was performed on the first 70% of the training set during the algorithm training process,
and the specific implementation idea is as follows: firstly, four images are read at a time;
then these four images are scaled, rotated, and color-field transformed, respectively, and
placed well according to the four directions; finally, the combination of images and the
combination of frames is performed.

3.2 MobileNetv3 Detection Effect After Replacing Backbone

The original YOLOv3 algorithm is set to A, and the algorithm after replacing backbone
with MobileNetv3 is set to B. The experimental results of the two algorithms in terms
of accuracy and speed are shown in Table 1.

Table 1. Comparison of detection effect after replacing backbone.

Detection algorithm Training set mAP/% FPS (GPU) FPS (CPU)

A VOC07 + 12 67.56 27.24 2.10

B VOC07 + 12 63.78 22.78 4.97

Compared with the original YOLOv3 network, the detection accuracy decreases
after using MobileNetv3 to replace backbone, and the detection speed on CPU is greatly
improved because the number of parameters is greatly reduced after replacing the back-
bone feature extraction network with MobileNetv3, which can reduce the time needed
for algorithm detection, but the reduction in the number of parameters also makes the
network less effective and the detection accuracy decreases.
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3.3 Improved Detection Effect of CIoU-Based Loss Function

The original YOLOv3 algorithm is set as A, and the improved algorithm based on the
loss function of CIoU is set as B. The experimental results of the two algorithms in terms
of accuracy and speed are shown in Table 2.

Table 2. Comparison of detection results after using CIoU loss function.

Detection algorithm Training set mAP/% FPS (GPU) FPS (CPU)

A VOC07 + 12 67.56 27.24 2.10

B VOC07 + 12 69.50 27.67 2.35

Compared with the original YOLOv3 network, the detection effect of the network
is improved after modifying the loss function, and the detection time is also slightly
accelerated. The experiment proves that by improving the loss function of the original
YOLOv3 algorithm, it can be more beneficial for the model to achieve better results.

3.4 Analysis of Experimental Results of Light-Weight Target Detection
Algorithm

In this paper, we compare the detection effect of the improved YOLOv3 algorithm with
the original YOLOv3 algorithm. It is shown in Fig. 4.

(a) YOLOv3 detection effect

(b) Improved YOLOv3 detection effect

Fig. 4. Comparison of detection effects on VOC07 + 12 dataset.

The improved algorithm in this paper was compared with the original YOLOv3
algorithm and the current mainstream Two-stage detection algorithm Faster-RCNN in
terms of performance. The results of mAP and AP comparison for various types of
targets on the test set are shown in Fig. 5 and Table 3.
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Fig. 5. Comparison of AP and mAP of different algorithms on VOC07 + 12 dataset.
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Table 3. Comparison of detection results on the VOC07 + 12 dataset.

Detection algorithm Training set mAP/% FPS (GPU) FPS (CPU)

Faster-RCNN VOC07 + 12 69.50 17.24 0.93

YOLOv3 VOC07 + 12 67.56 27.24 2.10

Algorithm of this paper VOC07 + 12 69.11 23.93 5.24

The experimental results show that compared to the original YOLOv3 network, the
detection speed of the algorithm in this paper is 2.47 times higher on the CPU than the
original network, and the detection accuracy is slightly improved while the detection
speed is guaranteed to increase, and the mAP is improved by 1.55%, compared with
the Faster-RCNN network, the accuracy is slightly reduced, but the detection speed is
improved by 5.63 times. The comparison also shows that the improvement of CIoU
works better for the network after replacing backbone.

Table 4. Comparison of the number of parameters of the two algorithms.

Detection algorithm Number of participants Model file size/M

YOLOv3 61,949,149 236.32

Algorithm of this paper 23,608,237 90.06

As can be seen in Table 3, the improved network does not improve the detection speed
on GPUs with sufficient arithmetic power, but has a slight decrease, which is due to the
general optimization of the depth-separable convolution in the MobileNetv3 network
on GPUs. Although the depth-separable convolution splits a standard convolution into
two convolutions, reducing the number of parameters, as shown in Table 4, the number
of parameters is reduced by nearly 2/3 compared to the original YOLOv3 network. The
CPU tends to compute data serially. Therefore, if the GPU memory is large enough,
because each layer can be processed in parallel at once, the total computing time is
dominated by the number of layers of the network. For CPUs lacking parallelism, a
significant reduction in the number of parameters, the dominant factor in computing
time, results in a much higher detection speed.

The proposed algorithm is effective on CPU, which also verifies that this algorithm
can achieve fast and accurate target detection on mobile platforms with poor arithmetic
power.

4 Conclusion

In order to improve the detection speed of the target detection algorithm on embedded
devices with poor arithmetic power while ensuring accuracy, this paper proposed a
lightweight target detection algorithmbasedon improvedMobileNetv3-YOLOv3,which
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greatly reduced the number of parameters in the network by introducing MobileNetv3
as the backbone feature extraction network of the algorithm, and the loss function is also
improved based on CIoU The loss function is also improved based on CIoU. Compared
with the original YOLOv3 network, the mAP of the algorithm in this paper is improved
by 1.55%, and the detection speed on CPU is improved by 2.47 times. The algorithm
proposed in this paper is able to meet the task of real-time accurate target detection by
embedded devices using limited on-board processor computing resources in terms of
comprehensive evaluation of detection accuracy and detection speed.

In the subsequent research work, we will continue to compress the model, including
channel pruning and other operations to continue to reduce the parameters, and further
improve the detection speed of the model on the mobile device side with lower perfor-
mance on the basis of ensuring the detection accuracy, the proposed algorithm will also
be applied to more areas to prove the potential impact of the algorithm.
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Abstract. Academic paper recommendation aims to provide personal-
ized recommendation services for scholars from massive academic papers.
Deep Learning-based Collaborative Filtering plays an important role in
it, and most of existing method are based on bipartite graph, which
causes it fail to realize multi-features fusion, and the over-smooth prop-
erty of GCN limits the generation of embedding with high-order similar-
ity, resulting in the decline of recommendation quality. In this paper, we
propose a hypergraph-based academic paper recommendation method.
Based on hypergraph, APRHG (Academic Paper Relation HyperGraph)
is constructed to not only model the complex academic relationship
between users and papers, but also realize the multi-features fusion. In
addition, the L-HGCF (Light HyperGraph based Collaborative Filter-
ing) algorithm, which could mine high-order similarity between papers,
is proposed to provide trusted recommendations. We conduct experi-
ments on the public dataset, and compare the performance with several
deep learning based Collaborative Filtering to confirm the superiority of
our method.

Keywords: Hypergraph · Collaborative filtering · Academic paper
recommendation

1 Introduction

Academic papers are considered to be important indicators of advances in a
field. They are also important mediums for researchers to communicate with
each other. Due to the rapid emergence of big academic data recently, the cog-
nitive burden of scholars to search for the academic knowledge they want has
increased. In the construction of digital library, Information Retrieval (IR) tech-
nology [13] are used to alleviate this problem to some extent, but sometimes
junior researchers may have no idea on how to choose appropriate queries fed
into the search box. In such an environment, there is an urgent requirement for
an effective academic paper recommendation technology, by which researchers
can be freed from tedious and time-consuming paper screening.

Collaborative Filtering (CF) has become one of the most popular and widely
used algorithms for academic paper recommendation, which is based on the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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assumption that users with similar behaviors have similar preferences for papers.
However, except for the users’ historical preference for papers, the co-citation and
co-keyword relationship between papers are two other key features by which aca-
demic paper recommendation differentiates from general recommendation tasks.
When the emerging CF algorithms, especially some GCN-based CF algorithms
[2,6], are applied to academic paper recommendation, the absence of these two
key features will lead to unsatisfactory recommendation results. These GCN-
based CF algorithms are generally based on bipartite graph which uses two kinds
of vertices to represent users and papers respectively, and use edges represent
users’ preferences for papers. However, bipartite graph has insufficient ability
of fusing co-citation and co-keyword relationship between papers. In addition,
the preferences of the current user and similar users are represented in form of
third-order neighbors. And at least three layers of GCN are needed to be stacked
to complete embedded propagation between them. The over-smooth property of
GCN [9] limits the generation of embedding with high-order similarity, resulting
in the decline of recommendation quality.

To tackle this challenging issue, in this paper, we propose a hypergraph-
based academic paper recommendation method. According to users’ historical
preference and academic relation between papers, we present APRHG (Academic
Paper Relation HyperGraph) which meets the requirements complex relationship
description and multi-features fusion. Academic relations including co-citation
and co-keyword relationship between papers, they are fused by extending the
semantic of hyperedges (i.e., regard co-citation relationship as a hyperedge).
In addition, we propose the L-HGCF (Light HyperGraph based Collaborative
Filtering) algorithm based on the simplified hypergraph convolution network
(HGCN) to provide trusted recommendations. Compared with GCN, L-HGCF
algorithm has a clearer logic and has advantages in embedding propagation, and
extensive experiments show the whole recommendation method achieves great
performance in the task of academic paper recommendation.

The main contributions of our work are summarized as follows:

(1) Based on hypergraph, we proposed the APRHG which takes full advantage
of co-citation and co-keyword relationship between papers, and because user
vertices are not introduced into the graph, we avoid stacking multi-layers
GCN for mining high-order similarity, as with bipartite graph.

(2) Based on the constructed APRHG, we proposed an L-HGCF algorithm to
learn latent vectors which represent relationship between papers and then
provide trusted recommendations.

(3) We conducted experiments compared with four deep learning algorithms
on the public dataset CiteUlike-A [15]. At the same time, we conducted
detailed ablation experiments to verify the rationality of the components.
Experimental results demonstrate the effectiveness of our method.

The rest of this paper is organized as follows. In the next section we review
related work. Section 3 illustrates the overall framework of our recommendation
method. Section 4 evaluates the experimental results compared with baseline
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models and Sect. 5 presents ablation studies. Finally in Sect. 6, we provide a
conclusion and discuss prominent future research directions.

2 Related Work

Collaborative Filtering (CF) is a prevalent recommendation technique and has
been successfully applied in multiple domains including e-commerce [3], movies
[8] and so on. The early CF methods [8] worked by establishing a database of
users’ preferences for items.

With the development of intelligent technology [4,10], especially the appli-
cation of graph convolution neural network (GCN) [11], researchers began to
explore GCN-based CF problems, they applied deep learning to CF problems
and made good progress. GCMC [2] represented interaction data such as movie
ratings as bipartite user-item graph with labeled edges, and then applied a graph-
based auto-encoder on it. In order to learn embeddings such as e-commerce item
embedding, NGCF [17] propagated embedding of users and items on the bipar-
tite graph, which effectively inject the collaborative signal into the embedding
process. Based on NGCF, LightGCN [6] simplified the GCN operation for collab-
orative filtering, so that the model only contains the most important components
in GCN, neighborhood aggregation.

The traditional CF algorithms have been widely used in academic paper
recommendation system. Yang et al. [19] presented an academic paper recom-
mendation system which uses a ranking-oriented CF method based on users’
access logs. Sugiyama et al. [14] developed an academic paper recommenda-
tion system, which incorporate the associated papers information when building
the user profile according to the citation network. Xia et al. [18] proposed to
establish the additional relationship between papers according to the co-author
information. They constructed the tripartite graph which contains user, papers
and authors to combine the co-author relationship between papers with users’
historical preferences for papers.

However, limited by structure of bipartite graph, GCN-based CF deep learn-
ing algorithms cannot fuse multi-features provided by the academic papers.
Meanwhile, the over-smooth property of GCN [9] limits the generation of embed-
ding with high-order similarity, resulting in the decline of recommendation qual-
ity. Based on these problems, we propose to build our academic paper recom-
mendation method based on hypergraph, which will be described in detail later.

3 HyperGraph-Based Academic Paper Recommendation

3.1 Architecture of Recommendation Method

Figure 1 sketches the overall framework of our proposed academic paper recom-
mendation method. The method is divided into two stages: APRHG construc-
tion and L-HGCF algorithm. APRHG is used to describe the complex academic
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Fig. 1. The overall framework of our proposed academic paper recommendation
method.

relationship between users and papers, and L-HGCF algorithm is proposed to
provide trusted recommendations based on the constructed hypergraph.

Section 3.2 and Sect. 3.3 will introduce the detail of APRHG construction
and L-HGCF algorithm, respectively.

3.2 Academic Paper Relation Hypergraph

Hypergraph is a special graph whose edge connect two or more vertices [1]. Based
on Hypergraph, we propose an APRHG (Academic Paper Relation Hypergraph)
which is defined as follows:

Definition 1. APRHG (Academic Paper Relation HyperGraph) is defined by
G = (P,E,W ), where

– P = {p1, p2, ..., pn} is the vertex set, pi represent academic paper i;
– E = {eri = (pri1, p

r
i2, ..., p

r
ik)|r ∈ R} is the hyperedge set, where R denote

different kinds of hyperedge. Each hyperedge eri is the subset of the paper set,
they have academic relation r with each other;

– W is a diagonal matrix assign weight to each hyperedge.

From the definition of APRHG, it can be seen that academic papers that have
academic relation can be gathered by hyperedge. If some vertices are surrounded
by more same hyperedges, it indicates that they have higher correlation and the
corresponding papers have more similarity.

An APRHG can be denoted by a |P | × |E| incidence matrix H, with entries
defined as Eq. (1)

h(p, e) =
{

1, p ∈ e
0, p /∈ e

(1)

Considering the academic relationship including relation between users and
papers, as well as papers, we define three types of hyperedges:
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1) Hyperedges based on users’ historical preference for papers. Each user in the
record is regarded as a hyperedge, by which the user’s preferred papers are
connected with each other.

2) Hyperedges based on co-citation relationship between papers. Given the orig-
inal citation network, each time one vertex in the citation network is selected
as the center point and its connected vertices including the center point itself
are used to generate one hyperedge.

3) Hyperedges based on co-keyword relationship between papers. Considering
that the keywords of title has rich semantics, the semantic information of
the title will be diluted if the title and abstract are processed into bag of
word together, so we treat keywords in the title as hyperedges, and papers
whose title contain this keyword are treated as vertices which are connected
by these hyperedges.

In this paper, we adopt the stack strategy to obtain the complete hypergraph
structure, which can be formulated as H = H(0)‖H(1)‖H(2)‖...‖H(n), where ‖
denotes concatenation operation, H(0) to H(n) denote hyperedges constructed
by different features, respectively.

3.3 Light Hypergraph Algorithm Based Collaborative Filtering

Inspired by the work of Feng et al. [5] and Jiang et al. [7], we propose L-HGCF
algorithm in this paper.

Firstly, The title, abstract, and keywords of papers are processed into the bag
of words as papers attribution X(0). Based on X(0), the embedding matrix X(1)

is obtained through an embedding component. The paper embedding matrix
X(1), together with the constructed incidence matrix H of ARPHG, are then
transferred into the simplified HGCN (HyperGraph Convolution Network) layer
[5].

For the target paper pi, messaging happens between pj connected by the
common hyperedges, and then follows an aggregation process which is weighted
according to weight of hyperedges. It can be represented in a matrix form
as Eq. (2)

X(l+1) = σ(D− 1
2

p HWD−1
e HTD

− 1
2

p X(l)θ(l)) (2)

where X(l) is the input of (l)-th layer. Dp and De are the diagonal matrices
of the paper degree defined as d(p) =

∑
e∈E W (e)h(p, e) and hyperedge degree

defined as δ(e) =
∑

p∈P h(p, e), respectively. W is a diagonal matrix store all
the positive weight of hyperedges. θ(l) is the learnable weight matrix and σ(.) is
non-linear activation function like eLU and LeakyReLU.

In order to light the burden of model, we abandon the use of feature trans-
formation θ(l) and nonlinear activation σ(.), and retain only the most impor-
tant component in HGCN, neighborhood aggregation, in our model. As shown
in Eq. (3).

X(l+1) = D
− 1

2
p HWD−1

e HTD
− 1

2
p X(l) (3)
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The input of the first layer HGCN X(1), is the embedding from the attribute
values of the original papers X(0). Once X(1) are given, the embeddings at
higher layers are computed via our Simplified HGCN layer which is defined
in Eq. (3). After K-layer calculation, we further combine the embeddings which
are obtained at each layer to form the final representation of a paper, show
in Eq. (4):

X =
K+1∑
k=1

αkX
(k) (4)

where αk > 0 denotes the importance of the k-th layer embedding in constituting
the final embedding. In our experiment, we set αk uniformly as 1/(1 + k).

In our proposed academic paper recommendation method we regard only
papers as vertices. Therefore, a strategy is needed to aggregate user embedding.
In this paper, user embedding is obtained by averaging embedding of historical
preferred papers, show as Eq. (5).

xu =
1
N

N∑
i=1

xi (5)

And then the similarity between users and papers is defined as the inner
product of their final representations, show as Eq. (6):

yui = xT
uxi (6)

The final recommendation results to user u are decided according to the
descending order of similarity yui.

The only trainable parameters in our algorithm come from the embedding
component which outputs X(1), i.e., θ = {X(1)}. We design a tuple-wise loss
function which satisfies the hyperedge property as show in Eq. (7).

L = −
M∑
u=1

∑
i∈u

(
∑

j∈u,j �=i

lnσ(xT
i xj) −

∑
k/∈u

lnσ(xT
i xk)) + λ‖X(1)‖2 (7)

where λ controls the L2 regularization strength. σ(.) is the sigmoid function.
M includes only hyperedges which are based on users’ historical preference for
papers. We see papers connected by these hyperedges as positive examples, and
sample the negative samples to be 10 times the amount of the positive samples.
This loss function encourages the prediction of positive entry to be higher than
its negative counterparts. We employ the Adam optimizer and use it in a mini-
batch manner.

The computational cost of our approach to generate paper recommendations
for users mainly comes from three steps: paper similarity computation - Eq. (3)
(4). User embedding computation - Eq. (5) and recommendation list genera-
tion - Eq. (6). In order to avoid repeat computing, we calculate the matrix of

D
− 1

2
p HWD−1

e HTD
− 1

2
p and store it beforehand, so that time complexity of the
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first step is O(n2d), the second step is O(mn), and last one is O(mn). Where
we assume the number of user and paper is m and n, the dimension of paper
attribution is d.

4 Experimental Analysis

4.1 Experimental Settings

Table 1. Statistics of the preprocessed experimented data.

Dataset #User #Paper #Interaction #Citation #Key word

CiteUlike-A 4880 11845 172267 31517 582

We select dataset collected on the famous academic literature sharing web-
site CiteULike1, named CiteUlike-A [15]. The dataset contains users’ historical
preference for papers, the citation network of papers and raw data of title and
abstract, for which the statistics are shown in Table 1. For this dataset, we filter
out the papers and their records with damaged title or abstract, and filter out
users less than 10 records and papers less than 5 records. And then we randomly
divide the dataset into two subsets, in which 80% of the historical preference
records constitute the training set and the other 20% of the preference records
constitute the test set.

For performance evaluation, we adopt three widely-used metrics, including
precision@K, recall@K, and normalized discounted cumulative gain (ndcg@K).
The metrics are computed by the Eq. (8), Eq. (9), and Eq. (10), respectively. In
our experiments, K is set as 20.

precision@k =
∑

u |R(u) ∩ T (u)|∑
u |R(u)| (8)

recall@k =
∑

u |R(u) ∩ T (u)|∑
u |T (u)| (9)

where R(u) is the list of recommendations to user u and T (u) is the list of true
selections of user u.

ndcg@k = ZK

K∑
i=1

2ri − 1
log2(1 + i)

(10)

where ZK is the normalization factor, the value of ri is 0 or 1, indicating the
predictive correlation of paper i, and 1/log2(1 + i) represents the importance
coefficient at i position.

1 https://citeulike.org/.

https://citeulike.org/
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The proposed L-HGCF algorithm is implemented in PyTorch. The hidden
dimension, i.e., the embedding size for papers, are fixed as 64 and the embedding
parameters are initialized with the Xavier method. The batch size is set as 32.
For all compared methods, we opt for the Adam optimizer and use the default
learning rate of 0.001 and the random seed of all models is set to 1024. The L2
regularization coefficient λ is searched in the range of {0, 1e−5, 1e−4, 1e−3, 1e−
2, 1e−1}. The layer combination coefficient αk is uniformly set to 1/(1+k), where
K is the number of layers. We test K in the range of 1 to 4, and satisfactory
performance can be achieved when K equals to 2.

4.2 Performance Comparison with Baseline Models

Four recent competitive methods are selected for performance comparison. They
are representatives of three graph structures, namely graph free structure (BPR-
MF [12]), simple graph structure (SNDE [16]) and Bipartite graph structure
(LightGCN [6], MCMC [2]), respectively.

(1) BPR-MF [12]: a classic matrix factorization method using the BPR as loss
function, which optimizes the embedding of users and items through pairwise
ranking between the positive instances and sampled negative items.

(2) SDNE [16]: a graph representation learning frame-work which jointly exploits
the first-order and second-order proximity to preserve the network structure.

(3) GCMC [2]: a graph auto-encoder framework for recommendation system
from the perspective of matrix completion, in which a graph convolution
layer is introduced to generate user and item embeddings through message
passing.

(4) LightGCN [6]: a simplified GCN-based recommendation framework which
integrates the user-item interactions into the embedding process. For this
method, we construct two bipartite graphs. One is the general model namely
LightGCN-1 as Eq. (11). In the other one namely LightGCN-2, extra citation
network is introduced to build the graph as Eq. (12).

A =
(

0 R
RT 0

)
(11)

A =
(

0 R
RT C

)
(12)

where R is the Rating matrix, C is Citation network between papers.
Meanwhile, according to the different types of hyperedge. Four hypergraphs

for L-HGCF algorithm are designed. They are:

1) APRHG-1 contains hyperedges based on users’ historical preference for
papers;

2) APRHG-2 adds additional hyperedges based on co-citation relationship;
3) APRHG-3 adds additional hyperedges based on co-keyword relationship;
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4) APRHG-4 combines all the three hyperedges.

And corresponding algorithms are named as L-HGCF-1, L-HGCF-2, L-
HGCF-3 and L-HGCF-4, respectively.

Table 2. Overall performance comparison of all baselines and L-HGCF algorithm.

Method Recall Precision ndcg Historical preference Co-citation Co-keyword

BPR-MF 0.02248 0.00768 0.06669 �
SDNE 0.00629 0.00215 0.02145 �
GCMC 0.02413 0.00824 0.07120 �
LightGCN-1 0.03446 0.01177 0.10485 �
LightGCN-2 0.01949 0.00665 0.05835 � �
L-HGCF-1 0.03491 0.01192 0.10776 �
L-HGCF-2 0.03507 0.01198 0.11197 � �
L-HGCF-3 0.03491 0.01192 0.11136 � �
L-HGCF-4 0.03507 0.01198 0.11197 � � �

The experimental results are shown in Table 2. From these results we can
have the following observations.

1) BPR-MF: BPR-MF is the only model that does not rely on graph structure
for information transmission in our experiment. It’s simple and effective
design brings good performance. The recall@20 of BPR-MF achieves 0.02248.

2) SDNE: The performance of SDNE is poor, and its recall@20 is only 0.00629.
The reason is that in SDNE every two papers marked by the same user are
connected as neighbors, and the large number of generation of edges blur
the relation between papers, which result in the decline of the quality of
recommendation.

3) GCMC: GCMC achieved similar performance with BPR-MF (the recall@20
of GCMC is 0.02413). From the perspective of features used, both of them
use only users’ historical preference for papers. Structurally, GCMC uses only
one-layer GCN, which failed to mine the high-order relationships between
papers.

4) LightGCN-1 and LightGCN-2: The bipartite graph structure and three-
layers GCN operation of LightGCN-1 lead to good results. The recall@20 of
LightGCN-1 achieves 0.03446. However, when it comes to LightGCN-2, in
which extra citation network is introduced to build the graph, the recall@20
achieves only 0.01949. Integrating extra citation network results in poor
performance. It can be seen that the effect of bipartite graph structure in
multi-feature fusion is not satisfactory.

5) L-HGCF: Due to the flexible modeling of APRHG and well-crafted L-HGCF
algorithm, our method of attribute combination for hyperedge all have
achieved excellent performance. APRHG modeling meets the requirements
complex relationship description and multi-features fusion. The L-HGCF
algorithm has a clear logic and an advantage in embedding propagation
compared with GCN.
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5 Ablation and Effectiveness Analysis

5.1 On the Number of Layers

Simplified-HGCN plays an important role in our L-HGCF algorithm. To explore
how the number of layers of Simplified-HGCN affects the performance of our
L-HGCF algorithm, we vary the depth of Simplified-HGCN in the range of
{1, 2, 3, 4}. At the same time, we design two variant components to verify the
beneficial of Simplified-HGCN and layer combination in our L-HGCF algorithm:

1) Complete-HGCN that use complete HGCN defined by Eq. (2) instead of
simplified HGCN as Eq. (3), and we applied layer combination in this variant
component.

2) Single-HGCN that use only the output of the last layer of simplified HGCN
and does not use layer combination.

Fig. 2. (up) Optimal performance of recall@20 and ndcg@20 at different layers of
Simplified-HGCN, the variant Complete-HGCN and Single-HGCN. (down) Conver-
gence performance of recall@20 and ndcg@20 w.r.t. epoch of Simplified-HGCN at dif-
ferent layers

Figure 2(up) shows optimal performance of recall@20 and ndcg@20 at dif-
ferent layers of Simplified-HGCN, Complete-HGCN and Single-HGCN, respec-
tively.

Focusing on Complete-HGCN, whose recall@20 declines from 0.03581 of layer
1 to 0.00450 of layer 4. With the increase of network layers, its performance con-
tinues to decline. The reason is that the increasing number of learnable param-
eters causes the over-fitting problem in the model.
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Focusing on Single-HGCN, we find that when the number of layers increases
from 1 to 4, its performance improves at the beginning, the peak point is located
at layer 2 and the recall@20 is 0.01379. And after that, it decreases and drops
to the worst point of layer 4, where the recall@20 is only 0.01078. This shows
that the embedding of smoothing vertices using first-order and second-order
neighbors is useful for recommendation, but it will suffer from over-smoothing
problems when using higher-order neighbors.

Focusing on Simplified-HGCN whose recall@20 varies from 0.03581 of layer 1
to 0.02652 of layer 4, its performance is significantly better than Single-HGCN.
Compared with quickly drop of Complete-HGCN, Simplified-HGCN has a much
more stable and nice performance. This shows the effectiveness of layer combi-
nation for addressing over-smoothing and simplified HGCN for addressing over-
fitting problem.

Figure 2(down) shows the convergence curve of Simplified-HGCN at different
layers. Although 1-layer Simplified-HGCN obtains an optimal performance with
recall@20 is 0.03581 at the second epoch, it couldn’t maintain this advantage
later. In comparison, 2-layer Simplified HGCN has a much more robust and
stable performance whose best recall@20 is 0.03507 at the 11th epoch. Therefore,
the final number of layers of Simplified-HGCN is determined as 2.

5.2 On the Aggregation Schemes of User Embedding

In our proposed academic paper recommendation method, we regard only papers
as vertices, and an extra strategy is needed to generate user embedding. To
explore how the aggregation schemes of user embedding affects the performance,
we design three strategies to generate user embedding.

1) Mean-strategy: All the papers are assigned by the same weights, which is
applied in our method;

2) Norm-strategy: Different papers are assigned by different weights. Sup-
pose the weight matrix is denoted by M , paper weight can be computed
by Eq. (13):

M = D− 1
2 RB− 1

2 (13)

where R is the rating matrix, D and B are the diagonal matrices indicate
degree of the users and papers, respectively.

3) Net-strategy: We take users as vertices and construct the other hypergraph
model. The generated users embedding then be transferred to the L-HGCF
algorithm for training together with papers embedding.

Figure 3 shows the convergence curves of recall@20 and ndcg@20 of three
strategies. Since the high similarity of curves of mean-strategy and norm-
strategy, the details of them at epoch 4 to 15 are show in the figure in the
right. It can be seen that compared with Norm-strategy, Mean-strategy has sub-
tle advantages, and they both achieve convergence from the 3th epoch. The
net-strategy has the slowest convergence speed and insufficient performance of
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Fig. 3. Convergence performance of recall@20 and ndcg@20 w.r.t. epoch of the 2-layer
L-HGCF with different choices of user aggregation schemes. the details of the mean
and norm at epoch 5 to 15 are show in the figure right

recommendation. The convergence curves show that mean-strategy is effective,
therefore we adopted the mean-strategy in our L-HGCF algorithm.

6 Conclusions

In this work, we proposed a hypergraph-based academic paper recommendation
method. The method is divided into two stages: APRHG construction and L-
HGCF algorithm. Specifically, it allows explicitly modeling complex academic
relationship and realizing multi-features fusion, and thus can yield more infor-
mative embeddings using the proposed L-HGCF algorithm, which can provide
trusted recommendations. Extensive experiments on public dataset demonstrate
significant improvements over competitive baselines. As shown in the experimen-
tal results, we can conclude that the hypergraph modeling and multi-features
information are useful for papers representation.

Digital libraries are on the rise, and online research social platforms such as
ScholarMate2 are more and more popular, we believe that academic paper recom-
mendation model is instructive for the future development of them. Hypergraph
naturally has the ability of modeling complex relationships and multi-features
fusion. Future work will focus on the construction of user portrait that can mine
high-order similarity between users and improve the recommendation ability of
our academic paper recommendation method.

2 www.scholarmate.com.

http://www.scholarmate.com/
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Abstract. Reliability is a fundamental property for mission and safety-critical
systems, and adopting redundancy architectures is a common and prominent prac-
tice to increase system reliability. This paper proposes a novel approach for the
modeling and quantitative reliability analysis of redundancy architectures based
on the SBIP framework. Our approach supports modeling the nominal system
behavior and the system faults in a unified formal model, which can be further
integrated into the rigorous component-based system design paradigm advocated
by BIP. We also propose two categories of metrics for formal reliability eval-
uation of redundancy architectures in terms of whether the system can operate
correctly or provide reduced functionalities in the presence of faults. We take a
computation unit as the running example and apply the proposed approach to
analyze static redundancy and dynamic redundancy, which are Triple Module
Redundancy architecture and Cold Standby architecture respectively. The exper-
imental results show that our approach can accurately model various redundancy
architectures and provide a comprehensive analysis of reliability and related prop-
erties in an automated manner. Moreover, our approach can be easily extended to
a wide range of fault types and behaviors.

Keywords: Model based system design · Model based reliability analysis ·
Statistical model checking · Redundancy architecture

1 Introduction

Reliability is the desired ability for mission and safety-critical systems, which generally
speaking characterizes the ability of the system to continue to operate the intended func-
tions correctly even in the presence of faults [2,18]. Among all the possible approaches
to increase the system reliability, a common and prominent practice in reliability engi-
neering is to replicate the components carrying out critical functions and encapsu-
late them in architectural redundancy patterns so that the single point of failure can
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be avoided and when faults occur in a limited number of critical components, they
can be identified and excluded upon reconfiguration without compromising the overall
functionality of the system. The most well-known redundancy architectural patterns are
static Triple Modular Redundancy (TMR) and dynamic Cold Standby, which have been
widely used in the practical development of mission and safety-critical systems [23].

Despite the practical needs of designing and analyzing safety-critical systems, the
reliability analysis of systems built with redundancy architectures, in general, is a diffi-
cult task due to the lack of specific techniques addressing both modeling and automated
analysis. Previous works mostly use fault tree analysis (FTA) [16] and rely on a sub-
stantial amount of labor effort for the reliability verification and analysis. In [15] the
authors analyze the reliability of cascaded TMR with “paper-and-pencil” techniques.
However, such approaches cannot be generalized to cover a wide range of architec-
tural patterns. Some other works [9,10] propose to use SMT techniques to perform
automated analysis of redundancy architectures and it improves the overall scalability
concerning the monolithic case, obtaining speed-ups of various orders of magnitude.
However, they do not consider the system’s dynamic behavior or integrate it with the
process of model-based system design.

In order to automate the reliability evaluation of different redundancy architectures,
we follow the methodology of model-based design and safety analysis [21], which has
been promoted as an increasingly prominent approach for the development of safety-
critical systems. In model-based design, various development activities such as simula-
tion, verification, testing, and code generation are based on a unified model, describing
system behavior and architectures. In the model-based safety analysis, the model of the
system behavior is further extended and augmented by taking into account the faulty
behavior of software and hardware components. We then can analyze the reliability
properties based on the extended system in the presence of faults. The main advan-
tage of this methodology is that the system and safety engineers work off a common,
unambiguous model of the system leading to tighter integration between the systems
and safety engineering processes. The common model ensures that reliability analy-
sis results are relevant and up-to-date as the system architecture evolves and allows
reliability assessment early in the system design process. Additionally, it supports the
exploration of different architectures and design choices by automatically determin-
ing which choices will increase reliability. Ideally, computational tools such as model
checkers can automate many reliability analysis activities, leading to more accurate and
complete reliability analyses while reducing manual effort.

In this work, we leverage the SBIP framework. SBIP [22] is a stochastic extension
of BIP (Behavior-Interaction-Priority) [3,4,7,17] with an emphasis on formal model-
ing and statistical analysis of safety-critical systems exhibiting stochastic behaviors.
BIP is a component-based system design framework advocating the rigorous design
methodology for complex hardware/software mixed system design [3,24]. The concept
of rigorous system design can be understood as a formal, accountable and coherent pro-
cess for deriving correct-by-construct system implementations from high-level spec-
ifications. The essential safety properties of the design are guaranteed at the earliest
possible design phase by applying algorithmic verification to the system model. Then
the system implementation is automatically generated by a sequence of property pre-
serving model transformations, progressively refining the model with details specific to
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the target platforms. The BIP framework provides a well-defined modeling language
and an associated toolbox to realize the rigorous system design flow. The modeling
language allows the construction of composite components from atomic components
through the layered application of interactions and priorities. The BIP toolbox supports
both verifications of high-level system designs [5] and automatic model transformation
and code generation of low-level implementations from high-level system designs. In
practice, BIP has been actively used in several applications [1,19].

To this end, the contributions of this work can be summarized as follows.

(1) We propose a novel approach for the modeling and quantitative reliability analysis
of redundancy architectures based on the SBIP framework. Our approach supports
modeling the nominal system behavior and the system faults in a unified formal
model, which can be further integrated into the rigorous component-based system
design paradigm.

(2) We propose two categories of metrics to evaluate the reliability and related proper-
ties of redundancy architectures, in terms of whether the system is able to operate
correctly or provide reduced functionalities in the presence of faults. All the prop-
erties are specified as formulas in bounded LTL and automatically analyzed using
the statistical model checker for BIP [22].

(3) We further take a computation unit as the running example and apply the proposed
approach to the analysis of two widely used redundancy architectures, i.e., the
static triple duplication redundancy and the dynamic cold standby redundancy. The
experimental results show that our approach can accurately model various redun-
dancy architectures and provide a comprehensive analysis of reliability and related
properties in an automated manner.

The remainder of this paper is organized as follows. Section 2 describes the related
works. In Sect. 3, we carry out a study with the computation unit and build a formal
model of CU including both nominal and faulty behavior within the SBIP framework.
Then we develop the formal model of TMR and Cold Standby architectures and analyze
their reliability using SBIP. Finally, Sect. 4 concludes the paper and points out our future
work.

2 Related Work

COMPASS (Correctness, Modeling, and Performance of Aerospace Systems) [8] is an
international research effort aiming to ensure system-level correctness, safety, depend-
ability, and performability of onboard computer-based aerospace systems. COMPASS
uses a System-Level Integrated Modeling (SLIM) language for modeling and specify-
ing hardware/software systems, and the COMPASS toolset supports for timed failure
propagation graphs, non-deterministic models, the newly developed statistical model
checking and requirement formalization approaches.

The Altarica language [6] can also formally specify the behavior of systems when
faults occur. An Altarica model can be assessed be employing complementary tools
such as fault tree generator and model-checker. FSAP/NuSMV-SA [11,12] is a toolset
for safety and reliability analysis. FSAP/NuSMV-SA supports failure mode definition
and model extension through automatic failure injection.
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The work in [14] proposes a model-based approach using dynamic fault trees for the
safety analysis of vehicle guidance systems. Its flexibility could support new partitions
and architectural changes being accommodated automatically. The fault tree analysis
in [9,10] aims at evaluating characteristics of redundancy architectures without con-
sidering the behaviors of components. The work in [20] proposes an intelligent fault
diagnosis method based on an improved domain adaptation method. In [25], a module
based on redundancy is designed within the formalism of timed automata and formally
analyzed using the UPPAAL model checker. The work in [13] presents an approach
based BIP framework for the rigorous design of FDIR components. It leverages the
statistical model checking to check the requirement satisfaction and the code genera-
tion feature of the BIP compiler. Our work differs from the previous work in that we
mainly focus on the reliability analysis of redundancy architectures. The work in [15]
presents an ad-hoc algorithm that can analyze the reliability of computational chains
based on Triple Modular Redundancy with one voter. Differently, we provide ways to
make quantitative analyses reliability of redundancy architectures in full automation.

3 Formal Modeling and Reliability Analysis in SBIP

This section introduces a simple computation unit (CU) that will be used as a run-
ning example to illustrate the concepts and our approach throughout. Firstly, we build
a formal model of CU including both nominal and faulty behavior within the SBIP
framework. Then we build the formal model of TMR and Cold Standby architectures.

3.1 A Computation Unit Example

The computation unit is a common module in many embedded systems, for instance,
the detection system in the space field. Its function is to receive the instructions of the
upper main control system, then obtain the data from the lower sensor, process the data,
and return the processing results to the main control system.

We consider an abstract model of CU, which receives data from some components
as its input and computes an output to the other components. Let cu input be the input
and cu output be the output of the CU. To simplify the model, we assume that the
value of cu output ranges from −1 to 1, where 1 indicates the correct computation,
−1 indicates the incorrect computation and 0 is the cleared output. Initially, the value
of cu output is 1. An impulse generator is used to first issue an edge impulse xms
every T time unit to force the CU to read its input, compute and place the result in
cu output, and then clear the output. Figure 1 displays a system with one fault-free
CU, one Impulse generator and their connector modeled in SBIP. In the Impulse gener-
ator model, the Impulse generator automaton models the impulse generator periodically
produces edge impulses. A clock x is declared to record the time between sending of
two edge impulses. Starting from the initial state S0, it generates a signal through port
xms in each T time unit that synchronizes with the port xms of the CU automaton,
then generates a signal through port clear that synchronizes with the port clear of the
CU automaton. In the CU model, a variable cu output is declared to represent the
computing result of CU. Starting from the initial state Good, it receives a signal through
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Fig. 1. Fault-free CU model

port xms that computes an output and receives a signal through port clear that clears
an output.

We consider that following three kinds of faults that may occur in a CU.

– FAULT0: CU enters a deadlock state.
– FAULT1: CU enters an error state in which it computes incorrect results.
– FAULT2: CU enters a livelock state and executes only internal actions without any
outputs.

The fault-affected CU model is shown in Fig. 2. Initially, CU works well and stays
in location Good. The self-loop in fault-free location Good models the scenario when
a synchronization impulse xms occurs, and the CU outputs a correct result. From loca-
tion Good, the CU automaton selects which fault may occur in a stochastic manner.
We use exponential distribution to approximate the failure occurrence model for the
faults mentioned above in this work. In SBIP, we define a stochastic port with a gamma
density function, i.e., its scheduling time is sampled with respect to a gamma func-
tion with alpha 1 and beta 100 to indicate the probability of the occurring fault. If
FAULT0 occurs, it moves to the error location Error0 and the automaton deadlocks.
Since the xms is defined as a broadcast channel, the Impulse automaton can still execute
it when the CU stays in location Error0. The Impulse automaton can still execute the
xms. The location Error1 is reached from location Good when FAULT1 occurs. The
model outputs incorrect data when the signal xms is issued in this location. Similarly,
if FAULT2 occurs, the CU goes to location Error2, in which it fails to output data
when the signal xms is issued. We also add fault transitions from location Error1 to
Error0 and Error2, because a FAULT1 may be followed by one of the other faults.

An auxiliary variable cu fault indicates whether the CU is faulty. It is initially 0,
representing that the CU is in location Good. When a fault occurs in the CU, the value
of cu fault becomes 1.

3.2 Formal Model of Triple Modular Redundancy Architecture

The TMR model consists of three replicated CUs, one Impulse generator and one
Voter (see Fig. 3). Since the Impulse generator and Voter are not redundant in this
architecture, it is prone to single-point failures. However, its complexity is usually sig-
nificantly lower than that of the three modules, and this safety gap is tolerated. So we
assume that no faults occur in the Impulse generator or the Voter.
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Fig. 2. A SBIP model of fault-effected CU

In the Impulse generator model (see Fig. 4), the automaton generates a synchroniza-
tion signal through port xms to trigger the three CUs to process their inputs and start
the computation. Then it generates a signal through port x5ms to trigger the Voter to
check on the outputs of CUs after CU PERIOD time units. Finally, a clear is sent
after V OTER PERIOD time units to trigger the three CUs to clear their outputs.

In TMR, the CU model (see Fig. 5) is similar to fault-effected CU, but it has two
additional ports. The port fault of CUi synchronizes with the port faulti of the Voter
automaton, and the port output of CUi synchronizes with the port outputi of the Voter
automaton. InTMR, we define the system as in a degraded state when one CU is faulty
and the other two CUs are fault-free.

In this model, a Voter is used to detect the faults (see Fig. 6). When it receives
the x5ms signal, it calls two functions: fault check() and vote(). Function
fault check() evaluates whether any CU is faulty. It gets the value of variable
cu fault of CUi through port faulti. If it is 1, then Voter treats CUi as faulty. Oth-
erwise, it is fault-free. Function vote() computes the voting algorithm. It compares
results from the three CUs and outputs the majority value to the buffer voter output.
If the results of the three CUs are different, it computes the value of CU0.

3.3 Formal Model of Dynamic Cold Standby Redundancy Architecture

We build the cold standby redundancy architecture model (see Fig. 7), which contains
one Impulse generator, one Primary CU, one Backup CU, and one Switch. The Impulse
generator and Primary CU are similar to that of the TMR model, but all ports of
Primary CU are connected to the port primary of Switch.
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Fig. 3. Triple Modular Redundancy model

Fig. 4. A SBIP model of Impulse generator

The Switch automaton is shown in Fig. 9. The Switch initiates in the state S0 and
sets variable is fault to 0, which means the Primary CU is fault-free. Moreover, the
Switch only interacts with the Primary CU in state S0. The port isswitch connects with
the port fault of the Primary CU. The port isswitch is active and the state S0 transfers
to state S1 when the condition is faulty == 1 holds. Then the Switch interacts with
the Backup CU in the state S1.

The Backup CU automaton is shown in Fig. 8. The initial state is in Start, and
it transfers to state Good when the port backup is active. Moreover, the function of
Backup CU is similar to Primary CU after it locates the state Good. It may still locate
in state Good in the next state, or transfer to state Errori. All ports of the Backup CU
except port backup are connected to the port backup of Switch.

3.4 Formal Reliability Analysis Using SBIP

As stated above, reliability refers to the capability of the system to operate correctly in
the presence of faults. The system is in a fault-free state if the system safely operates,
and the system is in a degraded state if the system still safely operates but provides
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Fig. 5. A SBIP model of TMR’s CU

reduced functionality. Furthermore, the system is in a failure state if the function of the
system, parts or components are lost or abnormal, resulting in its inability to perform
the expected function. We propose two categories of metrics for formal reliability eval-
uation of the system in terms of whether the system can operate correctly or provide
reduced functionalities in the presence of faults.

We use the following four measures to analyze the reliability of the system.
Reliability means the probability of the system being in a fault-free state.
Failures In Time (FIT) means the average probability of the system being in a fault-
free state during the considered operational lifetime. Degraded Availability (DA)
means the probability of the system being in a degraded state. Moreover,
Full Function Availability (FFA) means the probability of the system being in
a fault-free and degraded state.

Reliability is obtained by first computing the time-bounded probability to reach
a state where the system has failed and then complementing this value. To obtain the
average failure-probability, the complement of the reliability is scaled with the lifetime
(to determine the failures in time, FIT). DA is obtained by computing the time-bounded
reachability probability for reaching a degraded state. FFA is obtained by computing
the complement of the time-bounded reachability probability for reaching a failed or
degraded state.

The formal definition of the measures is given in Table 1. The detailed BLTL spec-
ifications of the measures estimated on the Triple Modular Redundancy model and
dynamic redundancy model are followed.

In order to simplify writing, we assume that the cfi represents that the i-th CU is
faulty, i.e., variable cu fault of the i-th CU equals to 1, and cfi represents the i-th
CU is fault-free, i.e., variable cu fault of the i-th CU equals to 0. The φT represents
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Fig. 6. A SBIP model of TMR’s Voter

Fig. 7. Cold Standby model

the detailed BLTL specification of the Triple Modular Redundancy model, and the φD

represents the detailed BLTL specification of the dynamic redundancy model.

• For Reliability:

φT (t) = 1 − F[0, t]((cf0 ∧ cf1 ∧ cf2) ∨ (cf0 ∧ cf1 ∧ cf2)

∨(cf0 ∧ cf1 ∧ cf2) ∨ (cf0 ∧ cf1 ∧ cf2))
(1)

φD(t) = 1 − F[0, t](cf0 ∧ cf1) (2)
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Fig. 8. A SBIP model of Backup CU

Fig. 9. A SBIP model of Switch

• For FIT:

φT (t) =
1

lifetime
(1 − F[0, lifetime]((cf0 ∧ cf1 ∧ cf2)

∨(cf0 ∧ cf1 ∧ cf2) ∨ (cf0 ∧ cf1 ∧ cf2) ∨ (cf0 ∧ cf1 ∧ cf2)))
(3)

φD(t) =) =
1

lifetime
(1 − F[0, lifetime](cf0 ∧ cf1)) (4)

• For DA:
φT (t) = F[0, t]((cf0 ∧ cf1 ∧ cf2) ∨ (cf0 ∧ cf1 ∧ cf2)

∨(cf0 ∧ cf1 ∧ cf2))
(5)

φD(t) = F[0, t](cf0 ∧ cf1) (6)
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Table 1. Definition of measures

Measure Model checking queries

System Reliability 1 − P (Ft failed)

FIT 1
lifetime

· (1 − P (Flifetime failed))

Degradation DA P (Ft degraded)

FFA 1 − P (Ft (failed ∨ degraded))

Fig. 10. Results of experimental evaluations using statistical model checking

• For FFA:

φT (t) = 1 − F[0, t]((cf0 ∧ cf1 ∧ cf2) ∨ (cf0 ∧ cf1 ∧ cf2)

∨(cf0 ∧ cf1 ∧ cf2) ∨ (cf0 ∧ cf1 ∧ cf2) ∨ (cf0 ∧ cf1 ∧ cf2)

∨(cf0 ∧ cf1 ∧ cf2) ∨ (cf0 ∧ cf1 ∧ cf2))

(7)

φD(t) = 1 − F[0, t]((cf0 ∧ cf1) ∨ (cf0 ∧ cf1)) (8)

In the experimental evaluations, probability estimation algorithm is utilized. It
enables to compute the probability p for S to satisfy φ. Give a precision δ, this algo-
rithm computes a value for p′ such that |p′ − p| ≤ δ with confidence 1 − α. We use
probability estimation with (α = 0.2, δ = 0.2) for all the analyses and rely on the para-
metric exploration to analyze specifications φT (t) and φD(t).
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Figure 10(a) shows a comparison of the reliability of a single CU,TMR, and Cold
Standby model. The x-axis represents the time steps and the y-axis represents the prob-
ability of property. We observe that TMR is slightly more reliable than single CU
and Cold Standby is more reliable than single CU and TMR. Because three CUs in
TMR are executed concurrently and the backup CU is activated after the primary CU
is faulty, the reliability of Cold Standby is higher at the beginning of a period. The result
of Fig. 10(b) shows that the FIT betweenTMR and single CU are nearly the same, and
the FIT of Cold Standby is greater than the others. Figure 10(c) indicates that the differ-
ences between DA of TMR and Cold Standby are marginal. Figure 10(d) shows that
the FFA of Cold Standby is Slightly higher than TMR at the beginning of a period,
and then the FFA of Cold Standby is similar to TMR.

4 Conclusions and Future Work

We propose a novel approach to automated reliability analysis of redundancy architec-
tures based on the BIP framework and illustrate it on Triple Modular Redundancy and
Cold Standby. The reliability analysis uses the statistical model checking tool SBIP. We
propose a relatively complete set of metrics for reliability, including system reliabil-
ity metrics and degradation reliability metrics, and use it to evaluate the reliability of
redundancy architectures. We apply our approach to a computation unit example and
experimental results show that our approach can automatically model various redun-
dancy architectures and perform a comprehensive analysis of reliability in practical
redundancy systems. Moreover, our models are scalable and our approach is open to
additional - models that can be easily extended to further types of fault rates, behavior
types, etc. In the future, we will integrate qualitative analysis of reliability into our app-
roach such that qualitative and quantitative analysis can be integrated into the rigorous
component-based system design paradigm. Moreover, we can broaden the evaluation
architecture and guide the system design according to the evaluation results.
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Abstract. In order to solve the problems of various kinds of defects, defect
ratio varies greatly, imbalanced defect aspect ratio and high integration degree
with background in fabric defect detection, a method combining super-resolution
reconstruction technology and deep learning detection was proposed. Firstly, the
enhanced deep residual networks for single image super-resolution is used to
enrich the defect feature information, reduce the fusion degree of defect and back-
ground texture, and enhance the extraction ability of various defect features. Then,
the defect features are analyzed according to K-means clustering algorithm. Based
on the three default anchor frame ratios provided by Faster RCNN, six new types of
anchor ratios are added. Then, FPN module and DCNv2 module were introduced
in Faster RCNN to improve the ability to identify defects with different areas
and shapes. Finally, the pooling mode of ROI layer was modified to eliminate
the error caused by quantization operation. The results of the three kinds of com-
parative experiments show that the method based on EDSR and improved Faster
RCNN has a better overall recognition rate for multiple kinds of fabric defects
than other current methods, and can be used in the production and operation of
textile enterprises.

Keywords: Fabric defect detection · EDSR · Faster RCNN

1 Introduction

Fabric defect detection is an important part of improving product quality and reducing
product cost in textile enterprises. Some common defects (as shown in Fig. 1 below) are
elongated and have a high degree of integration between defects and background. So
it will not only affect the appearance and wearing comfort of cloth, but also lead to an
average reduction of 45%–65% of the price of cloth [1]. However, the current manual
detection method used by enterprises has problems such as fatigue of workers, high cost,
slow speed, missed detection, false detection. Therefore, it is very necessary to study
automatic and accurate detection methods.

At present, automatic fabric defect detection methods can be divided into two cate-
gories. The first type is based on traditional machine learning technology, mainly using
statistical analysis, spectrum and model-based methods. The second category is the
method based on deep learning.
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Fig. 1. Figure of some enlarged defects

Among the methods based on statistical analysis, Banumathi proposed a method
based on gray level co-occurrence matrix combined with artificial neural network to
detect six kinds of defects [2]. Sourav Tola et al. used Haralick parameters related from
distance and direction and sparse autoencoder with appropriate sparsity for detection
[3]. The biggest problem of the method based on statistical analysis is that the defects
need to be large enough.

In the method based on spectrum, Gabor filter has good locality in both spatial
domain and frequency domain. Tang et al. proposed a method combining Gabor filter
and Histogram of Oriented Gradient (HOG), which used HOG to eliminate the influence
of background texture and noise on defect detection [4]. Tong et al. used compound
differential evolution to optimize the parameters of Gabor filter and realized feature
extraction of fabric defects [5]. However, the detection performance of the spectral based
method depends on the selection of filter, which requires large manual intervention and
is not strong generalization.

In the model-based approach, the commonly used strategy is Gaussian Markov ran-
dom field (GMRF). Xu et al. proposed a model based on GMRF, which can obtain the
parameter distribution of GMRF model from defect-free fabric image for subsequent
defect detection [6]. However, this methods also require a large enough texture region.

Among the method based on deep learning, Wang et al. proposed an RFB model to
fuse shallow features and then extract features through the attention mechanism module
[7]. Xie analyzed the influence of YOLOv3 using different backbone networks on the
detection efficiency and accuracy of defects [8]. In addition, Liu et al. detected defective
fabric through SSD network and had a good effect on small defect detection [9]. Wei
et al. used VGG16 as the backbone network to complete the detection of four defects
by reducing the number of anchor and the complexity of the model [10]. By adding
feature fusion network and deformable convolution into Cascade RCNN, An achieved
the detection of 20 defects [11]. Although the detection accuracy of these method have
been improved, it is still difficult to detect defects with high integration degree with
the background, such as hundred feet, which often plays a crucial role in the quality
assurance of modern fabric defects detection.
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All of the above methods failed to put forward general solutions to the problems
of multiple types of defects, high coincidence degree with background, large difference
in proportion area and extreme aspect ratio. Therefore, this paper proposes a method
combining EDSR [12] and improved Faster RCNN. First, the EDSR network is used to
reconstruct the image, extract the overall features of flaws and reduce the influence of
background texture. Then, the reconstructed image is input into the detection network
for defect classification. The detection network is based on Faster RCNN. FPN module
[13] is introduced to deal with defects with small proportion area, DCNv2module [14] is
introduced to deal with defects with extreme aspect ratio. In the RPN module, K-means
clustering algorithm is used to set the ratio of anchor. In the ROI module, ROIPooling
is replaced by ROIAlign [15] to eliminate the errors caused by the two quantization
operations. Finally, the obtained feature images were sent to the full connection layer for
defect regression and classification. Subsequently, this paper studies 20 kinds of defects
that have a great impact on fabric quality in the production process of enterprises, and
verifies the accuracy of the model by setting three kinds of comparative experiments.
The results show that the proposed method achieves an average detection accuracy of
85.0%, and the overall recognition rate is significantly higher than other methods, which
can be put into production.

2 Model Structure Based on EDSR and Improved Faster RCNN

Based on the above analysis, this paper proposes a detection method combining EDSR
and improved Faster RCNN, as shown in Fig. 2 below.

Fig. 2. Model structure based on EDSR and improved Faster RCNN

First, a 2× downsampling is performed on the input image to obtain a low resolution
data set, and then the image is fed into the EDSR network. Then defect types were
classified and identified based on Faster RCNN. The basic characteristics of flaws were
analyzed by clustering to find out the similarity of each flaw type in size, so as to improve
the anchor frame ratio of the original Faster RCNN. FPNmodule can effectively improve
the multi-scale capability of the network, and DCNv2 module can enable the network
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to independently learn the size of deformable convolution kernel. By introducing the
above two modules into the Faster RCNN network, the network’s ability to identify
small flaws and defects with misadjusted aspect ratio can be enhanced. Considering that
ROIPooling is used in the ROI module of the original Faster RCNN network, which
adopts double quantization rounding, affecting the accuracy of the final classification,
this paper improves it into ROIAlign to increase the accuracy of the final classification
by replacing the rounding operation and finally completing the defect detection.

2.1 EDSR Network

Super resolution (SR) technology refers to the technology of reconstructing correspond-
ing high resolution (HR) images from low resolution (LR) images. Among them, the
enhanced Deep Super Resolution Network (EDSR) was the champion solution in the
NTIRE2017 Super Resolution Challenge. As shown in Fig. 3 below, EDSR mainly
includes ResBlock module and Upsample module. The ResBlock module is used to
learn the mapping between LR and HR. Considering that the information of LR and HR
is similar, ResBlock no need to learn the high-frequency information in LR and HR, but
only learn the difference between them. ResBlock consists of convolution layer (Conv),
activation layer (Relu), and residual-scaling layer (Mult). The Conv layer and Relu layer
are mainly used to extract image features and increase the non-linear transformation
capability. TheMult layer multiplies the convolution processed data by the scaling num-
ber before adding residual blocks, so as to prevent too many ResBlocks from leading
to unstable training. Upsample module is used to enlarge image pixels, including Conv
layer and Shuffle layer. In the Conv layer, the channels of the input feature graph are
doubled, and then feature maps of the two channels are inserted into each other to double
the size through Shuffle layer, so that the input image is finally reconstructed with super
resolution.

Fig. 3. EDSR network structure

Peak Signal to Noise Ratio (PSNR) is an important evaluation index of EDSR recon-
struction effect. The key point of using EDSR network to improve the accuracy of defect
detection is to reduce noise and improve PSNR. Considering the complexity of defects,
the PSNR threshold is set at 43.27 in this paper to ensure that the image reconstructed
by EDSR has enough clear defects in less time. After the PSNR threshold is reached,
the reconstructed image is obtained and sent to the deep learning detection network for
defect recognition and detection. At the same time, the model proposed in this paper will
add a sub-sampling module before EDSR, which will acquire LR images corresponding
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to data sets through Bicubic algorithm, and then transform LR images and original data
sets into DIV2K data sets by changing image names, so as to facilitate training in EDSR
network.

2.2 Initial Network of Faster RCNN

Faster RCNN proposed in 2016 is a typical representative of the two-stage detection
model. It puts target classification and location in the same network model.Schematic
diagram of the Faster RCNN network structure model is shown in Fig. 4.

Fig. 4. Schematic diagram of Faster RCNN network

First, all images entered into the network are adjusted in length and width. Then the
feature extraction network carries out feature extraction on the input image. FasterRCNN
uses VGG16 as the trunk feature extraction network. Although simple, its detection
accuracy is too low, and it has problemsof gradient disappearance andgradient explosion.
In recent years, Faster RCNN uses ResNet50 as a feature extraction network. ResNet50
introduces residual wiring and Batch Normalization while increasing the number of
network layers to address poor detection accuracy and gradient-related issues. The final
featuremap is then fed into theRegionProposalNetwork (RPN).RPNfirst carries out 3×
3 convolution for the input feature graph, and then carries out two 1× 1 convolution. The
obtained results are respectively classified and predicted by regression. Softmax function
and linear regression are used for coordinate adjustment during classification, and then
the sliding window mechanism is used to generate candidate boxes to extract feature
information. The main process of sliding window is to use a 3 × 3 convolution kernel to
slide on the feature graph. During each sliding process of the convolution kernel, each
center point of the sliding windowwill generate 9 anchors, namely candidate boxes. The
candidate boxhas three scales {1:1, 1:2, 2:1} and three scales {1282, 2562, 5122}. Finally,
As the size of candidate boxes is not uniform, the prospective suggestion boxes judged by
RPN will be sent into the ROI Pooling layer for adjustment, and then intercepted on the
shared feature map, and then predicted through classification prediction and regression
prediction network.
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2.3 Improved Faster RCNN

In this paper, four main improvements are made to Faster RCNN, namely, resetting the
anchor ratio, introducing FPN module and DCNv2 module, and adjusting ROIAlign to
ROIPooling.

Adjust Anchor Frame Proportion. The original Faster RCNN anchors have a total of
nine styles. However, these patterns are obtained from standardVOC datasets and are not
applicable to the fabric defect detection data set in this paper. Considering the different
shapes of defects, large differences in length-width ratio and large variation in proportion
area, the method of self-defining the ratio of anchor is adopted. In this paper, K-means
clustering method is adopted to generate anchor ratio. K-means algorithm considers that
the closer the distance between two targets is, the higher the similarity is. Therefore, for
a given sample set, the sample set is divided into K clusters according to the distance
between samples. Make the points in the cluster as close together as possible, and make
the distance between clusters as large as possible. In this paper, K is set as 9, and the
training will stop when the training times or thresholds are given. Finally, a total of 9
anchor frame ratios are obtained, which are {1:50, 1:20, 1:10, 1:2, 1:1, 2:1, 10:1, 20:1,
50:1} respectively.

Introduce the FPN Module. FPN mainly solves the multi-scale problem in target
detection. This network structure enables the output of each level to combine the rich
semantic information of high-level features with the precise location information of
low-level features, so the model can detect objects of different sizes and scales, and the
pyramid feature graph at the bottom can better detect small defects. In this paper, FPN
is placed after ResNet50. It consists of three paths: bottom-up, top-down, and lateral
connections. Figure 5 shows the implementation of FPN. In bottom-up path, the scaling
multiple of the last four residual blocks generated by the previous network relative to
the original image is {4, 8, 16, 32}, and the 32-fold feature graph is obtained by 1 * 1
convolution. In the top-down path,M4,M3,M2 andM1 are successively obtained byM5
through 2 times up-sampling (usingNearest Neighbor algorithm). In lateral connections,
1 * 1 convolution operation is performed on C5 first to change the channel number to
256D, and then the corresponding positions of C5 andM5 are combined to fuse features.
Finally, P5 is obtained by 3 * 3 convolution to reduce the alibration effect caused by the
Nearest Neighbor algorithm. In turn, feature maps P4, P3 and P2 of different scales after
fusion are obtained, which all contain rich multi-scale feature information of defects.

Introduce the DCNv2 Module. In Faster RCNN backbone network, the convolution
operation every time just for computing the pixels and the pixels around (the number
depends on the size of the convolution kernels, the shape of rectangular) convolution
operation,mainly including sampling andweighted sumof two steps, used by the formula
below formula 1, which R is the size of the receptive field, pn is all pixels in R, w is the
weight, p0 is each position of the input to x, and y is the output.

y(p0) = ∑

p0∈R
w(pn) · x(p0 + pn) (1)
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Fig. 5. Network structure diagram

As can be seen from Formula (1), no matter how deep the network is, the receptive
field is always rectangular and of fixed size, which cannot adapt to the characteristic of
special shape of defects. In particular, traditional convolution operation cannot achieve
a good detection effect for defects with extremely mismatched aspect ratios such as
thick warp, slack end and thin and dense paths. Therefore, in this paper, deformable
convolutional network is introduced into Faster RCNN, see Formula (2) below. DCNv2
enhances the dynamic sampling capability of the module by using additional offset
(�pk ), which can dynamically learn the size of the convolution kernel and better adapt
to the irregular shape of defects.

y(p) =
K∑

k=1
wk · x(p + pk + �pk

) · �mk (2)

Adjust the ROI Layer Pooling Method. In ROI module, ROIPooling is improved to
ROIAlign. This is because in the process of ROI pooling, there will be two quantization
and round operations, which are respectively to map the original area marked by can-
didate boxes to the feature graph and then divide the feature graph with a size of 7 × 7
from the feature graph for subsequent full connection. Two round operation will bring
slight network deviation, ROIAlign can eliminate the deviation caused by quantization
round through bilinear interpolation.

3 Experiments and Results

3.1 Experimental Setting and Datasets

The experimental environment of this paper is unified. All experiments were based
on Ubuntu20.04 LTS operating system with 32 GB memory, two RTX 2080Ti graphics
cards,MMDetection deep learning framework, PyTorch 1.8 andPython 3.7. The learning
rate of all experiments was set to 0.0025, and each experiment was trained for 24 epochs.
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The experiment in this paper uses the same data set, which comes from Ali Tianchi
Fabric defect Detection Contest and is the picture collected by Tianchi and Guangdong
Provincial government in actual textile enterprise production. There were a total of 9576
samples, among which 5913 contained defects, with a total of 34 types of defects, which
were relatively complete. However, considering that there is little difference between the
types of some defects, this series of experiments divided them into the same category, and
finally obtained 20 types of defects. They are: hole, water stain, three silk, knot, flower
board jump, hundred feet, wool grain, thick warp, slack end, broken warp, hanging warp,
thick weft, weft shrinkage, pulp spot, warping knot, jumping flowers, broken spandex,
thin and dense paths, wear mark, double warp, and label them in sequence as 1–20. In
addition, all defect images were divided into training set, validation set and test set in
8:1:1 ratio.

3.2 Comparison and Analysis of Experimental Results

ExperimentalResults andAnalysisBeforeandAfter ImprovementofFasterRCNN.
The first type of experiment is mainly to verify the improvement of detection effect by
different improvement points of Faster RCNN. There are four groups of experiments,
which respectively train the original Faster RCNN model, the Faster RCNN model
integrating FPN, the Faster RCNN model integrating FPN and re-setting anchor for
defects, and the DCNv2 integrated Faster RCNNmodel. Finally, the experimental model
is used to verify the test set. Table 1 below shows the final results.

Table 1. Results of Experiment 1

Object detection algorithm mAP@[IoU = 0.5]

(a) Faster RCNN baseline 41.2%

(b) Faster RCNN + FPN 45.3%

(c) Faster RCNN + FPN +
Anchor ratio setting

59.0%

(d) Improved Faster RCNN
proposed in this paper

64.2%

In Fig. 6, the pictures labeled (a), (b), (c) and (d) are generated by the model labeled
in Table 1 above. It can be seen from the figure that before and after FPN fusion,
the knot recognition rate of the model has been greatly improved, but the subsequent
improvement of the anchor frame proportion and the newly added DCNv2 do not greatly
improve the detection accuracy, because the original anchor ratios has been able to adapt
to the changes of knot defects.
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Fig. 6. Test results of knot defect detection using each model

The results of the first type of experiment show that the improvedmodel can improve
the detection accuracy of small and slender defects. However, due to its high degree of
integration with the background, the detection accuracy of defects such as thin and dense
paths is only 45.8%, which proves that it is not enough to rely only on the improvement
of Faster RCNN. Therefore, this paper continues to verify EDSR’s detection of defects.

Experimental Results and Analysis Before and After Introducing EDSR Network.
In order to improve the recognition rate of the whole defect and the defect with higher
impurity with the background texture, an EDSR module was added to the above model
to conduct the second type of experiment. Table 2 shows the experimental results.

Table 2. Results of Experiment 2

Object detection algorithm mAP@[IoU = 0.5]

Improved faster RCNN proposed in this paper 64.2%

Improved faster RCNN + EDSR proposed in this paper 85.0

Table 3 makes statistics on the increase and decrease of detection rate of each type
of defects, and Fig. 7 shows the test results of thin and dense paths.

As can be seen from the above two tables, the detection ability of all categories has
been improved after the introduction of EDSRmodule. Among them, broken warp, weft
shrinkage and thin and dense paths have been greatly improved after the application of
EDSR because the defects are slender and have a high degree of integration with the
background.
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Table 3. Detection results of various defects in the three algorithms

Defect Faster RCNN baseline Improved Faster
RCNN (this paper)

Improved Faster
RCNN + EDSR (this
paper)

Hole 72.9% 93.5% 93.6%

Water stains 59.5% 58.4% 88.0%

Three silks 62.3% 73.9% 91.0%

Knot 37.6% 58.8% 73.0%

Flower board jump 63.0% 71.0% 94.7%

Hundred feet 31.2% 69.7% 84.8%

Wool grain 42.9% 47.7% 60.8%

Thick warp 0% 84.8% 94.8%

Slack end 31.5% 68.8% 93.6%

Broken warp 40.5% 51.3% 88.3%

Hanging warp 13.1% 52.1% 87.7%

Thick weft 50.2% 66.2% 80.6%

Weft shrinkage 31.5% 37.9% 65.9%

Pulp spot 57.7% 79.5% 95.9%

Warping knot 65.2% 70.2% 89.7%

Jumping flowers 38.8% 79.0% 94.9%

Broken spandex 57.3% 60.0% 66.5%

Thin and dense paths 6.7% 45.8% 72.1%

Wear mark 38.9% 56.2% 92.6%

Double warps 24.1% 59.2% 90.4%

Fig. 7. Test results of thin and dense paths
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Figure 7 above shows the detection results of thin and dense paths. (c) shows the test
results of the final model after incorporating EDSR. It can be seen from the naked eye
that the defect characteristics of fine files are significantly strengthened.

Compare theExperimentalResults andAnalysis ofOtherMethods. CascadeRCNN
is also a common model in two-stage detection network, while Yolo is a common model
in one-stage detection network. In order to compare the difference between the algo-
rithm and other algorithms, Cascade RCNN is used in this paper to set up 6 groups of
comparison experiments. The backbone network of Cascade RCNN uses ResNet50 and
ResNetX101 respectively. Table 4 shows the final result.

Table 4. Results of Experiment 3

Object detection algorithm mAP@[IoU = 0.5]

Cascade RCNN (ResNet50) + FPN 52.4%

Cascade RCNN (ResNet50) + FPN + anchor setting 64.2%

Cascade RCNN (ResNet50) + FPN + anchor setting + DCNv2 66%

Improved Cascade RCNN (ResNet50) + EDSR 67.4%

Cascade RCNN (ResNetX101) FPN 57.9%

Cascade RCNN (ResNetX101) + FPN + anchor setting 68.7%

Cascade RCNN (ResNetX101) + FPN + anchor setting + DCNv2 68.2%

Improved Cascade RCNN (ResNetX101) + EDSR 69.6%

Yolov3 [8] 32.54%

EDSR + Improved Faster RCNN (this paper) 84.9%

Experimental results show that the proposed algorithmbased onEDSRand improved
Faster RCNNhas obvious advantages over networks such as Cascade RCNN andYolov3
in detecting multiple kinds of defects.

4 Conclusion

This paper mainly made relevant improvements based on EDSR and Faster RCNN.
Firstly, the EDSR module is introduced to reconstruct the super-resolution image, and
the defect and background information are separated. Then, FPN and DCNv2 network
modules are integrated based on Faster RCNN, and the ratio of anchor is reset by K-
means, and the network accuracy of ROIAlign is increased by replacing ROIPooling,
so as to deal with the problem of large difference in defect area and extreme aspect
ratio of defects. In order to verify the usability and precision of the model, three kinds
of comparison experiments were conducted on 5913 high-resolution images. The final
experiment proves that the proposed method can effectively improve the accuracy of
defect recognition compared with other current methods. However, the method in this
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paper still has some problems, such as unsatisfactory detection of defects such as wool
grain and weft shrinkage, and slow detection due to the complicated network structure
of the model, which need to be further improved in the future.
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Abstract. In the real world, blackbox attacks seem to be widely existed
due to the lack of detailed information of models to be attacked. Hence,
it is desirable to obtain adversarial examples with high transferability
which will facilitate practical adversarial attacks. Instead of adopting
traditional input transformation approaches, we propose a mechanism
to derive masked images through removing some regions from the initial
input images. In this manuscript, the removed regions are spatially uni-
formly distributed squares. For comparison, several transferable attack
methods are adopted as the baselines. Eventually, extensive empirical
evaluations are conducted on the standard ImageNet dataset to validate
the effectiveness of GM-Attack. As indicated, our GM-Attack can craft
more transferable adversarial examples compared with other input trans-
formation methods and attack success rate on Inc-v4 has been improved
by 6.5% over state-of-the-art methods.

Keywords: Deep neural networks · Adversarial attack · Adversarial
examples · Data augmentation · White-box/black-box attack ·
Transferability

1 Introduction

With the prosperous of modern technology, we have witnessed the impressive
prosperous of vision-related tasks [5], including autonomous driving, image clas-
sification, and face recognition, particularly after the coming forth of deep neural
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networks (DNNs). Nevertheless, as reflected by recent studies, adversarial exam-
ples [1] can be crafted through incorporating carefully designed perturbations;
with these examples, DNNs can be fooled easily. Thus, conceivable threats will be
incurred to safety- and security-sensitive applications; numerous scholars devote
their endless efforts to study adversarial attacks for DNN-based applications.
Furthermore, for different neural network models, adversarial examples that are
crafted on certain model might mislead others with a relatively high probabil-
ity, being referred to as transferability [11]. Given adversarial examples with
high transferabilities, it is feasible for hackers to attack practical DNN-based
applications even if no information is collected regarding target model.

According to the extent of information obtained for the considered models,
there mainly exists two types of adversarial attacking methods, i.e., white-box
attack and black-box one. We are anticipated to possess complete knowledge
regarding the target model for white-box attack, while corresponding attack per-
formance through existing methods is nearly perfect; however, when facing target
models with incomplete knowledge or unclear defense mechanisms, the attack
performance is likely to be reduced by a large extent, i.e., corresponding adver-
sarial examples are of weak transferability [6]. Usually, adversarial examples are
crafted on white-box model with a single input; thus, the obtained adversarial
examples may overfit the discriminative region of the white-box model. How-
ever, for models with different structures or defense mechanisms, corresponding
discriminative regions are not identical, which increases the difficulty of attack
these neural network models effectively with the obtained adversarial examples.

In practice, it is usually difficult or economic-cost to obtain the knowledge
of the target model to be attacked; thus, it is highly preferable to improve the
transferability of adversarial examples, especially facing practical scenarios. To
solve this dilemma, a series of technologies have been developed by numerous
scholars, which are mainly classified into three categories, being listed as gradi-
ent optimization [3,10], input transformations [4,15,17,18] and ensemble-model
attacks [9,11]. Furthermore, scholars have also proposed some methods aiming
to defend against adversarial attacks. Among these methods, adversarial train-
ing [21] is an effective method through incorporating adversarial examples into
the training set during the train process. Input modification (such as denoising,
image compression, random smoothing) can be incorporated to further improve
the efficiency of defense methods.

As revealed by existed studies, the input transformation is effective in improv-
ing the transferability of adversarial examples while different input transforma-
tion approaches are widely adopted, such as randomly resizing and padding,
translation, scale and etc. Through adopting these approaches, we can take
the information from other categories into consideration which is beneficial to
improve the probability of misleading DNNs to category the adversary into other
categories. However, for majority of the existing input transformation methods,
there exists a drawback, i.e., they are largely limited to conventional spatial
transformation approaches. Inspired by recent development of data augmenta-
tion strategies (such as image blending, information removal [20]), we proposes
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a novel information deletion based attack method, that is Grid Mask-Attack
(named as GM-Attack). The main idea of our proposed approach is given as:
Firstly, we derive a set of images by removing some regions from the input
images. The removed regions are a set of spatially uniformly distributed squares.
Due to the lack of information, the model discriminates regions of these images
which are different from the input ones. Then, we calculate the gradient of these
pictures simultaneously, the obtained adversarial examples seem to be less corre-
lated with the discriminative regions of the white-box model; thus, when attack-
ing other black-box models, they are more transferable which indicates a better
attacking performance. Contributions of our work are listed as:

– Instead of adopting traditional input transformation approaches, we propose
a mechanism to derive masked images through removing some regions from
the initial input images. Here, the removed regions are spatially uniformly
distributed squares.

– To further obtain more transferable adversarial examples, our proposed
method can be linearly integrated with existing works, i.e., DIM, TIM.

– Through conducting experiments on different classification models, our pro-
posed model is proved to be superior compared with the studied SAT attack-
ing methods.

The rest of the manuscript is organized as: Sect. 2 introduces some related
works. The proposed GM-Attack approach is provided in Sect. 3 in detail. Later,
we conduct extensive experiments and the analysis of obtained simulation results
are also elucidated in Sect. 4. Eventually, Sect. 5 concludes this manuscript.

2 Related Works

For different models, corresponding decision boundaries seem to be similar;
hence, based on those known models, we can generate adversarial examples which
can then be utilized to attack unknown models. The efficiency of such attacks
depends on the transferability of the obtained adversarial samples. Thus, numer-
ous scholars devote to improving the transferability of adversarial samples. A
series of related methods are proposed, being roughly classified into three types,
i.e., gradient optimization attacks, input transformation attacks and ensemble-
model attacks.

Gradient Optimization Attacks. Goodfellow et al. proposed the earliest
gradient-based attack approach, i.e., Fast Gradient Sign Method (FGSM), which
generates adversarial examples by introducing perturbations into the input
image [6]. In order to increase the success rate of white-box attack, Kurakin et al.
try to use the FGSM iteratively, being referred to as I-FGSM. Nevertheless, such
method is likely to stuck in local optimization, which reduces the transferability
of adversarial samples [8]. Later, Dong et al. combine the momentum method
with I-FGSM (i.e., MI-FGSM), which is shown to be effective in improving the
transferability of adversarial samples [3]. Then, Lin et al. incorporate Nesterov’s
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accelerated gradient (NAG) to I-FGSM; because of the forward-looking property
of NAG, corresponding transferability of gradient-based adversarial attacks can
be further improved [10]. From the perspective of path optimization, Wang et al.
take advantage of gradient changes near past data points to additionally adjust
current gradient; thus, a more stable perturbation direction can be derived [16].

Input Transformation Attacks. Through randomly transforming the input
with a certain probability, Xie et al. propose an improved attack method, namely
DI-FGSM, which is capable of alleviating the tendency of over-fitting. The trans-
ferability of adversarial samples can be inherently improved through the adoption
of diversified inputs [17]. Later, Dong et al. conduct the translation operation
through translating the input to generate a set of images, i.e., TI-FGSM; by tak-
ing the gradient of these images simultaneously, the crafted adversarial examples
are less sensitive to white-box model [4]. According to the scale invariance of the
deep learning model, Lin et al. proposed an improved method named as SI-
FGSM; the authors try to scale the input to derive a higher success rate under
black-box attack [10]. Inspired by the potential improvement of adopting data
augmentation, Zhang et al. propose Admix which is capable of creating more
transferable adversarial examples [15].

Ensemble Model Attacks. For certain model, corresponding generated adver-
sarial examples might have the disadvantage of over-fitting problems; thus, it
might be useful to attack multiple models simultaneously with existing gradient
attack methods (such as FGSM), and comprehensively consider different loss
function gradients of multiple models [11].

3 Methodology

3.1 Gradient-Based Attacks

Before further discussion, some notations are provided in advance. Here, we
assume that x indicates an input example and yreal denotes the true label, while
xadv represents the adversarial example of the input x. For a classifier with a
loss function J

(
x, yreal

)
, the overall goal of attacks is to craft adversarial exam-

ples to maximize J
(
xadv, yreal

)
. To be consistent with other attack methods,

the difference of xadv and x is anticipated to be restricted with in a provided
threshold ε, i.e.,

∥
∥xadv − x

∥
∥

∞ ≤ ε. There are a bunch of Gradient-based Attack
methods while some of them are listed for an illustration. The meanings of these
notations remain unless otherwise stated.

Fast Gradient Sign Method (FGSM) [6]: Goodfellow et al. first proposed
FGSM in 2015, and this is the earliest pioneering work for gradient-based attack.
The FGSM is implemented through adding perturbation once, which is given by:

xadv = x + ε · sign
(∇xJ(x, yreal)

)
(1)

where ∇xJ(x, yreal) represents the gradient of loss function.
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Iterative Fast Gradient Sign Method (I-FGSM) [8]: Kurakin et al. itera-
tively uses FGSM to create adversarial examples, while the perturbation size of
each iteration depends on a step size factor α. The formula is:

xadv
0 = x, xadv

t+1 = Clipε
x

{
xadv

t + α · sign
(∇xJ

(
xadv

t , yreal
))}

(2)

where Clipε
x denotes a function aiming to restrict the size of xadv.

Momentum Iterative Fast Gradient Sign Method (MI-FGSM) [3]: Dong
et al. try to integrate the momentum method into I-FGSM, which ensures the
gradient direction to be more stable. The updating rule is given by:

gt+1 = μ · gt +
∇xJ

(
xadv

t , yreal
)

∥
∥∇xJ

(
xadv

t , yreal
)∥∥

1

xadv
t+1 = Clipε

x

{
xadv

t + α · sign (gt+1)
}

(3)

where xadv
0 = x and g0 = 0, μ indicates the decay factor.

Diverse Inputs Method (DIM) [17]: Xie et al. randomly transform the
input with probability p. While T() denotes a stochastic transformation func-
tion, including random resizing and random padding. Corresponding formula
is:

xadv
t+1 = Clipε

x

{
xadv

t + α · sign
(∇xL

(
T

(
xadv

t , p
)
, yreal, θ

))}

T
(
xadv

t , p
)

=

{
T

(
xadv

t

)
with probability p

xadv
t with probability 1 − p

(4)

Translation-Invariant Method (TIM) [4]: Dong et al. utilizes a set of trans-
lated images in order to optimize the adversarial perturbations. Aiming to reduce
the calculation of gradients, authors in [4] propose to convolve gradients of
untranslated images with predefined kernels for efficient computation.

Scale-Invariant Method (SIM) [10]: Lin et al. considers the scale-invariant
properties of deep learning. For the same model, the losses of the original images
and the scaled ones are close. Hence, Lin et al. utilize the average gradient of the
scaled image to replace the currently gradient that is necessary to be calculated:

ḡt+1 =
1
m

m−1∑

i=0

∇xadv
t

(
J

(
xadv

t /2i, yreal, θ
))

gt+1 = μ · gt +
ḡt+1

‖ḡt+1‖1

(5)

Admix Attack Method [19] is first proposed to utilize the information of
other labels which is anticipated to handle the over-fitting problem. Wang et
al. provide an hint to mix two types of images whereas the labels remain to be
unchanged. Then, adversarial examples can be derived through deriving average
gradient of the mixed image set.
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3.2 Proposed Model

The discriminant region the known model used in training is highly likely to be
different from the black box model to be attacked; this incurs the difficulty of
attacking the black box model with generated adversarial examples. As reflected
by previous studies, data augmentation plays an important and effective role in
mitigating adversarial examples from over-fitting known models. While informa-
tion deletion based data augmentation methods are capable of improving the
training effect of deep learning models by a large extent. For these information
deletion based data augmentation methods, information can be deleted from the
input images with the adoption of various strategies. If too much information
is deleted; this might incur the scenario of assigning a new label to the initial
image. Whereas if too much information is retained, then the effect on the train-
ing process might be largely limited. Thus, it is highly necessary to specify a
good balance; among those proposed algorithms to strike such balance, Grid-
Mask [2] seems to be a good choice which is implemented by removing a set of
spatially uniformly distributed grids.

Inspired by above discussions, we present an efficient adversarial attack
method through integrating the information deletion based data augmentation
strategies with gradient-based adversarial attack methods, named as Grid Mask-
Attack (GM-Attack for short). The masked image x̃ is generated randomly
according to Eq. 6. While the mask is controlled by four parameters being pro-
vided as r, d, ψx, and ψy.

x̃ = x × Mask(r, d, ψx, ψy) (6)

where r indicates the keep ratio which determines the proportion of information
of the image to be retained, d denotes the length of each grid, ψx and ψy represent
the randomly generated values varying in [0, d-1], which are used to shift the grid
mask. For the Mask, if Maski,j = 0, the pixel(i, j) of image x will be discarded
while the remaining parts will be reserved. An overall schematic of GM-Attack is
provided in Fig. 1. When combining with the momentum method, the integrated
attack method (i.e., GM-MI-FGSM) is shown in Algorithm 1.

Grid Mask Target model

Loss
Update the image

Fig. 1. An overall schematic of our proposed attack strategy (GM-Attack).
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Similar as the gradient based attacks afore-mentioned, we will update the
input image iteratively. However, we generate a set of masked images by adding
random grid mask into the input image before calculating the gradient in each
iteration. Instead of taking the gradient of the input image, we compute the
average gradient of the set of masked images as:

g̃t+1 =
1

m1 · m2

m1−1∑

j=0

m2−1∑

i=0

∇xadv
t

J
(
(xadv

t · Maskj)/2i, yreal
)

(7)

where m1 and m2 indicates the numbers of masked images and scaled copies
respectively, and Maskj denotes a randomly generated grid mask.

Algorithm 1. The GM-MI-FGSM Algorithm.
Input:

An input image x and the true label yreal, a classifier f with loss function J ;
Perturbation size ε, number of iterations T and the decay factor μ;
The keep ratio of the input image r, length of the grid d, number of masks m1, and
number of scaled copies m2;

Output:
An adversarial example xadv;

1: Initialization α = ε/T ; xadv
0 = x; g0 = 0; g̃0 = 0

2: for t = 0 → T − 1 do
3: Calculate the gradient g̃t by Eq. 7.
4: Update gt:

gt+1 = μ · gt +
g̃t+1

‖g̃t+1‖1

5: Update xadv
t+1:

xadv
t+1 = xadv

t + α · sign (gt+1)

6: end for
7: return xadv = xadv

T ;

4 Experiments

4.1 Experimental Setup

Dataset. For the considered dataset, we utilize 1,000 images belonging to 1,000
categories which are randomly chosen from a widely adopted validation set,
i.e., ILSVRC 2012 validation set [12]. The accuracies of classification for all
the adopted models are perfect here.

Models. Aiming to illustrate the transferability, a bunch of normally trained
models are selected as the target ones which will be attacked by the adversarial
examples obtained through different approaches. Four normally trained mod-
els are incorporated as target models, i.e., Inception-v3 [13], Inception-v4 [14],
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Resnet-v2-101 [7], Inception-Resnet-v2 [14], denoted as Inc-v3, Inc-v4,Res-101
and IncRes-v2 respectively for short. Furthermore, some adversarially trained
models are also incorporated, being listed as Inc-v3ens3, Inc-v3ens4 and IncRes-
v2ens [21].

Baselines. For comparison, four input transformations (DIM, TIM, SIM and
Admix) are adopted as the baselines. Aiming to further reflect the superiority
of GM-Attack, our proposed method is also integrated with two other input
transformations (DIM and TIM); the obtained attack method is denoted as
GM-DI-TI-FGSM.

Hyper-Parameters. To be in consistent, attack parameter settings in [15] are
utilized; maximum perturbation ε equals to 16, number of iteration T is assigned
to 10, step size α equals to 1.6. For TIM, the adopted Gaussian kernel is 7 × 7.
For MI-FGSM, we set the decay factor μ to 1.0. The transformation probability
p for DIM is set to 0.5, while for SIM, m equals to 5 which denotes the number of
copies. For Admix, we assign the number of samples m2 and blend image ratio η
to 3 and 0.2 respectively as in [15]. For GM-Attack, we set r = 0.7, d = [96, 200],
m2 = 5 and m1 = 26, 26, 22, 20 for the Incorporated normally trained models.

4.2 Attack with Single Input Transformation

In this subsection, experiments are performed aiming to indicate the capability of
our approach in crafting more transferable adversarial examples compared with
other existing input transformation methods. Four normally trained models are
utilized as the target models while seven models as the testing ones, the attack
success rate is the criterion used to assess performance of different attacking
strategies. Corresponding obtained attack success rates are listed as in Table 1.

As indicated, with obtained adversarial examples, GM-Attack is of the best
transferability on the considered models for most of the scenarios. Specially,
for white-box attacks (with a * behind the success rate), there seems to be
no loss in the success rate. When crafting adversarial examples on Inc-v4, the
success rate for our proposed GM-Attack is 5.8% higher than the Admix attacks
on average which is the best existing approach. Under the black-box setting,
attack success rate through GM-Attack is the highest compared with the other
attack approaches which arrives at 94.9%. Furthermore, we find that adversarial
examples crafted on Inc-v4 and IncRes-v2 have better transferability compared
with the others which might be affected by network structures.

4.3 Attack with Combined Input Transformation

Linear combinations of input transformation methods have been shown to
be effective [15]. Furthermore, we combine GM-Attack, Admix and Sim with
DI-TIM [4], being denoted as GM-DI-TIM, Admix-DI-TIM and SIM-DI-TIM
respectively to demonstrate the effectiveness of our method. Similarly, all the
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Table 1. Performance (indicated by attack success rate) for scenarios with single input
transformations. Here, adversarial examples are crafted under single model (four mod-
els are incorporated) and used to attack seven models. * represents the values obtained
for white-box attacks.

Model Method Inc − v3 Inc − v4 Res-101 IncRes −
v2

Inc −
v3ens3

Inc −
v3ens4

IncRes −
v2ens

Inc − v3 DIM 0.999* 0.643 0.532 0.609 0.199 0.183 0.093

TIM 1.000* 0.488 0.395 0.436 0.248 0.213 0.132

SIM 1.000* 0.694 0.627 0.673 0.325 0.307 0.173

Admix 1.000* 0.826 0.752 0.809 0.390 0.392 0.192

GM-Attack 1.000* 0.868 0.792 0.838 0.422 0.417 0.211

Inc − v4 DIM 0.729 0.974* 0.565 0.651 0.202 0.211 0.116

TIM 0.586 0.996* 0.423 0.465 0.262 0.234 0.172

SIM 0.806 0.996* 0.688 0.742 0.478 0.448 0.291

Admix 0.878 0.994* 0.780 0.832 0.559 0.504 0.337

GM-Attack 0.931 1.000* 0.839 0.893 0.628 0.577 0.367

Res − 101 DIM 0.758 0.695 0.980* 0.700 0.357 0.316 0.199

TIM 0.593 0.521 0.993* 0.518 0.354 0.313 0.231

SIM 0.752 0.689 0.997* 0.690 0.437 0.385 0.263

Admix 0.854 0.808 0.997* 0.796 0.510 0.453 0.309

GM-Attack 0.862 0.821 1.000* 0.820 0.515 0.476 0.310

IncRes − v2 DIM 0.701 0.634 0.587 0.935* 0.309 0.239 0.177

TIM 0.622 0.554 0.505 0.974* 0.328 0.276 0.233

SIM 0.847 0.811 0.764 0.990* 0.563 0.483 0.428

Admix 0.899 0.875 0.819 0.991* 0.642 0.567 0.500

GM-Attack 0.949 0.922 0.877 0.997* 0.674 0.592 0.490

Table 2. Performance (indicated by attack success rate) with combined methods input.
Here, adversarial examples are crafted under single model (four models are considered)
and used to attack seven models. * represents the values obtained for white-box attacks.

Model Method Inc − v3 Inc − v4 Res-101 IncRes −
v2

Inc −
v3ens3

Inc −
v3ens4

IncRes −
v2ens

Inc − v3 SI-DI-TIM 0.991* 0.836 0.767 0.808 0.652 0.633 0.465

Admix-DI-TIM 0.999* 0.890 0.831 0.870 0.753 0.719 0.616

GM-DI-TIM 1.000* 0.940 0.898 0.918 0.788 0.776 0.590

Inc − v4 SI-DI-TIM 0.879 0.987* 0.777 0.830 0.724 0.682 0.575

Admix-DI-TIM 0.904 0.990* 0.820 0.873 0.753 0.719 0.616

GM-DI-TIM 0.950 0.998* 0.886 0.922 0.840 0.805 0.694

Res − 101 SI-DI-TIM 0.847 0.822 0.990* 0.848 0.758 0.735 0.634

Admix-DI-TIM 0.910 0.877 0.999* 0.892 0.811 0.774 0.701

GM-DI-TIM 0.928 0.894 1.000* 0.896 0.836 0.787 0.701

IncRes − v2 SI-DI-TIM 0.888 0.868 0.839 0.978* 0.787 0.742 0.723

Admix-DI-TIM 0.910 0.877 0.859 0.977* 0.820 0.780 0.763

GM-DI-TIM 0.960 0.944 0.924 0.996* 0.896 0.860 0.813
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Fig. 2. Attack success rates on six target models for black-box attack. Adversarial
examples crafted on Inc-v3 are utilized for scenarios with different parameters, i.e.,
keep ratio r and number of masked images m1.

seven models are adopted here to test the performance of attack with the adver-
sarial examples crafted on four normally trained models. Corresponding obtained
attack success rates are listed as in Table 2.

As indicated, our proposed method is superior compared with the others for
majority of the scenarios. Given black-box setting, GM-Attack is able to achieve
a good attack success rate on average which is above 90% when attacking a
normally trained model. After complex input transformation, the success rates
of SIM and Admix for white-box attack are reduced to 97.8% and 97.7% respec-
tively, while the success rate of GM-Attack for white-box attack remains to be
above 99%. When attacking the adversarially trained models, the success rate of
GM-Attack reaches 89.6%, while corresponding values for existed methods are
all less than 82%. Furthermore, the average attack success rates of GM-Attack
on Inc-v4 has been improved by 6.5% over state-of-the-art methods.

4.4 Parameter Analysis

Furthermore, we also conduct extensive experiments to explore the effects of two
parameters (r and m1) on attack success rate; obtained results are provided in
Fig. 2. For simplicity, we only consider adversarial examples crafted on Inc-v3,
while experiments using adversarial examples crafted on other models can be
performed accordingly.

As in Fig. 2(a), there exists an optimal value of r, i.e., ropt, for different tar-
get models. When r < ropt, the transferability increases gradually if larger r
is adopted indicated by a higher attack success rate; otherwise, corresponding
transferability decreases instead. Interestingly, for the considered two target mod-
els, i.e., the normally trained one and the adversarially trained one, ropt varies.
For the normally trained one, r peaks around 0.7, whereas r peaks around 0.75
on the adversarially trained model. As in Fig. 2(b), for adversarial examples, the
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transferability increases gradually with the increase of m1. However, we find that
the growth rate becomes smaller with the increase of m1. It is worth mentioning
that even if we increase m1 to 25, the attack success rate is still improving. Due
to the huge amount of memory required when m1 is larger, we only consider
scenarios for m1 < 25 here.

5 Conclusion

This paper proposes an information deletion based attack method, i.e., GM-
Attack, to enhance the transferability of adversarial examples. Specially, the
proposed method generates a set of masked images by randomly removing some
regions of the input images. The regions are a set of spatially uniformly dis-
tributed grids. Then, we calculate the average gradient of masked images to
update the input image. Extensive experiments are performed and correspond-
ing results obtained by our proposed model are compared with those for other
state-of-the-art algorithms. As indicated, the performance of our proposed model
is superior with regarding to the others. The proposed method is capable of craft-
ing more transferable adversarial examples compared with other input transfor-
mation methods. We hope our proposed GM-Attack that removes information
from input image will elucidate potential directions for adversarial attacks.
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Abstract. Out-of-town recommendation aims to provide Point-of-
Interest (POI) recommendation when users leave their hometown and
arrive in a new city. To infer the out-of-town preferences of cold-start
users based on their hometown preferences, some recent methods directly
train a mapping function between users’ hometown preferences and out-
of-town preferences. Unfortunately, they depend on a large number of
overlapping users who left check-in histories in both the home city
and the out-of-town city to build the mapping relationships. Also, they
don’t fully explore the category hierarchy knowledge of POIs, which can
help with robust POI representations. To this end, in this paper, we
propose Adversarial Cycle-Consistent Autoencoder for Category-Aware
Out-of-Town Recommendation named ACCAC, which effectively learns
the mapping function even in the case that the number of overlapping
users is limited. Specifically, we first utilize denoising autoencoders to
learn pre-trained POI embeddings augmented with category hierarchy
knowledge. Then we introduce a cycle-consistent generative adversarial
network to explore potential mapping relationships. Extensive experi-
ments on real-world out-of-town recommendation datasets demonstrate
the effectiveness of ACCAC.

Keywords: Recommender systems · Out-of-town recommendation ·
Autoencoder · Category hierarchy · Cycle consistency

1 Introduction

In the past decade, various location-based software services such as Foursquare,
Yelp, Google places have played an essential role in our daily life. The goal of a
personalized location-based recommender system is to provide POIs which can
satisfy users’ preferences according to the history of their check-in activities and
information of POIs. As a specific scenario of POI recommendation, out-of-town
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recommendation has attracted more and more attention. It is able to make POI
recommendation when users leave their home city and arrive in a new city for
the purpose of travel or business. When users live in cities they are familiar with,
such as their home city or working city, it does not require much effort for them
to find places which are related to their interests. However, POI recommendation
is of vital importance when users reach unfamiliar cities and have not acquired
enough knowledge about them. In this case, they need an effective out-of-town
recommender system that helps find suitable POIs.

Some location-aware models [4,7,14,19] considering geographical proximity
are proposed for out-of-town POI recommendation. However, they haven’t con-
sidered the phenomenon of user interest drift. Interest drift refers to that users
tend to change their inherent interests when they travel in different cities owing
to the varieties of characteristics in culture, landscape, and so on among cities.
Some works based on probability [17,21,22] or deep learning [16] are developed
to address such challenge. They fuse users’ hometown preferences with crowd
preferences of the target city to model interest drift. Recently, TrainOR [20] has
been proposed to directly train a mapping function between users’ hometown
preferences and out-of-town preferences. It captures the pattern of interest drift
in a more complicated way via the users who left check-in histories in both the
home city and target city, also known as overlapping users.

However, many existing methods suffer from some of the following disad-
vantages and limitations. 1) It requires collecting the data of a large number
of overlapping users before training if utilizing overlapping users as a bridge
between the home city and target city. Nevertheless, the acquisition of a large
amount of such kind of data is not a simple task due to users’ privacy concerns.
It will result in a sharp decline in model performance when the overlapping data
is scarce. 2) They ignore the category hierarchy knowledge graph of POIs which
helps learn richer POI embeddings even facing the data sparsity challenge. We
should leverage categorical hierarchy information to obtain more robust repre-
sentations of the POIs rarely appearing in the users’ check-ins. 3) They apply an
end-to-end manner to jointly train the data of both the home city and target city.
However, this end-to-end manner will exacerbate the instability of the model,
especially when lacking overlapping users. They haven’t considered pre-training,
which is more effective in many cases to integrate knowledge from another source
to facilitate various scenarios in recommender systems [10,13].

To fully consider these key factors, we propose Adversarial Cycle-Consistent
Autoencoder for Category-aware out-of-town recommendation named ACCAC
which effectively learns users’ cross-city check-in relationships. Specifically, we
first devise a special autoencoder augmented with the hierarchical category infor-
mation of POIs to obtain the pre-trained POI embeddings for both the home
city and target city. The category augment mechanism enriches POI embeddings
and facilitates building relationships between POIs from different cities. After
obtaining pre-trained POI embeddings, we adopt a dual autoencoder structure
to build the mapping relationships between users’ hometown preferences and
out-of-town preferences. Inspired by cycle-consistent generative adversarial net-
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work (CycleGAN), which can relate data from different domains without any
mapping labels [6,25], we also build pseudo pair mapping pairs to establish
more potential mapping relationships between users’ check-in behaviors in the
home city and target city. In this way, the mapping relationships are capable of
being built more precisely. To sum up, the main contributions of this paper are
as follows:

– We devise a special autoencoder augmented with hierarchical category infor-
mation to learn the pre-trained robust POI embeddings for both the home
city and target city.

– We adopt a dual autoencoder structure to learn the mapping relationships
between users’ hometown preferences and out-of-town preferences and utilize
CycleGAN to further optimize the mapping procedure.

– We conduct comprehensive experiments on real-world datasets. Experimental
results demonstrate that our proposed model outperforms several state-of-
the-art models significantly.

2 Related Work

Out-of-town recommendation. Out-of-town POI recommendation aims to
make POI recommendations for users who come to a new city [17]. Some works
leveraged auxiliary information like POI reviews [18,23] or social relationships
[7] to solve the cold-start issue in out-of-town recommendation. However, they
didn’t consider the phenomenon of interest drift. The core task to tackle the
phenomenon is to correlate users’ preferences in the home city and target city.
CKNN [1] modeled user preferences via a weighted category hierarchy and pro-
vided recommendations for travellers following social opinions extracted from the
local experts who could share similar category interests to capture the interest
drift. In addition, BPTFSLR [24] grouped both users in the home city and tar-
get city into communities according to user preferences extracted from reviews
and generated POI recommendations to tourists via community matching. This
method learned the interest drift at the granularity of the community. Some
methods based on LDA (Latent Dirichlet Allocation) [17,21,22] employed the
topic model to build interest drift between the home city and target city. For
instance, LSARS [21] split the city topics into the city-independent topics and
the shared ones. It recommended POIs from the target city which were dis-
tributed in the same common topics as the target user’s topics in the home city.
Recently, advanced deep neural models have played a more important role in out-
of-town recommendation [16,20]. We can find that most of the methods capture
interest drift via fusing the users’ hometown preferences and crowd preferences
of the target city. Different from other works, TrainOR [20] directly built a
non-linear mapping between users’ hometown preferences and out-of-town pref-
erences, which could establish more complicated and reasonable interest drift
patterns. Compared with TrainOR, the key of our proposed model is to build
more robust mapping relationships in the case that a few mapping pair labels
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are available. To achieve this goal, we fully utilize the features of POIs’ cate-
gory hierarchy to connect the POIs from different cities more closely. Also, we
introduce CycleGAN to explore potential mapping relationships.

3 Methodology

In this section, we first introduce several definitions correlated to our work and
then detail our proposed model.

Fig. 1. An example of a multi-layer category hierarchy.

3.1 Preliminaries and Technical Framework

Definition 1: User Hometown. Since the attribute of hometown isn’t avail-
able in our datasets, we choose the city where a user has the largest number of
check-ins as the user’s hometown following [5].

Definition 2: Hierarchy of Categories. In a location-based social network, a
user can mark a POI (e.g., a park) and write reviews or tips about it, also known
as a check-in in an LBSN. As shown in Fig. 1, we depict the squares on the map as
POIs. Each POI is associated with a set of categories denoting its functionalities.
The categories of POIs have different granularities, which are usually represented
by a category hierarchy. For example, in Fig. 1, “Arts & Entertainment” category
includes “Museum”, “Music Venue” and etc. “Museum” includes sub-categories
such as “Science & Museum”, “Art & Museum” and so on. The hierarchy of
categories is a tree T in which an edge describes a parent-child relationship.
Intuitively, the deeper sub-category a POI is located in the tree, the more specific
category information it has. The category hierarchy is available from Foursquare
and Yelp.

When users leave their hometown and arrive in a new city for travelling or
business, we aim to select the POIs in the new city that maybe interest them
before they have any check-ins in the new city. Typically, we have the following
problem statement:
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Problem 1: Out-of-town Recommendation. POI recommendation is widely
explored on a user-POI checkin matrix R ∈ R

M×N , where there are M users
and N POIs, each entry ru,i represents the frequency of user u visit POI i. We
binarize the matrix where each entry ru,i ∈ {0, 1} denotes whether user u has
visited POI i. For out-of-town recommendation, we denote the user set, POI
set and binarized implicit feedback matrix as Ux,Vx and Rx for the home city.
Similarly, we have Uy,Vy and Ry for the target new city. In addition, each POI in
the home city or target city has an attribute of category hierarchy as mentioned
above. On the other hand, there are a set of users who travel from the home city
to the target new city called overlapping users, we denote this set as Uo. Given
a target user’s check-ins in the hometown, the overall goal is to recommend a
list of POIs located in the target city which are in line with the user’s interests
(Fig. 2).

Fig. 2. The framework overview of ACCAC.
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3.2 Category-Aware POI Embedding

A POI is labeled as multi-layer hierarchical categories from the bottom to the
top in T where the top category is the most general category and the bottom
category is the most fine-grained category. Intuitively, categories at deeper layers
express more specific concepts than upper layers. This characteristic motivates
us to use Long Short-Term Memory (LSTM) [2,8] to characterize a POI’s related
categories at different levels. LSTM is an artificial neural network that’s able to
deal with sequential data and is trained to memorize valuable history knowledge
and forget non-relevant knowledge. We can treat the categories from upper to
lower as sequential data and feed them into LSTM, then LSTM can pass relevant
information down the chain of the category hierarchy.

We project each POI node in T to an embedding vector ei ∈ R
d and each

category node to an embedding vector cj ∈ R
d, where d is the embedding dimen-

sion. Given a POI li and its categories Si = {s1, s2, . . . , s|Si|} which is sorted
from the top to the bottom, we encode the information of its categories using
an LSTM layer that maintains sequential dependencies:

ht = LSTM (ct,ht−1) , t ∈ {1, 2, . . . , |Si|} , (1)

where ht is the hidden state of LSTM, ct ∈ R
d is the d-dimensional embedding

vector for the t-th category st. The last hidden state h|Si| is seen as the compos-
ite representation of the hierarchical categories corresponding to the POI. We
concatenate the last hidden state with this POI’s basic embedding ei. Then, we
feed the concatenated result into a fully connected layer to learn the ultimate
representation of the POI carried with category information. It can be defined
as follows:

pi = MLP
(
h|Si| ⊕ ei

)
, (2)

where MLP denotes Multi-layer perceptron. We concatenate embeddings of all
POIs from the home city and target city respectively. Then we obtain the POI
embedding matrix Px for the home city and Py for the target city. The category
embedding space is shared between different cities. By sharing embeddings of
common hierarchical categories with POIs, those POIs which are rarely visited
by users could be efficiently handled and the POI embeddings from different
cities have larger correlations. The two POI embedding matrixes will be fed to
autoencoders to acquire pre-trained POI embeddings.

3.3 POI Embedding Pre-training with DAE

In this section, we use denoising autoencoders (DAE) to pre-train the POI
embeddings for both the home city and target city. A DAE has two main parts:
an encoder that maps the input into a lower-dimensional representation and a
decoder that maps the representation to a reconstruction of the original input.
The DAE to learn the POI embeddings for each city can be formulated as:

z = Encoder(u),
û = Decoder(z),

(3)
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where the input u is a multi-hot vector describing the user’s preferences to POIs
and 1 in the vector denotes that the user has checked in a certain POI. Encoder
and Decoder are typically fully connected networks, z denotes a compression of
the input into a lower-dimensional space. û is the re-constructed representation
of the original representation.

To integrate the POI embedding matrix into DAE, the first hidden layer is
expressed as follows:

m(0) = PTu, (4)

where P is the POI embedding matrix and m(0) is the first hidden layer of
DAE. The other hidden layers in DAE adopt normal fully connected networks
formulated as follows:

m(i) = f(W(i)m(i−1) + b(i)), (5)

where W(i) and b(i) denote the weight matrix and bias of a fully connected
layer, and f (·) is the activation function. We also utilize the POI embedding
matrix in the output layer of DAE:

û = Pm(k), (6)

where m(k) is the last hidden layer of DAE.
In our out-of-town recommendation scenario, we have two DAEs for the home

city and the target city respectively. We denote the multi-hot vector describing
the preferences of a certain user who left check-in activities in the home city
as ux. The encoder and decoder for the home city is denoted as Ex (·) and
Dx (·). Similarly, we have uy, Ey (·) and Dy (·) for the target city. We denote the
reconstruction procedure as follows:

uxx = DxEx(ux),
uyy = DyEy(uy).

(7)

The POI embeddings in the home city and the target city are learned by
minimizing the following re-construction loss:

LREC =
∑

u∈Ux

�1(ux,uxx) +
∑

u∈Uy

�1(uy,uyy), (8)

while for the loss function �1, we adopt multinomial log loss defined as follows:

�1(y, ŷ) = − 1
N

(
N∑

i=1

yi · log (pi)

)

,

pi =
exp(ŷi)

∑N
j=1 exp(ŷj)

.

(9)

The reconstruction design of DAEs makes the POI embeddings comprehensive
and interpretable. In the next step of building mapping relationships between
users’ hometown and out-of-town preferences, the POI embeddings will be
frozen, i.e., the parameters of the first hidden layer and the last hidden layer
of the two DAEs will not be updated during the mapping stage.
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3.4 Latent Space Mapping

In this section, we capture the cross-city check-in relationships between users’
preferences in the home city and target city by utilizing the overlapping users
as a bridge. The learning procedure is formalized as follows:

uxy = DyEx(ux), (10)

where ux is a multi-hot vector describing a certain user’s hometown preferences,
while uxy is the predicted out-of-town preference vector. The mapping loss is
defined as follows:

Lmap =
∑

u∈Uo

�1(uy,uxy), (11)

where uy is this user’s ground-truth out-of-town preferences. The mapping loss
can directly build the relationships between users’ hometown preferences and
out-of-town preferences.

3.5 GAN with Cycle Consistency

GAN with cycle consistency loss works in an unsupervised manner using a col-
lection of data from the source and target domain that do not need to be related
in any way. In our out-of-town recommendation scenario, we introduce it to
further explore the data from non-overlapping users and then encourage gen-
erating richer mapping relationships between the user preferences in the home
city and target city. To be specific, we build pseudo pair mapping of prefer-
ences between the users’ hometown preferences and out-of-town preferences and
leverage cycle consistency loss to constrain the procedure. First, we denote the
cross-city encoding-decoding operator as follows:

Txy = Dy ◦ Ex,

Tyx = Dx ◦ Ey,
(12)

Txy (·) employs the encoder of the home city and the decoder of the target city
while Tyx (·) employs the encoder of the target city and the decoder of the home
city. Txy (·) aims to transform user preferences from the home city to the target
city while Tyx (·) has the opposite functionality. Then we implement the cycle-
mapping procedure:

uxyx = Tyx ◦ Txy(ux), (13)

where the operator Tyx ◦ Txy (·) first transforms user preferences from the home
city to the target city and then in turn transforms user preferences from the
target city to the home city. The one way cycle consistency loss to constraint
the cycle-mapping procedure is formulated as:

Lcycle =
∑

u∈Ux

�1(ux,uxyx). (14)
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In addition to the two DAEs, an adversarial discriminator Dis (·) is trained.
GAN works as a competition among the generator and discriminator. The gen-
erator wants to make the generated vector uxy resemble a real vector. The dis-
criminator Dis (·) needs to do a binary classification task, in which it aims to
identify the uy as true but uxy as false. The following losses are used:

LGANxy
=

∑

u∈Ux

�2 (Dis (uxy) , 1) ,

LDISxy
=

∑

u∈Ux

�2 (Dis (uxy) , 0) +
∑

u∈Uy

�2 (Dis (uy) , 1) ,
(15)

namely, the generator and discriminator losses of GAN. As for the loss function
�2, we adopt binary cross entropy loss.

3.6 Model Learning

We optimize the generative adversarial model in an alternate mode. During the
stage of generation, we try to minimize L defined as follows:

L = Lmap + λ1Lcycle + λ2LGANxy
, (16)

while during the stage of discrimination, the goal of the model is to minimize
LDISxy

. We repeat the two-stage procedure until convergence.

4 Experiments

In this section, we compare our model with numbers of out-of-town baselines on
four real-world datasets. The ablation experiments will also be discussed.

4.1 Experiment Settings

Table 1. Statistics of the datasets

Dataset # Users # POIs # Check-ins # travellers

PL→AU Portland 45001 12059 621446 468

Austin 55978 15237 804985

AU→BO Austin 55978 15237 804985 381

Boston 36253 8805 489005

NY→LA New York 24343 10907 394540 415

Los Angeles 9850 5894 141728

NY→CH New York 24343 10907 394540 299

Chicago 7244 3739 108692
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Datasets. To explore users’ cross-city POI visiting behaviors, we build four
real-world out-of-town recommendation tasks including PL→AU, AU→BO from
Yelp [11], and NY→LA, NY→CH from Foursquare [11] to evaluate our model.
PL→AU stands for traveling from Portland to Austin, AU→BO stands for
Austin to Boston, NY→LA stands for New York to Los Angeles and NY→CH
stands for New York to Chicago. To ensure the data quality, in each dataset,
we filter out users with less than five interactions and POIs with less than ten
interactions. As the details listed in Table 1 illustrates, there are a large number
of check-ins in the home city and target city. However, the number of users who
travel from the home city to the target city is no more than one thousand. This
requires us to seek an effective way to build cross-city check-in relationships.
For each task, we divide overlapping users following 25% for training, 25% for
validating to optimize hyperparameters, and 50% for testing.

Baselines. To evaluate the performance of our model for out-of-town recom-
mendation, we compare it with the following baselines:

– TOP-All: it is a very simple method that recommends the POIs most fre-
quently visited by all users, including locals and travellers in the target city.

– TOP-Traveller: this method recommends POIs according to the popularity
among travellers.

– UCF: this method utilizes the check-in histories of overlapping users and
implements the traditional user-based CF method to recommend POIs for a
target user according to the check-in behaviors of similar users. The cosine
similarity between two users’ location vectors in the home city is leveraged
as the similarity between two users.

– BPR-MF [15]: this model leverages MF to factorize the user-POI matrix
into the latent factors and optimizes the MF training by the pairwise ranking
loss. To be applied to the out-of-town scenario, it constructs a unified matrix
that all users and POIs from the home city and target city are taken as rows
and columns respectively.

– EMCDR-BPR [12]: this method is a state-of-the-art cross-domain recom-
mendation framework for cold-start users. In out-of-town recommendation
scenario, it first obtains the user and POI embeddings for the home city and
target city via the pre-training with Matrix Factorization. Then it leverages a
multi-layer perceptron to capture the nonlinear mapping relationship across
cities by using overlapping users between different cities as a bridge.

– UIDT [5]: UIDT utilizes novel user and POI embedding design to incorporate
knowledge from travellers’ visit records in their hometown and local people’s
visit records in the target city, so as to supplement insufficient information
about drifting interests. It’s designed for the scenario of making out-of-town
recommendation for the target user who has left some check-ins in the target
new city. To make the method adaptive to our totally cold-start scenario, i.e.,
the target user hasn’t left any check-ins in the target new city, we design the
user embedding for the traveller as a transformation from the user embedding
of hometown. We use an MLP as the transformation function.
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Table 2. Performance comparison

Methods PL→AU AU→BO

R@10 R@20 R@30 N@30 R@10 R@20 R@30 N@30

BPR-MF 0.0233 0.0424 0.0545 0.0788 0.0214 0.0347 0.0446 0.0854

TrainOR 0.0600 0.1129 0.1661 0.1612 0.0837 0.1024 0.1250 0.2174

TOP-All 0.0663 0.1153 0.1490 0.1643 0.0579 0.1056 0.1291 0.2608

UCF 0.0698 0.1204 0.1524 0.2295 0.0689 0.0945 0.1162 0.2450

TOP-Traveller 0.0767 0.1360 0.1820 0.2315 0.0760 0.0996 0.1407 0.2789

UIDT 0.0656 0.1394 0.1850 0.2130 0.0830 0.1204 0.1415 0.2643

HOPE 0.0764 0.1331 0.1881 0.2128 0.0719 0.1087 0.1464 0.2732

EMCDR-BPR 0.0749 0.1267 0.1644 0.2084 0.0814 0.1224 0.1569 0.2874

ACCAC 0.1019 0.1695 0.2180 0.2925 0.1030 0.1521 0.1908 0.2971

Methods NY→LA NY→CH

R@10 R@20 R@30 N@30 R@10 R@20 R@30 N@30

BPR-MF 0.0579 0.0701 0.0808 0.2660 0.0270 0.0355 0.0447 0.1274

TrainOR 0.1544 0.1862 0.1986 0.6833 0.1152 0.1768 0.2062 0.5881

TOP-All 0.1376 0.1634 0.1777 0.6823 0.1219 0.1475 0.1716 0.5723

UCF 0.1537 0.1772 0.1894 0.6910 0.1408 0.1856 0.2244 0.6048

TOP-Traveller 0.1539 0.1832 0.2010 0.6984 0.1290 0.1662 0.1920 0.5727

UIDT 0.1497 0.1803 0.1959 0.6977 0.1411 0.1684 0.1979 0.5729

HOPE 0.1403 0.1715 0.1941 0.6637 0.1335 0.1743 0.2064 0.5443

EMCDR-BPR 0.1434 0.1839 0.2103 0.6807 0.1562 0.2033 0.2293 0.6050

ACCAC 0.1578 0.2031 0.2277 0.7074 0.1647 0.2304 0.2650 0.6402

– HOPE [16]: this deep neural model incorporates the information of home-
town preferences, out-of-town preferences and region-based out-of-town pat-
tern of visitors together for out-of-town recommendation. In our cold-start
out-of-town recommendation scenario, we remove the out-of-town preferences
module.

– TrainOR [20]: TrainOR adopts an MLP as the nonlinear mapping function
between users’ hometown preferences and out-of-town check-in behavior and
integrates this mapping function with travel intention building to make out-
of-town recommendation.

Evaluation Metrics. We adopt Recall@k (R@k) and NDCG@k (N@k) to eval-
uate the performance of different methods. These metrics are commonly used in
top-N recommendations.

Implementation Details. We implement all the models using pytorch, and
run the codes on GPU machines of Nvidia GeForce RTX 2080 Ti. All models
based on MF or deep learning are trained using Adam[9] optimizer and the mini-
batch size is set to 512. As for MF-based baselines, i.e., BPR-MF, EMCDR-BPR
and UIDT, we tune the dimension of embeddings in [32, 64, 128, 256]. For the
mapping function of EMCDR-BPR, we use a two-layer network with hidden
units 2 × k where k denotes the embedding dimension.
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The details of implementing our proposed method are as follows. The overall
structure for denoising autoencoders is [200, 100, 50, 100, 200], where [200, 100,
50] is the encoder part and [50, 100, 200] is the decoder part. 50 represents the
dimension of the latent vector output from the encoder. The dimension of the
LSTM hidden layer is set to 200. As for the discriminator network, we adopt
the structure [200, 100, 1] for all tasks. In addition, Dropout is used in the input
layer and we set the Dropout probability 0.5. The activation function f is set as
the tanh function. λ1 and λ2 are tuned in the range of [0.01, 0.05, 0.1, 0.5, 1, 5,
10]. The learning rate for the pre-training stage is set to 0.001 while the learning
rate for the mapping stage is set to 0.0001.

4.2 Comparison with Baselines

The performance of all methods over the four out-of-town recommendation tasks
are reported in Table 2. We can obtain the following findings by analyzing the
results.

– Finding 1 - Our proposed model consistently outperforms all baselines in all
four tasks. It is clear that our proposed model outperforms other competitor
models significantly when facing the practical challenge that a small portion
of users overlap between the home city and target city.

– Finding 2 - TOP-based methods are surprisingly very competitive baselines
and outperform some well-designed approaches. Though TOP-based meth-
ods are non-personalized, they show relatively good performance. Meanwhile,
TOP-Traveller performs better than TOP-All in all four tasks, we can explain
these phenomena for that users usually go to an unfamiliar city for the pur-
pose of tourism and they prefer to visit attractions that have high popularity
among other travellers.

– Finding 3 - EMCDR-BPR shows comparable performance to many baselines
but even drops behind TOP-Traveller in some tasks. This suggests that the
pre-training and mapping structure is a good choice to learn interest drift
patterns [3]. However, it performs worse than TOP-Traveller in NY→CH
task. This justifies its mechanism sometimes isn’t able to leverage the ben-
eficial knowledge obtained from hometown for out-of-town recommendation
when the number of overlapping users is very limited. We can speculate it
is because EMCDR-BPR recommends POIs which are strongly biased to the
out-of-town preferences of the overlapping users used for training.

– Finding 4 - UIDT and HOPE drop behind TOP-Traveller in some tasks.
Though they incorporate knowledge from travellers’ visit records in their
hometown and local people’s visit records in the target city, they still per-
form worse than TOP-Traveller in some tasks, which is probably due to the
following reasons. On the one hand, they discard the useful data of non-
overlapping users’ check-in activities in the home city. On the other hand,
they both adopt an end-to-end manner to train the models, the joint training
for the two cities is very unstable that not only causes the failure of learn-
ing POI embeddings but also greatly influences the effectiveness of learning
interest drift patterns.



Cycle-Consistent and Category-Aware Out-of-Town Recommendation 513

– Finding 5 - The methods which merely use the data of overlapping users per-
form poorly. UCF and TrainOR perform poorly since they merely utilize the
data from overlapping users. These observations suggest that it’s impractica-
ble to neglect the check-in behaviours of non-overlapping users in our tasks.

– Finding 6 - BPR-MF performs the worst in all tasks. The very poor perfor-
mance of BPR-MF verifies that mixing the data of two cities together isn’t
feasible, especially when the overlapping users occupy a very small propor-
tion.

4.3 Ablation Study

To evaluate the effect of the hierarchical category feature and the CycleGAN,
we compare ACCAC with its different variants respectively. These variants of
ACCAC are listed as follows:

– ACCAC-CYCLE GAN-CAT, which doesn’t use the feature of category
hierarchy and removes GAN with cycle consistency loss.

– ACCAC-CYCLE GAN, which removes GAN with cycle consistency loss.
This version doesn’t build pseudo pair mapping relationships.

– ACCAC-CAT, a simplified version of ACCAC that doesn’t use the feature
of category hierarchy.

Table 3. Ablation study on all four tasks.

Methods PL→AU AU→BO

R@10 R@20 R@30 N@30 R@10 R@20 R@30 N@30

CCAC-CYCLE GAN-CAT 0.0940 0.1452 0.2015 0.2491 0.0932 0.1393 0.1736 0.2849

CCAC-CYCLE GAN 0.0971 0.1571 0.2028 0.2854 0.0937 0.1404 0.1790 0.2878

CCAC-CAT 0.0973 0.1635 0.2111 0.2854 0.0928 0.1439 0.1857 0.2846

CCAC 0.1019 0.1695 0.2180 0.2925 0.1030 0.1521 0.1908 0.2971

Methods NY→LA NY→CH

R@10 R@20 R@30 N@30 R@10 R@20 R@30 N@30

CCAC-CYCLE GAN-CAT 0.1494 0.1889 0.2106 0.6875 0.1587 0.2195 0.2516 0.6295

CCAC-CYCLE GAN 0.1535 0.1932 0.2207 0.6888 0.1602 0.2198 0.2571 0.6387

CCAC-CAT 0.1562 0.1950 0.2216 0.6928 0.1600 0.2221 0.2594 0.6382

CCAC 0.1578 0.2031 0.2277 0.7074 0.1647 0.2304 0.2650 0.6402

The results of the variants are shown in Table 3, from which we can have
the following observations. First, ACCAC-CYCLE GAN performs better than
ACCAC-CYCLE GAN-CAT. Such results validate the effectiveness of cate-
gory hierarchy knowledge, which is carried with rich semantic information. Sec-
ond, ACCAC-CAT has better performance than ACCAC-CYCLE GAN-CAT,
demonstrating that GAN with cycle consistency loss is able to capture more
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potential mapping relationships between users’ hometown preferences and out-
of-town preferences. Third, ACCAC performs the best among them, which veri-
fies that the combination of the extraction of hierarchical category feature knowl-
edge and GAN with cycle consistency loss can further improve the performance
in our out-of-town recommendation tasks.

5 Conclusion

In this paper, we propose a novel model to resolve out-of-town recommendation
problem. First, we extract useful information from the hierarchical categories
of POIs and utilize denoising autoencoders to obtain representative pre-trained
POI embeddings. Then, we adopt adversarial cycle-consistent dual autoencoder
model to learn the non-linear mapping function between users’ hometown pref-
erences and out-of-town preferences. This enables to alleviate the challenge that
the number of overlapping users between the home city and target city is very
limited. By evaluating our model on four real-world out-of-town recommendation
datasets, our approach is proved to outperform the compared baseline models. In
future work, we will attempt to use more auxiliary information like user reviews
to further improve the performance of our model.
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Abstract. Chinese Spelling Check (CSC) is a challenging task to detect
and correct wrong characters in Chinese sentences. Since most Chinese
spelling mistakes are caused by visual or pronunciation similarities of
characters, recent researches tend to utilize external phonological and
morphological resources for this task. However, their works rely heavily
on hand-constructed confusion sets and multimodal data, causing high
labor costs. To this end, we propose an end-to-end generative model
called PromptCSC. First, we notice that the misspelling of characters
causes unnatural semantic incoherence in sentences. By using the prompt
template as a knowledge probe, PromptCSC detects and outputs the
error probability of each character in the sentence. The error locations
are then corrected using BERT’s soft mask mechanism. Experimental
results on the SIGHAN benchmarks show that our approach achieves
excellent performance without external resources.

Keywords: Chinese Spelling Check · Prompt-tuning · Natural
language processing · Pre-training model · BERT

1 Introduce

Chinese is an ideographic language, and each Chinese character is an independent
and basic unit in the dictionary. Most Chinese spelling mistakes are caused by
characters’ visual and phonological similarities. These mistakes include human
writing mistakes and machine recognition mistakes, such as Optical Character
Recognition (OCR) [1] and Automatic Speech Recognition (ASR) [2].

The purpose of Chinese Spelling Correction (CSC) is to detect and cor-
rect typos in sentences, which is challenging and crucial for many downstream
applications, such as OCR, search query correction [3], essay scoring [4]. The
CSC task only considers misspellings, not redundancies or missing characters.
It means that the input and output sentences of the model are the same length.
Spelling mistakes in English often result in a problem that the word is not in
the dictionary [5], making it easy to detect. But in Chinese, every character that
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 516–527, 2022.
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Table 1. Two cases of Chinese spelling mistakes.

can be read on a computer system is a basic unit in a dictionary. Since there
are no clear word boundaries between Chinese characters, we can only judge
the correctness by contacting the context. Table 1 shows two cases of Chinese
spelling mistakes. The first misspelling is caused by visual similarity, and
the second misspelling is caused by pronunciation similarity. In Table 1
case 1, means continent but means state. To correct spelling, we need not
only phonology but also world knowledge. In Table 1 case 2, means hap-
piness but means surname Fu, and we can only judge it by referring to
morphology and the semantics of the entire sentence span. Therefore, the ability
of the model to learn world knowledge and contextual semantics is critical for
CSC.

Pre-trained language models like BERT [6] have made great progress on the
CSC task. Recent researches attempt to use knowledge of the phonetics and
morphology of Chinese characters. They construct confusion sets containing a
series of similar character pairs. In the work of SpellGCN [7], they used a GCN
network [8] to incorporate pre-extracted similarity knowledge into BERT, but
such work heavily relies on hand-constructed confusion sets and has limited
coverage of characters. More recently, Both ReaLise [9] and PHMOSpell [10]
used a multimodal model to integrate phonetic, glyph, and semantic information.
They achieved new success, but their models require an extra-large amount of
data to pre-train the model.

In this paper, we observe that spelling mistakes can corrupt the semantics of
Chinese sentences. In order not to rely on external resources, we hope to further
activate the semantic understanding ability of the pre-training language mod-
els. Prompt-tuning [11] is a new fine-tuning paradigm. By selecting appropriate
prompt templates and fine-tuning targets, prompt-tuning forces the model to
be more adaptive to downstream tasks. The task-related knowledge is further
activated to improve the model performance.

Motivated by the above observations, we propose an end-to-end model called
PromptCSC. PromptCSC uses the prompt method to activate semantic knowl-
edge related to spell checking from BERT, and we design a pointer network
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to find the locations of spelling errors. Specifically, PromptCSC consists of a
prompt-based detector and a softmask-based corrector. Both of them are based
on BERT. In the detector, we use a designed prompt template as a knowledge
probe to detect the semantic incoherence of the input sentence, then output the
error probability for each token position. Next, inspired by the work of Softmask
Bert [12], in the corrector, we mask each token according to its error probabil-
ity. Using this dynamic masking mechanism, the character with a higher error
probability will be masked more thoroughly. At last, we input the soft masked
tokens sequence into BERT and output the corrected sentence.

The contributions of our work are as follows: (1) We are the first to use
the prompts method on the CSC task. Compared with previous methods,
PromptCSC does not require extensive multimodal data or hand-crafted con-
fusion sets. (2) Experiments on the SIGHAN benchmarks demonstrate that
PromptCSC outperforms most baseline methods. (3) Benefit from prompts learn-
ing, it is easy to migrate PromptCSC to industrial scenarios with fewer data.

The following sections of this paper are as follows: Sect. 2 presents the
related works. Section 3 describes task formulation and architecture of our model.
Section 4 shows experimental results. Section 5 gives conclusion.

2 Related Works

2.1 Chinese Spelling Correction

CSC is an important task. Early works [13,14] devised different system rules to
regulate spelling and handle erroneous Chinese characters. In Xiong’s [15] work,
they use the Hidden Markov Model and a rule-based ranking model. After that,
the neural network methods brought great progress to CSC, such as the sequence
labeling method [16] and the sequence-to-sequence model [17].

Pre-trained language models have achieved great success in many NLP tasks.
Faspell [18] trained a BERT-based Deep Noise Reduction Encoder (DAE) and
a Confidence-Phonetic-Shape-Similarity-based Decoder (CSD) to dynamically
select the Chinese character candidates. However, due to the completely random
mask method, the model cannot comprehensively learn the rules of misspellings.
Softmask-Bert [12], which inspired our work, uses a GRU network to predict
the error positions of a sentence, and uses a soft mask mechanism to mask
tokens with error probability. DCN [19] proposes a Dynamic Connected Networks
(DCN), which can build dependencies between adjacent characters, to make full
use of context information.

Recent works consider incorporating more external knowledge to improve
model performance. SpellGCN [7] pre-designed two glyph and phonetic simi-
larity maps, and then used a GCN network [8] to incorporate the similarity
information into the BERT model. However, since the similarity map is hand-
crafted and covers limited Chinese characters, the model performance will drop
when the target is not in the candidates. PLOME [20] designs a masking strat-
egy based on semantic confusion sets, using pinyin and stroke as input for model



Prompt as a Knowledge Probe for Chinese Spelling Check 519

pre-training and fine-tuning. REALISE [9] and PHMOSpell [10] use a multi-
modal approach to fuse glyph visual and phonological information. However,
these works rely heavily on manually constructed confusion sets and external
multimodal resources.

2.2 Prompt Tuning

Prompt tuning [21] is a new fine-tuning paradigm. It makes the model more
suitable for downstream tasks by selecting appropriate templates, while avoiding
adding additional parameters. Prompt tuning achieves great success in Few-shot
and Zero-shot scenes. Due to the difficulty of hand-crafting the best template
[22], works by PET [23] and AutoPrompt [24] attempt to automatically select
the most appropriate template for downstream tasks. Other works [22,25,26]
go further and try to build parameterized templates, these works achieve new
success. However, manually selecting the appropriate prompt templates is a chal-
lenging task, and automatically constructing prompt templates incurs additional
computational overhead.

3 Method

3.1 Task Formulation

CSC can be regarded as a special sequence-to-sequence task, because only the
misspelled characters need to be modified, so the input and output lengths are
the same. Given a Chinese sentence X = {x1, x2...xn}, n is the sentence length.
In the sentence-level CSC task, the model needs to detect and correct all mis-
spelled Chinese characters in the sentence, and output its corresponding cor-
rected sentence Y = {y1, y2...yn}.

3.2 Model

Our model is shown in Fig. 1, which consists of a detector and a corrector, both of
which are implemented with BERT’s encoder. Given a sentence, first, we combine
it with the designed template, then feed it into the BERT-encoder detector and
output a representation. The representation is used as a misspelling probe in a
pointer network, and outputs the error probability at each token position. After
that, we use the soft mask method to mask each token with its error probability,
then input it into the corrector, and finally output the corrected sentence. In
the following subsections, we will introduce the specific implementation of the
detector and corrector respectively.

Prompt-Based Detector. As a new paradigm for knowledge mining in pre-
trained language models [21], prompts can be regarded as a probe to activate
specific knowledge [27]. We observe that the semantics of misspelling locations
are incoherent in a Chinese sentence. So we can construct a prompt template as
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Fig. 1. Architecture of PromptCSC.

a semantic probe to detect semantic incoherences in the sentence. It also forces
the model to activate relevant knowledge.

The prompt-based detector is shown on the left in Fig. 1. First, we manually
or automatically build a prompt template T = {t1, t2...tm}, m is the template
length. Such as (The location of the type is).

After that, we concatenate the embedding of original sentence X, template
T and [MASK] together as follows:

L = (Ex1:xn
, Et1:tm , Emask)

where Ex1:xn
, Et1:tm , Emask are the embedding of X, T , [MASK] respectively.

L is the input embedding of detector, the length of L is n + m + 1. Inputting
L into the BERT-encoder detector and outputting the representation H of the
last layer.

H = (Hx
1:n,Ht

1:m, hmask)

where Hx,Ht and hmask is the corresponding representations of X, T and
[MASK]. hmask is the key output of prompt learning, it can be used as a knowl-
edge probe in a pointer network to indicate where spelling mistakes are. We use
the attention mechanism to calculate the error probability for each token xi:

pi = σ(hT
maskexi

)
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where i is the position, exi
is the embedding of xi, σ is a sigmoid activation

function. The sequence of character error probabilities are as follows:

Pdet = {p1, p2...pn} , pi ∈ [0, 1]

Figure 2 shows an example of Pdet, we can see that the error probability is higher
near the error location. The detector’s loss function is defined as follows:

Ldet = −
n∑

i=1

li log pi

where li ∈ {0, 1} is the label of characters in original sentence, 1 means wrong
and 0 means right.

Fig. 2. An example of error probability distribution

Softmask-Based Corrector. BERT’s default hard mask mechanism randomly
masks 15% of the original characters. Since the masking process is not associated
with the wrong characters, it is hard to learn the relevant knowledge that caused
the misspelling, resulting in a low error detection rate. The soft mask mechanism
is an extension of the hard mask, which uses the error probability to mask the
characters, effectively improving the correction ability of the model.

As shown on the right in Fig. 1, our softmask-based corrector is a sequential
multi-class labeling model. The input is the original sentence embedding: EX =
(ex1 , ex2 ...exn

), and output is the corrected character sequence: Y = {y1, y2...yn}.
Inspired by Softmask-bert [12], for each exi

in EX , we soft mask it with its
corresponding error probability pi:

e′
xi

= (1 − pi) × exi
+ pi × emask

where emask is the embedding of [MASK], e′
xi

is the soft masked embedding of
exi

. The soft masked embedding sequence is E′ = (e′
x1

, e′
x2

...e′
xn

).
When the error probability pi is close to 1, e′

xi
is close to emask; when the error

probability pi is close to 0, e′
xi

is close to original exi
. This means that misspelled
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tokens have a high probability of being masked and predicted, forcing the model
to learn knowledge about misspellings.

Inputting E′ into Bert-encoder corrector and outputting the representations
of the last hidden layer: Hc = (hc

1, h
c
2...h

c
n). Then we feed Hc into a residual

connection:
H̃c = Hc + E′

For each token of the sequence, the correction probability is calculated as
follows:

Pcor(yi = ỹi|X) = softmax(Wh̃c
i + b) × ỹi

where ỹi is the candidate token, Pcor(yi = ỹi|X) is the probability that the
predicted value is ỹi. h̃c

i ∈ H̃c, W and b are parameters of a linear layer. Take
the token with the highest probability as the output of the final model prediction.

Corrector’s loss function can be defined as follows:

Lcor = −
n∑

i=1

log Pcor(yi|X)

where Pcor(yi|X) is the probability of correct output. The final total loss function
of the model is defined as:

L = (1 − λ)Ldet + λLcor

where λ ∈ [0, 1] is a coefficient.

4 Experiments

4.1 Datasets

We used SIGHAN benchmarks [1,17,28], which contains 7476 samples. Following
previous work [9,10,19], we also included 271329 dummy data made by OCR
and ASR methods [16]. We split a total of 277801 samples into train sets and
validation sets. In this paper, we assume that the maximum length of sentences
is 128, and we prune sentences larger than this length in the dataset. In fact,
only a few sentences exceed this length. We evaluate our model on three standard
test datasets: SIGHAN13, SIGHAN14, and SIGHAN15, which have 1000, 1062,
and 1100 examples, respectively. The detailed statistic of the data is presented
in Table 2.
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Table 2. Statistics of datasets

Training data Erroneous sent/Sent Avg. length

SIGHAN13 683/1700 43.6

SIGHAN14 3358/3437 49.6

SIGHAN15 2273/2339 31.3

Wang-271k 271009/271329 42.5

Total 277323/278805 42.7

Test data Erroneous sent/Sent Avg. length

SIGHAN13 971/1000 74.3

SIGHAN14 520/1062 50.0

SIGHAN15 541/1100 30.6

Total 2032/3162 50.9

4.2 Baselines

We compare our model with recent advanced works to evaluate the performance
of our method. These baselines are listed below:

– FASpell [18]. This method designs a BERT-based Deep Noise Reduction
Encoder to dynamically generate candidate words.

– Softmask-BERT [12]. This method designs a GRU detector to identify the
error probability and predict the correct character using a soft-mask BERT.

– SpellGCN [7]. This method integrates hand-crafted phonological and mor-
phological knowledge graphs using GCN.

– DCN [19]. This method proposes a Dynamic Connected Networks (DCN)
that can build dependencies between adjacent characters.

– ReaLise [9] and PHMOSpell [10]. These two methods use a multimodal
approach to integrate glyph visual and phonological information.

4.3 Experimental Setup

Our model is implemented based on pytorch1, and the code is based on the work
of Cai [29]. We use Chinese-BERT [30] to initialize our model parameters. Our
model is trained with a batch size of 32 and is tested with a batch size of 16. We
use the AdamW optimizer to train the model with a learning rate of 1e−4 for
10 epochs, and then gradually decrease the learning rate for another 10 epochs.
All experiments are performed on a GeForce RTX 3090 with 16G memory.

Our experiments use a sentence-level evaluation metric, which requires that
all misspellings in a sentence are fully detected or corrected. Therefore, it is more
rigorous than the character-level evaluation method. We select the optimal λ,
which is 0.8 for all the datasets.

1 https://pytorch.org/.

https://pytorch.org/
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4.4 Main Results

We compare our model with baseline methods on three test datasets. The results
are shown in Table 3. Previous methods first detect and then give the corrected
results. But PromptCSC directly outputs the corrected result, so the detection-
level and correction-level accuracy/F1 are the same.

Table 3. Main results on different test datasets.

Method SIGHAN13 SIGHAN14 SIGHAN15

Det Cor Det Cor Det Cor

Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1

Faspell - 69.1 - 66.2 - 57.0 - 55.4 - 63.5 - 62.6

Spell-GCN - 77.2 - 75.4 - 67.2 - 65.3 - 77.7 - 75.9

DCN - 83.0 - 81.0 - 68.9 - 67.2 - 79.0 - 76.3

ReaLise 82.7 85.4 81.4 84.1 78.4 69.6 77.7 68.1 84.7 79.3 84.0 77.8

PHMOSpell 77.1 86.7 75.4 85.6 78.5 75.5 76.9 73.1 82.6 80.5 80.9 78.1

Softmask-BERTa 60.1 75.1 60.1 75.1 73.8 70.2 73.8 70.2 81.7 80.2 81.7 80.2

Our model 78.8 87.8 78.8 87.8 77.8 75.4 77.8 75.4 83.1 81.8 83.1 81.8
aMeans unofficial implementation. Det means detection-level and Cor means correction-level.

Acc means accuracy.

As shown in Table 3, PromptCSC achieves the highest F1 at both detection-
level and correction-level. Specifically, compared with the highest F1 method
(PHMOSpell), at the detection-level, PromptCSC outperforms PHMOSpell
1.1% on SIGHAN13, −0.1% on SIGHAN14, 1.3% on SIGHAN15. At the
correction-level, the improvements are 2.2% on SIGHAN13, 2.3% on SIGHAN14,
and 2.7% on SIGHAN15. For accuracy, at the detection-level, PromptCSC out-
performs PHMOSpell 1.7%, −0.7%, 0.5% respectively. At the correction-level,
PromptCSC outperforms PHMOSpell 3.4%, 0.9%, 2.2% respectively. The above
results prove that our model is much better than PHMOSpell in both accuracy
and f1.

As for the highest accuracy baseline method (ReaLise). On detection-level
accuracy, PromptCSC is 3.9%, 0.7%, 1.6% lower than ReaLise, respectively. On
correction-level accuracy, PromptCSC is 2.6%, −0.1%, 0.9% lower than ReaLise,
respectively. However, on detection-level F1, PromptCSC is 2.4%, 5.8%, 2.5%
higher than ReaLise. On correction-level F1, PromptCSC is 3.7%, 7.3%, 4.0%
higher than ReaLise. Besides, our model does not use multimodal data and
achieves good performance.

The results of Softmask BERT† in Table 3 were unofficially implemented by
Cai [29]. Compared with Softmask BERT, PromptCSC has average improved
accuracy by 7.8% and F1 by 6.3%. This suggests that the prompt-based detector
is a very effective component.
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Fig. 3. Effects of different λ

4.5 Effect of Hyper Parameter

In the loss function, the coefficient λ has a very important impact on the result.
Figure 3 shows the effects of different λ on the correction-level F1 of different
datasets. As shown in Fig. 3, the best value of λ is 0.8. Such a result means
that the corrector (0.8) is more important than the detector (0.2). Because the
corrector can correct errors that are not clearly pointed out by the detector.
For example, the error probability of the sentence (Egyptian
Gold Tower/Pyramids) is (0.11,0.13,0.19,0.34,0.23). The probability of the wrong
location is not high, but since the model contains sufficient world knowledge, it
can be corrected correctly.

4.6 Effect of Auto Prompt

Previous works [22,25,26] have demonstrated that by constructing parameter-
ized templates, better results can be achieved than manually constructing tem-
plates. In this paper, we also explore the impact of parameterized templates.
We used 8 consecutive undefined tokens as an initialization template: [unuesd1]-
[unuesd8], and before inputting it into the detector, we used an LSTM to make
it semantically relevant. Table 4 shows the correction-level results of the param-
eterized template and three handcrafted templates. The best λ is 0.8. Compared
with the best hand-constructed templates, parameterized template improves the
accuracy and F1 by 0.1% on average. This shows that the improvement of the
auto-prompt method on the CSC task is limited. There is still a need for research.
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Table 4. Correction-level results of different templates

Prompt SIGHAN13 SIGHAN14 SIGHAN15

Acc. F1 Acc. F1 Acc. F1

T1 = 78.8 87.8 77.8 75.4 83.1 81.8

T2 = 77.6 86.9 77.3 75.0 82.6 81.4

T3 = 77.1 86.1 76.0 74.4 80.9 79.4

Auto-prompt 78.5 87.6 78.9 75.6 83.4 81.9

Translation: T1 = The positions of the typos in the sentence are.
T2 = The positions of the typos are. T3 = The typos are.

5 Conclusion

In this paper, we proposed an end-to-end model called PromptCSC for Chinese
spelling check. PromptCSC uses a prompt-based detector to find the unnatu-
ral locations in sentence semantics, and outputs error probabilities. Besides, a
softmask-based corrector is used to better incorporate error probability distri-
bution. Compared with previous works, the proposed PromptCSC achieves the
highest F1 score and outperforms most baseline methods in accuracy. Benefit
from prompt-tuning, PromptCSC does not require extensive additional multi-
modal data or hand-crafted confusion sets. PromptCSC can be easily migrated
to industrial scenarios with fewer data. In future work, we will further explore
the effectiveness of the prompt-tuning method on Chinese grammatical error
correction, which is a more difficult task.
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Abstract. Short text clustering is an unsupervised learning technique for pattern
discovery and analysis of short text datasets, which has been applied to many
scenarios such as business risk control and audit. With the development of digi-
talization over the last few years, the data scale in various scenarios has increased
rapidly. Traditional short text clustering methods such as K-means face many
challenges in large-scale data analysis, such as difficult to preset hyperparameters
and high computational complexity. To alleviate this problem, we propose a novel
clustering algorithm calledWordHash clustering algorithm (W-Hash) for Chinese
short text analysis. Specifically, W-Hash does not require a pre-specified number
of clusters, and it has much lower computational complexity than the traditional
clustering approaches. To verify the effectiveness of W-Hash, we apply it to solve
a real-life business audit problem. The corresponding experimental results show
that W-Hash outperforms traditional clustering algorithms in both training time
and result rationality.

Keywords: Short text clustering · Clustering · K-means · Business audit

1 Introduction

Cluster analysis is an unsupervised learning technique that can split a given dataset into
several clusters [1]. Within the same cluster, data objects are more similar to each other
than to those in other clusters. Thus, we may discover the underlying patterns in the
raw data and exploit them. In recent decades, various clustering algorithms have been
proposed and widely used in many scenarios, such as bioinformatics analysis [2].

Currently the most commonly used clustering algorithms can be divided into the
following categories [3]: clustering algorithms based on partition, hierarchy, density,
grid, model, and fuzzy theory. These algorithms have their specific strengths and weak-
nesses and are fit for different problems. For example, text knowledge mining requires
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clustering algorithms can support natural language processing or can be combined with
natural language processing algorithms.

This study focuses on the analysis of short Chinese texts. Specifically, we apply this
technique to solve the relevant company identification problem, which is one of the key
technologies for follow-up gang risk analysis in business audits. To deal with the chal-
lenge of too much data in practice, we proposed a novel Chinese short text clustering
algorithm based on word hash in this study, namely Word Hash clustering algorithm
(W-Hash). W-Hash first segments the Chinese short text into words and hashes them by
converting the raw text into the hash string. Then the clusters satisfying the similarity
threshold can be identified by hash string matching. This approach has the following
advantages: First, there is no need to preset the number of clusters. Second, the compu-
tational complexity of W-Hash is theoretically much lower than that of traditional clus-
tering algorithms such as K-means [4] and DBSCAN [5]. Finally, the clusters output by
W-Hash can contain the same samples, which makes it can identify potential reasonable
clusters more comprehensively. The contributions of this study are as follows:

• We have proposed a novel clustering algorithm W-Hash, which can deal with large-
scale Chinese short text analysis effectively.

• We have verified the effectiveness of W-Hash from both theory and practice. In our
experiment, W-Hash not only reduces the training time by more than 90% compared
with traditional clustering algorithms such as K-means and DBSCAN, but also gives
more reasonable clustering results.

• We have applied the proposed W-Hash to solve a real-life relevant company
identification problem in business audits and also verified its effectiveness.

2 Related Work

The authors in [6] designed a concept decomposition method to estimate the cluster
memberships of short texts. In [7], the authors proposed a convolution neural network
(CNN) based short text clustering method. In their method, the word2vec technique
was used to extract vector representation from the original Chinese text data. Then,
the authors used CNN to extract the high-level representation of word vectors and then
used some traditional clustering methods to cluster them. The work of improving the
features expression of short text through CNN can also be found in [8, 9]. Microblogs
topic detection is one of the most common scenarios for Chinese short text analysis. The
authors of [10] developed a three-layer hybrid algorithm to deal with the microblog data
mining problem. By iteratively splitting large-sized clusters and merging small-sized
clusters, their algorithm can achieve better clustering effects than traditional clustering
algorithms such as K-means. To handle the topic drift problem in the short text analysis,
Chen et al. [11] developed a Dirichlet process bi-term-based mixture model, which can
mine the word co-occurrence pattern by word-pairs information.

Many of the above works focus on the preprocessing of short text data, but there
are not many innovations in clustering algorithms. When traditional clustering algo-
rithms such as K-means and DBSCAN are used to solve large-scale short text analysis
problems in real life, sometimes they cannot be processed because the data size is too
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large. Hashing-based clustering algorithms show high computational efficiency in some
specific large-scale data processing problems, such asMinHash and SimHash [12]. How-
ever, the existing methods still suffer from some defects in solving the business audit
problem to be solved in this study. For example, SimHash can only convert each sam-
ple into a unique hash string, and then find the relevant text through nearest neighbor
retrieval to form a cluster. Although SimHash improves the computational efficiency of
this process by indexing, it still needs to calculate the pairwise similarity between all
text pairs. Because the hash string corresponding to each text is unique, this process is
still time-consuming in large-scale data clustering scenarios. To alleviate this problem,
we propose a new clustering algorithm named W-Hash, which can greatly improve the
clustering efficiency and diversity of large-scale short texts.

3 Details of W-Hash

3.1 Overview

The workflow of the proposed W-Hash is as follows:

Fig. 1. The workflow of W-Hash

As Fig. 1 shows,W-Hash is composed of five steps: word segmentation, word denois-
ing,wordhashing, hash string encoding, and cluster (with denoising).Word segmentation
and word denoising are preprocessing steps before clustering. The last three steps are
the process of clustering. The details of each step are explained as follows:

1) Word segmentation:Divide the sentences in the original text into their correspond-
ing component words.

2) Word denoising: Remove meaningless words after the word segmentation step,
including punctuation marks, invalid letters, etc. If necessary, only keywords can be
extracted and all other words can be removed.

3) Word hashing: This is the core of W-Hash. There are two steps: first, select the
word combinations for hashing; second, form the word hash string. The details are
given as follows.
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Select theword combinations for hashing: the combinations are selected according
to the requirement of clustering similarity. Assume that the input text has w words after
word segmentation and denoising. We also assume that the texts to be aggregated are
required to have at least w-m words that are the same as the input text. Then the number
of combinations can be calculated as:

Number of word combinations =
∑m

i=0
Ci
w (1)

The value of m can be calculated as follows:

m ≤ n1∗(1 − f)

1 + f
(2)

where f means the Jaccard similarity threshold. That is, the similarity between texts
must be greater than the threshold f to be grouped into one cluster. In (2), if n1 is the
minimum word count of all input texts in the dataset, then m guarantees that the Jaccard
similarity between all texts in the same cluster is greater than the threshold. If n1 is the
mean word count of all input texts in the dataset, then m still ensures that the Jaccard
similarity between most texts in the same cluster is greater than the threshold.

As shown in Fig. 1, the input text is “男性情感咨询工作室”. After word segmen-
tation and denoising, we obtain a set of 4 words {男性, 情感, 咨询, 工作室}. If the
minimum word count of other input texts is also 4, and the Jaccard similarity threshold
is set to 0.6, we can obtain that m = 1 from the above formula. Then the text “男性情感
咨询工作室” can have C1

4+1 = 5 word combinations, which are [男性,情感,咨询,工
作室], [男性,情感,工作室], [男性,情感,咨询], [男性,咨询,工作室], [情感,咨询,
工作室]. Similarly, the word combinations of “男性心理咨询工作室” can be obtained
as [男性,心理,咨询,工作室], [男性,心理,工作室], [男性,心理,咨询], [男性,咨询,
工作室], [心理,咨询,工作室].

4) Form the word hash string: After selecting the word combinations, the words in
each combination are sorted and then concatenated by a fixed separator (e.g., #),
thus forming the word hash string. For example, the word combination [男性,心理,
咨询,工作室] can be sorted to [咨询,工作室,心理,男性] and concatenated to ‘#
咨询#工作室#心理#男性’ using the separator #.

5) Form the word hash string: After selecting the word combinations, the words in
each combination are sorted and then concatenated by a fixed separator (e.g., #),
thus forming the word hash string. For example, the word combination [男性,心理,
咨询,工作室] can be sorted to [咨询,工作室,心理,男性] and concatenated to ‘#
咨询#工作室#心理#男性’ using the separator #.

3.2 Pseudo-Code of W-Hash

The pseudo-code of W-Hash is shown in Algorithm 1, and the word hashing process
involved in it is shown in Algorithm 2.
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Algorithm 1 W-Hash algorithm 

Input: A Chinese short text dataset X = [x_1, x_2, …, x_n], Jaccard similarity threshold f,
the threshold mx for the number of items in each cluster, and the word difference threshold m. 

Output: The clustering result: {x_1: cluster_id_1, x_2: cluster_id_2, …, x_n: cluster_id_n},
where cluster_id_n is the cluster id of each input text x_i. 

Initialization

n1=0 //mean of word segmentations

n2= Integer.MAX_VALUE //minimum of word segmentations

m=0 // the word difference threshold

start_clusterid=10000000 //starting index of cluster

cluster_id_map ={} //dictionary mapping from hash string to cluster_id

For  x_i in  X: 

Step 1. Word segmentation: segment the input text x_i using word segmentation tools 
(e.g., Hanlp, Jieba) and obtain the corresponding word_list_i = [w_1, w_2,…, w_k1], which 
means x_i is divided into k1 words.

Step 2. Word denoising: remove meaningless characters from word_list_i, including 
punctuations. Keywords can also be extracted from word_list_i using a pre-defined keyword 
dictionary. After denoising, we obtain f_word_list_i = [w_1, w_2, …, w_k2], where k2 is the 
word count after denoising. Note that k2<=k1. 

n1=n1+ k2

     n2=min([n2, k2])

Set n1 = n1/length(X)

Set n2 = n2

If model==mean_estimation: 

Set m=min([0, n1*(1-f)/(1+f)])

If model== min_estimation: 

Set m=min([0, n2*(1-f)/(1+f)])

For  x_i in X: 

Repeat Step 1. 

Repeat Step 2. 
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Step 3. Word hashing: res = split_hash(f_word_list_i, m) 

Step 4. Hash string encoding:

For  cluster_str in  res: 

cluster_id = start_clusterid

If cluster_str not  in cluster_id_map: 

Save(x_i, cluster_id ) //save the short text x_i with corresponding cluster id

start_clusterid = start_clusterid+1

Else: 

 cluster_id= cluster_id_map[cluster_str] //extract the corresponding cluster_id

Save(x_i, cluster_id ) //save the short text x_i with corresponding cluster id

Step 5. Cluster denoising:

Sum up the number of items under each cluster id: the values are {cluster_id_1: n_1, 
cluster_id_2: n_2, …, cluster_id_n: n_n}, where each entry indicates that there are n_n items in 
the n-th cluster id.

Remove the clusters whose number of items exceeds the defined threshold mx. 

Return the remaining clusters.

Algorithm 2: Word Hashing

Input: A short text word segmentation list f_word_list = [w_1, w_2, …, w_k] and the word 
difference threshold m. 

Output: The clustering result: res = [cluster_str_1, cluster_str_2, …, cluster_str_k], which 
represents all cluster strings to which the short text belongs.

split_hash(f_word_list, m): 

f_word_list.sort()  //sort the short text word segmentation list

res = []  //represents all cluster strings to which the short text belongs

//Obtain all the word hashing results when the number of different words varies from 0 to 
m+1

for i in range(0, m+1):  

res.extend(sub_split_hash(arry,i,0,[]))

return res
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sub_split_hash(arry,m, start_select_idex,not_select_idexs):

l = len(arry) //get the number of words; arry: short text word segmentation list

if l <= m or m < 0: 

        return []

if m==0:

tem = []

for i in range(0, l): 

if i not in not_select_idexs: 

tem.append(arry[i]) 

        return ['#'.join(tem)] 

res=[] 

for i in range(start_select_idex, l): //iterate over the index from start_select_idex to l, and 
choose a word to remove

not_select_idexs.append(i) //word with index=i will be removed

res.extend(sub_split_hash(arry,m-1,i+1,not_select_idexs)) //recursive call to obtain the 
next word to be removed

not_select_idexs.remove(i) //backtrack and reset not_select_idexs

return res

3.3 Computational Complexity Analysis of W-Hash

From the above details of W-Hash, it can be seen that the proposed W-Hash avoids
the steps of similarity calculation and comparison in the clustering process of tradi-
tional clustering algorithms, so as to implement efficient clustering with approximate
linear-time complexity. To compare the performance specifically, we demonstrate the
theoretical calculation below (Table 1):

Table 1. Time complexity comparison of clustering algorithms

Algorithm Time complexity

W-Hash O

((
m∑
i=0

Ci
w

)
∗ n

)

K-means O(t ∗ k ∗ n)

DBSCAN O(n ∗ n)
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where n is the scale of input data, w is the number of words to proceed in word hashing,
and m is the word difference threshold, which is calculated by (2). In addition, k is the
number of formed clusters and t is the number of iterations in the K-means algorithm.

4 Experiments

To verify the effectiveness of the proposed algorithm in solving large-scale short text
clustering problems, this section shows its application to a real-life relevant company
identification problem in business audits.

4.1 Datasets

The experimental data source is the desensitized dataset provided by a commercial
company, with each sample describing information such as the name and business scope.
The information can be used to conduct gang risk prevention and control analysis in
practice. According to statistics of related investigated cases, there is a high correlation
between the names of the companies in gangs. This feature makes it possible for us to
identify them using clustering methods. This experiment will verify the effectiveness of
the proposed algorithm based on this problem.

Statistics of the dataset used in this paper are shown in Table 2, and some sample
examples are shown in Table 3. We can see from Table 3 that each sample is a com-
pany name. We can use a word segmentation tool (e.g., Jieba) to split each sample into
several keywords. For example: “临澧县富旺装饰材料经营部” will become: {临澧
县, 富旺, 装饰, 材料, 经营部} after word segmentation. Table 2 shows the statistical
characteristics of word segmentation in this dataset. Next, we test the clustering effect
of the proposed algorithm and other traditional clustering algorithms on this dataset.

Table 2. Summary of the dataset

Number of samples 30000

Maximum of word segmentation 10

Minimum of word segmentation 1

Mean of word segmentation 4.2819

4.2 Experimental Setup

This experiment compares the clustering performance of the proposedW-Hash algorithm
with K-means and DBSCAN on the above-mentioned dataset. K-means and DBSCAN
are implemented based on Scikit-Learn. The hyperparameters of K-means are set as
follows: {k = 6000, max_iter = 50, n_init = 10, init = k-means++, n_jobs = 1}. The
hyperparameters ofDBSCANare set as follows: {min_samples= 2, eps= 1.5, algorithm
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Table 3. Example of samples in the dataset

Samples in the dataset 临澧县富旺装饰材料经营部

临澧县广嘉装饰材料经营部

临澧县橙紫装饰材料经营部

临澧县天金装饰材料经营部

= kd_tree}. The hyperparameters of our proposed W-Hash algorithm are set as follows:
{m = 1, cluster_max_num = 1000}.

In addition, K-means and DBSCAN involve the similarity calculation of word vec-
tors. In the experiment, we first convert the segmentation combinations of each sample
to word vectors and then store them in the form of the sparse matrix. Therefore, the
dataset used in our experiment will be transformed into a matrix of row*col, with row is
the number of samples and col is the word count of each sample. The i-th row represents
the word vector corresponding to the i-th sample.

4.3 Results Analysis

According to the above settings, K-means, DBSCAN, and the proposed W-Hash algo-
rithm are used to perform clustering operations, and their training time is shown below
(Table 4):

Table 4. Clustering time comparison

Algorithm Clustering time (s)

K-means 2290.9

DBSCAN 41.03

Ours 2.08

We can observe from the above table that the training time of our proposed W-Hash
algorithm is significantly less than that of the other two algorithms, which shows that
our proposed algorithm is far more efficient than the others in large-scale Chinese short
text analysis.

Below, we take “四川悦顺商贸有限公司” as the query term to show the relevant
clustering results of these three algorithms (i.e., Table 5).

We can observe fromTable 5 that results frombothK-means andDBSCANhave only
one cluster that contains the given query term, among which the cluster from K-means
contains 8 samples, while the cluster from DBSCAN has 6809 samples. Our proposed
W-Hash algorithm resulted in two clusters containing the query term, with each cluster
containing 5 samples. Through analyzing the samples within clusters, it can be found
that intuitively, the results given by K-means and W-Hash algorithm are consistent with
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human cognition. In other words, these two algorithms give more reasonable results.
The semantic correlation between samples in the two clusters output by W-Hash is
high. Specifically, the samples in one cluster correspond to similar contextual meanings,
and the other correspond to the same entity words. However, in this case, the result of
DBSCAN seems not to be logical. In other words, it is hard to understand the correlation
between samples in clusters from the perspective of human.

Table 5. Example of clustering results

Algorithm Clustering results

Company name Cluster id Number of items within the
cluster

K-means 四川悦顺商贸有限公司 371 8

四川一品晟宴商贸有限公司 371

四川优创一品商贸有限公司 371

四川汇樽商贸有限公司 371

四川亚格商贸有限公司 371

四川美皇商贸有限公司 371

四川一品优购商贸有限公司 371

四川蓉城一品商贸有限公司 371

DBSCAN 四川悦顺商贸有限公司 8 6809 (To save space, only 8
randomly selected samples are
listed as examples)

马鞍山市花山区司法局 8

南京三森网络科技有限公司 8

深圳市思拓软件有限公司 8

徐州沙城网络科技有限公司 8

文安县拓普科技有限公司 8

河南清阳电力设备有限公司 8

武汉快点广告有限公司 8

Ours 四川悦顺商贸有限公司 10001948 5

济宁悦顺商贸有限公司 10001948

固始县悦顺商贸有限公司 10001948

东海县悦顺商贸有限公司 10001948

洛阳悦顺商贸有限公司 10001948

四川悦顺商贸有限公司 10001949 5

四川汇樽商贸有限公司 10001949

四川亚格商贸有限公司 10001949

四川美皇商贸有限公司 10001949

四川火烈鸟商贸有限公司 10001949
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We conducted statistical analysis on the clustering results of these three algorithms,
and the experimental results are as follows (Table 6):

Table 6. Summary of the clustering results

Algorithm No. of clusters Mean number
of items within
each cluster

Maximum
number of
items within
each cluster

Minimum
number of
items within
each cluster

No. of items
within each
isolated cluster

K-means 6000 5 512 1 0

DBSCAN 4923 6.09 6832 2 1544

Ours 9812 3.75 70 2 0

It can be observed from the above table that our algorithm results in the largest
number of clusters, but the average number and the maximum number of samples in
clusters are both smaller than that of other algorithms. This is because there is some
sample overlap between clusters in the results given by our method, as shown in Table
5. Neither K-means nor our method has isolated clusters.

After completely analyzing the output results of the above algorithm, we found that
most of the clusters output by DBSCAN are in line with expectations, but there are
huge clusters in the results. In other words, in the clustering results of DBSCAN, when
the number of samples in the cluster is small, the correlation between samples in the
cluster is relatively high. However, when the number of samples in the cluster is large,
the correlation between samples in the cluster is low. In addition, it is hard to set the
hyperparameters of DBSCAN. For example, setting the threshold value of the nearest
neighbor range to a value that is too large or too small will lead to obvious non-cognitive
clusters in the clustering results. In addition,DBSCANalso faces the problemof different
clusters having different densities, and it is difficult to set the min_samples parameter
uniformly. The disadvantage of k-means is that the hyperparameter K is difficult to preset
and it is also sensitive to outliners. Compared with these two clustering methods, the
W-Hash algorithm proposed by us has the advantages of significant ease of use and high
computational efficiency.

5 Conclusions and Future Work

In this paper, we proposed a novel clustering algorithm (i.e., W-Hash) for large-scale
Chinese short text analysis. In comparison with commonly used clustering algorithms,
such as K-means and DBSCAN, W-Hash has extremely high computational efficiency.
To prove the effectiveness ofW-Hash, we applied it to solve a real-life relevant company
identification problem in business audits. The experimental results show thatW-Hash not
only reduces the training time bymore than 90%comparedwithK-means andDBSCAN,
but also gives more reasonable clustering results. In the future, wewill consider applying
the proposed algorithm to other related scenarios, such as disease detection [13, 14], and
software vulnerability detection [15].
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Abstract. Citrus is an important economic product, but the occurrence
of citrus HuangLongBing (HLB) has brought great losses to the citrus
industry, so how to effectively control this disease has become a focus of
current researches. Based on the hyperspectral imaging technology and
lightweight neural network technology, this study is to provide a basis for
improving the accuracy of detection and end edge deployment for HLB dis-
ease. A hybrid model of convolutional neural network and Convolutional
multilayer perceptron (MLP) is proposed to recognize HLB leaves and nor-
mal leaves through sample learning (HLB-ConvMLP), and the accuracy
and complexity of the model are also analysed. The test indexes of the
proposed model on the dataset are 96.69% Sensitivity, 94.56% Specificity,
95.18% Accuracy, and 92.11% F1 -Score respectively. The parameter size
is 194.67 KB, and the inference speed on i5 CPU is 0.013 ms per image. The
result shows that our proposed model has higher accuracy, fewer weight
parameters and faster inference speed compared with traditional convolu-
tional neural networks like ResNet. Hence our proposed model can better
meet the requirements of end edge model deployment and provide a ref-
erence for real-time detection of HLB disease.

Keywords: Convolutional neural network · Multiple neural network ·
Hyperspectral imaging technology · HuangLongBing

1 Introduction

Citrus industry is one of the most important agricultural cash crop industries
and also the pillar industry of agricultural economy in many areas. However,
currently there is no cure for the citrus disease (HLB), a devastating disease
in the citrus industry which can severely infect all known citrus species [1] and
cause great losses to the citrus industry. Therefore, it is urgent to develop a rapid
and effective identification method for the HLB disease.

In traditional methods, field diagnosis is an early identification method of
HLB, but this method is subjective, depending on the judgment of profession-
als, so its accuracy is not high. Later, with the development of biochemical
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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technology, Polymerase chain reaction (PCR) has become a mainstream method
to detect HLB. But this method relies on DNA sequences, and is costly and
time-consuming. Nowadays, with the development of machine learning and chip
technology, many machine learning algorithms are applied in practical indus-
trial applications. For example, a Topological Graph Convolutional Network
(ToGCN) followed with a Sequence-to-sequence (Seq2Seq) framework was pro-
posed to predict future traffic flow and density with temporal correlations [2],
an intelligent fault diagnosis method based on an improved domain adaptation
method was proposed to solve the problem of data domain mismatch in smart
manufacturing [3] and an interface of a low-power programmable system on chip
was designed to reduce the overall power consumption of the heart disease mon-
itoring system [4]. As for the filed of agriculture, machine learning and deep
learning become a leading tool in predicting and controlling the occurrence of
various plant diseases. Especially the Convolutional Neural Networks (CNNs)
such as VGG [12] becomes the most common networks in recognizing diseased
plant because of its high performance.

In this paper, we take a deep forward step in exploiting the function of
lighted hybrid neural network(CNNs and MLPs) combined with hyperspectral
imaging technology in controlling the occurrence of HLB disease. In particular,
we compare the performance of proposed model with traditional neural net-
works, ResNet [13], MobieNetV3 [14] and Vision-Transformer [15] specifically.
The results show the great potential of the proposed models in detection HLB
diseased leaf and we will deploy it into phone or with hyperspectral camera in
the future work and hope to provide a reference for real-time detection of HLB
disease.

The remainder of this paper is organized as follows. Section 2 discusses the
Technical challenges and related work. Section 3 describes our methodology in
total, which includes the data preparation and data preprocessing. Also, the
detail of the proposed model will be described explicitly in Sect. 3. Section 4
shows the experiment results of the proposed model and the comparison details
with traditional neural networks. In Sect. 5, the ablation study is carried out,
and the function of each block of proposed model and numbers of channels will
be displayed. Finally, Sect. 6 concludes the paper and our future work.

2 Related Work

In recent years, some related scholars have combined the spectral imaging tech-
nology with the machine learning method to detect HLB in citrus agricultural
production. For example, Xiao Huaichun [5] used hyperspectral camera to collect
data of citrus leaves and combined the data with the characteristic wavelength of
sensitive spectrum and the texture characteristics of leaves at that wavelength,
which contributed to his visual discrimination model of infected leaves by inte-
grating atlas. The identification accuracy of this method reached about 96.7%.
And Deng Xiaoling et al. [6] combined modulated fluorescence technology with
probabilistic neural network algorithm to detect the citrus diseases, and the
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experimental results showed that this method achieved favorable results in the
detection of healthy citrus leaves and zinc-deficient leaves. However, most of the
above researches are based on traditional machine learning methods to classify
and learn the extracted citrus leaf features such as wavelength, while there are
a few related researches in the field of image.

In actual production, real-time monitoring of HLB through video equipment
can better meet the actual needs of the majority of fruit farmers, so it has become
the focus of this study. Dai Zehan [7] collected a large number of citrus leaf images
as datasets-including HLB-diseased leaves, healthy leaves and nutrition-deficient
leaves. Then he used the lightweight depth convolutional neural network model
to train and evaluate the datasets, and finally deployed the model on smart
phones. The model assessment result accuracy is about 93.1%. The results show
that convolutional neural network can be used in the recognition of HLB disease.
Su Hong et al. [8] adopted R-CNN (Region with Convolutional Neural Network
Features) model algorithm to identify leaf symptoms such as citrus HLB disease,
canker disease and red spider infection. And its average accuracy rate of HLB
disease identification reached 95.31%.

However, because the spectral bands of the visible light camera are close
to the spectral bands of the image perceived by human eyes, misjudgment will
occur if citrus leaves show similar symptoms of nutritional deficiency to HLB
disease. Based on this, we use hyperspectral imaging technology and convolu-
tional neural network to analyze the symptoms of citrus HLB disease. In this
paper, Convolution layer and Multi-layer perceptron (MLP) are used to build
a recognition model of HLB disease with high accuracy, fast recognition speed
and few weight parameters, providing reference for end edge equipment.

3 Methods

3.1 Data Preparation

When HLB disease occurs in citrus, the phenotype of characters is complex, and
there are three general manifestations, namely mottled yellow, uniform yellow
and lack of element yellow [9]. The method that analyzes the color and texture of
diseased leaf through the imaging by a visible light camera will result in problems
such as indistinguishable misjudgment between common element-lacking yellow
and HLB diseased yellow leaf. While Hyperspectral imaging technology uses a
hyperspectral camera to form leaf image of the tested plants in the vision-near-
infrared band (400–1000 nm). Within the band range of imaging, the spectral
characteristics presented can better reflect the information of pigment, moisture
and dry matter in the plant [10].

Therefore, in this paper, the healthy and diseased plants provided by the
Guangxi Characteristic crop Research Institute, Guilin, Guangxi, China were
selected as the research objects. A hyperspectral camera was used to sample cit-
rus leaves and establish corresponding datasets. The datasets obtained included
199 normal leaf hyperspectral data and 423 diseased leaf hyperspectral data.
Then, black-and-white correction and important band screening are carried out
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for hyperspectral data. Finally, the single channel image under the important
band is extracted as the image data set. Image data as shown in the Fig. 1.

(a) The healthy leaf (b) The diseased leaf

Fig. 1. The training detail of proposed model.

3.2 HLB-ConvMLP

With the development of convolutional networks, many researchers use convo-
lutional neural networks to perform auxiliary screening of agricultural diseases.
However, most of these models focus on the recognition accuracy of the model,
and do not pay much attention to the weight reduction of the model. There-
fore, inspired by UneXt [11], we proposed a light and fast recognization network
(HLB-ConvMLP) for Citrus greening disease. On the premise of maintaining
high accuracy, the model weight parameters are reduced to improve the model
reasoning speed and provides the basis for the edge deployment of the model.

NetWork Design: The proposed model is consist of three parts, namely, con-
volutional block, MLP Block, and Classifier Head. After the feature extraction
of the convolutional block, the feature map is shifted and mapped by MLP
block, and the image is classified and recognized by Classifier Head. Its specific
structure is shown in the Fig. 2.

Fig. 2. The whole illustrate of the proposed model
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Convlutional Block is consist of the convolutional layer, Batch Normalization
layer, pooling layer, and activation function. Image features are first extracted
through two convolutional layers. Here, we set the convolution layer to be 3 by
3, strdie to be 1, and padding to be 1 which means that the size of the feature
image remains unchanged after the convolutional layer. Subsequently, the Batch
Normalization layer keeps the mean and variance of inputs of each layer of the
network stable, and maxpooling layer to downsample feature map, finally we
choose ReLU activation to map the image feature nonlinear.

MLP Block here is inspired by UneXt which is proposed by Jeya Maria Jose
Valanarasu. etc. and makes a great contribution in UneXt. In this paper, we
follow the MLP Block structure in UneXt. In an MLP Block, the image feature
graph first moves along the width dimension and is tokenized. Before tokeniza-
tion, the number of channels in the feature graph is adjusted by a convolution
kernel with a size of 3 * 3 to represent the number of tokens after tokenize. Tokens
after tokenizing are then sent into the MLP layer, where hidden DimMention is
the hyperparameter that can be set. Then, the mapped features were transformed
into feature maps after Depthwise convolution position coding and GELU acti-
vation function nonlinear mapping, and the movement along the height direction
and MLP mapping were carried out.

Classifier Head is inspired by the VGG [12]. After being processed by Convo-
lutional Blocks and MLP Blocks, the feature graph is flattened (flatten), passes
through three fully connected layers, and finally achieves the classification effect
by softmax function. In each full connection layer (FC), we used the ReLU acti-
vation function and the Drop out operation.

4 Experiments and Results

Dataset: In terms of data preprocessing, we collected the data set of leaves
processed by hyperspectral camera, and scaled them to 224 * 224 for the con-
venience of subsequent model training. Meanwhile, fixed random number seeds
divided the training set and verification set in the ratio of 8:2, through which
the performance of the model proposed by us was verified. Meanwhile, in the
training set, we expand the data set by random rotation and random vertical
flip.

Implementation Detail: The PyTorch framework is applied to complete
experimental verification on NVIDIA GeForce RTX3090. In the selection of loss
function, we choose the CrossEntropyLoss, and use Adam parameter optimizer
to update the weight parameters. In the setting of learning rate, we use the
method of cosine descent to decrease the learning rate and set the initial learn-
ing rate to 0.001. The batch size is 4 and the number of epochs is set to 20.
Accuracy rate (ACC) and loss value (Loss) are used to measure the accuracy of
the model. Noting that the inference speed is measured through Intel i5-8265U
CPU and the time of data reading and preprocessing is excluded unless other-
wise specified. The performance of the trained and validated model is shown in
the Fig. 3.
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(a) The illustrate of Cosine
learning rate

(b) The accuracy of pro-
posed model

(c) The loss of proposed
model

Fig. 3. The training detail of proposed model

Performance Comparision: We compared the proposed model with common
classification network model baselines. In terms of convolutional networks, we
compared the proposed model with ResNet [14] and MobileNetV3 [12] in terms
of accuracy and loss rate to measure the accuracy of the model, and in terms
of model size and reasoning speed to measure the efficiency of the model. At
the same time, we also compare the performance of VisionTransformer [15],
the recently excellent attentional model network, as the baseline of attentional
model network. When comparing VisionTransfromer networks, we choose Vit-
base-Patch16-224 model as the baseline network, and in order to ensure its per-
formance SOTA, we introduce training weights on imageNet21K for transfer
learning. The final comparison results are shown in the Table 1.

Table 1. The comparison detail of proposed model and traditional baselines.

Method Performance metrics (%) Computation complex

Acc Loss. Params (MB) Inference speed (ms)

MobileNetV3 94.85 0.388 5.92 0.019

ResNet34 92.65 0.413 81.33 0.154

Vision transformer 94.71 0.201 327.35 0.896

Proposed 96.32 0.351 0.194 0.013

As can be seen from Table 1, under the same hyper-parameter setting, the
accuracy of the model proposed by us is relatively higher, and the model has been
greatly improved in terms of parameter size and reasoning speed. MobileNetV3
has the smallest size among traditional convolutional neural networks, and it
takes the least time to reason a picture than other traditional networks. Noting
that the we applied MobileNetV3-small in this paper. And the training details
of the other networks are as in the Fig. 4.

As can be seen, most networks show great fluctuation during training period.
Taking ResNet34 as an example, during the initial training of the model, a
large training loss occurs, which may be caused by poor initialization of the
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model. While the training graph of Vision Transformer is much smoother, it is
speculated that the reason is that we applied the pre-trained weight and carried
out transfer learning. The network parameters of the model have reached a good
state, and only fine-tuning the model in the classification head will not cause a
large fluctuation in the training process, so it is also a good way to use transfer
learning to predict leaf disease. But Vision Transformer is too model-heavy for
deployment, so is rejected in this paper.

(a) The accuracy of ResNet34 (b) The loss of ResNet34

(c) The accuracy of MobileNetV3 (d) The loss of MobileNetV3

(e) The loss of Vision-transformer (f) The loss of Vision-transformer

Fig. 4. The training detail of proposed model.

Implementation with trained model: To verify the actual effects of the pro-
posed model, we load the trained model weights on local computers for effect
verification. The CPU used in the experiment was I5-8265U @ 1.60ghz 1.80ghz.
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A total of 622 images were tested, including 199 normal images and 423 sick
images. To verify the performance of proposed model, sensitivity (Sen.), speci-
ficity (Spe.), accuracy (Acc.), and F1-score were used to measure the accuracy
of the model, as shown in the following formula.

Sensitive(Sen.) =
TP

TP + FN
(1)

Specificity(Spe.) =
TN

TN + FP
(2)

Accuracy(Acc) =
TP + TN

TP + FP + TN + fN
(3)

F1 − score =
2 × TP

2 × TP + FP + FN
(4)

where TP, TN, FP and FN represents True Positive, True Negative, False Posi-
tive and False Negative, respectively. Sen is used to measure the ratio of predicted
positive to actual positive, and Spe measures the ratio of predicted negative to
actual negative. ACC is the mean of Sen. Spe and F1-Score is the weighted sum
of Sen and Spe. In the same condition, we use the average time of the predicted
images to represent the reasoning time of the model, the test result is shown in
the Table 2:

Table 2. The detail of implementation with trained model.

Device Sen (%) Spe (%) ACC (%) F1-score (%) Inference speed (ms)

i5 -8265u 96.69 94.56 95.18 92.11 0.013

5 Discussion

In this section, we explore the performance impact of each module on the pro-
posed model. Similarly, the ACC and Loss mentioned above are used to measure
the accuracy of the model, and Params Size and Inference Time are used to
measure the practicality of the model. Starting from MLP Block, we replace the
last two MLP Blocks with two convolutional Blocks and one MLP Block after
one Convolutional Block respectively, which is shown as Full Conv and Single
MLP Conv in table 3.

Then we explore the influence of the number of feature channels on model per-
formance, We increase the number of channels for each Block in HLB-ConvMLP
in the order of the number of channels in VGG16, namely, we changed the num-
ber of channels of five modules in HLB-ConvMLP from [8, 16, 32, 16, 8] to [8,
16, 32, 64, 64] and [64, 128, 256, 512, 512], that is, the effect comparison is shown
in Table 4.
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Table 3. The comparison detail of changing MLP Blocks.

Method Performance metrics (%) Computation complex

Acc Loss. Params (MB) Inference speed (ms)

Full Conv 95.58 0.365 198.82 0.034

Single MLP Conv 96.31 0.354 197.18 0.018

Proposed model 96.32 0.351 194.67 0.013

Table 4. The comparison detail after the number of channels changing.

C1 C2 C3 C4 C5 Acc. loss. Params (MB) Inference speed (ms)

64 128 256 512 512 62.50 0.688 26.70 0.26

8 16 32 64 64 75.00 0.559 0.99 0.022

8 16 32 16 8 96.32 0.351 0.194 0.013

As can be seen from Table 3 above, replacing the Convlutional Block with
the MLP Block can not only increases the accuracy of the model, but also can
improve the inference speed. Besides, it can be seen from Table 4 that number of
channel has a great influence on the accuracy of the model. Increasing the number
of channels will inevitably increase the parameter size and the inference speed
of the model. Therefore, selecting the number of channels is very important.

6 Conclusion

Citrus HLB disease is a devastating disease in citrus industry, and there is
no effective treatment at present. Inspired by the traditional VGG model and
UneXt, this paper designs a lightweight model suitable for citrus HLB detec-
tion. The hyperspectral citrus leaf datasets are applied as research objects. The
results show that the model is effective, and it is expected to provide reference for
the deployment of end edge equipment for citrus HLB disease detection. In the
future work, we are devoted into deploying the lightweight model on an Android
phone or embedding it in a hyperspectral camera. To achieve effectively control
of HLB disease is our ultimate goal.
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Abstract. Previous natural image matting algorithms have difficul-
ties with transition regions in the foreground and background, such as
tiny and detailed structures like hair. This paper argues that more effi-
cient low-level features can help the network recover details with minor
increases in network capacity and computational complexity. The pro-
posed method, termed low-level feature channel guidance net LFCGN,
has two advantages: 1) it introduces a low-level feature channel attention
module designed to make the model parameters more efficient and can
even lead to high-level feature map generation. 2) a dynamic upsampling
is used in the decoder stage, making the detail part recover more effi-
ciently. Experiments are evaluated on the Composition-1k dataset, and
the experimental results show that our method obtained competitive
performance compared to the state-of-the-art on task of image matting.

Keywords: Image matting · Computer vision · Deep learning ·
Attentional mechanisms · Feature mining

1 Introduction

With the rapid development of deep learning and computer vision [10,17,20],
natural image matting has shown a wide range of applications in the real world.
Natural image matting is a vision task of obtaining high-quality alpha mat-
ting, i.e., to predict the transparency of each pixel point of the foreground from
the given original image. Natural image matting is a challenging and versatile
technique, which has been widely used in various photo and video editing appli-
cations, including film production, photo compositing, and more.

Mathematically, for the given digital image I, it can be represented as a linear
combination of foreground and background information as follows:

Ip = αpFp + (1 − αp) Bp, αp ∈ [0, 1] (1)

where Fp and Bp denote the RGB values of foreground and the background
at pixel p, respectively, and αp is the desired alpha matte value. Image matting
problem is a kind of ill-posed problem because it targets to solve seven values (αp,
Fp and Bp) with only three known RGB values of (Ip), as shown in Eq. (1). Most
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 550–561, 2022.
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of the existing methods [9,19,28] define a Trimap to simplify the task of image
matting. The Trimap consists of a pure foreground, a pure background, and
unknown regions for the given image. Benefiting the use of Trimap, the solution
space for image matting is reduced to the unknown regions; meanwhile, the
Trimap implicitly indicates the foreground of the images, which is very effective
when there are multiple foreground objects in the image.

However, natural image matting is still challenging for the existing methods.
Firstly, the background could be very complex in the image, resulting in the
color distribution of the foreground and the color distribution of the background
being very similar. Thus, it could seriously affect the performance of traditional
color-based matting methods. Secondly, images could contain tiny structures
such as hair and animal fur or even fine structures such as spider webs, which
could further increase the difficulty for the matting algorithms. Generally speak-
ing, the first challenge is more related to high-level contextual semantic features
of images. In contrast, the second challenge is more related to low-level textural
detail features of images. The current deep learning-based natural image matting
methods have considerably improved the performance. This is mainly because
these methods exploit the color and texture detailed information and the con-
textual semantic information of the original image, which is beneficial for the
first challenge. However, for the second challenge, which requires that the deep
model can accurately compute the matting values at the tiny or fine structure
of the image, this remains a problem to be further optimized.

Most of the current deep learning-based image matting methods, such as
[1,9,28], are based on the encoder-decoder architecture. The encoder-decoder
architecture can well extract the high-level contextual features of the image,
which has already demonstrated its high performance on the task of image seg-
mentation. However, in the field of natural image matting, due to the intro-
duction of Trimap, image matting is transformed into the problem of solving
the matting values of unknown regions. Therefore, natural image matting relies
more on low-level features extracted by deep models, unlike the image segmen-
tation task. Moreover, learning-based methods treat the feature maps with the
same weights, and this processing wastes unnecessary computations on low-level
features and even affects the effectiveness of the extracted high-level semantic
features.

From this perspective, this paper proposes an image matting method to focus
more on the details of images, which could learn more powerful low-level struc-
tural features of the image, meanwhile guiding the learning accuracy of high-level
semantic features. Following the previous deep image matting methods, we use
encoder-decoder as the backbone for the image matting.

The main contribution of our paper can be summarized as follows:

1. A new perspective on natural image matting is proposed, arguing that the
shallowest low-level features affect the accuracy of deep models more effec-
tively than high-level features;
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2. Based on this point of view, we introduce a low-level feature channel guidance
module (LFCG) to explicitly assign weights to low-level feature maps at the
early stage of the network learning;

3. Our proposed method achieves competitive performance compared to the
state-of-the-art on the challenging Adobe Composition-1k dataset based on
the same lightweight network.

2 Related Work

Current image matting methods can be divided into non-learning-based methods
and learning-based methods.

Non-learning-Based Methods. Sampling-based methods [4,7,8,26,27]
mainly use statistical methods to sample and model the color of known fore-
ground and background regions and determine the best color pair of each
unknown pixel as well as calculate the alpha mattes. Propagation-based methods
[2,14] propagate the alpha values of known regions to unknown regions accord-
ing to the affinities among adjacent pixels. Nevertheless, traditional methods
utilize color information and location information instead of semantic and con-
text information, which may lead to the loss of essential detail.

Learning-Based Methods. Trimap-based learning matting methods require
manually labeled Trimap as an additional input. Xu et al. [28] first proposed
an encoder-decoder structure to estimate alpha mattes. The refinement stage of
their work produces obvious bounds. They also released the Adobe Deep image
Mattring dataset, a large dataset for deep learning-based matting. Houet al.
[9] used two encoder-decoder structures to extract local and global contextual
information and perform matting. Lu et al. [19] argue that the parameter indexes
in the un-pooling layers in the upsampling decoder can influence the matting
performance, and a learnable plug-in structure is introduced, namely IndexNet,
to improve the pooling and upsampling process.

Automatic matting does not require an additional Trimap as an auxiliary
input, thus avoiding the need to create the Trimap itself. Still, generally, such
methods limit the class of foreground or need to introduce other kinds of inputs.
Ke et al. [12] proposes MODnet to obtain alpha matting of images or videos of
people automatically. Sengupta et al. [24] uses a hand-shot background image
and human segmentation result image as additional input to replace the Trimap.
Chen et al. [3] constructed a large portrait dataset that can automatically gener-
ate Trimap and get alpha matting. Li et al. [15] proposed an end-to-end network
that can be used to automatically matting in animals, and a BG-20k dataset
has been released, which can be used to expand the synthetic matting dataset.

The above automatic matting methods are implicitly limited to a single fore-
ground subject, while Trimap-based natural image matting mostly requires high
memory requirements and computing complexity. Therefore it motivates us to
construct a more effective and efficient natural image matting algorithm.
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Fig. 1. Overview of our proposed matting framework. The baseline model shares the
same architecture without LFCG blocks and DUB block. The inputs to the model are
the original image and its corresponding trimap. The black arrows denote feature flow.
The feature flows of the encoder stage used in the DUB module are not shown in this
figure to keep neat.

3 The Proposed Method

Our proposed model is based on MobileNetv2 [23], which means that unlike net-
works with a large number of parameters, our model can be trained and inferred
more efficiently on a single GPU with high-resolution images. A U-net [22] like
encoder-decoder structure is firstly employed to serve as an image matting back-
bone. Then a Low-level Feature Attention Guidance module is designed for the
high performance of image matting.

3.1 Baseline Structure

The U-Net-based architecture [22] is the dominant structure in the natural image
matting task. Our backbone is also based on the U-Net architecture, as shown
in Fig. 1. Unlike the traditional U-Net, MobileNetv2 pre-trained on ImageNet
[5] is employed as the encoder and decoder, with the advantages of low com-
putational complexity. Batch Normalization and ReLU6 are used following each
convolutional layer to accelerate the convergence of the network. The network’s
input is a synthetic image and its corresponding Trimap, which are concatenated
together as the input for the deep model by cropping them on the fly. The output
is the alpha matte of the corresponding image.
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3.2 Low-Level Feature Channel Guidance (LFCG)

Fig. 2. The illustration of the low-level feature channel guidance block (LFCG). The
input is the low-level feature map, and the output is the combination of the input
feature map and the feature map that has been guided by channel attention.

Since natural image matting is a computer vision task focused on low-level fea-
tures, one way to improve matting accuracy is to extract more powerful low-level
feature representations. The channel attention mechanism [11] has demonstrated
its capability on feature representations learning. Therefore, Residual Channel
Attention Block (RCAB) [29] is proposed to focus on multi low-level layers to
improve the performance of the deep model with almost no additional param-
eters. RCAB is an integrator of channel attention and residual network. Since
it keeps both the information before channel attention and after channel atten-
tion, it could further guide the extraction of subsequent high-level features and
improve the effectiveness of feature fusion in the decoder stage, which ultimately
enhances the network performance. Moreover, the proposed LCFG is addition-
ally integrated to make it more effective for image matting.

For our LFCG, we can formalize it as:

Fg = Fl + Fc ∗ (CA(Fc)), (2)

where Fg is the low-level feature map after the guidance from the LFCG module,
Fl is the input low-level feature map, CA is the channel attention module, and
Fc is the feature map of Fl after a simple convolution operation. The overall
structure is shown in Fig. 2.

3.3 Dynamic Upsampling Block (DUB)

Inspired by [19] and [25], we argue that simply using a pooling layer with a fixed
kernel in natural image matting tasks affects the detail recovery of the image.
Therefore Dynamic Upsampling Block (DUB) is employed. Specifically, we use
a learning-based method to combine the upsampling layers of the decoder stage
and the feature maps corresponding to the encoder stage. First, for the feature
map Fe in the encoder stage, we perform four convolution operations with a
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Fig. 3. The illustration of the dynamic upsampling block (DUB). The shuffle order of
the Index map is not fixed and is shown in the figure for visual purposes.

stride of 2, and then concatenate them together to obtain the index map, which
records the spatial information of the feature map in the encoder stage. In the
decoder stage, the feature map F ′

d is upsampled and then multiplied with the
index map pixel by pixel, thus realizing a dynamic upsampling method.

Formally, the designed dynamic upsampling can be expressed as:

Fd = IM ∗ U(F ′
d), (3)

where Fd is the dynamic upsampled feature map with the size of H × W × C,
U is the nearest neighbor interpolation upsampling operation, F ′

d is the feature
map of the upper decoder stage with the size of H/2×W/2×C, IM is an index
map with different spatial information, which can be represented as:

IM = Shuffle(Cat(SC(Fe))) (4)

where Fe is the feature map of the encoder stage with the size of H × W × C,
SC is the convolution with a stride of 2, Cat is doing concatenate operations on
pixels, Shuffle is a shuffling operation on pixels. The overall structure of DUB
is shown in the Fig. 3.

3.4 Loss Function

The loss functions used in our network are alpha prediction loss and compo-
sitional loss introduced by Xu et al. [28]. Alpha loss is the absolute difference
between the grand truth in each pixel and the predicted alpha map. The loss
value of the whole image is formulated as:

Lα =
1

NU

∑

p∈U

√
(αp − α̂p)2 + ε2 (5)
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where U is the unknown region annotated in the Trimap, NU is the number
of pixels inside region U . αp and α̂p is the ground-truth and predicted alpha
value of pixel p. ε is a small positive number to guarantee the full expression
differentiable. In the experiment, ε is set to a constant 10−6.

The second loss is called the compositional loss, and it is the absolute differ-
ence between the ground truth RGB color and the predicted RGB color com-
posited from the ground truth foreground, ground truth background, and the
predicted alpha mask. Similarly, we use the following loss function to approxi-
mate it:

Lc =
1

NU

∑

p∈U

√
(Cp − Ĉp)2 + ε2 (6)

where U is the “unknown” region annotated in the trimap, NU is the number of
pixels inside region U . Cp and Ĉp is the RGB channels obtained by composing
the grand truth and predicted alpha values of pixel p with the foreground image.

The full loss of our network is then a weighted sum of the two loss terms:
L = w1 · Lα + w2 · Lc. In our experiments, we fix w1 = 0.5, w2 = 0.5.

4 Experiments

4.1 Implementation Details

The encoder of our model is first initialized with the MobileNetv2 [23] pre-
trained on ImageNet [5] and then trained in end-to-end on the Adobe Deep
Image Matting Dataset [28]. The network was trained for a total of 31 epochs
and approximately 133,610 iterations. We used the Adam [13] optimizer, setting
its parameters β1 = 0.9 and β2 = 0.999, with an initial learning rate λ = 0.01. We
scaled down the learning rate by 10× at 15-th and 25-th epochs. To compare with
[28], we use the same training method as [28]. We also use the same strategy for
data augmentation, cropping the RGB images and their corresponding Trimap
by 320 × 320, random flipping, random scaling, and random dilation of the
Trimap. All training data are created on the fly.

4.2 Dataset and Evaluation Metrics

Dataset. We use the Adobe Image Matting dataset [28] to train and test the per-
formance of our model. This dataset contains 431 foreground images for training
and 50 foreground images for testing and all with high-quality alpha annota-
tions. Following the [28], for the training set, each foreground image is combined
with 100 background images from the COCO dataset [18], and for the testing set,
each image is combined with 20 background images from the PASCAL VOC2012
dataset [6]. Thus we used a total of 43100 training images and 1000 test images.

Evaluation Metrics. We use four common metrics in natural image matting to
evaluate the predicted alpha mattes, namely absolute differences (SAD), mean
squared error (MSE), gradient error (Grad), and connectivity error (Conn). SAD
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Table 1. Quantitative comparisons to the baseline on Composition-1k dataset.
LFCGE and LFCGD refer to the use of LFCG in the encoder and decoder stages,
respectively.

Baseline DUB LFCGD LFCGE SAD MSE Grad Conn

� × × × 49.46 0.014 28.66 49.07

� � × × 48.44 0.013 29.52 47.90

� � � × 48.01 0.013 27.80 47.16

� � × � 45.92 0.012 26.56 44.12

� � � � 44.57 0.012 26.03 43.24

and MSE focus more on numerical absolute differences, while Grad and Coon [21]
focus more on visual differences. In addition, to illustrate the effectiveness of the
models, we list the number of model parameters as evaluation metrics, which
can visually show the effectiveness of the parameters of different models and
also indirectly indicate the time and memory consumption required for model
inference.

4.3 Ablation Study

Table 2. Testing results on the Composition-1k Dataset. The best performance is in
boldface. For all metrics, smaller is better.

Methods SAD MSE Grad Conn Params

Global Matting [8] 133.6 0.068 97.6 133.3 –

Closed-Form [14] 168.1 0.091 126.9 167.9 –

KNN Matting [2] 175.4 0.103 124.1 176.4 –

Deep Matting [28] 50.4 0.014 31.0 50.8 130545K

IndexNet [19] 45.8 0.013 25.9 43.7 5953K

Ours 44.6 0.012 25.4 43.0 5490K

In this section, we report the results of ablation experiments to demonstrate
the effectiveness of the modules introduced by our network. The results of the
experiments are listed in the Table 1. We use the four metrics mentioned in
the previous section to evaluate our model. As can be seen in the Table 1, the
performance of the model with our LFCG has improved in terms of metrics
compared to the baselines, which indicates that LFCG successfully extracts more
effective feature maps. In addition, we further investigate the effect of LFCG
blocks on the model at different stages. We can see that the introduction of LFCG
at the primary stage in the encoder brings more improvement than introducing
LFCG at the decoder stage. Thus, we argue that extracting more effective feature
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maps at the encoder stage could guide the model to generate more effective high-
level feature maps in the decoder stage. The introduction of LFCG in the decoder
stage can only tell the model which features are valid in the model prediction,
but there are already redundant feature maps before that. In other words, with
the same model capacity, introducing LFCG first will allow the model to have
more accurate feature maps.

4.4 Experiment Results

We compare the performance of our model with other state-of-the-art mod-
els. We also compare our results with non-deep learning methods and deep
learning-based methods. The results are reported in Table 2. For more exper-
imental results, please see Fig. 4.

As shown in the Fig. 4, the visual performance of our model improves on
difficult samples like light bulbs, and our experimental results outperform other
methods on fine structures like spider webs and small balls with holes, which is
the result of the combination of the introduction of LFCG in the encoder stage

Fig. 4. The visual results on the Adobe testing dataset. For each row of images, from
left to right: original image, trimap, Deep Image Matting [28], IndexNet [19], GCA
[16], ours, ground-truth. Please zoom in for more details.
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to better utilize the low-level feature maps and the use of DUB in the decoder
stage.

With the same number of parameters, our model outperforms the other mod-
els in all four evaluation metrics. Although our model is lower than the GCA [16]
method in terms of metrics, the network capacity and training time of the GCA
model itself is far superior to our model. Compared with the original GCA paper,
our model uses less than 4% of its training resources and training time. There-
fore, it is worthwhile for us to greatly reduce the number of model parameters
and speed up inference by sacrificing a small amount of model accuracy.

5 Conclusion

In this work, we proposed a new natural image matting structure in which dif-
ferent low-level feature maps are given different weights at the early stage of
the network. Thus, it could guide the model to extract features more efficiently
without increasing the network capacity, making it more accurate in alpha pre-
diction at details. Moreover, a low-level feature-guided module is also designed.
Extensive experiments demonstrate the effect of different stages of low-level fea-
ture maps on the accuracy of the model. Experimental results also show that
the proposed module improves the performance compared to the baselines and
the composition-1k dataset in terms of SAD, MSE, and Coon metrics.
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Abstract. The rapid urbanization process leads to the spatial separation of resi-
dence and workplace, which further complicates the commuting pattern of urban
residents. Commuting travel by taxi between residence and workplace is conve-
nient and common, while few studies focus on mining commuting pattern using
taxi GPS data. In this paper, we propose a taxi commuting traffic analysis zones
(TAZs) identification method to identify the regional-level commuting patterns of
taxis. The method mainly includes three steps: dividing TAZs considering Point
of interest (POI) information, obtaining flow transfer matrix, and identifying com-
muting TAZs using K-means algorithm. Extensive experiments are conducted on
taxi GPS dataset from Chongqing, China. The results show that the method is
efficient. 52 pairs of TAZs with commuting relationship are successfully iden-
tified, and some typical commuting features are analyzed. The analysis results
provide valuable reference for relevant departments and companies, for example,
designing custom buses.

Keywords: Taxi GPS data · Regional-level commuting pattern · TAZs · POI

1 Introduction

With the rapid development of China urbanization process, great changes have taken
place in the urban spatial structure, resulting in the separation of residence andworkplace.
This brings about some problems, such as longer commuting time and longer commuting
distance, which further complicates the commuting needs of urban residents [1]. As an
important mode of transportation, taxi plays an important role in reflecting the patterns
of residents travel activities. Taxi GPS data has been used in taxi driver behavior analysis
[2], trajectory mining [3], flow forecasting [4, 5], time forecasting [6] and other studies.
Commuting travel by taxi between residence and workplace is convenient and common.
However, few studies focus on using taxi GPS data to discover the taxi regional-level
commuting pattern.

Many experts have conducted in-depth research on the commuting pattern using
smart card data and private car data. Mining commuting pattern based on smart card data
mainly includes three processes: generation of travel chain, identification of departure
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and destination and comparison of travel modes [7, 8]. Some studies also find that the
hot spots of potential commuter bus passengers can be regarded as candidate locations
of customized buses stops and can be used to set customized buses candidate routes [9,
10]. Identifying commuters based on private car data mainly focuses on describing time
similarity and spatial similarity [11]. There are three main processes: extracting travel
OD, commuting definition based on time similarity and spatial similarity, identifying
commuter vehicles. In terms of identification methods, some scholars use hierarchical
clustering [12], density peak clustering [13] and other algorithms. Yaw [14] et al. use
the iterative self-organizing data analysis algorithm (ISODATA) to identify commuter
vehicles. In the research of identifying commuter individuals, most scholars usemachine
learning methods, such as various clustering methods, and the effect is remarkable.

In the commuting behavior study of urban residents, Fu [15] et al. propose a com-
muting passenger flow identification model using taxi GPS data, and identify the distri-
bution of residence and workplace. Statistics method are mainly used in the research.
Traditional statistical methods are time-consuming and inefficient, and their limitations
are prominent when facing the data set with complex data structure and huge volume.
Machine learning method overcomes these difficulties and it is very efficient for data
mining. K-means algorithm had achieved remarkable achievements in the research of
identifying commuter individuals, because it has low computational complexity and fast
convergence speed.

In view of this, we propose a commuting TAZs identification method to discover the
regional-level commuting patterns of taxis, whereGPS data, urban road network and POI
information are fully explored. The method mainly includes three steps: dividing TAZs
considering POI information, obtaining flow transfer matrix, and identifying commuting
TAZs using K-means algorithm. The main contributions in this paper are as follows:

(1) We propose a bottom-up TAZs division method based on fine-grained meta cells.
This method employs road network data to build a TAZs network that meets the
needs of personalized analysis. This method is suitable for all cities, especially
those with complex road network.

(2) We propose a commuting TAZs identificationmethod based onK-means clustering.
The method directly identify pairs of commuting TAZs using flow and its stability
factor in the morning and evening peaks between pairs of TAZs, so it has high
accuracy. The effect is remarkable, especially in the case of massive dataset.

(3) Extensive experiments are conducted on taxi GPS dataset from Chongqing, China.
We have identified 52 pairs of TAZs with commuting relationship and analyzed
spatio-temporal characteristics of commuting TAZs. The analysis results provide
valuable reference for relevant departments and companies, for example, designing
custom buses.

The remainder of this paper is organized as follows. Section 2 introduces the pro-
posedmethod. Section 3 usesChongqing real-world datasets as a case study and analyzes
the spatio-temporal characteristics of commutingTAZs. Section 4 summarizes this paper.
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2 Methodology

Different from individual-level commuting pattern, regional-level commuting pattern
reflects the characteristics of TAZs. Focusing on urban regional-level commuting pattern,
we propose a new commuting TAZs identification method, which mainly includes three
steps: dividing TAZs, obtaining flow transfer matrix and identifying commuting TAZs.
Firstly, we divide TAZs based on road network data and build a TAZs network. And then,
combining with the POI information, we analyze the POI of TAZs, which is helpful to
improve the rationality and accuracy of aggregating zones in Dividing TAZs. Secondly,
we obtain flow transfer matrix, and the difficulty lies in allocate OD to TAZs. Thus, we
propose a frequency-based allocation method. Thirdly, we identify commuting TAZs
using the K-means clustering method. In which, an important feature coefficient of
dispersion (COD) is employed to portrait the commuting pattern. Figure 1 shows the
overview of framework.

Road network data POI informationTaxi GPS data

Obtaining flow transfer matrix

Extract OD Allocate OD OD statistics OD Transfer 
Matrix

Identifying commuting TAZs 

Feature Selection Clustering Based on 
K-means algorithm

Commuting 
Distance

Commuting 
Time

Dividing traffic analysis zones(TAZs)
Dividing 

study area 
Labeling road cells 

and group zones
Selecting 

urban zones
Analyzing 

POI of TAZs

Fig. 1. The overview of framework.

2.1 Dividing TAZs

Dividing TAZs. Different studies have different views on the division of TAZs. Most
scholars use administrative division units (streets, communities, etc.) as research object,
which include large areas and is not conducive to detailed researches. Some scholars
divide the research zone into regular cells with the same size. Although this method
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can be applied to detailed researches, it does not take into account the real urban spatial
structures and destroys the integrity of them. In view of this, we propose a bottom-up
TAZs divisionmethod, in which urban road network data and POI information are fully
explored. The detailed steps are as follows:

(a) Dividing: Divide the study area into meta cells of a small size, such as 20m× 20m,
as shown in Fig. 2(a). In this case, roads, buildings, park, mountains and rivers can
be completely distinguished from each other.

(b) Labeling: Label all the road cells as 1 and all non-roads cells are surrounded by the
road cells, labeled as other numbers. Next, label these group cells in order (starting
fromNo. 2) and then, aggregate the cells of the same number. As shown in Fig. 2(b),
the red zone is labeled as No. 3 zone.

(c) Selecting: Delete un-urban zone. For example, the zone is too small or it is a
special zone such as rivers, lakes, mountains and forests (because Chongqing is a
mountainous city and there are two rivers in the urban zone, namely the Yangtze
River and Jialing River).

(a)Divide the study area into small cells (b)Label road cells and group zones

Fig. 2. Sample diagram of Dividing TAZs. (Color figure online)

Analyzing POI. Analyzing the POI of TAZs is helpful to improve the rationality and
accuracy of aggregating zones in Dividing TAZs. Some important fields of POI infor-
mation are shown in Table 1. We focus on lon, lat and tag, in which tag field marks POI
information. The tag contains two parts: POI category and subcategories, for example,
the tag of Chongqing University is “education and training; colleges and universities”.
As there are many categories of POI information, we first classify POI information into
seven categories: consumer-entertainment, business-office, education, traffic, medical,
scenic and residence.
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The POI analysis mainly includes three processes: statistics of the number of POIs
in TAZs, 0–1 normalization and K-means clustering for clustering TAZs into different
clusters with different POI.

Table 1. Important fields of POI information.

lon lat name address tag

106.50585 29.507668 Huayu. Sunshine
Shangzuo

No. 18, Longquan
Road, Shiqiao

Estate; Residential

106.349428 29.361283 Chongqing sanguo
furniture co., ltd

Chuangye Road,
Jiulongpo District,
Chongqing

Enterprise; Company

106.504673 29.520229 Cooking Jianghu
dishes

No. 3, No. 119,
Shiqiaozheng Street
(Poly Aishangli)

Gourmet; Chinese
restaurant

106.470477 29.573424 Chongqing
University

No. 174, Zhengjie
Street, Shapingba
District, Chongqing

Education;
Institutions of higher
learning

2.2 Obtaining Flow Transfer Matrix

When identifying commuting TAZs, we mainly use commuting flow-related indices
between TAZs as measurements. Therefore, it is critical to obtain the flow transfer
matrix between TAZs.

Allocating OD to TAZs: The difficulty of obtaining such matrix lies in the inaccurate
origins and destinations (OD). Since OD of vehicles is distributed on the road, we
should first allocate OD to TAZs. In this paper, we propose a frequency-based method
to allocate OD (we take P point as an example of OD), the detailed steps are as follows:

(a) Extending: Take the cell where point P is located as the center, extend 10 cells in
all directions to form the window of w × w cells. It is unreasonable to have too
large or too small a study area. Based on the TAZs division method proposed in
Sect. 2.1, the window of 21 × 21 cells is the most appropriate.

(b) Counting: Count the frequency of different cells in the window.
(c) Allocating: The P point will be allocated to the TAZ which has the most cells in

the window.

As shown in Fig. 3, P point is distributed on the road (The label of road cells is 1),
and it extends 3 cells to form the window of 7 × 7 cells(It is just a schematic). In the
window, No. 2 TAZ has the most cells, so the P point is allocated to No. 2 TAZ.
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Fig. 3. The schematic of P point allocation.

Calculating Flow Transfer Matrix: Finally, the flow can be easily calculated:Accord-
ing to the allocationmethod proposed above,we allocateOD to a pair of TAZs separately.
For example, O point is allocated to No. 2 TAZ, D point is allocated to No. 5 TAZ, then
the number of flow from No. 2 TAZ to No. 5 TAZ will add 1. Finally, we generate the
flow transfer matrix between pairs of TAZs. In addition, we can get the total inflow and
outflow of each TAZ through accumulation.

2.3 Identifying Commuting TAZs

Definition of Commuting TAZs. Commuting behavior can be defined as the travel
activities with the characteristics of periodicity, temporal and stability generated by
urban residents between their residence and workplace. The direct identification of pairs
of commuting TAZs has high accuracy and clear commuting relationship. On this basis,
combined with the characteristics of taxi, we propose the definition of commuting TAZs:

If two TAZs have stable flow in the morning and evening peaks, they are considered
to have taxi regional-level commuting characteristics, and they are considered a pair of
commuting TAZs.

The Coefficient of Dispersion (COD). In order to discuss the stability of taxi flow
during peak hours between TAZs, the coefficient of dispersion (COD) is designed to
measure the stability characteristics. The formula for calculating COD is as follows:

qab =
∑M

i=1 q
i
ab

M
(1)

Sab =
√

∑M
i=1

(
qiab − qab

)2

M
(2)

CODab = Sab
qab

(3)
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where: qab is the average value of taxi flow between TAZs a and b during the observation
period (in this paper, M = 10, ten workdays); qiab is the taxi flow between TAZs a and
b on the i-th day; Sab is the standard deviation of taxi flow between TAZs a and b.

Identification Model Based on K-means Clustering. In practical application, feature
selection is the key to the success of machine learning. In this paper, between pairs of
TAZs, we select morning peak flow (Flow-M), evening peak flow (Flow-E), morning
peak coefficient of dispersion (COD-M) and evening peak coefficient of dispersion
(COD-E) as the input features. Based on the above four features, we use K-means
clustering algorithm to identify commuting TAZs based onMinkowski distance (d = 4).
In this way, TAZs with high flow and strong stability in the morning and evening peak
hours are grouped into one class. Finally, combined with COD< 0.3 to further selecting
commuting TAZs. The pseudo code of K-means algorithm is shown in Algorithm 1.
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3 Experiment and Analysis

3.1 Taxi GPS Dataset

The GPS dataset comes from more than 10,000 taxis in Chongqing, China. The period
ranges from March 6 to 10 and March 13 to 17, 2017, which lasts for 2 weeks and
10 working days. The time interval for data acquisition of on-board GPS equipment is
about 30s, and the data collection time covers 24 h a day. We mainly use the morning
peak (7:00–10:00) and the evening peak (17:00–20:00). Each GPS data record includes
7 attributes, and the description is shown in Table 2.

Table 2. Taxi GPS data

Parameter Field name Sample Remarks

l ID 渝8AC0F0D0BF License plate number

d DATE 20170306 Date

t TIME 070510 Time

x LON 106.404 Longitude

y LAT 29.6951 Latitude

v SPEED 32.8 Speed

s STATE 1 Passenger status: 0 means no load
1 means carrying passengers

After data preprocessing„ we have found that Chongqing owns about taxis 500,000
trips every working day inMarch 2017. Among them, themorning peak is about 73,000–
85,000 trips, accounting for about 15% of the whole day; There are about 70,000–76,000
trips in the evening peak, accounting for about 12% of the whole day. Compared with
the morning peak, the trips in the evening peak decreases about 3%.

3.2 TAZs Division and POI Analysis

According to the TAZs division method proposed in Sect. 2.1, we divide the study area
into 356 TAZs, as shown in Fig. 4(a). Based on the POI information of Chongqing, we
analyze the POI of TAZs and visualize them in Fig. 4(b). Among them, the red zone
is identified as the consumer-entertainment zone, the brown zone is identified as the
residential zone, the khaki zone is identified as the education zone, the pink zone is the
business-office zone, and the navy blue zone is the traffic zone.
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(a) TAZs division (b)POI analysis

Fig. 4. TAZs division and POI analysis.

3.3 Flow Transfer Matrix and the Coefficient of Dispersion (COD) Distribution

According to the OD allocation method proposed in Sect. 2.2, we conduct flow statistics
to generate flow transfer matrix. There is about 1.48 million pairs of OD in the morning
and evening peaks in 10 working days, of which about 760,000 pairs are in the morning
peak and about 720,000 pairs are in the evening peak.

According to formulas (1) to (3), the coefficient of dispersion (COD) between TAZs
is calculated, and the statistical distribution is shown in Fig. 5. The distribution has
a small difference between the morning peak and the evening peak. The COD lies in
[0.001,1.0], amongwhich the COD accounts for more than 70% in the range of [0.1,0.3].
When COD < 0.3, the taxi flow between TAZs tends to be stable. Therefore, based on
the relevant statistical criteria, we select COD < 0.3.

(a) the morning peak (b)  The evening peak

Fig. 5. The coefficient of dispersion (COD) distribution.
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3.4 The Identification Results and Analysis of Commuting TAZs

The number of clustersK is a constant, which needs to be set in advance. The setting ofK
value is very important to the final result. The commonly used selection K methods are
Silhouette Coefficient (SC) method and elbow rule [16]. In order to avoid the cognitive
deviation caused by a single method, we selects the Silhouette Coefficient method and
elbow rule to jointly determine K to ensure the reliability of the results.

Silhouette Coefficient is an evaluation method of clustering effect. It combines the
two factors of cohesion and separation, and is used to evaluate the influence of different
algorithms or different parameter settings of the same algorithm on the clustering results
on the same data set. The calculation formula is as follows:

SC =
∑N

i=1
b(i)−a(i)

max(a(i),b(i))

N
(4)

a(i) =
∑

j∈Ci
d(xi, xj)

|Ci − 1| (5)

b(i) = minj �=i

∑
j∈Cj

d(xi, xj)

|Cj| (6)

where: Ci,Cj represents the sample dataset contained in the i-th and j-th clusters, and
the sample point xi ∈ Ci, a(i) represents the internal dissimilarity of sample point xi,
and b(i) represents the dissimilarity of sample point xi, N represents the number of all
sample points.

Elbow rule is to determine the best K by comparing the variation trend of sum of
squared errors (SSE) of clustering results. The calculation formula is as follows:

SSE =
∑K

i=1

∑

x∈Ci

|x − ui|2 (7)

where: ui represents the cluster center of the i-th cluster.
We conduct a pre-experiment, and according to the prior knowledge, we select the

range of K value as [9,19]. The final results are shown in Fig. 6, SSE decreases with the
increase of K, and Si fluctuates up and down.

Fig. 6. The SC and SSE at different K.
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Combined with the comprehensive analysis of SC and SSE, we choose the number
of clustering clustersK= 14. The experimental results show that 126 pairs of TAZs with
high flow and strong stability in themorning and evening peak hours are grouped into one
class. Finally, combinedwithCOD<0.3 for screening, 52 pairs ofTAZswith commuting
relationship are identified. Figures 7 and 8 show the distribution of commuting TAZs in
the morning and evening peaks (red zones in the figures are commuting TAZs). Table 3
and 4 show the top 10 pairs of commuting TAZs in the morning and evening peaks.

(a) origin (b) destination

Fig. 7. The distribution of Commuting TAZs in the morning peak.

(a) origin (b) destination

Fig. 8. The distribution of Commuting TAZs in the evening peak.



Identifying Taxi Commuting Traffic Analysis Zones 573

Table 3. TOP 10 pairs of commuting TAZs in the morning peak

Number Origin Destination Distance (km) trips

1 200 (around Central Park) 200 (around Central Park) 2.3 152

2 343 (Nan’an District) 345 (Rongqiao Primary
School, Xintiandi
Community)

6.4 148

3 345 (Rongqiao Primary
School, Xintiandi
Community)

200 (around Central Park) 27.8 136

4 341 (Danzishi International
Community)

89 (Jie Fangbei Business
District)

5.2 131

5 201 (Huixing District) 179 (around Chongqing
North Railway Station)

7.7 125

6 304 (Yuanyangcheng
Community)

29 (Sanxia Square Business
District)

8.6 103

7 200 (around Central Park) 10 (Liangjiang Industrial
Park)

14.2 85

8 301 ( Pingdingshan Cultural
Park)

308 (Southwest Hospital) 7.1 76

9 304 (Yuanyangcheng
Community)

313 (Olympic Sports Center,
Chongqing Medical
University)

6.1 73

10 224 (Lifan Tangyue
Community, Donghu Yayuan
Community)

204 (Liangjiang Middle
School, Southwest University
of Politics and Law Yubei
Campus)

9.3 65

Table 4. TOP 10 pairs of commuting TAZs in the evening peak

Number Origin Destination Distance(km) Trips

1 200 (around Central Park) 345 (Rongqiao Primary
School, Xintiandi
Community)

27.9 130

2 345 (Rongqiao Primary
School, Xintiandi
Community)

343 (Nan ‘an District) 6.5 123

3 89 (Jie Fangbei Business
District)

343 (Nan ‘an District) 9.7 114

4 330 (Chongqing Zoo,
yangjiaping middle school)

323 (Huamei Times City) 4.6 96

(continued)
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Table 4. (continued)

Number Origin Destination Distance(km) Trips

5 201 (Fuyue New Town,
Changan Minsheng Logistics)

304 (Yuanyangcheng
Community)

28.5 82

6 10 (Liangjiang Industrial
Park)

200 (around Central Park) 14.3 74

7 204 (Liangjiang Middle
School, Southwest University
of Politics and Law Yubei
Campus)

224 (Lifan Tangyue
Community, Donghu Yayuan
Community)

9.3 66

8 251 (Zijing Commercial
Square)

323 (Huamei Times City) 12.9 62

9 10 (Liangjiang Industrial
Park)

268 (Poly Hills Community) 10.8 55

10 308 (Southwest Hospital) 301 (Pingdingshan Cultural
Park)

7.2 53

Hotspots Analysis: During the morning peak, the travel hotspots are mainly concen-
trated in the surrounding residential zones such as Jiefangbei, Nanping, and Danzishi,
and around the public transport hubs such as Shapingba, Hongqihegou, and Lianglukou.
These zones contain a large number of residential zones and important transportation
facilities, which are dense zones where people go to work in the morning. During the
evening peak, high-tech industrial park, such as Liangjiang Industrial Park, XiantaoData
Valley, and large commercial zones, such as Jiangbeizui, have become hotspots of taxi.
Besides, zones with relatively concentrated leisure, entertainment, catering and shop-
ping, such as Times Tian Street, Guanyinqiao pedestrian street, Sanxia Square business
district, and Jiefangbei pedestrian street, have also become hotspots. In addition, citizens
tend to arrive at the workplace quickly and on time in the morning peak. While in the
evening peak, they tend to disperse to the adjacent time slices, so the flow in the evening
peak will be lower than that in the morning peak.

Commuting Distance and Commuting Time: Wefirst calculate the distance and time
of all trips, and then calculate the commuting distance and commuting time between
TAZs, the results are shown in Figs. 9, 10, 11 and 12. The analysis shows that the
commuting distance during the peakhours ismainly distributedwithin 10km, accounting
for more than 60%, among which, the range of 5–10 km is the most, and there are also
many short trips within 3 km. Long-distance commuting (more than 20 km) accounts for
a relatively small proportion, accounting for about 10%. The commuting time during the
peak hours is mainly distributed within 20 min, accounting for more than 65%, among
which the range of 10–20 min is the most, accounting for more than 30% in the morning
and evening peaks. Long-term (more than 30 min) commuting accounts for a relatively
small proportion, accounting for about 15%.
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(a)The morning peak.                            (b) The evening peak.

Fig. 9. The distance of all trips.

(a)The morning peak.                             (b) The evening peak.

Fig. 10. The time of all trips.

(a)The morning peak.          (b) The evening peak.

Fig. 11. The commuting distance between TAZs.

3.5 The Commuting Travel Analysis of No. 200 TAZ (Around Central Park)

From Table 4.2 and Table 4.3, the taxi commuting behavior in No. 200 TAZ (around
Central Park) is obvious, so we focus on analyzing this TAZ. Table 5 shows the POI
information of No. 200 TAZ. According to the analysis, No. 200 TAZ is a multifunc-
tional mixed zone integrating consumer-entertainment, business-office, education and
residence.
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(a)The morning peak.                                     (b) The evening peak.

Fig. 12. The commuting time between TAZs.

Table 5. The POI information of No. 200 TAZ

POI Consumer-entertainment Business-office Residence Traffic Medical Education Scenic

Number
(%)

2507
(66.25%)

1015
(26.82%)

252
(6.65%)

0
(0)

1
(0.026%)

8
(0.21%)

3
(0.079%)

Table 6. TOP 5 morning outflow from No. 200 TAZ

Number Destination Trips

1 200 (around Central Park) 152

2 10 (Liangjiang Industrial Park) 85

3 345 (Rongqiao Primary School, Xintiandi Community) 56

4 89 (Jie Fangbei Business District) 38

5 299 (Daping commercial district) 35

Table 7. TOP 5 evening inflow to No. 200 TAZ

Number origin Trips

1 200 (around Central Park) 166

2 10 (Liangjiang Industrial Park) 74

3 345 (Rongqiao Primary School, Xintiandi Community) 46

4 89 (Jie Fangbei Business District) 37

5 299(Daping commercial district) 33

Although No. 200 TAZ is a multifunctional mixed zone, it is a zone with strong
residential attributes. In the morning, citizens go to work. In the evening, citizens go
home fromother places afterwork. Table 6 and Fig. 13(a) show the top 5morning outflow
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fromNo. 200TAZ in themorning. Table 7 and Fig. 13(b) show the top 5 evening inflow to
No. 200TAZ in the evening. The top 5TAZswhich have a strong commuting relationship
with No. 200 TAZ are No. 200, 10, 89, 299, 345 TAZs. No. 200 TAZ itself is a multi-
functional mixed zone, thus there are short-distance commuting travels. No. 10 TAZ
is the Internet Industrial Park in Liangjiang New zone, which includes Zhongzhilian,
Chongqing Academy of Science and Technology, pharmaceutical companies and other
enterprises, so it is a typicalworkplace zone.No. 89TAZ is around Jiefangbei commercial
district. As one of the largest business districts in Chongqing, it has strong commuting
attributes. From this, it can be inferred that the entire Jiefangbei commercial district is
attractive to taxi travel. No. 299 TAZ is Daping commercial district, which is similar to
No. 89 Jiefangbei commercial district.

(a) TOP 5 morning outflow (b) TOP 5 evening inflow

Fig. 13. TOP 5 commuting travel for No. 200 TAZ.

4 Conclusion

Commuting is a very common and important travel behavior. In this paper, we proposed
a new commuting TAZs identification method to identify the regional-level commuting
patterns of taxis, where massive taxi GPS data, urban road network and POI information
are fully explored. The method mainly includes three steps: dividing TAZs, obtaining
flow transfer matrix and identifying commuting TAZs.

As a matter of fact, it is very important to explore the taxi regional-level commuting
pattern, especially forChongqing (AsChongqing is amountain citywith complex terrain,
taxi is more favored by citizens and tourists). Extensive experiments are conducted on
Chongqing real-world datasets. The results show that themethodwe proposed is feasible
and efficient. 52 pairs of TAZs with commuting relationship are identified. According to
the analysis, during the morning peak, the commuting hotspots are mainly concentrated
in the surrounding residential zones, such as Nanping, Danzishi, and around the public
transport hubs, such as Shapingba, Hongqihegou and Lianglukou. During the evening
peak, high-tech industrial park, such as Liangjiang Industrial Park, Xiantao Data Valley,



578 Y. Qin et al.

and large commercial zones, such as Jiangbeizui, have become hotspots of taxi. The
commuting distance during the peakhours ismainly distributedwithin 10km, accounting
for more than 60%, among which, the range of 5–10 km is the most. The commuting
time during the peak hours is mainly distributed within 20min, accounting for more than
65%, among which the range of 10–20 min is the most, accounting for more than 30%.
The analysis results provide valuable reference for relevant departments and companies,
for example, designing custom buses.
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Abstract. Most existing methods for Chinese relation extraction suffer
from fine-grained relation categories and unbalanced category distribu-
tion in the field of apple diseases and pests. To solve above problems,
we construct the AppleRE dataset, which contains 28 relation categories
and 20060 relation instances with the characteristic of richer categories
than existing agricultural datasets. Then, we propose a relation extrac-
tion model BE-ARE introducing BERT and entity information, in which
dynamic character representations and entities that reflects the unique
meaning of Chinese words are utilized to enhance the data features. The
performance of BE-ARE on AppleRE achieved a precision of 98.44%, a
recall of 96.75% and an F1-score of 97.59%. The F1- score is increased by
1.77%–12.38%, which outperforms the comparison models. Experimen-
tal results demonstrate the competitiveness of BE-ARE when considering
fine-grained classification and unbalanced category distribution. In addi-
tion, the proposed model shows the generalization on the public datasets
in distinct domains.

Keywords: Chinese relation extraction · Apple diseases and pests ·
BERT · Entity information

1 Introduction

Apple plays an important role in agricultural production. Diseases and pests
hinder the apple industry and cause production losses. Therefore, their control
must receive great attention. Most authoritative information in this domain is
stored in unstructured text. Chinese relation extraction (CRE) of apple diseases
and pests aims to extract semantic relations between the two entities marked in
a given sentence and to convert unstructured text into structured data, which
contributes to knowledge graph and intelligent Q&A. For example, the sentence
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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“苹果白粉病危害苹果幼芽 (Apple powdery mildew harms the young buds of
apples)” has two entities, “苹果白粉病 (apple powdery mildew)” and “幼芽
(young buds)”, and the relation between them is “危害 (harm)”.

Deep learning has been successfully applied in many fields [5,10], especially
in relation extraction. CNN [15] and RNN are used to learn underlying features
automatically. [16] proposed the BLSTM model based on RNN to deal with long-
distance patterns. [18] developed the Att-BLSTM model to capture the most
important semantic information in a sentence. With the emergence of the BERT
model [2,12] designed the R-BERT model and utilized the entities to tackle rela-
tion extraction. [11] used entity context information to enhance BERT. Entities
are important information in relation extraction. [3,4] introduced entity descrip-
tions and entity types to achieve relation extraction. They have limitations of
no entity descriptions and limited entity types. In CRE, entity information can
overcome these limitations due to the unique meaning of Chinese words.

Relation extraction in agriculture has received extensive attention [7,14].
However, there are currently no publicly available datasets and models in the
field of apple diseases and pests. The problems of fine-grained relation categories
and unbalanced category distribution exist in this domain that need to be solved
urgently. Therefore, the main contributions of this paper include:

• We construct a CRE dataset of apple diseases and pests named AppleRE.
The dataset contains 28 categories and has the characteristics of fine-grained
classification.

• We propose a CRE model named BE-ARE. The proposed model improves
performance of relation extraction by introducing BERT and entity informa-
tion.

• The BE-ARE model achieves the optimal results on the AppleRE dataset and
also outperforms other models on the public datasets in distinct domains.

The remainder of this paper is organized as follows. Section 2 describes the
details of AppleRE dataset. Section 3 presents the details of BE-ARE model.
Section 4 and Sect. 5 introduce the experimental results and discussion. Section 6
concludes the paper.

2 AppleRE Dataset

2.1 Data Collection

Books and Internet texts, as carriers of apple disease and pest information, have
recorded lots of data. Compared with Internet texts, books are more normative,
professional and authoritative. Therefore, to ensure the quality of the dataset, we
selected seven authoritative books as data sources under the guidance of experts
from Northwest A&F University, as shown in Table 1. These books introduce
more than fifty common apple diseases and sixty apple pests, and comprehen-
sively cover the relations between entities of apple diseases and pests, which
provide a knowledge base for the construction of the dataset.
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Table 1. Data sources of dataset.

Book title Author Publisher Pubdate

Integrated prevention and control
of apple diseases and pests

Shishan Guo Henan Science and Technology
Press

1992

Prevention and control of apple
diseases and pests

Jinyou Wang Golden Shield Press 1992

Prevention and control of apple
diseases and pests

Yizhi Sun Shaanxi Science and Technology
Press

1997

Prevention and control of apple
diseases and pests with pictures

Zigang Cao China Agriculture Press 1999

New diagnosis and control of apple
pests and diseases

Youguang Chen Shaanxi Science and Technology
Press

2003

Integrated prevention and control
technology of apple diseases and
pests

Jinying Wu Northwest Agriculture and
Forestry University Press

2009

Prevention and control of diseases,
pests and weeds in modern apple
production

Dongping Li Chemical Industry Press 2018

2.2 Relation Categories

The relations between entities of apple diseases and pests can be divided into
three coarse-grained categories, namely “苹果 (apple)”, “病虫害 (disease and
pest)”and “防治 (control)”after analysis of existing agricultural research [7,14]
and guidance from experts. Based on this, we further divided the three categories
into fine-grained categories. “苹果 (apple)” is divided into “别称 (alias)”, “分
布 (distribute)” and “品种 (variety)”. “病虫害 (disease and pest)” is divided
into “属于 (belong to)”, “包含 (include)”, “取食 (feed)”, “危害 (harm)”, “侵
染 (infect)”, “寄生 (parasitism)” and “越冬 (overwinter)”’. “防治 (control)” is
divided into “农业防治 agricultural control (增施 increase、清除 clear、种植
plant、翻耕 plow、灌溉 irrigate、撒施 spread)”, “生物防治 biological control
(保护 protect)”, “物理防治 physical control (涂抹 smear、捕杀 catch、诱杀
trap and kill、套袋 bagging)”and “化学防治 chemical control (喷洒 spray、消
毒 disinfect、浸泡 soak、杀灭 kill、禁用 ban、防治 prevention and control)”.
We also defined the category “unknown”, which describes entities that have no
relation. Finally, 28 fine-grained relation categories are obtained in the dataset.

2.3 Relation Annotation

We annotated the relation instances based on relation categories. The specific
annotation process is shown in Fig. 1. Given the raw sentence with the marked
entities [17], the relation instances are composed of entity pairs, their correspond-
ing relationship and the raw sentence. The format of instance is like “entity1
entity2 relation sentence”. When all the annotations are completed, we proof-
read the entire dataset to ensure the correctness of all instances. Finally, the
AppleRE dataset contains 20060 relation instances.
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Fig. 1. An example from raw sentence to labeled instances.

2.4 Dataset Features

AppleRE is an agricultural dataset compared with general corpora, such as San-
Wen [13], RECDI [9], PCNN-A [14] and AgFeature [7]. Among them, SanWen
belongs to the literature field. RECDI belongs to the medicine domain. PCNN-A
and AgFeature belong to the agriculture field. Their comparison information can
be found in Table 2.

Table 2. Comparison between AppleRE and other corpora.

Dataset Domain Category Quantity Max length

SanWen Literature 10 21240 88

RECDI Medicine 6 3429 -

PCNN-A Agriculture 5 7085 -

AgFeature Agriculture 7 24764 128

AppleRE Agriculture 28 20060 159

“-” denotes unknown value.

Compared with these general corpora, the features of the AppleRE dataset
are summarized as follows:

(1) AppleRE contains 28 relation categories. As shown in Table 2, AppleRE
provides rich categories compared with corpora in different fields. The cat-
egories of other agricultural datasets belong to coarse-grained classification.
AppleRE provides more fine-grained categories. Especially for “防治 (con-
trol)”, fine division is committed to achieving precise prevention and control.

(2) The relation category distribution is unbalanced in AppleRE. For example,
the instances of relations “撒施 (spread)”, “灌溉 (irrigate)”and “消毒 (disin-
fect)”are 69, 41 and 38, all of which are less than 100. The proportions in the
dataset are 0.34%, 0.2% and 0.19%, which account for less than 0.5%. They
are divided into training set, test set, and validation set with few instances,
which can easily cause extraction errors.
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(3) The sentences of relation instances are long text sequences in AppleRE.
Table 2 counts the lengths of sentences contained in relation instances of dif-
ferent dataset. The maximum sentence length in AppleRE is 159, which is
longer than others. The sentence length provides a reference for the param-
eter value in subsequent experiments.

3 BE-ARE Model

In this section, we present our BE-ARE model in detail. As shown in Fig. 2, the
BE-ARE model takes the character-based BiGRU structure as the basic frame-
work and contains four layers. The BERT layer is used to obtain the dynamic
character representations and entity representations of the text. The BiGRU
layer can mine the context information and obtain the semantic feature vectors.
The attention layer assigns different weights to the feature vectors to enhance the
model performance. The classification layer splices the output of the attention
layer and the entity representations obtained by the BERT layer to realize rela-
tion extraction. This section will focus on the BERT layer and the classification
layer. The details of BiGRU and attention can be found in [1] and [18].

Fig. 2. BE-ARE model architecture.

3.1 BERT Layer

The BERT layer aims to obtain the character vector representations and entity
vector representations of the apple disease and pest text. To identify the entity
pairs in a sentence, we adopt the tokens “$” and “#” to mark the entity1 and
entity2, and also add “[CLS]” to the beginning of each sentence mentioned in [12].
As shown in Fig. 3, after insertion of the tokens, the sentence with two entities
will become to: “[CLS]$苹果白粉病 $危害苹果#幼芽#(Apple powdery mildew
harms the young buds of apples)”.
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Fig. 3. Character vectors and entity vectors generated by BERT.

Given a sentence S consisting of n characters S = {c1, c2, . . . , cn} and the
two entities are e1 = {ca, ca+1, . . . , cb} and e2 = {cp, cp+1, . . . , cq}, the input
of BERT can be expressed as {[CLS], c1, c2, . . . , $, ca, . . . , cb, $, . . . ,#, cp, . . . , cq,
#, . . . , cn}, where ci is i-th character of S; a and b are the start and end indices
of e1 in S; p and q are the start and end indices of e2 in S. ci is represented by
token embedding, segment embedding and position embedding. The summation
of these three embeddings denoted as si is fed into the BERT layer and the final
output from BERT is xi. Vectors xa to xb are from BERT for entity e1, and xp

to xq are from BERT for entity e2. We utilize average operations to obtain vector
representations of the two entities. The character vector ES is shown in Eq. (1)
and the entity vectors Ee1 and Ee2 are shown in Eq. (2) and Eq. (3):

ES = [x1, x2, . . . , xn] (1)

Ee1 =
1

b − a + 1

b∑

m=a

xm (2)

Ee2 =
1

q − p + 1

q∑

m=p

xm (3)

where m represents the position of the entity character in S.

3.2 Classification Layer

The classification layer is used to extract the relations between the entity pairs
of apple diseases and pests. For example, the entity e1 “苹果白粉病 (apple
powdery mildew)”and e2 “幼芽 (young buds)”are Chinese words with specific
meanings. The former implies an apple disease and the latter refers to the parts
of apple, both of which provide additional information for relation extraction.
Therefore, the entity information in a sentence can help improve the capability
of the BE-ARE model.
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Fig. 4. Classification layer architecture.

As shown in Fig. 4, the feature fusion vector combines the output of the
attention mechanism and the entity information, denoted as He, which is con-
catenated by h∗, Ee1 and Ee2 as shown in Eq. (4). Then the feature vector is
fed into the softmax classifier to calculate the probabilities of each relation as
shown in Eq. (5) and finally achieves relation extraction as shown in Eq. (6).

He = [h∗ ⊕ Ee1 ⊕ Ee2 ] (4)

p = softmax(WHe + b) (5)

ŷ = arg max p (6)

where h∗ is the output of the attention layer; p is the final probability expression;
W is the weight parameter; b is the bias parameter and ŷ is the predicted relation
category. We adopt cross-entropy in [6] as the loss function.

4 Experiments

4.1 Experimental Settings

Dataset. We carry our experiments on different datasets, including AppleRE,
SanWen and FinRE [6]. The AppleRE dataset contains 20060 relation instances
with 12036, 4012 and 4012 instances for training, testing and validation respec-
tively.

Experimental Environment. Ubuntu 16.04OS, GeForce RTX 2080Ti GPU,
PyTorch1.2.0 and Python3.6.

Parameter Settings. The parameters of BERT layer refer to [2]. The initial
learning rate is set to 2e-5 with AdamW optimization [8]. GRU size is set to
250. Dropout is set to 0.5 to avoid overfitting. Batch size is 16 and epoch is 10.



586 M. Guo et al.

The character embedding of comparison model are pretrained by word2vec and
the embedding size is 100 [6].

Evaluation Metrics. Precision, recall and F1-score are applied in the experi-
ments.

4.2 Experiments on AppleRE

Several popular models, such as CNN [15], BLSTM [16], Att-BLSTM [18], BERT
[2] and R-BERT [12] are compared to verify the effectiveness of BE-ARE on
AppleRE. Table 3 shows that BE-ARE achieves optimal results among all the
models. CNN performs the worst. The apple disease and pest corpus are long text
sequences but CNN is inappropriate to exploit long-distance contextual infor-
mation. The performance of the BERT-based models is better than the LSTM-
based models. This is because the embeddings of the former produce richer and
dynamic vector representations of characters than the character embeddings of
the latter. Compared with BERT and R-BERT, BE-ARE utilizes BiGRU and
attention mechanism to improve model performance.

Table 3. Results of different models on AppleRE.

Model Precision Recall F1

CNN 82.94 87.61 85.21

BLSTM 91.99 89.87 90.92

Att-BLSTM 93.87 93.57 93.72

BERT 94.57 95.17 94.87

R-BERT 95.57 96.07 95.82

BE-ARE 98.44 96.75 97.59

Table 4. Performance of different models for coarse-grained category on AppleRE.

Relation CNN BLSTM Att-BLSTM BERT R-BERT BE-ARE

苹果 apple 97.49 98.65 98.99 99.83 99.74 99.83

病虫害 disease and pest 96.77 97.66 98.41 98.96 99.31 99.03

防治 control 92.75 96.58 98.17 99.12 99.36 99.28
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Table 5. Performance of different models for fine-grained category on AppleRE.

Relation CNN BLSTM Att-BLSTM BERT R-BERT BE-ARE

别称 alias 97.80 99.50 99.26 100.00 100.00 99.75

分布 distribute 98.42 99.64 99.82 99.82 99.82 99.82

危害 harm 87.21 93.42 94.49 95.61 96.85 97.96

增施 increase 90.91 95.52 97.06 97.06 97.06 97.06

清除 clear 93.83 95.82 98.07 97.73 99.35 99.35

涂抹 smear 82.05 85.71 95.65 95.77 95.77 100.00

喷洒 spray 88.80 96.81 98.08 98.72 98.51 98.73

消毒 disinfect 72.73 61.54 72.73 66.66 66.66 88.89

越冬 overwinter 95.67 97.56 99.00 97.03 99.25 99.50

品种 variety 97.70 98.15 98.16 99.54 100.00 100.00

防治 prevention and control 81.08 93.33 90.00 97.37 97.37 98.67

侵染 infect 100.00 92.31 100.00 100.00 100.00 100.00

种植 plant 88.89 100.00 100.00 100.00 100.00 100.00

浸泡 soak 94.74 85.72 94.74 94.74 100.00 94.74

套袋 bagging 0.00 66.67 66.67 66.67 90.91 88.89

翻耕 plow 85.71 75.00 100.00 100.00 100.00 100.00

寄生 parasitism 91.80 93.10 94.74 100.00 90.56 98.24

灌溉 irrigate 80.00 80.00 90.91 90.91 90.91 100.00

禁用 ban 88.89 94.12 94.12 88.89 94.12 88.89

撒施 spread 66.67 76.92 75.00 88.89 70.59 100.00

保护 protect 75.00 93.33 93.33 94.12 100.00 93.33

包含 include 98.31 100.00 100.00 100.00 100.00 96.55

杀灭 kill 67.86 86.37 90.91 97.56 97.56 97.67

诱杀 trap and kill 88.09 94.44 98.63 97.30 100.00 100.00

取食 feed 86.92 93.33 94.78 95.45 97.34 97.78

属于 belong to 99.20 100.00 100.00 100.00 100.00 100.00

捕杀 catch 85.71 92.31 88.89 96.00 100.00 96.00

Fig. 5. F1-scores of unbalanced relation category.
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Table 4 and Table 5 show the F1-scores of the models under different relation
classification. The results show that under the coarse-grained classification, the
performance of each model is similar because of few relation categories and a
similar number of corresponding relation instances. However, under the fine-
grained classification, the performance of models is different and the advantages
of the BE-ARE model are more prominent. The F1-scores of different models
for each category on AppleRE show similar differences. These models can fully
learn the characteristics of relations during training when the relation category
corresponds to many instances, such as “分布 (distribute)” and “危害 (harm)”
. However, due to unbalanced distribution of relation categories, these models
perform poorly at some relations, such as “撒施 (spread)”, “灌溉 (irrigate)”and
“消毒 (disinfect)”, which have fewer instances resulting in models being difficult
to fully learn the corresponding features. In comparison, BE-ARE is slightly
impacted by the unbalanced distribution of relation category as shown in Fig. 5.

4.3 Experiments on the Public Datasets

To verify the generalization of BE-ARE, we selected two public datasets San-
Wen and FinRE. Table 6 lists the F1-scores of all models and the results of CNN,
BLSTM and Att-BLSTM are from [6]. The BE-ARE model yields the highest
F1-scores on the SanWen and FinRE datasets, which are 71.29% and 50.79%,
respectively. There are positional overlaps between entity pairs in SanWen. The
relation instances for each category in FinRE are insufficient. BE-ARE adopts
BERT and the entity information to further enhance the capability to extract
relations, thus achieving best performance. Experiments demonstrate the gener-
alization of BE-ARE on the datasets in different fields.

Table 6. F1-scores of models on SanWen and FinRE.

Model SanWen FinRE

CNN 59.42 41.47

BLSTM 61.04 42.87

Att-BLSTM 59.48 41.48

BERT 70.26 48.07

R-BERT 67.89 50.01

BE-ARE 71.29 50.79

5 Discussion

5.1 Ablation Study

Effect of BERT Embedding. To analyze the effect of BERT, we conduct
comparative experiments by considering randomly initialized embedding and
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pretrained character embedding. The randomly initialized embedding adopts
the default PyTorch1 method and its embedding size is the same as that of the
pretrained character embedding.

The F1-score of the model with BERT is higher than those of models with
randomly initialized and pretrained embedding, which increases by 4.4% and
2.5% respectively in Table 7. Randomly initialized and pretrained embedding can
produce static and single vector representations of characters in sentences, which
lack relevance analysis of semantic context. However, BERT provides dynamic
vector representations of characters and contains richer semantic information,
which has stronger text comprehension capabilities. Hence, the experimental
results demonstrate that BERT contributes to improving the effective perfor-
mance of BE-ARE.

Table 7. F1-scores of different embeddings on BE-ARE.

Model F1 Improvement

BE-ARE Random 93.19 4.40

BE-ARE Word2vec 95.09 2.50

BE-ARE BERT 97.59 -

Effect of Entity Information. To further explore the contribution of entity
information used in the classification layer, we analyze apple disease and pest
entities with different strategies, namely No entity, only Entity1, only Entity2
and joint Entity1 and Entity2.

Table 8 shows that the F1-score of strategy with two entities increases by
2.73%, 1.42% and 1.54% respectively compared with others. When there are no
entities in the classification layer, the tokens “$” and “#” locate two entities and
make the BERT output contain the location information of two entities. When
one entity is introduced in this layer, the model effect is further improved. The
model performs best when there are two entities in this layer. The results indicate
that entity information in the classification layer can bring additional features
to BE-ARE, which is conducive to the relation extraction.

Table 8. F1-scores of different entity information on BE-ARE.

Model F1 Improvement

BE-ARE No entity 94.86 2.73

BE-ARE Entity1 96.17 1.42

BE-ARE Entity2 96.05 1.54

BE-ARE Entity1 + Entity2 97.59 -

1 https://pytorch.org/docs/stable/generated/torch.nn.Embedding.html.

https://pytorch.org/docs/stable/generated/torch.nn.Embedding.html
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5.2 Effect of Sentence Lengths

To explore the effect of sentence lengths on BE-ARE, we selected 140, 150 and
160 as sentence lengths according to the sentence feature of AppleRE. As shown
in Fig. 6, with the increase of the sentence length, the performance of BE-ARE
first rises and then falls. The reason for this phenomenon is that when the
sentence length is set too short, sentences will be intercepted and result in loss
of entity and relationship information. When the sentence length is too long, too
much invalid information will be filled into the sentences and cause a decrease
in model performance. Although the performance of BE-ARE decreases as the
sentence length increases, it still has great advantages and benefits more from
long-distance text compared with other models.

Fig. 6. F1-scores of models under different sentence lengths.

5.3 Case Study

To verify the superiority of BE-ARE, we analyzed an example of AppleRE. As
shown in Table 9, the relation between “过氧乙酸 (peroxyacetic acid)”and “病菌
(pathogen)”is “杀灭 (kill)”. CNN cannot recognize the relation between the two
entities. The comparison models are interfered by the relation “防治 (prevention
and control)”between “过氧乙酸 (peroxyacetic acid)”and “腐烂病 (rot disease)”
in the sentence and cause the relation to be incorrectly identified as “防治

(prevention and control)”. Thanks to BERT and entity information, BE-ARE
obtains richer semantic representations and entity features, which strengthen
the model capabilities to make correct predictions.

Table 9. Predictions for different models.

Sentence 过氧乙酸主要用于防治腐烂病和杀灭枝干上越冬的轮纹病、炭疽病病菌。

Peroxyacetic acid is mainly used to prevent and
control rot disease and to kill the overwintering rot
and anthracnose pathogens on the branches and
trunks

Entity Entity1: 过氧乙酸 peroxyacetic acid Entity2: 病菌 pathogen

Relation 杀灭 kill

Prediction CNN: unknown BLSTM: 防治 prevention and control

Att-BLSTM: 防治 prevention and control BERT: 防治 prevention and control

R-BERT: 防治 prevention and control BE-ARE: 杀灭 kill
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6 Conclusion

In this paper, the AppleRE dataset was constructed to solve the problem of lim-
ited data in the field of apple diseases and pests. Compared with other corpora,
the relation categories in AppleRE are more fine-grained. Moreover, the BE-
ARE model was proposed to explore the relations between the entity pairs and
introduced BERT and entity information. BE-ARE outperforms previously pro-
posed models on the datasets in distinct domains, such as Chinese apple diseases
and pests (AppleRE), literature (SanWen) and financial (FinRE). Experiments
show the effectiveness of BE-ARE when dealing with fine-grained relation cat-
egories and unbalanced category distribution. In future work, we will focus on
introducing different features to solve the task of relation extraction.

Acknowledgements. This work is supported by the Key Research and Development
Program of Shaanxi (No. 2019ZDLNY07-06-01).

References

1. Cho, K., et al.: Learning phrase representations using RNN encoder-decoder for
statistical machine translation (2014). arXiv preprint: arXiv:1406.1078

2. Devlin, J., Chang, M., Lee, K., Toutanova, K.: Bert: pre-training of deep
bidirectional transformers for language understanding (2018). arXiv preprint
arXiv:1810.04805

3. Ji, G., Liu, K., He, S., Zhao, J.: Distant supervision for relation extraction with
sentence-level attention and entity descriptions. In: Proceedings of the AAAI Con-
ference on Artificial Intelligence (2017)

4. Lee, J., Seo, S., Choi, Y.: Semantic relation classification via bidirectional LSTM
networks with entity-aware attention using latent entity typing. Symmetry 11(6),
785 (2019)

5. Li, Y., Song, Y., Jia, L., Gao, S., Li, Q., Qiu, M.: Intelligent fault diagnosis by
fusing domain adversarial training and maximum mean discrepancy via ensemble
learning. IEEE Trans. Industr. Inf. 17(4), 2833–2841 (2020)

6. Li, Z., Ding, N., Liu, Z., Zheng, H., Shen, Y.: Chinese relation extraction with
multi-grained information and external linguistic knowledge. In: Proceedings of
the 57th Annual Meeting of the Association for Computational Linguistics, pp.
4377–4386 (2019)

7. Liu, Z., Chen, Y., Dai, Y., Guo, C., Zhang, Z., Chen, X.: Syntactic and semantic
features based relation extraction in agriculture domain. In: International Confer-
ence on Web Information Systems and Applications, pp. 252–258 (2018)

8. Loshchilov, I., Hutter, F.: Fixing weight decay regularization in adam (2017). arXiv
preprint: arXiv:1711.05101

9. Qi, T., et al.: KeMRE: knowledge-enhanced medical relation extraction for Chinese
medicine instructions. J. Biomed. Inform. 120, 103834 (2021)

10. Qiu, H., Zheng, Q., Msahli, M., Memmi, G., Qiu, M., Lu, J.: Topological graph
convolutional network-based urban traffic flow and density prediction. IEEE Trans.
Intell. Transp. Syst. 22(7), 4560–4569 (2020)

11. Wan, Y., Sun, L., Zhao, P., Wang, J., Tu, S.: Relation classification based on
information enhanced BERT. J. Chin. Inf. Process. 35(3), 69–77 (2021)

http://arxiv.org/abs/1406.1078
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1711.05101


592 M. Guo et al.

12. Wu, S., He, Y.: Enriching pre-trained language model with entity information for
relation classification. In: Proceedings of the 28th ACM International Conference
on Information and Knowledge Management, pp. 2361–2364 (2019)

13. Xu, J., Wen, J., Sun, X., Su, Q.: A discourse-level named entity recognition
and relation extraction dataset for Chinese literature text (2017). arXiv preprint:
arXiv:1711.07010

14. Yue, Y., et al.: Agricultural pest and disease relation extraction based on multi-
attention mechanism and distant supervision. J. Anhui Agric. Univ. 47(4), 5 (2020)

15. Zeng, D., Liu, K., Lai, S., Zhou, G., Zhao, J.: Relation classification via convolu-
tional deep neural network. In: Proceedings of COLING 2014, the 25th Interna-
tional Conference on Computational Linguistics: Technical Papers, pp. 2335–2344
(2014)

16. Zhang, D., Wang, D.: Relation classification via recurrent neural network (2015).
arXiv preprint: arXiv:1508.01006

17. Zhang, J., Guo, M., Geng, Y., Li, M., Zhang, Y., Geng, N.: Chinese named entity
recognition for apple diseases and pests based on character augmentation. Comput.
Electron. Agric. 190, 106464 (2021)

18. Zhou, P., et al.: Attention-based bidirectional long short-term memory networks
for relation classification. In: Proceedings of the 54th Annual Meeting of the Asso-
ciation for Computational Linguistics, pp. 207–212 (2016)

http://arxiv.org/abs/1711.07010
http://arxiv.org/abs/1508.01006


Recommendation via Collaborative
Diffusion Generative Model

Joojo Walker1 , Ting Zhong1 , Fengli Zhang1 , Qiang Gao3 ,
and Fan Zhou1,2(B)

1 University of Electronic Science and Technology of China, 610054 Chengdu,
Sichuan, China

fan.zhou@uestc.edu.cn
2 Kash Institute of Electronics and Information Industry,

844000 Kashgar, Xinjiang, China
3 Southwestern University of Finance and Economics,

611130 Chengdu, Sichuan, China

Abstract. Despite the success of classical collaborative filtering (CF)
methods in the recommendation systems domain, we point out two
issues that essentially limit this class of models. Firstly, most classical
CF models predominantly yield weak collaborative signals, which makes
them deliver suboptimal recommendation performance. Secondly, most
classical CF models produce unsatisfactory latent representations result-
ing in poor model generalization and performance. To address these
limitations, this paper presents the Collaborative Diffusion Genera-
tive Model (CODIGEM), the first-ever denoising diffusion probabilistic
model (DDPM)-based CF model. CODIGEM effectively models user-
item interactions data by obtaining the intricate and non-linear patterns
to generate strong collaborative signals and robust latent representations
for improving the model’s generalizability and recommendation perfor-
mance. Empirically, we demonstrate that CODIGEM is a very efficient
generative CF model, and it outperforms several classical CF models on
several real-world datasets. Moreover, we illustrate through experimental
validation the settings that make CODIGEM provide the most signifi-
cant recommendation performance, highlighting the importance of using
the DDPM in recommendation systems.

Keywords: Recommendation systems · Collaborative filtering ·
Denoising diffusion probabilistic model · Generative model

1 Introduction

The enormous magnitude of user-item interactions data on the internet today
has necessitated the design of various personalized recommendation models to
deliver to users a set of unseen items that may be of interest to them [2,15,22,23].
Among the several recommendation techniques available, classical collaborative
filtering (CF)-based techniques have been widely adopted. Classical CF methods
predict the preferences of users for items by learning from user-item historical
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interactions, employing either explicit feedback (e.g., ratings and reviews) or
implicit feedback (e.g., clicks and views) [3,9,15]. In general, there are two kinds
of classical CF-based approaches: neighborhood-based techniques and model-
based methods [15]. The neighborhood-based approaches such as Item-KNN [5])
use original user-item interaction data (e.g., rating matrices) to infer unseen
ratings by combining similar users’ preferences or similar items. On the other
hand, model-based methods such as matrix factorization (MF) [1,12,19]) obtain
user tastes for items by employing the idea that a low-dimensional latent vector
might represent a user’s taste or an item’s attribute. These matrix factorization
techniques (latent factor models) deconstruct the high-dimensional user-item
rating matrix into low-dimensional user and item latent vectors. Subsequently,
recommendation prediction is made by computing the dot product of the latent
vectors of the user and item [16,20]. It is important to note that Classical CF
models are still dominant approaches both in the industry and academia due to
their simplicity and intuitive justification for the computed predictions [4,15,23].

Challenges: Despite the success of classical collaborative filtering (CF) models,
there are still pertinent issues with these models [1,12,19]. Firstly, most classical
CF models predominantly yield weak collaborative signals, which makes them
deliver suboptimal recommendation performance. This issue is because these
classical CF models are designed with the notion that users and items have a
linear relationship, so they do not capture the intricate information and non-
linearities embedded in the real-world user-item interaction data. Secondly,
most classical CF models produce unsatisfactory latent representations resulting
in poor model generalization and performance. This problem is prevalent because
the models cannot extensively capture high-quality collaborative information
from the underlying data distribution due to their non-Bayesian properties.

Contributions: Recently, a new class of deep generative model (DGM) called
denoising diffusion probabilistic models (DDPM) has achieved exceptional per-
formance on several image synthesis benchmarks, even outperforming generative
adversarial networks (GANs) [6,10,11,21]. Inspired by the outstanding results of
DDPM, we extend DDPM to implicit feedback data-based collaborative filter-
ing (CF) to address the pertinent limitations of classical CF models mentioned
above. Notably, we systematically explore and design a novel DDPM-based CF
model called Collaborative Diffusion Generative Model (CODIGEM). CODI-
GEM adopts a forward Gaussian diffusion process and a reversed diffusion proce-
dure that utilizes flexible parameterized neural networks to capture high-quality
collaborative information from the underlying implicit feedback data. This novel
technique yields quality latent representations to improve the model’s general-
ization and produce excellent recommendations. Overall, our main contributions
can be summarized as follows:

– We present the first-ever DDPM-based model that effectively models the
user-items interactions data to capture the intricate and non-linear patterns
in order to generate strong collaborative signals for the implicit feedback-
based recommendations.

– We alleviate the issue of unsatisfactory generation of latent representations by
effectively capturing the underlying distribution of the implicit feedback data.
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This technique enhances the model’s generalization and yields outstanding
recommendation results.

– We design an efficient deep generative model (DGM)-based CF model. We
highlight that, unlike DDPM employed in image synthesis that uses a costly
iterative sampling process, CODIGEM is very efficient as it achieves good
performance using very few iterative sampling processes. Besides, when com-
pared to a different class of DGM-based CF model [17,18], CODIGEM exhibit
superior computational efficiency.

– Empirically, we demonstrate that CODIGEM outperforms several classical
CF models on several real-world datasets. This performance highlights the
importance of using the DDPM in recommendation systems. To ensure repro-
ducibility, we release our codes via this link1.

2 Collaborative Diffusion Generative Model

Overview: Our novel Collaborative Diffusion Generative Model (CODIGEM) is
essentially a DDPM [10,21]. DDPM is a kind of DGM that consists of two main
processes: a forward diffusion (noising) process (FDP) and the reverse diffusion
(noising) process (RDP). The overall architecture of CODIGEM is illustrated in
Fig. 1. Next, we describe the mathematical underpinnings and the model learning
method of CODIGEM.

Fig. 1. An illustration of CODIGEM model architecture

Inspired by intuitions from non-equilibrium statistical physics Sohl-Dickstein
et al. [21] proposed the first Deep diffusion probabilistic model (DDPM). The
core intuition is to iteratively introduce noise into the underlying structure of
data through a forward diffusion process (FDP). Next the structure of the data
is regenerated through a reverse diffusion process (RDP). Recently, Ho et al.[10],
designed a powerful and flexible DDPM framework that resulted in SOTA per-
formance in the task of image synthesis. Generally, the goal is to determine a
distribution over data, pθ(x), but, we also consider other set of latent variables

1 https://github.com/WorldChanger01/CODIGEM.

https://github.com/WorldChanger01/CODIGEM
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z1:T = [z1, . . . , zT ]. Now, we define the marginal likelihood by integrating out
all latent variables:

pθ(x) =
∫

pθ(x, z1:T ) dz1:T (1)

Using the first-order Markov chain with Gaussian transitions we can model the
joint distribution as follows:

pθ(x, z1:T ) = pθ(x|z1)
(

T−1∏
i=1

pθ(zi|zi+1)

)
pθ(zT ) (2)

where x ∈ R
D and zi ∈ R

D for i = 1, . . . , T . Here, the latent and the observable
variables have the same dimensions. Note that all the distributions are param-
eterized using deep neural networks (DNNs). Now we proceed to describe the
forward diffusion process (FDP) and the reverse diffusion process (RDP).

2.1 Forward Diffusion Process

In this forward diffusion procedure Qφ(z1:T |x), the structure of user-item interac-
tion data (x) is degraded over time by applying specified noise schedule. Similar
to hierarchical VAEs, we define a family of variational posteriors for the FDP in
the following way:

Qφ(z1:T |x) = qφ(z1|x)

(
T∏

i=2

qφ(zi|zi−1)

)
(3)

The significant point is the definition of these distributions. Here, we formu-
late them as Gaussian diffusion process following the example of Sohl-Dickstein
et al. [21] in this way:

qφ(zi|zi−1) = N (zi|
√

1 − βizi−1, βiI) (4)

where z0 = x. A single step of the diffusion, qφ(zi|zi−1), works in a relatively
easy manner. Mainly, it utilizes the previously generated variable zi−1, scales
it by

√
1 − βi and then adds noise with variance βi. Notably, we can use the

reparameterization trick to define it as this:

zi =
√

1 − βizi−1 +
√

βi � ε, (5)

where ε ∼ N (0, I). In principle, βi could be learned by backpropagation, however,
as noted in previous research [10,21], it could be fixed. In our recommendation
model, we find that this is a very sensitive hyperparameter that significantly
affects model performance.
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2.2 Reverse Diffusion Process

For the reverse denoising process (Pθ(x0:T )), the goal is to retrieve the origi-
nal user-item interaction data (x) from the noisy input. Note that the reverse
procedure is also parameterized using first-order Markov chain with a learned
Gaussian transition distribution as follows:

Pθ(x0:T ) = pθ(x|z1)
(

T−1∏
i=1

pθ(zi|zi+1)

)
(6)

pθ(zi|zi+1) = N (μθ(zi, t),Σθ(zi, t)) (7)

2.3 Learning Procedure of CODIGEM

The learning objective is essentially the evidence lower bound (ELBO) [14]. We
highlight that, the distribution qφ(z1|x) will resemble an isotropic Gaussian given
T and a well-behaved variance schedule of βt. By choosing a latent variable from
the isotropic Gaussian distribution and executing the reverse procedure (RDP),
we can generate novel user-item interaction instances from the underlying data
distribution. The RDP is trained to minimize the following upper bound over the
negative log-likelihood. Basically, the learning objective (ELBO) of CODIGEM
is derived as follows:

ln pθ(x) = ln

∫
Qφ(z1:T |x)

pθ(x, z1:T )

Qφ(z1:T |x)
dz1:T (8)

≥ EQφ(z1:T |x)[ln pθ(x|z1)

+

T−1∑
i=1

ln pθ(zi|zi+1) + ln pθ(zT ) −
T∑

i=2

ln qφ(zi|zi−1) − ln qφ(z1|x)] (9)

= EQφ(z1:T |x)[ln pθ(x|z1) + ln pθ(z1|z2) +

T−1∑
i=2

ln pθ(zi|zi+1) + ln pθ(zT )

−
T−1∑
i=2

ln qφ(zi|zi−1) − ln qφ(zT |zT−1) − ln qφ(z1|x)] (10)

= EQφ(z1:T |x)[ln pθ(x|z1) +

T−1∑
i=2

(ln pθ(zi|zi+1) − ln qφ(zi|zi−1))

+ ln pθ(zT ) − ln qφ(zT |zT−1) + ln pθ(z1|z2) − ln qφ(z1|x)] (11)

df
= L (x; θ, φ) (12)

Eventually, the ELBO is the following:

L(x; θ, φ) = EQφ(z1:T |x)[ln pθ(x|z1) +
T−1∑

i=2

(
ln pθ(zi|zi+1)− ln qφ(zi|zi−1)

)
+ ln pθ(zT )−

ln qφ(zT |zT−1) + ln pθ(z1|z2)− ln qφ(z1|x)] (13)
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Note that we use continuous distribution to model p(x|z1). Moreover, we
normalize our inputs to values between −1 and 1, and apply the Gaussian dis-
tribution with the unit variance and the mean being constrained to [−1, 1] using
the Tanh non-linear activation function. Subsequently, we obtain the expression:
p(x|z1) = N (x|tanh (NN(z1)) , I), where NN(z1) is a deep neural network.

2.4 Recommendation Generation

Given a user’s click history x, we can sample a latent distribution from p(zT )-
an isotropic Gaussian distribution and execute the reverse procedure (RDP) to
generate scores of each item for this user. In a typical top − N recommendation
system, we take the top − N values as the prediction items for this user.

3 Experiments

To validate our model and technical contributions we aim to answer these all-
important questions:

RQ1: Can the denoising diffusion probabilistic model (DDPM) effectively model
non-linear user-item interactions? If so, how can we extend it to CF for implicit
feedback data to obtain competitive performance?
RQ2: Is DDPM helpful in generating valuable recommendations? If yes, how
does it work, and what is the cost?
RQ3: How do key hyperparameters of DDPM affect model performance?
RQ4: How efficient is the proposed DDPM-based CF model?

3.1 Experimental Settings

Datasets: We conducted our empirical evaluations on three real-world and
publicly available datasets: MovieLens-1m (ML-1m)2, MovieLens-20m (ML-
20m)3, and Amazon Electronics (AE)4. We adopt standard practise of data-
preprocessing for implicit feedback-based recommendations. Specifically, for all
these datasets, we used a rating value three (3) and above. We also only kept
users with at least ten (10) interactions, and we used items which had at least
ten (10) interactions. We additionally converted all scores to 1 because we are
focusing on the implicit feedback setting. The dataset statistics is depicted in
Table 1.

Baseline Models: We compare CODIGEM to the following baseline models to
validate its performance:
Pop: This model considers the most popular items in a dataset and recommends
these items to users.

2 https://grouplens.org/datasets/movielens/1m/.
3 https://grouplens.org/datasets/movielens/20m/.
4 http://jmcauley.ucsd.edu/data/amazon/.

https://grouplens.org/datasets/movielens/1m/
https://grouplens.org/datasets/movielens/20m/
http://jmcauley.ucsd.edu/data/amazon/
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Table 1. Statistics of all datasets after pre-processing

Dataset ML-20m ML-1m AE

Number of users 136677 6034 13456

Number of items 20108 3124 8361

Number of item interactions 9990682 834449 234521

Sparcity percentage 99.64% 95.57% 99.79%

Item-KNN [5]: A type of model-based recommendation algorithm that identi-
fies the collection of items to be recommended by first determining the similari-
ties between the various items.
BPR [19]: BPR is a Bayesian-based framework that presents a generic opti-
mization approach for personalized ranking.
Weighted matrix factorization (WMF) [12]: WMF is a low-rank factoriza-
tion algorithm with a linear structure.
ENMF [1] ENMF is a well-optimized neural recommendation model that
employs whole training data without sampling.
NeuMF [8]: NeuMF generalizes MF for CF using a neural network to overcome
the constraint of linear interaction in MF.
Multi-VAE [17]: This is a representative VAE-based CF model. Its objective
function incorporates multinomial likelihood, which is a distinguishing feature.
MacridVAE [18]: MacridVAE is a model that is used for learning disentangled
representations from user behavior.
Evaluation Metrics: We employ two standard recommender system met-
rics such as Recall@R (R@R) and the normalized discounted cumulative gain
(NDCG@R). We contrast the predicted rank of the held-out items to the actual
rank using the Recall@R and NDCG@R metrics. By sorting the unnormal-
ized probability, we get the predicted rank. NDCG@R employs a monotonically
increasing discount to signal the relevance of higher rankings over lower ones,
whereas Recall@R considers all items ranked inside the first R to be equally rel-
evant. Notably, we calculate the Recall and NDCG at rank positions 20 and 50.

Implementation Details: We implement CODIGEM with Pytorch. We divide
each dataset into training, validation, and test sets using the ratio 8:1:1. We use
Xavier initialization. We utilize a learning rate of 0.001 and train the model with
the Adamax optimizer [13]. Hyper-parameters βt and T are set to 0.0001 and
3, respectively. We use an architecture comprising six (6) layers of MLP with
PReLU non-linear activation function in between the layers to parametrize the
distributions in FDP and RDP components of CODIGEM. Note that we use the
Tanh activation function in the last layer of the RDP. During training we use a
batch size of 200 and set up our model to train for 100 epochs. Also, we adopt
early stopping when model performance does not increase for ten (10) successive
epochs.
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3.2 Results and Analysis

RQ 1: Performance Evaluation: Table 2 depicts the performance of CODI-
GEM in comparison to representative classical and DNN-based recommendation
models on the Movielens-1m (ML-1m), Movielens-20m (ML-20m), and Amazon
Electronics (AE) datasets. For all the results, a paired t-test is conducted. Here,
p < 0.001 indicates statistical significance. After careful analysis, we observe the
following: Interestingly, BPR and Item-KNN models generally outperform DNN-
based models such as ENMF and NeuMF, highlighting the intrinsic robustness
of some traditional models. However, Linear models such as Pop and WMF are
not competitive with respect to all the DNN-based methods (ENMF, NeuMF,
MacridVAE, Multi-VAE, and CODIGEM) because of their inability to effectively
capture complex non-linear patterns from user-item interactions data which can
aid in the recommendation task. This trend demonstrates the importance of
learning the non-linear information from user-item interactions data. Generally,
deep generative models such as (MacridVAE, Multi-VAE, and CODIGEM) show
strong performance over their non-generative counterparts. The possible reason
for this trend is that generative models can effectively capture the intricate and
non-linear patterns from the unobserved user-item interactions to obtain strong
collaborative signals for the recommendation task. Moreover, these DGM-based
models can obtain high-quality collaborative information from the underlying
implicit feedback data, thereby generalizing better and producing excellent rec-
ommendations than the non-generative models. Multi-VAE, an earlier proposed
DGM-based CF model, outperforms all classical and DNN-based models. Nev-
ertheless, we point out that CODIGEM is yet another competitive DGM-based
CF model worthy of research attention. Mainly, we see that CODIGEM out-
performs robust classical models (BPR, Item-KNN, WMF, and Pop) and some
DNN-based models on all the metrics for all the datasets. Moreover, CODIGEM
is more computationally efficient than Multi-VAE.

Table 2. Comparison of performance of baseline models and CODIGEM on ML-1M,
ML-20M and AE datasets

Models ML-1M ML-20M AE

R@20 R@50 N@20 N@50 R@20 R@50 N@20 N@50 R@20 R@50 N@20 N@50

Pop 0.1289 0.2202 0.1218 0.1460 0.1463 0.2473 0.1138 0.1422 0.0480 0.0899 0.0209 0.0296

BPR 0.2647 0.4252 0.2460 0.2919 0.2955 0.4596 0.2478 0.2964 0.0732 0.1254 0.0325 0.0436

WMF 0.2390 0.3994 0.2206 0.2675 0.2833 0.4254 0.2259 0.2904 0.0655 0.1118 0.0281 0.0378

ENMF 0.2582 0.4103 0.2467 0.2876 0.2234 0.3398 0.1941 0.2561 0.0564 0.0995 0.0263 0.0354

NeuMF 0.2403 0.4009 0.2219 0.2689 0.3021 0.4563 0.2469 0.2965 0.0702 0.1219 0.0307 0.0417

Item-KNN 0.2539 0.4039 0.2430 0.2829 0.2843 0.4264 0.2469 0.2909 0.0588 0.0917 0.0316 0.0389

Multi-VAE 0.2925 0.4588 0.2574 0.3081 0.3698 0.5348 0.3105 0.3508 0.0774 0.1340 0.0364 0.0484

MacridVAE 0.2389 0.3854 0.2371 0.2759 0.2996 0.4358 0.2704 0.3005 0.0769 0.1320 0.0353 0.0465

CODIGEM 0.2796 0.4354 0.2447 0.3026 0.3512 0.4698 0.3031 0.3414 0.0771 0.1338 0.0360 0.0478

RQ 2: Study of CODIGEM: CODIGEM is intrinsically a hierarchical latent
variable model, and like VAE, they also utilize a family of variational posteriors.
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In CODIGEM, we define these posterior distributions as a Gaussian diffusion
process. Since CODIGEM and VAE-based CF models belong to the same family,
we incorporate some well-known and proven VAE techniques into CODIGEM
and study its impacts. Notably, we create these variants: CODIGEM-I (CODI-
GEM with annealing [17]), CODIGEM-II (CODIGEM with skip connections [7]
in the FDP), CODIGEM-III (CODIGEM with skip connections in the RDP),
CODIGEM-IV (CODIGEM with multinomial likelihood [17]). The empirical
results are depicted in Fig. 3. From these results, we observe that annealing does
not negatively affect model performance. We witness a slight decline in CODI-
GEM’s performance when skip-connections are used. Additionally, employing
the multinomial likelihood worsens CODIGEM’s performance.

Table 3. Study of the impact of diverse techniques on CODIGEM

Model variants Model performance

R@50 N@50

CODIGEM-I 0.4696 0.3411

CODIGEM-II 0.4627 0.3359

CODIGEM-III 0.4602 0.3311

CODIGEM-IV 0.2563 0.1353

CODIGEM 0.4698 0.3414

Fig. 2. The impact of βt on CODIGEM on the ML-20m dataset. The left subfigure
depicts a sharp decline in performance in the range 0.0001 to 0.1 and the right subfigure
depicts a slight decline in performance in the range 0.0001 to 0.0009.

RQ 3: Parameter Sensitivity: Here, we study the impact of the critical hyper-
parameters such as βt and T on the overall performance of CODIGEM. For βt,
we experiment with several values in the range of 0.0001 to 0.9. The best results
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Fig. 3. The left subfigure shows the study of the impact of T on CODIGEM and the
right subfigure depicts convergence of CODIGEM for all the datasets

across datasets are 0.0001. As depicted in Fig. 2, a change in the βt value dras-
tically affects model performance. Hence, a careful tuning of βt on your dataset
is always required. Regarding T , we observe that unlike DDPM models used
in image synthesis, increasing the value of T does not improve model perfor-
mance. From the left subfigure of Fig. 3, we consistently obtain the best model
performance when T is 3.

RQ 4: Computational Efficiency: T is a hyperparameter that significantly
impacts the computational efficiency of DDPM models-a large T value results
in a computationally inefficient model (see Table 4). As indicated earlier (see
the left subfigure of Fig. 3), we observed during the empirical studies of DDPM
for CF that setting T = 3 yields optimal performance. To further ascertain the
efficiency of CODIGEM, we study its training efficiency. From the convergence
graphs of CODIGEM on all three datasets (see the right subfigure of Fig. 3), we
notice that the CODIGEM model converges mainly around 15 to 25 epochs. On
the other hand, MacridVAE and Multi-VAE converge to good performance after
75 to 200 epochs. Additionally, in Table 5 we report the training and evaluation
convergence time for all the generative models. Overall, considering the rapid
convergence and relatively less training time of CODIGEM, we can conclude
that CODIGEM is more computationally efficient than the baseline VAE-models.
We remark that our proposed CODIGEM model’s computational efficiency is a
significant advantage.
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Table 4. Impact of T value on computational efficiency of CODIGEM

T value Total model
execution time

Number
of epochs

3 824.682 s 18

5 1212.060 s 18

8 1861.488 s 18

10 2416.659 s 19

15 3384.233 s 18

Table 5. Comparison of computational efficiency of the generative models

Model Training time Evaluation time Average number of Total time

(sec/epoch) (sec/epoch) epochs to convergence of convergence

MacridVAE 142.35 124.81 95 25380.20 s

Multi-VAE 53.17 48.45 150 15243.00 s

CODIGEM 48.22 46.67 18 1708.02 s

4 Concluding Remarks

Paper Conclusions: This paper presented the first-ever DDPM-based RS
model that effectively models non-linear user-item interactions to generate strong
collaborative signals for enhancing the generalizability of recommendations. We
also demonstrated through systematic experimental validation the settings that
enable CODIGEM to produce excellent recommendations performance. More-
over, the empirical studies indicate that CODIGEM is very efficient and out-
classes several classical RS models on three real-world datasets. Overall, our
findings highlight the significance of using the diffusion probabilistic model in
recommendation systems. Our studies conclude that DDPM is a viable DGM
alternative for RS tasks that needs more research attention.

Open Research Directions: Here, we highlight some unexplored potential of
DDPM-based DGMs that can significantly enhance recommendation systems.
Firstly, a crucial problem of VAE-based CF models is variational posterior col-
lapsing to the prior, resulting in meaningless representation learning. DDPMs
are robust against posterior collapse issues and can mitigate this limitation.
Hence, integrating DDPMs and VAEs would be exciting research as both can
take advantage of each other to generate excellent recommendations. Secondly,
simplistic prior in VAE-based CF models results in sub-optimal recommendation
performance. An interesting new direction would be to use DDPMs as flexible
priors in VAEs. Moreover, we can incorporate important side information such
as visual content-based information into these priors, ultimately addressing data
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sparsity and cold-start issues. Lastly, we can enhance the stability and perfor-
mance of DDPMs by learning the covariance matrices in reverse diffusion and
using different noise schedules.
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Abstract. As deep neural networks (DNNs) become more widely used
in various safety-critical applications, protecting their security has been
an urgent and important task. Recently, one critical security issue is
proposed that DNN models are vulnerable to targeted bit-flip attacks.
This kind of sophisticated attack tries to inject backdoors into models
via flipping only a few bits of carefully chosen model parameters. In
this paper, we propose a gradient obfuscation-based data augmentation
method to mitigate these targeted bit-flip attacks as an empirical study.
Particularly, we mitigate such targeted bit-flip attacks by preprocessing
only input samples to break the link between the features carried by
triggers of input samples with the modified model parameters. Moreover,
our method can keep an acceptable accuracy on benign samples. We
show that our method is effective against two targeted bit-flip attacks
by experiments on two widely-used structures (ResNet-20 and VGG-16)
with one famous dataset (CIFAR-10).

Keywords: Data augmentation · Backdoor · Bit-flip attack · Deep
neural networks

1 Introduction

With the performance of deep neural networks (DNN) surpassing human per-
formance in complex tasks, applications of DNN (e.g. computer vision, natu-
ral language processing, etc. [2,14,17,21,26]) are more and more widely used.
For safety-critical tasks, such as biomedical diagnosis, autonomous vehicles, and
intelligent transportation [16,20,31], the security and robustness of DNN models
are crucial. Prior works has demonstrated that DNN models are vulnerable to
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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various attacks [3,15,22,24,25]. A significant amount of the work has focused
on fooling DNN models by adding perturbation to input samples. For example,
carefully crafted adversarial examples (AEs) can mislead the model inference for
false outputs [5,13].

Recently, novel security threats are proposed. For instance, neural Trojan
attacks [7,18,19] exploit corrupted inputs and weights to cause target-miss behav-
ior of DNNs. Many such attacks are designed for injecting Trojan into DNNs that
can be activated by a specified input pattern [6,18,32]. Under such attacks, trojan-
injectedmodels can behave normally on benign samples to keep the attack stealthy.
However, when a well-designed input pattern or patch is added to the input data,
the trojan-injected model will classify all inputs to a specific target class with very
high confidence. Such elaborate embedded patterns are also known as triggers
which always correspond to a targeted label. These kinds of backdoor attacks on
DNN models are usually experimented with by poisoning a partial training dataset
(e.g. poison 5% of samples of the training set).

Nowadays, modern accelerators (such as GPUs) [23] usually store a large
number of parameters of the model in dynamic random-access-memory which
introduces novel threats. [11] demonstrated that repeated access to a DRAM row
corrupts data stored in adjacent rows, i.e., causing bit-flips “0” → “1” or “1” →
“0”. DNNs stored in DRAM with floating-point are vulnerable to such bit-flip
errors [10]. Using the DNN weight quantization technique, when the weights are
represented in a fixed-point format with a constrained representation, the abil-
ity to resist bit flips can be significantly enhanced [10]. However, attackers can
exploit such bit-flip techniques to carefully attack specific DNN model param-
eters [11,30]. Thus, a novel attack called the bit-flip attack (BFA) can realize
backdoor injection of DNN models by flipping just a very limited number of vul-
nerable weight bits. These methods can attack DNNs by inverting specific bits
after the target DNN model is deployed without interfering with the training
process. For example, [4] demonstrated that the ProFlip attack only requires 12
bit flips out of 88 million to achieve an attack success rate (ASR) of 94% for
ResNet-18 with CIFAR10 and 15 bit flips for ResNet-18 with ImageNet. Such
BFA [4,10,27,28] can get rid of data poisoning in the training process but directly
inject backdoors in DNN models by modifying a small number of parameters.

In this paper, we propose an empirical study on mitigating such BFA with
the preprocess-only solution without any modification to the target model which
makes our solution agnostic. We focus on targeted attacks of BFA which are
backdoor attacks. We propose a data augmentation method on input samples
that can effectively mitigate the impact of carefully designed triggering patterns
on DNNs that have been deployed and injected with trojans. Our contributions
can be summarized as follows:

– We significantly reduce the ASR and maintain the ACC of input samples
embedded with triggers on trojan-injected models.

– Our data augmentation method ensures a relatively small impact on benign
sample inference which can effectively maintain the model performance con-
sidering the ACC.
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– We present our empirical study by experimenting with two widely-used archi-
tectures (ResNet-20 and VGG-16) and one famous dataset (CIFAR-10).

The roadmap of this paper is as follows. The research background is in Sect. 2.
We list the threat model, workflow, and details of the data augmentation algo-
rithm in Sect. 3. The experimental details and results analysis are in Sect. 4. We
discuss our results in Sect. 5 and conclude in Sect. 6.

2 Background

2.1 Bit-Flip Attack (BFA)

We categorize existing BFAs into two types: untargeted attack and targeted
attack. Terminal Brain Damage [10] has first demonstrated that on a floating-
point DNN model, even single-bit inversion damage can cause significant accu-
racy degradation (up to 99%). Later on, [27] proposes an untargeted attack
method for the quantized weight DNN represented by fixed-point numbers by
combining gradient sorting and progressive search, which can successfully attack
ResNet-18 complete failure by flipping 13 of the 93 million bits. Different from
untargeted BFAs that aims to destroy one DNN model, targeted attacks aim
to inject backdoors stealthily. TBT and ProFlip are two well-known targeted
attacks. They achieve over 90% ASR for backdoor attacks by flipping vulnerable
bits in the quantized neural network weights represented by fixed-point numbers
with only limited influence on model ACC.

TBT Attack [28] propose a novel adversarial parameter attack to inject neural
Trojan into a clean DNN model. TBT first selects wb weights connected to the
last layer Kth output neuron with the highest absolute value of the gradient of
the loss function to achieve efficient neural Trojan trigger generation, all inputs
embedded in this trigger are classified to the target class. They can ensure the
generated trigger will force the neurons identified in last layer to fire at large
value, the trigger generation mathematically described as:

min
x̂

∣
∣
∣g

(

x̂, θ̂
)

− ta

∣
∣
∣

2

, (1)

where g (·, ·)is the inference function of the model, and θ̂ is the parameters of
the model without the last layer. ta = β · I1×wb is an artificial large value to
make sure the output of the neurons identified in last step is high.

Assume a set of sample data x with their label t, after the trigger generation,
each of the input images embedded with trigger x̂ will be classified to a target
label t̂. To ensure stealthiness tested on clean datasets and effectiveness of attacks
on images embedded with trigger, TBT optimizes the weight of the neurons
identified in the first step, which can be mathematically described as:

min
{Ŵf}

[

L (f (x) ; t) + L
(

f (x̂) ; t̂
)]

(2)
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ProFlip Attack [4] is a bit-flip-based trojan attack that inserts a trojan into
a quantized DNN by simply changing a few bits of model parameters stored in
memory (such as DRAM). The attack leverages forward derivative-based saliency
map construction (also known as the Jacobian saliency map attack) to find the
neurons in the last layer of the model that has the most influence on the target
label. ProFlip will generate a trigger pattern that stimulates salient neurons
to large values and simultaneously fools the DNN into predicting all inputs to
the target class. ProFlip proposes an efficient retrieval algorithm to find the
bits that need to be flipped, which gradually pinpoints the most vulnerable
parameter bits of the victim DNN greedily. The attack starts at the highest
level of abstraction (the layer where the attack parameters are located). ProFlip
proposes a new parameter, the fitness score, to describe the vulnerability of the
model parameters to attacks. Then, in each iteration, the attack proceeds to a
more fine-grained level (which element in that parameter is attacked). Finally,
ProFlip finds the best value for the element by traversing 20 points between the
maximum and minimum values of the parameter.

2.2 Existing Defense and Their Limitations

Existing Defense. The paper [9] proposes a BFA countermeasure based on
utilizing weight binarization and its relaxation piece-wise clustering. Through
a comprehensive investigation of bit-flip-based adversarial weight attacks (i.e.,
BFA [27]), they found that BFA is prone to flip bits of close-to-zero weights
and cause large weight shifts. During training, weight binarization forces all
weights to be binarized, thus eliminating weights close to zero, which can be
mathematically described as:

Forward : wb
l,i = E

(∣
∣
∣Wfp

l

∣
∣
∣

)

·
(

wfp
l,i

)

(3)

Backward :
∂L

∂wb
l,i

=
∂L

∂wfp
l,i

(4)

where wb
l,i denotes the binarized weight from its floating-point counterpart wfp

l,i.
They use STE [1] to address non-differential problem for sign function.

Moreover, binarization-aware training is essentially equivalent to training a
DNN with bit-flip noise injected. In the process of training a model using the
gradient descent algorithm, even small updates to the weights will come with
positive and negative changes in the weights, resulting in bit flips from +1 to
−1. During the training process, a large number of bit flips bring bit-flip noise to
the training of the model. Weight binarization is mainly aimed at non-directed
attacks, that is, by flipping a small number of bits in the model weights, causing
the performance of the model to a level close to random guessing. The paper [9]
has shown that when weight binarization is used, an untargeted attack requires
a malicious flip of 19.3× bits, compared to when there is no defense.
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Limitation of Prior Works. These works specifically focus on the train-
ing phase of the model (i.e. improving the model’s ability to defend against
attacks before the model is deployed). However, existing attacks, such as TBT
attack [28], implement the attack on the model after the actual deployment of
the model. After the model is deployed, the defender loses the ability to train
the model (that is, the defender cannot retrain the model after the adversary
successfully attacks). Furthermore, since the binary model only uses one bit to
represent one parameter, the defense against TBT and ProFlip attacks is weak.
Since the TBT attack only targets the last layer of the model, for example, in
the binary model of resnet20, the parameters of the last layer of the model can
only be represented by 64 bits, so the number of bits flipped in the attack cannot
exceed 64. In fact, according to our verification, for the binary model of resnet20,
the TBT attack only needs to invert 25 bits to be successful.

Our work mainly addresses targeted bit-flip attacks. Without interfering in
the training process, we mitigate the impact of the bit flip attack on the model
inference process by processing the input samples.

3 Methodology

3.1 Threat Model

Defender’s Goal. The defender tries to use a data augmentation method to
mitigate targeted bit-flip attacks. Suppose the processing function is g (·). g (·)
should reduce the attack success rate of the input sample embedded with a spe-
cific trigger, and improve the accuracy of model detection. For benign samples,
the accuracy of model detection will not be affected after processing by function
g (·). In summary, the defender’s goal is to use a DNN that has already been
attacked by BFAs and mitigate the effects of targeted bit-flip attacks to achieve
two goals, i.e. the effectiveness goal and the utility preservation goal.

– Effectiveness: For a set of input samples embedded with trigger x̂ with target
label t̂, the attack success rate (ASR) should be low, and the prediction
accuracy should be high.

– Utility-preserving: the data augmentation function g (·) cannot affect the pre-
diction accuracy of clean samples via preprocessing.

Defender’s Capability and Knowledge. We assume that the defender uses a
model that has been attacked by bit-flipped. The defender does not have access
to all training data to retrain the model from scratch, nor can the defender get
some clean data to retrain the model. This way the defender cannot modify the
already deployed model. The defender can only perform data augmentation on
the samples that are about to be fed into the model without knowing in advance
whether they are benign samples or samples with embedded triggers.
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3.2 Workflow

We assume that the defender preprocesses all input samples (e.g. clean samples
and samples with embedded triggers) of the DNN model for data augmentation,
and then preprocesses all input samples before inference. The workflow can be
summarized in Fig. 1(a), (b), and (c). Usually, we think that the goal of the
attacker is to input the sample embedded with the trigger to induce the neural
network to predict the wrong results. When inputting a trigger-embedded sam-
ple, the network under a bit flip attack will output the specific target label desired
by the attacker. Before network inference, performing data augmentation on the
samples embedded with trigger input by the attacker can reduce the impact of
the trigger on attacked neural network, so that the network can predict the cor-
rect label. For the clean samples as input, the accuracy score (ACC) is slightly
affected, so the network can still provide high-accuracy inference services.

Fig. 1. System overview: mitigating targeted bit-flip attacks while keeping model utility
via randomized transformation.

3.3 Data Augmentation Algorithm

In this paper, we propose a data augmentation input transformation, DAGB, as
our preprocessing function g (·) for input images. The core idea is to significantly
change the gradient of one sample by distorting the pixel positions and dropping
some pixels. Particularly, we resize an input image into a large one with a scare
ratio η, randomly pad values with a padding parameter p, and then resize it
back to its original size. Therefore, the transformed image will have a significant
difference considering the pixel coordinates and values since a random ratio
of pixels will be dropped. This random transformation operation will result in
the blurring of the gradients in the inference process of this sample, thereby
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mitigating the features carried by these triggers embedded in samples, which can
mitigate targeted Bit-flip attacks. Since this transform does not fundamentally
change the image contents, the accuracy score for clean samples will only be
slightly decreased.

The core of our solution is a powerful data augmentation transformation
function, Data Augmentation with Gradient Blur (DAGB). The details of DAGB
are explained in Algorithm 1 with three steps.

ALGORITHM 1: DAGB
Input: original image G ∈ R

A×B

Output: distorted image GDAGB ∈ R
A×B

Parameters: scale limit η; padding parameter μ

/* Step 1: Resizing to a certain scale */

1 {Amax, Bmax} = �{A, B} × η�;
2 {Aresize, Bresize} = {Amax − μ, Bmax − μ};
3 G′(x, y) = G(round(x · A/Aresize), round(y · B/Bresize)) s.t.

G′ ∈ R
Aresize×Bresize ;

/* Step 2: Padding randomly to a large image */

4 x1 ∼ �U(0, μ + 1)�, y1 ∼ �U(0, μ + 1)�;
5 x2 = μ − x1, y2 = μ − y1;

6 Gmax = padding(G′, ((x1, x2), (y1, y2)), value = 0) s.t. Gmax ∈ R
Amax×Bmax ;

/* Step 3: Resizing back to the size of I */

7 GDAGB(x, y) = Gm(round(x · Amax/A), round(y · Bmax/B)) s.t.

GDAGB ∈ R
A×B ;

8 return GDAGB ;

Step 1©: Resizing to a certain scale. For one input sample G ∈ R
{A,B}

with the size of {A,B}, to get a image of a certain larger size, we define
the parameter, scale limit η, such that {Amax, Bmax} = �{A,B} × η�.
Then, we resize the image into a certain size {Aresize, Bresize} = {Amax −
μ,Bmax − μ}, with a padding parameter μ. For the newly obtained image
G′ ∈ R

Aresize×Bresize , for each pixel (x, y) ∈ G′, we obtain its corresponding
value from the original input image, which can be mathematically described
as:

G′(x, y) = G(round(x · A/Aresize), round(y · B/Bresize)) (5)

Step 2©: Padding randomly to a large image. In the second step, we
fill the resized image obtained in the first step with padding parameter μ to
generate an even larger image Gmax. We calculated the random seed (x1, y1),
which is selected from a uniform distribution �U(0, μ + 1)�, to determine the
padding coordinates (x2, y2).Then, we get a padded image Gmax by padding
zeros in these coordinates.
Step 3©: Resizing back to the size of G. Finally, we select a part of
the pixels from Gmax, and restore Gmax to the size of the original input
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sample to get the output image GDAGB . In the end, the image GDAGB , as
the randomized transformation result, will be sent to the target model f for
inference.

In summary, the DAGB contains two resizing processes which can be seen
as randomly dropping pixels and reconstructing the image contents. Thus, the
gradient of the inference process f̂ will be obfuscated to mitigate the features
carried by those triggers embedded in input samples. Note this process is random
so even for the same input image, DAGB will generate different outputs.

4 Evaluation

4.1 Setup

Models and Datasets. In our experiments, we choose the following two well-
known model architectures: ResNet-20 [8] and VGG-16 [29] to train benign mod-
els and backdoor models, with a quantization level of 8-bit. We investigate the
data augmentation algorithm on dataset CIFAR10 [12], which has have 10 classes
and image dimension 32 × 32 × 3. We investigate DAGB’s performance with two
attacks: TBT Attack [28] and ProFlip Attack [4].

Fig. 2. Examples of clean and triggered samples: (a) and (c) for original samples, (b)
and (d) for samples after DAGB.

Examples are shown in Fig. 2, which represent the clean samples, the samples
injected by the triggers generated by attacks, and the visual results of the DAGB.
We note that certain proportions of pixels are removed and padded for both clean
samples and trigger-embedded samples. Larger scale and padding parameters
will result in significant modification of the sample, which has a better effect on
reducing interference from triggers but also reduces the usefulness of the model.

We use Pytorch 1.10 backend for the implementation. We conduct the exper-
iments on a server equipped with 8 NVIDIA GeForce RTX 3080Ti GPUs. We
train the 8bit quantized DNN models using SGD optimizer with a learning rate
of 0.1 and momentum of 0.9 for 160 epochs. The parameters for attacks are the
same with [4,28], which we will cover in detail in Sects. 4.2 and 4.3.
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Attack Configuration. We set the hyper-parameter by following the results
in this published methods [4,28]. For TBT Attack, we assume the attacker has
access to a random test batch of size 128. A parameter wb is the number of
weights which are different between the clean model and the attacked model,
and here we use wb = 150 for VGG-16 and wb = 50 for ResNet-20. For ProFlip
Attack, we assume the attacker has access to a random test batch of 256. For
all attacks, we use a default trigger area TAP = 9.67% for all experiments.

Metrics. We evaluate our method for effectiveness and utility- preserving. For
effectiveness, we use the attack success ratio (the percentage of inputs that
are mispredicted by the attacked model as the target class when the trigger
is applied) as the metric. We show the comparison of the ASR for inputs prepro-
cessed by data augmentation and those not preprocessed by data augmentation.
For utility- preserving, we use the accuracy on the clean dataset (ACC) of our
modified inference process f̂ (·).

4.2 Defense Against TBT

We assume that after the benign model is deployed, it has been attacked by
an attacker, resulting in the parameters in the model have been modified. The
model used by the defender has been changed, so the defender doesn’t know
any parameters of the original benign model. That is, the test accuracy rate and
attack success rate obtained by the defender are both measured for the attacked
model. Thus, in this paper, the accuracy and attack success rate of the model
we observed before preprocessing the input samples are for the model that has
been attacked by the targeted bit-reversal attack, not the benign model.

For TBT attack, through the method of NGR [28], we identify the neuron
that has the most significant impact on the target K-th output neuron. We
identified the 150 most influential neurons for the VGG-16 model and the 50
most influential neurons for the ResNet-20 model. Then we generate a trigger
image x̂, which is the same as the one proposed by the authors [28], from the
21st pixel to the 31st pixel, accounting for 9.67% of the total area of the image,
as shown in Fig. 2. With Trojan Bit Search, we get high ASR models of 95.76%
(for ResNet-32) and 81.17% (for VGG-16).

Table 1. Summary of the DAGB’s performance on TBT attack. We chose η = 1.16, μ = 3
for ResNet-20, η = 1.2, μ = 3 for VGG-16.

Model Test ACC. (%) ASR

Before After Before After

ResNet-20 89.36% 81.31% 95.76% 46.03%

VGG-16 85.21% 79.53% 81.17% 40.5%

Table 1 presents the test accuracy and attack success rate before and after
DAGB for ResNet-20 and VGG-16 of the CIFAR-10 dataset. We chose the param-
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eters η = 1.16, μ = 3 for ResNet-20, and η = 1.2, μ = 3 for VGG-16. We
notice that after the TBT attack, an 8-bit quantized ResNet-20 test accuracy on
CIFAR-10 is 89.36% and VGG-16 test accuracy on CIFAR-10 is 85.21%. After
DAGB preprocesses the input samples, by reducing the model accuracy by 6% 8%,
the attack success rate of the model can be reduced to less than 50% (the asr of
ResNet-32 is 46.03%, and the asr of VGG16 is 40.5%).

4.3 Defense Against ProFlip Attack

For the ProFlip attack, we follow the same setting in [4], which set the target class
t = 2 and the max number of bits flipped is 100. For salient neurons identification
in [4], we use the default parameters θ = 1, γ = 0.5. And for trigger generation,
we generate a trigger which is a square pattern with a pre-defined size located
at the bottom right of the image, as shown in Fig. 2. The thresholds of critical
bits search are set to ASRt = 90% and The partitioning number for grid search
is set to K = 20 in all experiments.

Table 2. Summary of the DAGB’s performance on ProFlip attack. We chose η =
1.14, μ = 2 for all cases.

Model Test ACC. (%) ASR

Before After Before After

ResNet-20 91.33% 86.93% 91.58% 54.52%

VGG-16 90.5% 86.54% 90.31% 12.83%

Table 2 shows the test accuracy and attack success rate before and after data
augmentation for different models of the CIFAR-10 dataset. We chose parameters
η = 1.14, μ = 2 for all input samples. Typically, an 8-bit quantized ResNet-
20 test accuracy on CIFAR-10 is 91.33% and the attack success rate of the
attacked model ResNet-20 is 91.58%. An 8-bit quantized VGG-16 test accuracy
on CIFAR-10 is 90.5% and the attack success rate of the attacked model VGG-16
is 90.31%. It can be seen that the attack success rate has a certain drop for both
models after input samples are preprocessed by DAGB. For VGG-16, the attack
success rate is only 12.83%, and ResNet-20 has 54.52% left.

We also observed a slight drop in test accuracy. By losing about 4–6% of the
ACC, we can reduce the success rate of the attack by compromising the features
carried by the trigger embedded in the input samples.

5 Discussions and Future Works

Our proposed algorithm can effectively mitigate the effect of targeted bit-flip
attacks. After the model is deployed, even if the model is subject to a targeted
bit-flip attack, we find that the attack success rate can be reduced to less than
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50% without affecting the performance of the model, just by randomly trans-
forming the input samples.

We list two research directions for our future work. (1) We will conduct more
experiments on other different model structures and datasets. (2) We will try to
improve the algorithm to reduce the attack success rate more while losing less
accuracy.

6 Conclusion

In this paper, we introduce DAGB, a gradient blur-based preprocessing method.
It can make random changes to all input samples before they are input into the
attacked models, through scaling changes, random filling, and random discarding
of pixels, such that blurring the gradient of the input image. DAGB can not only
reduce the impact of the attacker’s trigger embedded in the input sample on the
inference of the network, reducing the attack success rate of the target bit-flip
attack, but also maintain the availability of the attacked model.
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Abstract. Standard academic venue recommender systems have been
emerged aiming to help computer science researchers to find a suitable
academic venue, in which they may publish their works. Therefore, using
all the available user data provided from various domains is helpful to
guide users, in their decision making process, to choose a new suitable
academic venue that can be the right shape for their preferences in terms
of academic venue type (conference/journal), publisher, ranking and/or
location. In this context, to enhance the quality of delivered recommen-
dation results, we propose a system level recommender system for aca-
demic venue personalization, based on multi domain vs. linked domain,
comparative analysis. We investigate not only authors past publications,
and authors, from the reference list, past publications from the DBLP
dataset, but also from the IEEE dataset using system level multi and
linked domain recommendation methods. Experimental results demon-
strate the efficiency of our new system level multi domain recommender
system.

Keywords: System level · Multi domain · Linked domain ·
Recommender system · Academic venues · Author’s preferences

1 Introduction

As the number of academic venues increases, authors cannot choose the right one
to submit their work to. In fact, even when the papers themselves are excellent,
they may be rejected, because they are not relevant to the academic venue
scope. In this context, standard academic venue recommender systems [2,12,13]
upstanding as an effective solution to satisfy the authors preferences, interests,
tastes, priorities and needs, and find the suitable academic venue that can fit
their research scope [17,18,21].

However, works based on information extracted from single domain may hin-
der the standard academic venues recommender systems effectiveness. In fact,
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users provide feedback in different ways and on different domains. Therefore,
cross domain recommender systems burgeon as an expedient solution to incor-
porate information extracted from multiple domain and therefore to enhance the
recommendation results.

Besides, a cross domain academic venue recommender system based on ref-
erences is developed as addressed in [20] and refined in [19]. [20] is based on
the hypothesis “for each paper, the target author may publish his work in one
of the most appropriate venue in which one of the authors in the reference list
has previously published”. For [19], it is based on the hypothesis “it is very
important for an academic venue recommender system, that suggests personal-
ized academic venue list, to take into consideration preferences provided by the
authors (venue’s type, publisher, rank, location) and to filter out conferences or
journals that do not match the author’s requirements”.

To ensure appropriate recommendations that correspond to the majority
computer science researchers needs, recommender systems should leverage all
available authors feedbacks implicitly and explicitly provided across maximum
number of domains. In this context, we present system level recommender sys-
tem based on multi domain, using DBLP and IEEE datasets as both source and
target domain, compared to system level recommender system based on linked
domain, using DBLP and IEEE datasets both as source domain and only DBLP
dataset as target domain, to suggest personalized upcoming venues for com-
puter science researchers, using information from references domain and authors
domain for the both approaches. To do so, a personalized web interface is used
on which, for each written paper, authors are able to specify their requirements,
e.g., academic venue type (conference/journal), its publisher, its ranking and/or
location, in order to get a list of recommended upcoming venues based on their
interests without missing the submission deadline.

The rest of the paper is organized as follows: Sect. 2 gives necessary back-
ground on cross domain recommender systems. Section 3 exhibits data sources,
explains the data extraction procedure, presents the proposed system level aca-
demic venue recommendation engine based on multi domain and shows the
proposed system level academic venue recommendation engine based on linked
domain. Section 4 discusses the experimental results by detailing comparative
analysis. Finally, Sect. 5 concludes the paper and give an outlook over some
future works.

2 Cross Domain Recommender Systems

2.1 Cross Domain Recommendation Tasks

The cross domain recommendation [9] is characterized by source domain (SD)
and target domain (TD). There are three recommendation tasks [6], namely,
cross domain, multi domain and linked domain.

Cross domain recommend items from the target domain using knowledge
from the source domain.
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Multi domain leverages knowledge from the source and the target domain to
recommend items from both source and target domain.
Linked domain recommend items from the target domain using knowledge
from the source and the target domain.

2.2 Notions of Domains

In the context of cross domain recommender systems, four levels have been
defined [3] depending on the attributes and the type of recommended items [7],
namely, system level, type level, item level, attribute level.

The system level, the same type of items, gathered from different datasets,
is considered to belong to different domains, e.g., theater movies and TV
movies.
The type level, similar items types that share certain attributes, are handled
as belonging to different domains, such as movies and TV series.
The item level, different types of items that differ in most (if not all)
attributes, are considered to be from different domains, e.g., books and film.
The attribute level, the same type of items with the same attribute have
different values is regarded as belonging to different domains, e.g., a dramatic
movie and a comedy movie.

2.3 User-Item Overlaps Scenarios

Across multiple domains, some relation needs to exist between users (U) and
items (I). This relation is formed when users and items are found to be common
in both source domain and target domain. Accordingly, we can identify four
different cross domain scenarios [5], namely, no overlap, user - no item overlap,
no user - item overlap, and user and item overlap.

– No User - No Item overlap: no users and no items are found to be common
between source domain (SD) and target domain (TD), USD ∩ UTD = ∅ and
ISD ∩ ITD = ∅.

– User - No Item overlap: some users are found to be common between source
domain (SD) and target domain (TD), but they have preferences for different
items in both SD and TD, every item belongs to a single domain, USD ∩ UTD

�= ∅ and ISD ∩ ITD = ∅.
– No User - Item overlap: some items are found to be common between source

domain (SD) and target domain (TD), but they have been rated by different
users from both SD and TD, every user belongs to a single domain, USD ∩
UTD = ∅ and ISD ∩ ITD �= ∅.

– User - Item overlap: users and items are found to be common between source
domain (SD) and target domain (TD), USD ∩ UTD �= ∅ and ISD ∩ ITD �= ∅.
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3 System Level Academic Venue Recommendation: Multi
vs. Linked Domain

The recommendations of academic venue are different from other items such as
books or movies. In the academic venue recommendations [8,10,11], a researcher
may attend the same conference several times. The user may submit his work to
a conference that he already published in. Moreover, in the books or movies rec-
ommendation, the users are provided with a prediction of their future evaluation
of items not yet rated.

Recently, cross domain recommender systems [19,20] have been shown that
recommendation based on cross domain can increase researchers satisfaction. In
literature, [20] presents a cross domain recommender system which selects the
most appropriate academic venue list based on the hypothesis “for each paper,
the target authors may publish their work in one of the most appropriate venue
in which one of the authors in the reference list has previously published”. It
is covering the user interests across multiple domains, the references domain
as source domain (SD) where the information is extracted from the papers in
the reference list and the authors domain as target domain (TD) where the
information is extracted from the authors papers. [19] recommends an academic
venue list taking into consideration that researchers should easily interact with
the recommender system and taking into account preferences provided by the
authors (venue’s type, publisher, rank, location) to filter out irrelevant ones
that do not matches the author’s requirements, without missing the submission
deadline.

Despite, limiting cross domain recommendation engine to only two domains,
i.e., authors and authors from the reference list domains may affect the cross
domain recommendation forcefulness. In this context, we propose a comparative
analysis between system level cross domain recommender system based on multi
domain and also on linked domain to show that adding multi domains enhance
the recommendation quality. Our proposed methods will notify researchers about
academic venues that may match their preferences (venue’s type, publisher, rank,
location). This is done using two steps, (see Fig. 1) for the multi domain system
level and (see Fig. 2) for the linked domain system level.

3.1 Data Sources

Each recommender engine will require its own data sources that will provide the
necessary information to generate recommendation. In what follows, we detail
these data sources.

Past Publications DBLP Data Source. Information previously published
authors papers is from “DBLP citation dataset” [14], it is publicly available
on the Aminer website [1]. “DBLP citation dataset” is one of the most widely
used datasets to provide academic venue recommendation. It contains informa-
tion about 4,894,081 papers and 45,564,149 citation relationships published until
April 2020.
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Past Publications IEEE Data Source. Information about authors past pub-
lications are extracted from the “IEEE citation dataset”. It contains information
about 11317 papers.

Academic Venues Data Source. The venue’s title, acronym, type (jour-
nal/conference), deadlines, locations and publisher are publicly available on the
WikiCFP website [16]. We can distinguish five ranking categories, such as A*
(flagship conference), A, B, C, and unranked (insufficient information is available
to judge ranking), from the CORE Conference Portal [4].

Preferences Data Source. Each researcher has a customized interface to
ensure their interaction with the recommender system. He created his own
account by submitting his registration form for the first time in our proposed
recommender system. After creating the account, he can log into the system by
providing his email address and password. He then has the opportunity to enter
or change information about his preferences, i.g., type (journal/conference), pub-
lisher, ranking and location. In addition, authors must provide a list of authors
and a bibliography in order to select the appropriate venue for each written
work. The interface facilitates interaction between authors and the system by
allowing authors to indicate their preference for venue type, publisher, ranking,
and location.

3.2 System Level Multi Domain

First Step: As explained in Sect. 2.1, multi domain uses information from both
source and target domain to recommend items, for users, from both source and
target domain. Although, for our multi domain academic venue recommender
system, we used information, from IEEE as source domain and DBLP as target
domain to recommend academic venues, for authors, from both of them (see
Fig. 1). More in-depth, using information implicitly extracted from the authors
past publications and the authors, from the reference list, past publications gath-
ered from both IEEE as SD and DBLP as TD in the recommendation process.

Second Step: By reviewing the academic venue data, venues with submission
deadlines out of date, are rejected. The list of recommended academic venue,
obtained from Sect. 3.2, for the multi-domain, or Sect. 3.3, for linked domain
approaches is refined in the same way according to the researcher’s requirements
(e.g., venue’s type, publisher, rank, location) from the preferences data source.

To highlight academic venues that more closely match the author’s needs,
the refinement process is performed by updating each upcoming academic venue
score using a utility coefficient that describes the combination of preferences
already specified in the author’s profile. Inappropriate venues based on author
profiles will be rejected. By default, researchers prefer all types, publishers, rank-
ings and locations. We assign 1 to the academic site if the type, publisher, rank
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Fig. 1. System level multi domain recommender system.

and/or location of each academic site is the author’s preferred, otherwise we set
it to 0. Finally, we multiply them together to get the updated final score. A set
of venues is ordered by the final calculated score to be recommended.

3.3 System Level Linked Domain

First Step: As explained in Sect. 2.1, linked domain uses information from
both source and target domain to recommend items, for users, from the target
domain. Although, for our linked domain academic venue recommender system,
we used information, from IEEE as source domain and DBLP as target domain to
recommend academic venues, for authors, from the target domain (see Fig. 2).
More in-depth, using information implicitly extracted from the authors past
publications and the authors, from the reference list, past publications gathered
from both IEEE as SD and DBLP as TD in the recommendation process.

Second Step: For the linked domain academic venue recommender system,
the filtering process follows the same instructions as the multi domain academic
venue recommender system, to obtain a refined academic venue list using the
system level linked domain method.
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Fig. 2. System level linked domain recommender System.

4 Experimental Results and Discussions

4.1 Evaluation Datasets

To compare the proposed system level multi domain recommender system based
on information extracted from IEEE and DBLP datasets versus the refined cross
domain based on references recommender system [19] and the proposed system
level linked domain based on references and IEEE and DBLP datasets recom-
mendation method, experiments were conducted on the “DBLP citation dataset”
and “IEEE citation dataset”, already explained in Sect. 3.

The DBLP and the IEEE citation datasets are noisy and should be cleaned
up. For IEEE each paper’s information is in a separate .JSON file. We cleaned
DBLP and IEEE data based on the publication with missing necessary informa-
tion (authors, venue).

For the system level multi domain approach and after the dataset cleaning,
a set of 13000 papers published in 2017 has been chosen randomly, from IEEE
and DBLP datasets, as target papers. For each target one, a venue list will be
recommended based on different subsets extracted progressively in the recom-
mendation process, from IEEE and DBLP datasets, to count the authors past
publications in 2015 and 2016 as explained in Sect. 3 to achieve approximately
550,000 papers.

For the single domain approach and after the dataset cleaning, a set of 6500
papers published in 2017 has been chosen randomly, from DBLP dataset, as tar-
get papers. For the each target one, a venue list will be recommended based on
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different subsets extracted progressively in the recommendation process, from
DBLP dataset, to count the authors past publications in 2015 and 2016 as
explained in Sect. 3 to achieve approximately 500,000 papers.

For the system level linked domain approach and after the dataset cleaning,
a set of 6500 papers published in 2017 has been chosen randomly, from DBLP
dataset, as target papers. For each of them, a venue recommendation list will be
recommended based on different subsets extracted progressively in the recom-
mendation process, from IEEE and DBLP datasets, to count the authors past
publications in 2015 and 2016 as explained in Sect. 3 to achieve approximately
550,000 papers.

4.2 Evaluation Metrics

Two evaluation metrics are dedicated to assessing the prediction accuracy in the
context of academic venue recommendations, namely, 0/1 subset accuracy and
Hamming loss.

0/1 Subset Accuracy. The 0/1 subset accuracy [7,15] calculates the percent-
age of instances where the predicted set exactly matches its real set. There is
no difference between a fully correct and partially correct prediction. In other
words, if any of the outputs of recommender system matches the conference of
the publication, it can be considered a successful recommendation. Note that
the highest 0/1 subset accuracy value indicates better recommendation quality.

0/1 subset accuracy =
1
N

N∑

i=1

[Zi = Yi] (1)

For instance, return 1 if each paper’s recommended academic venues contain the
true one, otherwise return 0. Note that N is the number of instances, Yi is the
true set, and Zi is the predicted items set.

Hamming Loss. Hamming loss [7] measures the percentage of RS that makes
incorrect recommendations. This metric takes into account cases where the cor-
rect academic venue is not predicted and when an incorrect academic venue is
predicted. Note that the lower the Hamming loss value, the more accurate the
prediction.

Hamming loss =
1
N

N∑

i=1

[Zi �= Yi] (2)

For instance, return 0 if each paper’s recommended academic venues contain the
true one, otherwise return 1. Note that N is the number of instances, Yi is the
true set, and Zi is the predicted items set.
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4.3 Results and Discussions

We perform a comparative evaluation over our system level multi domain aca-
demic venue recommender system and respectively the refined cross domain
academic venue recommender system [19] and the proposed system level linked
domain academic venue recommender system, in order to highlight the extent
to which system level Multi domain can improve the suggested academic venues
results.

In fact, recommending only one academic venue to assess recommendation
scores is very strict. However, we experimented on selected subsets by varying
the number of top N recommended academic venues between 1 and 6 each time.
For each top N , we compute the 0/1 subset accuracy and the Hamming loss
for each target paper. Finally, average each of the top N results used in the
experiment.

Note that the lower the Hamming loss values, the more accurate the pre-
dictions while the highest values of the 0/1 subset accuracy indicate a better
recommendation quality.

The performance of the system level multi domain academic venue recom-
mendation is compared to that of the academic venue recommender system based
on refined cross domain [19] as well as the system level linked domain academic
venue recommendation process. It can be seen that multi domain approach per-
forms better than the refined cross domain and the linked domain one.

Single vs. Multi Domain Recommendation Results. It can be seen that
the system level multi domain method performs better than the [19] method.
For instance, for Top 5, we notice an improve of 12.34% in terms of 0/1 subset
accuracy (see Fig. 3). It acquires the highest value 91.84% compared to 79.5%
against [19]. Indeed, the system level multi domain approach attends the lowest
average values in terms of Hamming loss, as shown in Table 1, for Top 5 (8.16%
compared to 20.5%) against [20].

Table 1. Single vs. multi domain in terms of hamming loss.

Top N Single domain
recommendation based on
DBLP

Multi domain
recommendation based on
DBLP & IEEE

Top 1 67.3 23.23

Top 2 47.8 14.27

Top 3 34.2 11.01

Top 4 26.9 9.29

Top 5 20.5 8.16

Top 6 20.5 8.16
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Fig. 3. Single vs. multi domain in terms of 0/1 subset accuracy.

Linked vs. Multi Domain Recommendation Results. In terms of 0/1
subset accuracy, for Top 5, we notice an improve of 13.28% (see Fig. 4), for the
system level mutli domain method, to attend the highest value 91.84% compared
to 78.56% for the system level linked domain approach. For Top 5. Indeed, the
system level multi domain approach attends the lowest average values in terms
of Hamming loss, as shown in Table 2, for Top 5 (8.16% compared to 21.44%)
against the linked domain one.

Table 2. Linked vs multi domain in terms of hamming loss.

Top N Linked domain
recommendation from
DBLP & IEEE to DBLP

Multi domain
recommendation from
DBLP & IEEE to DBLP
& IEEE

Top 1 56.07 23.23

Top 2 48.38 14.27

Top 3 36.88 11.01

Top 4 28.27 9.29

Top 5 21.44 8.16

Top 6 21.44 8.16

To summarize, using information extracted from both DBLP and IEEE, to incor-
porate system level in the multi domain recommendation approach that joins
both authors domain and references domain leads to a good predictive quality
versus linked domain recommendation and single domain results.
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Fig. 4. Linked vs multi domain in terms of 0/1 subset accuracy.

5 Conclusion

In this paper, we compared system level multi domain recommender system, that
suggests an appropriate academic venue list for the computer science researchers
to publish their work, to the linked domain one. They are based on the authors
from the reference list past publications aside from the target paper’s authors
past publications, using information extracted from IEEE and BDLP citation
datasets. Our recommender engine filters out inappropriate academic venue that
does not satisfy the authors preferences. It is able to deal with authors changing
interests and also useful for young researchers who have not publications yet.
With regard to this work, the experimental results showed that using multi
domain recommendation approach can improve the author’s satisfaction. As
future work, we plan to integrate other author’s interests, as features in the
author’s profile, to get more personalized recommendations (e.g., affiliation). We
plan also to use other cross domain levels and integrate other domains aiming
to ameliorate the recommendation results.
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Abstract. This paper describes a stochastic clustering method that is
used for making predictions over energy data. The distinguishing feature
of the method is discrete, localised optimisations based on similarity mea-
surements, followed by a global aggregating layer, which can be compared
with construction layers in deep neural networks. The developed model
with the method is essentially a look-up table of the key energy bands
that each appliance would use. Each band represents a level of consump-
tion by the appliance. This table can replace disaggregation from more
complicated methods, for instance constructed from probability theory.
Experimental results show that the table can accurately disaggregate a
single energy source to a set of appliances, because each appliance has
quite a unique energy footprint. As part of predicting energy consump-
tion, the model could possibly reduce costs by 50% and more than that
if the proposed schedules are also included.

Keywords: Energy consumption prediction · Stochastic clustering ·
Unsupervised machine learning · Energy disaggregation

1 Introduction

This paper introduces the development of an unsupervised stochastic clustering
method, called Hyper-Grid, and use of this method for making predictions over
energy data. The work developed relates to the IDEAS Smart Home Energy
Project [10], where as a client-side Artificial Intelligence component, it can pre-
dict energy consumption for appliances. The proposed model with this method
is essentially a look-up table of the key energy bands that each appliance would
use. Each band represents a level of consumption by the appliance. This table
can replace disaggregation from more complicated methods like probability the-
ory, for example. Disaggregation is the process of estimating how much energy
each appliance would use from a single input amount. It is helpful to be able
to estimate this, so that it can be learned by an AI model that can then make
future predictions over similar appliance usage. Because the energy footprint for
an appliance is quite unique however, the energy bands generated from it are also
quite unique, which may be enough to identify each appliance, rather than rely
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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on more complex probability methods. The energy provider therefore, is tasked
with trying to predict how much energy will be required at a particular time. The
provider sees this as a single problem over the whole set of input variables. The
user-side is more discrete, when there can be more than 1 independent entity,
resulting in input that is more event-based. As such, it may be more appropriate
to split the client-side model into separate parts, each modelling one of the inde-
pendent entities. A stochastic method that can produce non-continuous solutions
may therefore have some advantages over a functional model. A Hyper-Grid is
therefore proposed for clustering the data and can accommodate this essential
difference - not the single provider, but discrete consumers with unrelated events.
The resulting clusters can be then aggregated by some ways, such as by a Count-
ing Mechanism of the Frequency Grid [8]. The process is stochastic in nature,
clustering randomly, only a subset of the input data each time. It is costly to run,
but this can be configured with smaller-sized dataset batches, when the results
from each batch can be accumulated and so it can in theory be used with larger
datasets, but over a longer period of time. The tests firstly consider creating a
lookup table of unique energy bands to describe each household appliance. While
this should be very quick to use in real-time, it is also able to provide a reason-
able amount of economy, by making the energy prediction more accurate. The
tests are then extended to consider clustering feature sets in the row clusters.
As such, the Hyper-Grid can cluster rows first and then features of those rows,
using the same method. Tests on energy data show that the method can produce
consistent and logical results and has potential for a wide range of applications.

2 Related Work

2.1 Stochastic Clustering

Stochastic clustering is not new and in fact it may be the preferred method for
clustering something like electric vehicle charging [18]. They state that coor-
dinated charging of EVs can bring some benefits by itself and implementation
of this scenario without coordinated charging can impose a huge amount of
excess load on the national grid. They give a description of stochastic schedul-
ing, where they state that ‘since there are a lot of uncertainties in a real-world
situation and specifically in EV energy scheduling problems, such as EVs driv-
ing pattern, diverse temporal and spatial EV charging pattern and so on, in the
literature in this field, deterministic scheduling has been implemented much less
than stochastic one. A stochastic model has one or more stochastic elements. The
system having stochastic element is generally not solved analytically, moreover,
there are several cases for which it is difficult to build an intuitive perspective.’
While this paper is interested in a different field of energy prediction, it has to
solve a similar type of problem. To make the Hyper-Grid practical, it is pos-
sible to use a form of bootstrapping over randomised datasets. Bootstrapping
[7] removes some rows from the dataset each time and solves the problem for
the remaining rows. It then averages over the final solutions. The hyper-grid by
nature, solves over localised parts of the whole problem and so this is always part
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of constructing any solution. It would therefore be natural to include a boot-
strapping process with the hyper-grid, which would allow it to use subsets of the
whole dataset each time. It would also help a lot in practical terms, to reduce the
size of the data grid, which is very time-costly to solve. This method is also the
one proposed in [3], that suggests protecting linear classifiers from adversarial
attack, through the use of bagging and random subspaces. Aggregating the sub-
set results from the hyper-grid is therefore a very similar idea. The architecture
may also have similarities with neural networks. Deep Learning neural networks
[5], for example, learn discrete elements before summarising them through a
pooling layer. The stochastic and distributed nature however may have more in
common with random neural network architectures [17]. Likelihood estimators
have been used to predict energy usage before. One new version associated with
Generative modelling (GANs) and variational autoencoders (VAEs) is described
in [16]. Part of their intuition states:

‘Since likelihood is the product of densities evaluated at all data examples, the
model density at each data example should be high. Suppose we don’t observe the
model distribution directly, and instead only observe independent and identically
distributed (i.i.d.) samples drawn from the model. Because the density at data
examples is high, more samples are expected to lie near data examples than
elsewhere.’

It then defines a series of likelihood estimates for random variables that
contain distances between x and the nearest sample and uses the minimum
solution as the best one. Another paper [4] uses regression models to predict
the appliance energy usage in a house. It notes that the larger white goods
appliances (fridge, cooker, clothes washer, freezer) consume the most energy
and appears to suggest that their best regression model can predict the energy
consumption to 57% accuracy. If that is the case, then the results of the case
study in Sect. 4 are not too bad. Another paper that uses genetic algorithms to
predict energy usage [12], quotes 29% saving or 36% during peak time.

2.2 Energy Systems

Predicting the household energy use at the level of appliances is quite a popular
topic. Modern systems are quite inefficient and so there is a potential for a
huge amount of energy saving. Because it is difficult to measure the energy
consumption of each appliance in real time and it is also an intrusive and possibly
expensive process, the current trend is to disaggregate the total power input to
each appliance, to estimate their use from a behaviour model, generated from
AI. This is typically done by first using raw data to train an AI model of the
appliances and then using that to estimate the disaggregated values for each
appliance. The training phase would typically log on-off switching events for
each appliance in the house and then train possibly a Hidden Markov Model to
recognise the hidden or unobserved states, which are the individual appliances,
from the observed state, which would be the total power usage per unit time
[1,2,13,15]. After training, the internal measurements do not need to be made,
but can be estimated by the model. While this system is shown to work well, it
is proposed in this project that it is overly complicated and that with today’s
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computing power and memory resources, a much more direct approach could be
just as effective. For one thing, the Markov Model is state-based and time-related,
where switching events are placed in order. The new method to be proposed is
set-based, where it will suggest an amount of energy that may get used during
the day, but not the exact order in which it gets used. The set-based approach
has been looked at previously, where Gaussian equations are used as part of the
model and the Markov process [2] can be an extension of a Bayesian Network
[14] for example. But these calculations are also expensive and may also include
other probability measures, such as Expectation-Maximisation or Likelihood.
The method in this project will make use of the idea that most appliances have
quite a unique footprint, in terms of their unit energy use, and so a large lookup
table may be sufficient to allow disaggregated appliance usage to be recognised
from a single input power measurement.

3 Summary of the Clustering Algorithms

3.1 Hyper-Grid

The idea of the Hyper-Grid is to discover rows within two dimension tables,
which are closer together in terms of some similarities, where one row is to evolve
the matched pairs further, as in Genetic Algorithms [9]. This idea forms the
basis for some clustering phases that result in energy bands, which can define the
appliance usage over the course of a day. An underlying mechanism of the Hyper-
Grid is the heuristic that works as follows: It reads a dataset of values, randomises
the row ordering and also keeps a record of the original ordering for identification
purposes. For the problem of learning the appliance behaviour, the dataset is
a single column of values, representing the appliance energy consumption every
time unit, but the dataset could have any number of columns. Randomising the
row ordering means that there cannot be any bias in the ordering during the
row matching process. The heuristic then compares the data rows and notes
which pairs are most similar, according to some metric, such as the Manhattan
distance. So that the heuristic does not result simply in hill-climbing, a matching
process is preferred to one that selects the largest scores only. Also, if two rows
are selected, any rows between them are removed from the solution, which means
that it also discriminates. All of the potential matches are saved and then sets
of row pairs are selected that would optimise the total score. This optimisation
gives the heuristic some direction and helps to ensure a better result. The process
of the method is illustrated via Table 1 below.

1. Compare every row with every other row and save a difference score based
on the Euclidean difference between the cell values.

2. The rows that are closest to each other are:
– 1 and 7 with difference 4
– 2 and 7 with difference 3,
– 3 and 5 with difference 1,
– 4 and 6 with difference 1.
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3. The sum score for rows 1 and 7 is 18 and for rows 2 and 7 it is 15. But rows
2 and 7 are more similar and so they are preferred.

– The rows in-between can be removed, but if they also have matches, then
the matches can be added first.

4. The similarity scores for rows 3 and 5, or 4 and 6 are the same with a score
of 1. The sum score for rows 4 and 6 is larger however, with a value of 27
and so rows 4 and 6 are preferred. Because this cuts across rows 3 and 5, the
matching pair of 3 and 5 is not included in the solution - row 5 is removed
from the solution.

5. This leads to a final solution with the row pairs 2 and 7, and 4 and 6.
6. These row pairs are then saved to a list that can store all rows pairs for all

of the test runs.
7. The final list of row pairs are then fed through the frequency grid that clusters

them into mini-clusters for similar frequency counts.
8. The mini-clusters can then determine the energy bands, for example.

Table 1. Example of the optimisation process.

For the appliance problem and again to prevent hill-climbing from the unique
footprint, row matches can be treated as equal if the difference falls inside of a
particular value or band and is not only the smallest difference possible. There-
fore, if a band similarity value is 2 and one matching score is 0 and another is 2,
then they would both return a band value of 1. The use of bands or score ranges
is interesting and might also work with other algorithms. Due to combinatorial
explosion, a complete search over a larger dataset is not possible and so the algo-
rithm has to split a dataset up into smaller-sized parts and solve the problem on
each part separately. Because the rows are randomised first, this can still give
a reliable result. For example, if Table 1 is a subset of the whole dataset and
there are another 7 rows that have been clustered during a different batch run,
the row pairs from the other subset can be added to the row pairs from Table 1
and the combined list can be clustered using the frequency grid.

3.2 Frequency Grid

The Hyper-Grid therefore also requires an aggregating layer, which can be a
counting mechanism in form of the Frequency Grid [8]. This reads the list of
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row pairs and produces sets of count values that represent which rows are more
often paired together. It is more entropy-based than local counts however, where
the aggregation from the frequency grid can produce a holistic view of the row
pairs and produce clusters for the whole dataset. The following is the detailed
description of the process. Consider a different set of data, but again for 7 rows,
shown in Table 2.

Table 2. Frequency counts would group rows 1–4 and rows 5–7 together.

It is clear from the data that rows 1–4 all reinforce each other (pattern 1), as
do rows 5–7 (pattern 2). With a grid format, the input is represented by a single
pattern group, where a count is incremented for each row pair occurrence. The
grid format lists each variable, or in this case it would be a row number, both
as a row and a column. Each time a pattern is presented, the related cell value
for both the row and the column is incremented by 1. In row 1, for example,
the counts suggest that it should be clustered with rows 2–4, because they have
higher counts with row 1. The same conclusion can be made for rows 5–7. It
is probably not necessary to update a self-reference in the grid, so the leading
diagonal can be empty.

4 Case Study: Disaggregating Energy to Appliances

This was one of the main research topics on the IDEAS project [11] and it
is a well-known problem of trying to predict how much energy is required, by
measuring the energy consumption of a set of household appliances and using
that model to make the prediction. The single input power source needs to be
disaggregated to each of the appliances, or an estimate of how much would go
to each appliance needs to be made. This problem therefore requires a training
stage to learn the model and then a testing stage to match that with the input
source. The proposed algorithm ran a number of bootstrapped tests on raw data
and generated row pairs that resulted in sets of mini-clusters. As the cluster-
ing involves a similarity measure, a more obvious approach is to aggregate the
raw data into the time unit, hours for example, and then count the number of
occurrences of each aggregated value. If this is done however, there is too much
variability in the aggregated values. They do not conform to a set of values and
so it is not possible to produce an aggregated view. This may be because the
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behaviour of any appliance is unpredictable and so aggregated values will typi-
cally be different to each other. Therefore, some form of clustering is required to
recognise patterns or structure in the data and the hyper-grid was selected for
this project.

4.1 Second Clustering Phase

The first clustering phase therefore selected time slots during the day that were
similar. A second clustering stage then took the full list of mini-clusters and
retrieved the energy values for each row in a cluster and placed that in an energy
cluster for the row cluster. Energy clusters that overlapped could result in an
energy band with an upper and a lower limit, although, single values were more
typical. These energy bands could then be used to determine the user behaviour
of the system. For example, if there were 3 events of band A and 1 event of band
B, the energy supplier could expect band A, 3 times more often. After band
B occurred, it could expect only band A until it had occurred 3 times, and so
on. The bands are most useful for reducing the complexity of the system and
recognising some inherent structure or behaviour. If there is a range, then the
upper limit would typically have to be accommodated for by the system. But it
is the fact that there is now some sort of model that can describe the application
behaviour in a tractable way that makes it useful.

4.2 Third Clustering Phase

A third clustering phase is also likely, not when training the data model, but
when reading it into the energy network, to be used by the system during run-
time. This would help to reduce the complexity even further, so that a lookup
table can be generated for an exhaustive combination search. To do this, energy
bands with the same ‘integer’ upper and lower-limit parts were further combined,
resulting in only one energy band for the whole range. See Table 1 in Sect. 4.5,
for an example.

4.3 Optimisation

The intention is to optimise some process that is part of an energy system.
As described earlier in this section, the energy bands can be used to predict
how much energy the appliances are likely to use. The system can therefore
plan for the calculated maximum energy requirement at any one time and then
when energy band events occur, they can be removed and the prediction can be
adjusted to the remaining set. It is always important that there is enough energy
provided for any eventuality and so there always needs to be additional energy
in the system that may not get used. This is one place where energy savings can
be made, if predictions can minimise this additional amount. Other methods
may typically recognise on-off switching events for appliances and then generate
Markov Models or other probability measures, such as Likelihood evaluations
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and with that research, disaggregation is helpful. The model would be trained
to recognise on-off switching events for appliances, which gives a state-based or a
probability model for each appliance. Then from a single input value, the system
would disaggregate the input power source to each of the appliances, by learning
when the appliances are likely to be on or off. A Markov Model can be used
with time-based events, or a Likelihood probability estimate can be used with
set-based events, for example. The method of this paper does not have sequential
events, but is more set-based. It only defines that this set of events may have
occurred in a particular time period. This is both good and bad, because it may
be possible to produce an alternative to the Markov Model, that is more flexible,
but also more simplistic than a Likelihood estimate. On the down-side, it would
still benefit from the accuracy of learning some amount of timing and so the
future work for this section describes how that might be achieved.

4.4 Test Case

An algorithm has been implemented in the Java programming language and
tested on real data [6] from households in Switzerland. This data has been used
before to generate Markov Models in [1,2]. A number of houses were monitored,
where a smart plug was able to measure the energy consumption for an appliance.
This was relayed to a central system and logged every second. Therefore, each
appliance was logged every second for a period of approximately 8 months. For
the hyper-grid, a measurement of every second was too fine-grained and so the
data was converted into aggregated values for each hour. That is the average
amount of energy used by the appliance each hour. The data for each appliance
was then clustered using the Hyper and Frequency Grids, as described earlier in
this section. The final set of energy bands would be used to define the behaviour
of the appliance over the course of a day. For the 8-month period, there was no
large change in the appliance behaviour from one month to the next, but this
could certainly be modelled as individual and seasonal sets of bands. The energy
system was then able to guess how much energy each house was likely to require
during the day. It would have to provide the upper limit each time, so that the
house does not run out of energy. This can be achieved by returning the largest
energy band for each appliance in the house each time. While that is an upper
limit, the system would test the accuracy of this by then removing an energy
band instance, at random, for each appliance. The next prediction would then
be calculated on the remaining energy bands and the accuracy would be the
difference between the estimate and the randomly selected set of used bands.
This system therefore does not need to model exactly when an appliance was
used, but knowing when, would still make it more accurate.

4.5 Lookup Table

It is proposed that a simple lookup table can be used to good effect. The energy
bands reduce the combinatorial complexity enough to suggest that for all appli-
ances in a household, a lookup table of under 1 million entries could be sufficient.
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The table needs to map every energy band events for each appliance with every
other one and so it has to provide a combination for every possibility. There
could of course be statistical methods to reduce the number further, when the
entries are very similar, such as the third clustering phase of Sect. 4.2. For exam-
ple, Table 3 is a set of energy bands that were produced for a fridge in some
household over the course of a day. Each band represents an hour of energy con-
sumption by the appliance and the frequency is how many times that occurred
during the day. Most bands contained a single value that was the result of the
first two phases of clustering. In rarer occasions, for example: 31.0813 – 28.1024,
there was an overlap in the clusters leading to a value range. When reading these
into the model however, the lower-values bands with the same integer number
can be combined. For example, all bands starting with the integer value of ‘1’
can be combined.

Then with each combination of all appliances, a power input total can be
calculated by taking the upper limit or average of each energy band in the
combination. The lookup table would be produced for each appliance during a
short training phase, when the system is being setup. After that, the system
would read the power consumption at some time unit and pass that to the table,
which would return the appliance combination that matches closest to the power
value. Because the band values are quite unique, the combination value can be
a key to a table, where the table value is then the set of appliances that created
it. The selected band events could then be removed from the day’s set, allowing
the next consumption amount to be more accurately predicted.

Table 3. Example of energy bands for an appliance, with power consumed per hour.
Set of energy bands that occurred over the course of a single day for a Fridge.

This method should work reasonably well because of the unique energy foot-
prints, but there is also quite a wide margin of error that would be acceptable.
For example, if the system has a set that contains energy bands of ‘5 units’ for
both appliances A and B. Then maybe the next event reads an energy band of
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5 and the system mistakenly attributes that to appliance B instead of A. For
the following time unit, the system would then expect appliance A to produce
a 5-unit band instead of B. But if B produces the 5-unit band in the next time
unit instead, this does not in fact harm operation of the system. The system
only needs to match with the energy requirement, it does not need to know
exactly, which appliance any band came from. Although, the authors recognise
that for a more sophisticated system, individual appliance usage may need to be
monitored and may prove more problematic.

This method should work reasonably well because of the unique energy foot-
prints, but there is also quite a wide margin of error that would be acceptable.
For example, if the system has a set that contains energy bands of ‘5 units’ for
both appliances A and B. Then maybe the next event reads an energy band of
5 and the system mistakenly attributes that to appliance B instead of A. For
the following time unit, the system would then expect appliance A to produce
a 5-unit band instead of B. But if B produces the 5-unit band in the next time
unit instead, this does not in fact harm operation of the system. The system
only needs to match with the energy requirement, it does not need to know
exactly, which appliance any band came from. Although, the authors recognise
that for a more sophisticated system, individual appliance usage may need to be
monitored and may prove more problematic.

4.6 Test Results

After the energy band clusters were produced, an energy network and disag-
gregator were created from them and a predictor was asked to simulate the
network activity. It would return its maximum requirement for energy each time
and then remove a random set of energy bands as the actual event. The maxi-
mum requirement could in fact be summed and the total then passed through
the disaggregator, to return an estimate for it instead. This produced only a
small reduction in the accuracy overall. For 3 locations of the datasets [6], the
following result of Fig. 1, was achieved.

Fig. 1. Prediction accuracy for locations House 1, 2 and 4.

This figure indicates that the accuracy of the prediction to the actual random
events is only about 20% accurate, or there is an 80% power loss when predicting
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how much energy should be provided. But this is for random selections that have
to accommodate the spiking events. Disaggregating the single input source to
the appliance lookup table however is very accurate and the error may be down
to the computer processing floating point numbers. This gives support to the
idea of unique energy bands for the appliances. Then, the difference in providing
the upper bound on the energy bands each time and the predicted amount, over
the course of a day, is shown in the second set of figures. It could be around
50% savings, but house 4 is less at only 19% savings. A key concern is to guess
when the spiking event might occur. This is where an analysis that includes
time would be helpful. A calculation using only the upper bound would have
to accommodate this for every hour, while the prediction can remove it as soon
as it occurs, which on average might be half-way through the day for random
events, for example. But the energy bands themselves are a unique solution that
make the whole problem very tractable.

5 Conclusions

This paper proposes a method that includes both discrete and centralising ele-
ments and therefore has some similarities with neural network architectures. A
stochastic and discrete layer clusters randomly selected subspaces of the data
into mini-clusters, not using gradient descent as in neural networks, but using a
Euclidean distance linear classifier, as in [3] or the random networks [17]. Then,
an aggregating layer combines the discrete results, rather like a deep learning
pooling layer [5]. The algorithm can be trained to recognise similarities across
data rows, or data columns (features), in a self-similar way. An optimising fea-
ture means that the algorithm prefers to cluster similar rows with larger values
first. One might think about an energy surface with peaks and troughs, for
example, but the surface is being traversed in many different places at the same
time. Overtraining might then be recognised when the localised peak distribu-
tions start to merge with each other, which can happen when more lower-valued
rows are linked with the higher-valued ones, through the continued aggregation
of mini-clusters from a random ordering. In this paper, the method is used to
cluster and make predictions over energy data, using a stochastic Hyper-Grid
and a Frequency Grid. The discrete, localised optimisations in the hyper-grid
match dataset rows that are more similar, using a distance measurement, but is
also able to discriminate and keep only the row sets that will optimise for some
overall total. A similar method is also described in [3], in terms of bagging and
random subspaces, as being a possibility to protect from adversarial attack, by
keeping some of the data always hidden.

This method has been integrated into a client-side Artificial Intelligence com-
ponent that is used to predict energy consumption for appliances for the IDEAS
Smart Home Energy Project. Preliminary experiments demonstrate that as part
of predicting energy consumption, the method could possibly reduce costs by
50% and more than that if the proposed schedules are also included [11].
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Abstract. Recently, Transformer has achieved state-of-the-arts results
in several research areas such as Natural Language Processing and Com-
puter Vision. Due to Transformer has a very large number of parame-
ters and its core module Multi-Head Attention has a complex structure,
the optimization of Multi-Head Attention for Transformer is now the
research hotspots. However, most of the current work focused on soft-
ware model optimization or hardware accelerator design, but unilateral
optimization from algorithms or hardware is difficult to give full play to
comprehensive performance of Multi-Head Attention, which is not well
adapted to its characteristics. To solve the above problem, we propose
a Software and Hardware Fusion Multi-Head Attention structure, which
has less inference latency with tiny accuracy loss than the existing soft-
ware optimization methods and hardware accelerators. We implement
this design on Xilinx ZCU102 and validate this model accuracy and
inference time using CIFAR-10 dataset, and obtained accuracy within
1% loss with respect to the baseline, and inference time 15.19 times of
the baseline.

Keywords: Multi-Head Attention · Transformer · Hardware and
software fusion

1 Introduction

In 2017, Google pioneered the Transformer model [25]. The Transformer model
was initially applied to the field of Natural Language Processing (NLP). Relative
to the Recurrent Neural Network (RNN) and Long Short-Term Memory (LSTM)
network models that were already widely used in NLP at that time, Trans-
former discards the circular computation module of RNN and LSTM in favor of
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a more advantageous self-attentive structure. The Transformer and Transformer-
based pre-trained models (e.g., BERT [1], Albert [7], and structBERT [27]) have
achieved leading accuracy results in a variety of tasks within the NLP domain.

While the Transformer has achieved excellent results in the field of NLP,
researchers have tried to apply the Transformer model to other fields, such as
computer vision. Vision Transformer [2], Swin Transformer [11], and a series of
other computer vision models have been proposed. Vision Transformer is the
first model structure that completely replaces the CNN convolution mechanism
with a self-attention mechanism, which uses a multi-layer local self-attention
module to obtain a farther perceptual field than the original CNN model, and
thus achieves better results than CNN in the fields of Image Classification and
Object Recognition. After that, Swin Transformer use multi-layer local atten-
tion increased the accuracy performance in Image Classification. However, the
evolution of Transformer also makes this model structure more complex.

To overcome this shortcoming, many Transformer-based neural network
accelerators have been introduced, such as [5,8,13], and so on. These accelerators
are mainly designed with optimized structures for specific models to adapt the
models. Since they do not modify the software accordingly, the hardware imple-
mented in this way is limited by the complexity of the software structure at the
acceleration level and does not take full advantage of the hardware acceleration
[3,12].

In order to solve the problem mentioned above, we propose Software and
Hardware Fusion Multi-Head Attention, and design an appropriate hardware
processor to adapt this design. We then design corresponding experiments to
validate this software and hardware fusion design with the CIFAR-10 [6] dataset
to verify this accuracy, inference speed and throughput.

Our contributions in this paper are mainly as follows:

– We propose software and hardware fusion design on Multi-Head Attention.
We analyze the software model structure from the idea of software and hard-
ware fusion and modify the structure of the model so that the software model
can run on the hardware structure with less resource occupation.

– We designed a hardware structure to adapt this software model, which can
provide a better inference speedup to this software within an acceptable
accuracy loss. The experimental results show that our design can reduce the
latency of Multi-Head Attention.

The subsequent contents of this paper are organized as follows: Sect. 2 intro-
duces the background of this paper; Sect. 3 presents our software and hardware
fusion design; Sect. 4 shows our experimental design and the results; Sect. 5 is
the conclusion and future works.

2 Background

2.1 The Model Architecture of Transformer

With the rapid advances in computer hardware [21,24], network infrastructure
[14,15,17], and new algorithms [10,20,23], big data [18,28] and machine learning
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[9] had emerging as hot research areas. Useful information can be extracted with
high performance, good security [16,19], and sufficient accuracy [22]. One of
the critical research area in NPL is the transformer model. Like most seq2seq
models, the structure of the transformer is also composed of an encoder and a
decoder. The Encoder consists of N = 6 identical layers, and there are 6 in the
original text. Each layer consists of two sub-layers, a multi-head self-attention
mechanism, and a fully connected feed-forward network. Each of the sub-layers
has a residual connection and normalization added. So, the output of the sub-
layer can be expressed as Eq. 1.

SubLayerOutput = LayerNorm(x + SubLayer(x)) (1)

The structures of Decoder and Encoder are similar, from bottom to top
are Masked Multi-Head Self-Attention, Multi-Head Encoder-Decoder Attention,
Feedforward Network. Like the Encoder, each of the three parts above has a
residual connection followed by a Layer Normalization. The main difference of
Masked Multi-Head Self-Attention is the addition of an additional mask matrix,
which ensures that future information is not exposed when predicting the i posi-
tion. The calculation process of Multi-Head Encoder-Decoder Attention is very
similar to the previous Masked Self-Attention, and the structure is the same. The
only difference here is that K and V are the output of the Encoder, and Q is the
output of the Masked Self-Attention in the Decoder. Since Transformer does not
have the iterative operation of the recurrent neural network, we must provide
the position information of each word to Transformer so that it can recognize
the order relationship in the sentence. Transformer uses a linear transformation
of the sin and cos functions to provide the model position information as Eq. 2.

PE(pos, 2i) = sin (pos/100002i/dmodel)

PE(pos, 2i + 1) = cos (pos/100002i/dmodel)
(2)

2.2 Multi-Head Attention

Multi-Head Attention. (MHA) is the core part of Transformer and an improved
version of Self-Attention. It inherits the working mechanism of Self-Attention.
Each node has its own Key, Value and Query values, just like addressing pro-
cessing. When computing each attention value of each node, the query value of
the node is operated with the Key and Value of other nodes. MHA divides each
node into several dimensions, and each dimension calculates the attention value
of the node and concatenates each node. This mechanism enables the model to
generate the corresponding attention values based on the information in differ-
ent dimensions and to extract the information in the text more comprehensively.
The basic computing process is given by Eq. 3.
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MHA = Linear(Concat[head1, · · · , headn],Wo, B)
Linear(X,W,B) = WX + B

headi = Attn(QWQ
i ,KWK

i , V WV
i )

Attn(Q,K, V ) = Softmax(
QKT

√
dk

)V

(3)

From Eq. 3, it can be seen that the attention mechanism is essentially a query
solution of three vectors query, key, value, and finally output, where output is a
weighted sum of value and weight is a correlation function to calculate the cor-
relation between query and current key. The MHA in Transformer maps query,
key, and value to different solution spaces to get results of different dimensions
and concat them, which is equivalent to computing an equation several times
and finally taking the average value. Concat module is to concatenate the [h, dv]
dimensional attention matrix of each head output to obtain an [n, h, dv] dimen-
sional matrix. Linear module is a training matrix W of dimension [h, dv, dmodel]
multiplied by the matrix after Concat, which is reduced to a matrix of dimension
[n, dmodel], making MHA output and input matrix of the same dimension. Due
to the high computational complexity of MHA, it has become the focus of most
researchers. Both [26,29] were the optimization based on MHA. However, they
tend to optimize from the software level.

Fig. 1. Multi-Head Attention from original transformer

2.3 Current Accelerators of Transformer

There are already many hardware accelerators designed for Transformer, such
as [3,5,8,13]. The current hardware accelerators are divided into two categories.
One is to optimize the current design for the existing structure of the original
model to achieve the purpose of acceleration, such as [3,5,13]; the other is to
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redesign the current computational method to make the computational method
more suitable for hardware operation, with a higher parallelism, such as [8].
At present, only [13] has an optimized design for MHA, but [13] does not re-
design the computational method of MHA, but only designs the corresponding
hardware to support the software model structure.

3 Software and Hardware Fusion Design

3.1 Software and Hardware Fusion Design Concept

In this paper, we optimize the software through re-design MHA structure so that
it can be executed in hardware with less resources and less energy consumption,
mainly by adjusting the computation order and replacing float-point operations
with fixed-point operations. On the other hand, we design the corresponding
hardware to support our software, so that the execution of the model can have
better parallelism and thus achieve faster inference speed. Based on the above
design approach, we conduct software and hardware fusion design concept. Soft-
ware and hardware fusion design is a spiral design method that considers the
software model requirements and the target hardware platform characteristics,
and iteratively modifies the software model and hardware structure with feed-
back several times.

3.2 Software Optimization

We first analyzed the structure characteristics of the MHA. We found that MHA
connecting subsequent linear layers would break the continuous data arrange-
ment and have a huge impact on the execution performance. Considering the
characteristics of MHA modules, the optimization needs to make it more hard-
ware friendly. We designed a linear partition structure for MHA, which leads
to parallel computation between MHA modules and reduces the transition time
between the original MHA modules and linear layers, thus improving the overall
operational efficiency. This section presents our Software and Hardware Fusion
MHA design.

Based on the inefficient linear layer of MHA mentioned above, we cut the
linear layer of MHA into blocks of head counts, as shown in Fig. 2. This way
can get the final sum of attention by summing the linear results of the output of
each attention module. This is described in detail in Eq. 4. Wo is the parameter
matrix among Concat in the original MHA module, n is the number of heads.
When the linear layer needs to be split into sub-linear modules of head size,
Wo should also be split into n sub-parameter matrix from Wo1 to Won. headi
is the result of the self-attentive module inside each head, also from head1 to
headn. Software and Hardware Fusion Multi-Head Attention (F-MHA) result is
now the sum of each multiplication result of headi and Woi. Linear is a matrix
multiplied by a [dv, dmodel] dimensional training matrix W reduced to an [n,
dmodel] dimensional matrix, making the MHA output and input matrix of the
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Fig. 2. Multi-Head Attention with linear sliced

same dimensions. Sum is to sum the [n, dmodel] dimensional Attention matrix
of each Head output to obtain an [n, dmodel] dimensional matrix.

The initial MHA is to connect each output of the scaled-dot product attention
and then use a linear layer to reduce its dimensionality. This paper use sliced ones
to replace the original linear layer weights. This structure does not cause more
loss to our final result, it can connect each self-attentive module and sub-linear
layers, and such a structure is more suitable for parallel design of hardware.

F-MHA = Sum(Linear[head1, · · · , headn],Wo, B)
Linear(X,W,B) = WX + B

Wo = [Wo1,Wo2, · · · ,Won]

Sum(x) =
n∑

i=1

xi

headi = Attn(QWQ
i ,KWK

i , V WV
i )

Attn(Q,K, V ) = Softmax(
QKT

√
dk

)V

(4)

3.3 Hardware Design

We also quantize the model in order to improve the speed of model inference.
The use of 32-bit float-point and 8-bit fixed-point numbers in the inference task
has little effect on the results, however, the use of 8-bit fixed-point numbers can
significantly increase the inference speed and reduce the hardware resource usage
(32-bit float-point numbers require more DSP and LUTs, etc.).
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Top Level Design of Hardware. The first presentation is the general struc-
ture of F-MHA. It shows in Fig. 3. Our overall structure consists of three mod-
ules, a sub-attention module, which computes the self-attention values inside
each header separately, second part is the sub-linear layer immediately after the
self-attention module, and third part is the successive addition module. We note
that each head is computed in exactly the same way, and we use the same struc-
ture to fully reuse the designed hardware structure and use a pipeline structure
to reduce the overall time consumption. The specific pipeline is described in the
following section.

Fig. 3. Hardware top level design

Self-attention Pipeline Module. After linear slicing each small linear can be
joined with the corresponding scaled dot product attention. Also, to reduce the
execution time of multiple attentions, we use multiple pipelines to compute the
connected scaled dot product attentions and sliced minor linearities as shown in
Fig. 4.

Fig. 4. Diagram of running timeline of multiple pipelines

In this case, we improve the resource utilization and reduce the execution
time of MHA compared to the original MHA. In order to reduce the inference
time consumption by using pipelining even in the small linear module after
slicing, we add an input data copy module and a data partition module before
the linear module, and after the linear module is completed, we also add a data
copy module, as shown in the Fig. 5.
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Fig. 5. The sub-linear compute module

Parallel Computation Unit. The linear module has an input data dimension
of [Seq,Dim], a weight dimension of [Dim,Dim], and a bias dimension of [Dim].
After initializing the output data, we slice the input data into Dim parts and
multiply them with the sliced weights that have been solidified in hardware.
We can process Dim multiplications simultaneously, as shown Fig. 6. This can
significantly save the time consumption of matrix multiplication. The original
linear execution time was about Dim × Dim × Seq unit time, while now the
execution time is only Dim× Seq. Then we add the execution time of two data
replications, and finally it is about Dim × Dim execution time.

Fig. 6. Parallel matrix computing module

4 Experiment Setup and Result

In this paper, we use hardware resources usage and inference latency as our
evaluation metrics. We used the code from the original Transformer [25] as our
baseline. First, we verified the impact of different data types in our model on
the inference results. We chose several models such as Swin Transformer, Vision
Transformer and TNT, and then used the CIFAR-10 dataset to count the loss
of accuracy in the official model of 32-bit float-point numbers and our model of
fixed-point numbers with different numbers of bits. The experimental results are
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shown in the Table 1. From the results, we can see that for quantization of at
least 8 bits and above, we can obtain less than 1% accuracy loss, so the impact
on accuracy is within the acceptable range using our designed structure.

Table 1. Time complexity analysis of each module of Multi-Heads Attention imple-
mented in hardware and software

Bits Swin transformer [11] Vision transformer [2] TNT [4]

2 64.98% 80.43% 82.19%

4 11.00% 13.66% 23.11%

8 0.87% 0.75% 0.98%

16 0.02% 0.02% 0.01%

Next, we tested the impact of linear partitioning and data copying. We imple-
mented two linear layers using Xilinx ZCU102, the reference version of the linear
computation and our optimized version, the linear computation with linear par-
titioning and data copying. Due to hardware resource constraints, the reference
version of the linear computation is based on the original Transformer design and
uses a linear dimension of 32. The optimized version of the linear computation
with linear splitting and data copying has the same linear dimension of 32 as
the reference version. We set the target time to 10ns, set the linear batch size to
20, and then record the latency and time period of each program. The reference
version does not include the input data replication and output data replication
processes. In the optimized version of the implementation, the process of adding
bias can be completed in one timing cycle. The recorded data is shown in the
Table 2.

From Table 2, we can see that the optimized version is much faster than
the original version in terms of overall speed, despite the addition of the data
replication module before and after the additive bias and multiplicative weights.
The improvement in computational performance due to data slicing masks the
negative impact of data replication.

To compare the overall running efficiency, we use the multi-headed attention
calculation part of the Transformer’s code implementation running on top of the
CPU for comparison. Here we use a dimension of 32 for the processing object,
because when running the speed test implementation, there is no relation to the
input and output data, and the program will execute as originally designed with
instructions. We randomly choose a data of [20] as the input data for the whole
program. Then, we counted the interval and latency of this experiment executed
on a CPU on top of our designed hardware supporting linear with data slicing
and data replication hardware architecture, and the results are shown in the
following table.
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Table 2. Linear latency of baseline version and optimized version

Type Module Latency Cycles Total latency

Original version Input data copy - - 1.057 ms

Add bias 13.2 us 1320

Multiply weights 1.04 ms 104360

Output data copy - -

Optimized version Input data copy 6.40 us 6400 13.33 us

Add bias 10 ns 1

Multiply weights 32 ns 32

Output data copy 6.40 us 6400

Table 3. The result of experiment between our design and baseline

Latency Interval

CPU baseline [25] 2.02 ms 2.02 ms

GPU baseline [25] 1.56 ms 1.56 ms

Our design 133 us 120 us

The data in the Fig. 7 shows that our hardware-supported, linear computa-
tion with data slicing and data replication provides a significant improvement in
inference speed compared to the original CPU implementation. Latency is the
time from input to output for a single piece of data. Interval is the minimum
interval between two processed data. For both measures, our Latency speedup
is 15.19 times faster and our Interval speedup is 16.83 times faster compared
to the CPU implementation. In order to compare the impact of the number of
headers on the running efficiency and resource consumption, our third step of
experiments aims to examine the running results and resource consumption of
the same model structure with different number of headers. We set up four dif-
ferent head counts, i.e., 2, 4, 8 and 16, and the results executed on our hardware
supported linear with data slicing and data replication are shown in the Fig. 7.
As shown in the Fig. 7, we explore the comparison of resource consumption and
speed in hardware for MHA mechanisms with different number of heads. It can
be clearly seen that LUT, FF, and DSP all increase slowly with the number of
headers, while BRAM remains essentially constant. It is worth noting that when
the number of headers is less than 8, the latency and interval do not receive the
effect of the number of headers; when the head counts is greater than or equal
to 8, they increase exponentially.
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Fig. 7. Hardware resource usage in different heads count

5 Conclusion

In this paper, we presented a software and hardware fusion MHA that obtains
better parallelism based on the linear slicing method and employs quantization
to reduce the resource footprint and achieve better performance than before.
We were using data copying and data partitioning to balance the computational
procedure of multi-headed attention. Meanwhile, the process of linear and scaled
dot product attention computation is re-evaluated and a module-level hardware
pipeline is implemented. We also designed the corresponding hardware archi-
tecture to fit our software model. Then, we designed appropriate experiments
to validate our work by verifying the loss of accuracy of our hardware-software
fusion structure compared with the original model, the difference in inference
speed of our hardware-software fusion structure from the reference model, and
the hardware resource consumption of software and hardware fusion structure.

References

1. Devlin, J., Chang, M., et al.: BERT: pre-training of deep bidirectional transformers
for language understanding. In: NAACL-HLT, pp. 4171–4186 (2019)

2. Dosovitskiy, A., Beyer, L., Kolesnikov, A., et al.: An image is worth 16x16 words:
transformers for image recognition at scale. In: 9th ICLR (2021)

3. Ham, T.J., Jung, S.J., Kim, S., et al.: A∧3: accelerating attention mechanisms in
neural networks with approximation. In: IEEE HPCA, pp. 328–341 (2020)

4. Han, K., Xiao, A., Wu, E., Guo, J., Xu, C., Wang, Y.: Transformer in transformer.
Adv. Neural Inf. Process. Syst. 34 (2021)

5. Khan, H., Khan, A., et al.: NPE: an FPGA-based overlay processor for natural
language processing. In: ACM/SIGDA FPGA, p. 227 (2021)

6. Krizhevsky, A., Hinton, G.: Learning multiple layers of features from tiny images.
Master’s thesis, Department of Computer Science, University of Toronto (2009)

7. Lan, Z., Chen, M., Goodman, S., et al.: ALBERT: a lite BERT for self-supervised
learning of language representations. In: 8th ICLR (2020)

8. Li, B., Pandey, S., Fang, H., et al.: FTRANS: energy-efficient acceleration of trans-
formers using FPGA. In: ACM/IEEE ISLPED, pp. 175–180 (2020)



Software and Hardware Fusion Multi-Head Attention 655

9. Li, Y., et al.: Intelligent fault diagnosis by fusing domain adversarial training and
maximum mean discrepancy via ensemble learning. IEEE TII 17(4), 2833–2841
(2020)

10. Liu, M., Zhang, S., et al.: H infinite state estimation for discrete-time chaotic
systems based on a unified model. IEEE Trans, SMC (B) (2012)

11. Liu, Z., Lin, Y., Cao, Y., et al.: Swin transformer: Hierarchical vision transformer
using shifted windows. In: IEEE/CVF CV, pp. 10012–10022 (2021)

12. Liu, Z., Li, G., Cheng, J.: Hardware acceleration of fully quantized BERT for
efficient natural language processing, March 2021

13. Lu, S., Wang, M., et al.: Hardware accelerator for multi-head attention and
position-wise feed-forward in the transformer. In: 33rd IEEE SoCC, pp. 84–89
(2020)

14. Lu, Z., Wang, N., et al.: IoTDeM: an IoT big data-oriented mapReduce perfor-
mance prediction extended model in multiple edge clouds. J. Parallel Distrib. Com-
put. 118, 316–327 (2018)

15. Niu, J., Gao, Y., et al.: Selecting proper wireless network interfaces for user expe-
rience enhancement with guaranteed probability. J. Parallel Distrib. Comput. 72,
1565–1575 (2012)

16. Qiu, H., et al.: Secure health data sharing for medical cyber-physical systems for
the healthcare 4.0. IEEE J. Bio. Health Inf. 24, 2499–2505 (2020)

17. Qiu, L., Gai, K., Qiu, M.: Optimal big data sharing approach for tele-health in
cloud computing. In: IEEE SmartCloud, pp. 184–189 (2016)

18. Qiu, M., Cao, D., et al.: Data transfer minimization for financial derivative pricing
using Monte Carlo simulation with GPU in 5G. Int. J. Comm. Sys. 29(16), 2364–
2374 (2016)

19. Qiu, M., Gai, K., Xiong, Z.: Privacy-preserving wireless communications using
bipartite matching in social big data. Fut. Gene. Comput. Syst. 87, 772–781 (2018)

20. Qiu, M., Guo, M., et al.: Loop scheduling and bank type assignment for heteroge-
neous multi-bank memory. J. Parallel Distrib. Comput. 69, 546–558 (2009)

21. Qiu, M., Li, H., Sha, E.: Heterogeneous real-time embedded software optimization
considering hardware platform. In: ACM SAC, pp. 1637–1641 (2009)

22. Qiu, M., Liu, J., et al.: A novel energy-aware fault tolerance mechanism for wireless
sensor networks. In: 2011 IEEE/ACM International Conference on Green Comput-
ing and Communications (2011)

23. Qiu, M., Xue, C., et al.: Efficient algorithm of energy minimization for heteroge-
neous wireless sensor network. In: IEEE EUC, pp. 25–34 (2006)

24. Qiu, M., et al.: Energy minimization with soft real-time and DVS for uniprocessor
and multiprocessor embedded systems. In: IEEE DATE, pp. 1–6 (2007)

25. Vaswani, A., et al.: Attention is all you need. Advances in neural information
processing systems 30 (2017)

26. Wang, S., Li, B.Z., et al.: Linformer: Self-attention with linear complexity. CoRR
abs/2006.04768 (2020). https://arxiv.org/abs/2006.04768

27. Wang, W., Bi, B., Yan, M., et al.: StructBERT: incorporating language structures
into pre-training for deep language understanding. In: 8th ICLR (2020)

28. Wu, G., Zhang, H., et al.: A decentralized approach for mining event correlations in
distributed system monitoring. J. Parallel Distrib. Comput. 73(3), 330–340 (2013)

29. Wu, Z., Liu, Z., Lin, J., Lin, Y., Han, S.: Lite transformer with long-short range
attention. In: 8th ICLR (2020)

https://arxiv.org/abs/2006.04768


Hardware and Software Co-optimization
for Windows Attention

Wei Hu1,2 , Kejie Hu1,2(B) , Fang Liu3,4 , and Jie Fan1,2

1 College of Computer Science, Wuhan University of Science and Technology,
Wuhan, China

{huwei,hekejie}@wust.edu.cn
2 Hubei Province Key Laboratory of Intelligent Information Processing

and Real-time Industrial System, Wuhan, China
3 School of Computer Science, Wuhan University, Wuhan, China

liufangfang@whu.edu.cn
4 Department of Information Engineering, Wuhan Institute of City, Wuhan, China

Abstract. Since the attention mechanism was proposed, there have
been many researches on the combination of deep learning and visual
attention mechanism. Among them, Models built with self-attention
mechanism have achieved SOTA results in the field of computer vision.
However, the large number of parameters and the computational com-
plexity of such models hinder their development and limit their use on
resource-limited devices and platforms. In this paper, we make improve-
ments to Windows Attention in Swin Transformer from the perspective
of software and hardware co-optimization, and parallelize the design on
FPGA platform. In Softmax module design, we use Taylor expansion
to replace exp function which needs more computing resources under
the premise of less accuracy loss; we also optimize the computational
process of matrix multiplication, which is used many times, and design
the corresponding hardware module. Experimental results show that our
resource consumption on the ZCU102 FPGA decreases by 93% compared
to the traditional exp function, and the throughput improves by 7.73×
and 1.21× compared to the CPU and GPU, respectively.
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1 Introduction

The Google Translate team’s “Attention is all you need” published in NIPS 2017
has attracted widespread attention [1], in which the Transformer model was con-
structed using the self-attention mechanism. Since then the Transformer model
has become a research hotspot and has achieved excellent results in various tasks
especially in natural language processing domain and computer vision domain
tasks. Since the Transformer model is too large, the Transformer model requires
a large memory footprint [2,3] and high computational cost when deployed on
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hardware platforms [4,5]. In order to improve computational efficiency [6,7] and
reduce resource usage [8], collaborative software and hardware optimization for
Transformer’s huge models has also become a necessary and popular research
direction [9,10]. The core element of the Transformer model is the self-attention
mechanism. In conventional hardware, the attention mechanism is usually imple-
mented as a dense matrix operation and a Softmax function operation. How-
ever, in the self-attention mechanism, the computational complexity of these
operations is proportional to the number of search targets [11]. This large com-
putational cost of the self-attention mechanism becomes a limiting factor for
Transformer models and accounts for a large part of the performance and cost
of existing models [12].

To alleviate the limitations imposed by the large amount of computational
resources required by the self-attention mechanism in resource-limited situa-
tions, this paper makes a hardware and software co-optimization based on the
Swin Transformer model for the core self-attention mechanism in the model,
mainly including the optimization improvement in the self-attention mechanism
algorithm and the design of the corresponding hardware architecture on the
reconfigurable hardware platform. The main contributions of this paper can be
summarized as follows.

1). We have solved the problem of excessive computational resources con-
sumed by traditional exp functions in hardware by using Taylor expansion
instead of exp functions, and we have reduced the resource consumption by
93% and increased the running speed by 25× with little loss of accuracy. 2).
Based on the huge number of parameters and complex data flow of the self-
attention mechanism, we still need to design it in hardware to optimize its latency
and throughput, and we mainly optimize the matrix multiplication module to
achieve high parallelization and low latency of the computation. 3). We propose
an FPGA-based architecture design to optimize the window self-attention mod-
ule and experimentally verify that our hardware and software co-optimization
achieves a 7.73× and 1.21× improvement in throughput compared to CPU and
GPU.

The rest of this paper is organized as follows. Section 2 introduces the
research background of the Swin Transformer window self-attention mechanism,
Sect. 3 presents related work on software and hardware optimization, Sect. 4
describes our optimization on Windows Attention algorithm and parallelized
design on hardware, and Sect. 5 illustrates the performance, resource and energy
efficiency evaluation of our proposed software and hardware co-optimization
through experiments.

2 Background

The Transformer performs very well on NLP tasks, and researchers have also
tried to apply the Transformer to CV domain tasks. But applying the Trans-
former to the CV domain also faces two big problems: one is that the matrix
properties of the image will result in many pixel points, and the Transformer’s
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global-based self-attention mechanism will result in a very large computational
overhead; the other is that after grouping the Transformer’s view is limited to
n tokens and there is a lack of interaction between groups. Therefore, some
researchers optimize these two problems and propose the Swin Transformer
model, and Fig. 1 shows two consecutive Swin Transformer blocks.

Fig. 1. Swin transformer block.

Conventional Transformers calculate attention based on the global, and
therefore have a high computational complexity. Swin Transformer reduces the
amount of computation by limiting attention to each window [13]. Equation 1
is the window based self-attention (W-MSA) formula. The main difference is
that the relative position encoding is added to Q, K in the original formula for
Attention calculation, and the addition of relative position encoding improves
the model performance.

Attention(Q,K, V ) = SoftMax(QKT /
√

d + B)V (1)

The idea of Windows Attention is to compute attention under each window.
Although W-MSA can reduce the computational complexity, there is a lack of
information exchange between non-overlapping windows, which actually loses
the transformer’s ability to construct relationships from the global using self-
attention, so Swin Transformer further introduces shifted window partition to
exchange information across windows, which the authors call shifted window
based self-attention (SW-MSA). SW-MSA is indirectly implemented in the actual
code by shifting the feature map and setting the mask to Attention.

Equation 2 shows the computational complexity of W-MSA and the tradi-
tional multi-head self-attention (MSA), The shifted window scheme brings higher
efficiency by restricting the self-attention computation to non-overlapping local
windows, while allowing cross-window connections. This hierarchical architec-
ture has the flexibility to model at various scales and has linear computational
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complexity performance with respect to image size, while maintaining the orig-
inal number of windows, the final computational result is equivalent. Since the
number of patches inside the windows is much smaller than the number of image
patches and the number of windows is kept constant, the computational com-
plexity of W-MSA is linear with respect to the image size, thus greatly reducing
the computational complexity of the model.

Ω(MSA) = 4hwC2 + 2(hw)2C

Ω(W − MSA) = 4hwC2 + 2M2hwC
(2)

The authors of paper [14] mentioned that when deploying the self-attention
mechanism, due to the huge number of parameters and complex data flow of the
self-attention module, the memory occupation and hardware computation mode
should be jointly considered, and the design mode of hardware and software co-
optimization can better achieve the optimization. Therefore, it is a feasible idea
to optimize Swin Transformer through software and hardware cooperation.

3 Related Works

In order to solve the problem that the self-attention mechanism will lead to
huge resource consumption, there are many designs on the hardware and soft-
ware coordination of Transformer, one of the major direction is to improve the
software level of the self-attention mechanism. LSRA [15] proposed a model
structure combining convolution and self-attention mechanism, pointed out the
bottleneck of expression ability in multi-head Attention. CSwin Transformer [16]
proposed the cross-window self-attention mechanism, which splits the multi-head
into two parts, one for horizontal stripe self-attention and the other for vertical
stripe self-attention. Paper [17] introduced the self-attention mechanism to the
relative position representation between elements, but the effect of hard position
coding and this method is not compared in the paper. Efficient attention [18]
adjusted the multiplication order of query, key and value of non-local attention,
no longer calculates the correlation between each pixel. Paper [19] introduced a
linear mapping between multiple attentions before and after the softmax oper-
ation as a way to increase the information exchange between multiple attention
mechanisms.

There are also some hardware co-designs based on the improvement of the
self-attention mechanism at the software level, but there are much fewer opti-
mizations compared to the software level, among which A3 [11] is one of the
better designs, A3 proposed a special hardware accelerator, which aims to use
the attention mechanism in the neural network of approximate potential energy,
and A3 applied the hardware and software co-design to accelerate. NPE [20] pro-
posed an overlay processor NPE based on FPGA. The design based on FPGA
can efficiently execute various NLP models, and can be upgraded for future NLP
models without re-designing the hardware architecture. OPTIMUS [21] proposed
to skip redundant calculations in decoder. [22] provided an efficient method to
partition the huge matrix in Transformer and designs it in hardware for Scaled
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Masked-Softmax. FTRANS [23] proposed an efficient acceleration framework,
Ftrans, for a large-scale linguistic representation based on BERT [24], using
block-loop matrices instead of selected weights, effectively reducing the model
size but requiring additional FFT processing kernels.

In general, the problem of how to effectively optimize Transformer applica-
tions on FPGAs is still not completely solved, and there is still a lot of room
for research on hardware and software co-design for the Transformer model,
especially the self-attention mechanism.

Fig. 2. Overall architecture.

4 Optimization

4.1 Overall Architecture

In this paper, we analyze and design the Windows Attention in the Swin Trans-
former model, the overall architecture is shown in Fig. 2, the main work is to
optimize the Windows Attention module in the model Swin Transformer block
algorithmically and design the corresponding hardware module. Since the oper-
ation types of W-MSA and SW-MSA are the same, we first decompose them
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into different computational primitives, including a large number of matrix mul-
tiplications of different sizes and Softmax functions, so the designed Windows
Attention module is generalizable for the two types of Windows Attention.

The hardware optimization is mainly in the matrix multiplication module
and Softmax module, other operations including Sqrt, Division, Product, etc. are
parallelized, temporary data are stored using lookup tables, and the exchange of
data between matrices is performed by BRAM. The following section describes
the Windows Attention module and its matrix multiplication module and Soft-
max module in detail.

4.2 Windows Attention Module

The Windows Attention module directly calls the matrix multiplication module
and the Softmax function module. The matrix multiplication module functions
as a parallel matrix operation, and its structure is shown in Fig. 3, which can be
used in all areas of the model that require matrix operations. The idea of W-MSA
is to calculate attention under each window. The difference between W-MSA and
SW-MSA is that a Mask matrix needs to be added in the calculation process
of SW-MSA. The mask matrix, like the relative position coding matrix, can be
calculated and stored in BRAM in advance, which saves the calculation time of
the whole process

Fig. 3. Windows attention module.

The input is taken from the BRAM and then multiplied with a set of weight
matrices WQ, WK and WV stored on the BRAM and then the intermediate
results QWQ, KWK and V WV are stored in the buffers. Next, we matrix mul-
tiply the values of the W buffer stored in the Q buffer, then add the mask matrix
and the relative position encoding matrix, the sum of this matrix is loaded into
the Softmax module and finally multiplied with V WV to get the final result.

4.3 Matrix Multiplication Module

Matrix multiplication is the most used operation in Windows Attention. Matrix
multiplication is a binary operation in which two matrices are calculated to
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result in a new matrix. Matrix multiplication itself is a linear operation that uses
the vectors that make up the matrix. The most common matrix multiplication
is called matrix product. When matrix A dimension is N × M and matrix B
dimension is M × P , then the matrix product AB is an N × P dimensional
matrix. The outermost for loop, labeled row and col, iterates through the rows
and columns of the data matrix AB. The innermost for loop computes the dot
product operations for one row of vector A and one column of vector B. The
result of each dot product operation through one column is an element of the
matrix AB position. This is designed to operate in parallel on the hardware
design and eliminate data dependencies that hinder flowing operations.

Fig. 4. Matrix multiplication process.

The computational flow of the matrix multiplication module is shown in Fig.
4. We first array reshape directive the matrix A and matrix B stored in BRAM,
so that matrix A is fully expanded in the second dimension and matrix B in the
first dimension. Array reshape expands the read and write ports of matrix A
and matrix B, which improves the read and write speed. Then we temporarily
store the results of the third layer loop in register AB, and then the second layer
loop reads the temporarily stored results, which saves storage resources. We use
a pipeline directive for each layer of the loop and set the desired task interval
to 1. Thus, each layer of the for loop is fully expanded, and our design performs
approximately M multiply-accumulate operations and the execution interval is
N × P clock cycles, and the entire loop structure is fully pipelined.

4.4 Softmax Module

The Softmax function, also known as the normalized exponential function, is a
generalization of the binary classification function sigmoid on multiclassification,
which aims to present the results of multiclassification in the form of probabili-
ties. Softmax function formula as in Eq. 3, it can be seen that the main operation
of the Softmax function is the exp function.
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p(y|x) =
exp(Wy.x)

∑C
c=1 exp(Wc.x)

(3)

Because the exp function consumes huge computational resources in the com-
putational operation of the hardware platform, the result of the Taylor expansion
of the exp function is equivalent to the exp function under the premise of using
fixed points. The function formula is shown in Eq. 4.

exp(x) =
n∑

k=0

xk

k!
, x > 0 (4)

The function image is shown in Fig. 5. We compare the images of the exp
function and the functions of different orders of Taylor expansions, and we can
see that the value of x is between 0 and 1 Between the exp function curve and
the 16th-stage Taylor expansion curve is completely overlapping, so we use the
exp function near 0 of the Taylor expansion to replace the exp function. In
order to improve the accuracy of the calculation, the expanded formula uses the
16th-stage Taylor expansion of the exp function, and the time complexity drops
significantly.

Fig. 5. Exp Taylor expansion function curve.

The Softmax module is shown in Fig. 6. To ensure the correctness of the
calculation results, the Softmax module first traverses the input data stream,
stores the maximum value (max) in the lookup table, and then divides all values
by this maximum value so that all positive values in the matrix range between
0 and 1. In order to eliminate the influence of negative values in the mask
matrix on the result, the Taylor-exp function will judge the input value, if it
is a positive value will be substituted into the Taylor display formula for the
operation, otherwise it will skip the calculation process of negative values and
set the result to 0. This ensures the accuracy of the data and saves computational
resources at the same time.
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Fig. 6. Softmax module.

We used 8-bit ap fixed to participate in the calculation. The calculation result
(sum) of each round was stored in the lookup table by the accumulator, and then
the result was taken out from the lookup table and then the final result was
obtained by division operation. Finally, Softmax module realized the pipeline
operation with II as 1 and depth as 7.

5 Experiment and Result

5.1 Experimental Setup

As shown in Table 1, we have done comparison experiments on GPU, CPU and
FPGA respectively. In this experiment, the CPU model is AMD Ryzen 7 4800H
with Radeon Graphics, the GPU model is Tesla T4, and the FPGA model is
Xilinx Zynq UtralScale+ ZCU102 Evaluation Board. The CPU and FPGA use
the code structure under the C++14 framework, and the GPU uses the code
structure under the Pytorch framework.

Table 1. Experimental setup

Platform CPU GPU FPGA

Model AMD Ryzen 7 4800H with
Radeon Graphics

Tesla T4 Xilinx Zynq UtralScale+
ZCU102 Evaluation Board

Code C++14 Pytorch C++14

Clock - - 10ns

5.2 Resource Consumption and Latency

We compared the resource consumption used by each module on the param-
eters BRAM, LUT, FF, and DSP. The baseline is based on the experimental
data obtained before optimization. the experimental results are shown in Table
2. Among them, the matrix multiplication module shows a 16% reduction in
resource consumption on the LUT comparison, and a decrease in resource con-
sumption on the FF comparison. The reduction in resource usage of the Softmax
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module is significant due to the absence of the exp function. The Softmax mod-
ule has a 93% reduction in resource consumption on the DSP comparison, a 92%
reduction on the LUT comparison, and a reduction in resource consumption on
the FF comparison. The Windows Attention module saw a 27% reduction in
overall DSP usage, a 37% reduction in resource consumption on the LUT com-
parison, and a reduction in resource consumption on both the FF and BRAM
comparisons.

Table 2. Resource consumption

Instance Module Batch LUT FF DSP BRAM

Baseline MM 64 708 457 3 0

Softmax 64 69519 9049 16 0

Attention 64 100055 33026 90 930

Ours MM 64 597 453 3 0

Softmax 64 4333 153 1 0

Attention 64 63268 29464 66 837

We compared the runtime of each hardware module and the overall runtime
on each platform, and the experimental results are shown in Table 3. In par-
ticular, after replacing the exp function with Taylor-exp, the Softmax module
improves 25× in runtime and the overall runtime of the Windows Attention
module is reduced by 60% compared to the pre-optimization period. The exper-
imental results are shown in Fig. 7. As the batch size increases linearly, the
utilization of DSP, FF, and LUT does not increase with the increase of batch
size, although the latency of the whole Windows Attention module also increases
linearly.

Table 3. Latency

Instance Module Batch Inference time (ms)

Baseline MM 64 0.09418

Softmax 64 2.35218

Attention 64 14.86620

Ours MM 64 0.09413

Softmax 64 0.09414

Attention 64 5.83450
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Fig. 7. Comparison of batch resources.

5.3 Multi-platform Comparison

We have done comparison experiments on GPU, CPU and FPGA platforms
respectively, and the experimental results are shown in Table 4, comparing
parameters such as Throughput, Relative Speedup, and Throughput per DSP.
the final hardware experimental results show that our pipelined operation on
FPGA increases parallelism. Compared to the CPU implementation, our design
results in a 7.73× improvement in throughput due to the high operating fre-
quency of the CPU and its high-speed main memory, and only a 1.21× improve-
ment in throughput compared to the GPU, which specializes in floating-point
and parallel computing, where the Throughput per DSP aspect also improves by
3.48× compared to the pre-optimization. the results prove that our The results
prove that our design has significant advantages in terms of latency and resource
utilization.

Table 4. Multi-platform comparison

CPU GPU Baseline Ours

Throughput (Gops) 9.75 62.66 29.50 75.17

Relative Speedup 0.33× 2.12× 1× 2.55×
Throughput per DSP - - 0.747 2.537

6 Conclusion

In this paper, we performed hardware-software co-design for two types of Win-
dows Attention based on the Swin Transformer model, and we focused on Soft-
max function and matrix multiplication. The experimental results shown that
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our hardware-software co-design reduces resource consumption and achieves high
parallelization, and outperforms CPU and GPU in terms of throughput and run-
ning speed.
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Abstract. Recently, many scholars have used attention mechanisms to
achieve excellent performance results on various neural network applica-
tions. However, the attention mechanism also has shortcomings. Firstly,
the high computational and storage consumption makes the attention
mechanism difficult to apply on long sequences. Second, all tokens are
involved in the computation of the attention map, which may increase
the influence of noisy tokens on the results and lead to poor training
results. Due to these two shortcomings, attention models are usually
strictly limited to sequence length. Further, attention models have diffi-
culty in exploiting their excellent properties for modelling long sequences.
To solve the above problems, an efficient sparse attention mechanism
(SSA) is proposed in this paper. SSA is based on two separate lay-
ers: the local layer and the global layer. These two layers jointly encode
local sequence information and global context. This new sparse-attention
patterns is powerful in accelerating reasoning. The experiments in this
paper validate the effectiveness of the SSA mechanism by replacing the
self-attentive structure with an SSA structure in a variety of transformer
models. The SSA attention mechanism has achieved state-of-the-art per-
formance on several major benchmarks. SSA was validated on a variety of
datasets and models encompassing language translation, language mod-
elling and image recognition. With a small improvement in accuracy, the
inference calculation speed was increased by 24%.

Keywords: Transformers · Sequence · Local attention · Global
attention · Sparsity

1 Introduction

The attention mechanism is widely used in sequence modelling [13]. Initially
validated only on machine translation, attention mechanisms have now been
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widely used in natural language processing and computer vision [12]. In recent
years, state-of-the-art neural networks have also been implemented by attention
mechanisms, such as Transformer-XL [3], bert [5].

Self-attention is one of the classical attention mechanisms. The self-attention
processes the input sequence sequentially. At each time step, attention is assigned
weights to the preceding elements, and these weights are summed as the atten-
tion weights of the current element. The process of assigning weights is called
connection building. The excellent performance of the attention mechanism is
due to the fact that it maintains more connections than CNN and RNN, and
these connections are able to capture more feature information in the data. How-
ever, too many connections also make the complexity higher than CNNs and
RNNs. Specifically, on a sequence of length n, weights need to be assigned to the
sequence data of length i for each position i < n. The complexity of attention
is n(n−1)

2 . The square level of complexity limits the performance of the atten-
tion model to the length of the sequence. As computing devices such as GPUs
have been updated, the sequence length limit for attention models has been
increased to 512 tokens. Nonetheless, the overly complex models lead to an atten-
tion mechanism that is particularly difficult to handle for large sequence mod-
elling. This clearly does not satisfy most application scenarios. Long sequences
are the trend in sequence modelling, including document-level machine trans-
lation, high-resolution image recognition, speech, video generation, etc. At the
same time the attention mechanism has a second drawback, it has the potential
to reduce the noise resistance of the model [2]. If the input sequence contains
noisy tokens, the noisy tokens will be involved in too much of the computation
process, which will lead to impaired model performance.

In the self-attention model, each element pays attention to the other elements.
However, the training results show that most of the attention matrix elements
are small, which indicates that these tokens do not have a significant impact on
the model results, but they are still heavily involved in the attention calculation
process, which leads to wasted computational and storage resources. These non-
essential attention calculations can be removed to optimise model complexity
and reduce the impact of noise on model accuracy. This optimised model is
known as a sparse attention model.

Many optimisation schemes of the sparse attention mechanism have been
proposed. However, each element of the local attention model will only focus on
other elements at a fixed location and cannot flexibly encode remote dependen-
cies. An alternative to local attention is context-based sparse attention, which
enables more flexible encoding of distant dependencies. Scholars limit the num-
ber of connections per element by analysing the context, an approach known
as content-based sparse attention [14]. The process of assigning a connection
to each element is called constructing a sparsity pattern. Developers can define
their own suitable sparsity patterns depending on the deep learning task and
dataset. As a result, content-based sparse attention is more flexible than local
attention. Previous work has demonstrated that sparsity patterns can have a
significant impact on model performance.
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This paper proposes a sparsity pattern that can flexibly encode local infor-
mation and global dependencies. And Sparse Spectral Attention (SSA) is imple-
mented based on this sparsity pattern. The SSA mechanism has the following
features: (1) the SSA mechanism maintains the ability to aggregate local informa-
tion and long-distance dependent information, (2) the SSA model is less complex
than the attention model, and (3) the SSA model reduces the impact of noisy
data on the model and improves the model’s resistance to interference. SSA com-
bines the advantages of both local attention and content-based sparse attention
and achieves good performance in several sequence modelling tasks.

The contributions of this article are:

– We propose a sparse attention mechanism to replace the original self-attention
mechanism. SSA can encode global features and local information, and reduce
model complexity.

– We have analysed some recent works on sparse attention and compared them
with SSA.

– We have replaced self-attention with SSA in the official codes of several state-
of-the-art transformer models, involving machine translation, image recog-
nition (Ciar10, Cifar100, ImageNet-64) and language modelling (enwik8).
Experimental results and analysis are proposed.

2 Related Works

With the rapid advances in computer hardware [11,26,27] and network infras-
tructure [13,15,25], big data [23,24,34] and machine learning [9,17,19] have been
successfully applied in various areas, such as finance [4,22], tele-health [18,21,31],
and transportation [16,20]. One of the most successful areas is nature process-
ing language. In recent years, many optimisations [10] have been proposed to
improve the computational efficiency of attention models. Local attention and
content-based sparse attention are the dominant research directions. The core
idea is to limit the number of connections. Figure 1a shows the connections con-
structed by the attention model in the language sequence. Each edge represents
a connection. It is clear to see that the attention model needs to maintain a
square level number of connections for sequences of length n. Not all of these
connections are necessary.

In contrast, sparse attention, as shown in Fig. 1b, removes most of the connec-
tions and the necessary ones are retained. Recent achievements on local atten-
tion include [1,35,37], etc. The above achievements are all local attention models
based on fixed positions. At each time step, local attention sequentially divides
the sequence into multiple shorter sequences and then creates connections in
each of the multiple shorter sequences. This strategy allows the model to extract
features based on the local neighborhoods of the current time step. The non-zero
elements of the attention matrix are concentrated on the diagonal, so that only
the non-zero elements need to be stored structurally to achieve significant sav-
ings in computational and memory overhead. Despite the good results achieved
with local attention, local attention cannot encode remote dependence.
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Fig. 1. The connections in attention mechanisms

Content-based sparse attention is a more flexible attention mechanism. While
local attention and strided attention are fixed sparsity patterns, the sparsity pat-
terns of content-based sparse attention are learned in neural networks. Reformer
[7] proposed location-sensitive hashing (LSH) to infer attentional sparsity pat-
terns. Reformer linearly projects tokens onto a random hyperplane and assigns
them to different hash buckets. Tokens that fall into the same hash bucket can get
to attend to each other. Similar work includes Cluster-Former [32], Fastformer
[33] and Sparse sinkhorn attention [29]. Each of these results defines a different
sparsity pattern to limit the number of connections for attention. However, it is
often necessary to instantiate the full attention matrix for sparsification before
a content-based sparse model can be built. These sparse attentions also lead to
high storage consumption. The Routing transformer [28] explores sparse atten-
tion based on K-means clustering. Compared to other models, Routing trans-
former does not need to maintain an attention matrix larger than the batch
size at all times to complete the clustering assignment. This reduces storage
consumption while reducing computational consumption.

Our work combines the advantages of both local attention and content-based
sparse attention as described above. Our work adds two separate sub-layers to the
attention model, which encode local information and global context respectively,
and subsumes the dependency information from the two sub-layers for attention.

3 Sparse Spectral Attention

The proposed framework relies on two transformer layers: (1) the local layer and
(2) the global layer. The overall structure of the model is shown in Fig. 2, and
our work is focused before Dot Product Attention. The former uses an dilated
sliding window to encode local sequence information, while the latter encodes
the global context through attention map pruning.
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Fig. 2. The overall structure of SSA.

3.1 Local Layer

The core of the local layer is an dilated sliding window that focuses on encoding
local sequence information. Although our model intends to capture global con-
textual dependencies, local sequence information also plays an important role [6].
As shown in Fig. 2, the Local layer consists of the dilated sliding window layer,
which has a larger perceptual space than the standard sliding window. Dilated
sliding window divides a long sequence X of length n into overlapping windows
of size w and step size m. The sliding sequence DW i

k for each time step can be
expressed as

DW i
k = xi [m × k : (m × k + w) × d : d] (1)

while [index1 : index2 : step] indicates the selection row from the order of the
input matrix between rows index1 and index2. Unlike standard sliding windows,
dilated sliding windows have gaps of size dilation d. This gap allows the Dilated
Sliding Window layer to increase the receptive field without increasing complex-
ity. In two models with the same number of layers, the receptive field based on
the dilated sliding windows is expanded by d times.

3.2 Global Layer

The global layer implements a sparsity pattern based on structured pruning,
which focuses on encoding global contextual information. The structure is shown
in Fig. 2. We first chunk the sequence and construct a sparse attention matrix.
The core process has two steps: 1) partition the attentional similarity graph into
multiple subgraphs based on the undirected graph cut algorithm. 2) for each
query, the set of keys found in the same subgraph is defined as Si.

The Global Layer input consists of a matrix Q consisting of queryi vectors
and a matrix K consisting of keyi vectors. The adjacency matrix of the attention
map is denoted as A = QKT , where A is an N × N matrix and N is the length
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of the sequence. The element Aij in the attention map represents the relevance
measure between tokeni and tokenj . In order to reduce the computational effort
of the model, we tend to prune the smallest part of the elements of the attention
map.

In the pruning process, we traverse the attention map by row and retain the
largest elements. The pruning scheme is defined as:

[τk(A)]ij =
{

Aij Aij ∈ Tokk{rowj}
c Aij /∈ Tokk{rowj} (2)

τk(A) is the sparse attention map after pruning, and c is a small constant.
After the two representation layers have calculated the two buckets DSW

and τk(A), we merge the two buckets together.

χ(A) = DSW ∪ τk(A) (3)

Ultimately, the procedure for the local and global layers can be formulated as:

V̂ = softmax(χ(
QKT

√
d

)) · V (4)

The different approach of our proposed model to other models dealing with long
sequences is shown in Fig. 3.

Fig. 3. Each square represents a hidden state. Local attention is shown in (a). Local
attention is built by a sliding window (red square) with cross-sequential attention.
Content-based sparse attention is shown in (b), where attention is built through global
contextual information. (c) is our proposed method to process both local and global
information by subsuming the hidden states of (a) and (c). The yellow boxes in c are
from the local layer and the red boxes are from the global layer. (Color figure online)
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3.3 Analysis of Sparsity Patterns

Table 1 analyses the modelling complexity of the different sparsity patterns.
Papers [1,14] have the lowest sparsity pattern construction complexity, and
their complexity in maintaining a sliding window to select neighbouring data on
the sequence is linear. Similarly Reformer [7], Star transformer [37] have lower
complexity. Although they are content-based sparse attention and the sparsity
pattern is different from local attention, their computational overhead is not
significant. Strided attention [38] is a square level of complexity, as they need to
traverse the attention map to determine whether dependencies are to be retained.
This scheme is commonly used in sparse attention models based on clustering,
which increases the complexity but allows for more accurate accuracy. As a
comparison, our proposed model incorporates two representation layers that can
operate independently. These two representation layers encode local and global
information separately, and the complexity of our Local layer is linear, and the
complexity of our Global layer is O(l1.5). This indicates that our Local layer has
similar time complexity to other content-independent sparsity patterns, and our
Global layer can be constructed more quickly than other content-based sparsity
patterns.

Table 1. Complexity of sparse attention construction

Schemes Sparsity patterns Complexity

Local attention Sliding window O(n)

Strided attention SortCut O(n2)

Routing transformer K-means O(n1.5)

Reformer LSH O(n)

Star transformer Star-shaped topology O(n)

Longformer Sliding window O(n)

Sparse sinkhorn attention SortCut O(n)

Ours-local layer Sliding window O(n)

Ours-global layer Purning O(l1.5)

4 Experiments

In this section, we replace the dense attention of the existing official transformer
code with SSA to validate the model effects. The experiments involve machine
translation, language modelling and image recognition. Ablation studies are also
provided.
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4.1 Experimental Settings

We experiment on different models and datasets. For natural language process-
ing, two sets of experiments were designed. The first experiment was German-
English machine translation with a dataset using Multi30k, which is a smaller
dataset containing 145000 training, 5070 development and 5000 test. The sec-
ond experiment is language modelling with a cropped dataset of enwik8. The
complete enwik8 dataset is a dataset of the first 100 million characters dumped
from Wikipedia XML. We also conducted experiments for image sequences. We
performed image recognition on the cifar10, cifar100 and ImageNet datasets.
Cifar10 and cifar100 are labelled subsets of the 80 million micro-image dataset.
Cifar10 contains 10 categories of 128 × 128 colour images with 50,000 train-
ing images and 10,000 test images. Similarly, cifar100 has more categories and
numbers of colour images, with 500 training images and 100 test images per
category. All images for this experiment were cropped to 224×224. We explored
the effect of different crop ratios on the model in the ablation experiment. Since
SSA degenerates to local attention for r = 1, the experiments were all set to
r ≤ 0.8.

Fig. 4. The impact of hyperparameters

4.2 Accuracy Results

We first explored the impact of SSA on the accuracy of the model. These effects
were generally positive. We explored the accuracy performance of SSA in differ-
ent models. Table 2 shows the results of the German-English machine translation.
The training set, validator, and test set used for each version of the experiment
are the same. As can be seen from Table 2, SSA can achieve better accuracy
results than the baseline model. When the parameter r was set to 0.8, the BLEU
of the SSA has improved to 33.08. When r was set to 0.5, each tokens attended
to too little information for training, and eventually the PPL rose to 7.724 and
the BLEU fell to 30.97. We suspect that this is due to the size of the Multi30k
dataset. Each tokens in a short sequence is full of feature information and set-
ting a small pruning ratio will lose model accuracy. As a comparison, Table 3
shows the results of language modelling on a longer sequence dataset, enwik8.
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Table 2. Results of German-English machine translation experiments.

Arch Sparse ratio r PPL BLEU

VAG-NMT – – 31.6

Transformer – 6.949 30.97

Transformer (SSA) 0.5 7.724 25.13

Transformer (SSA) 0.8 5.671 33.08

Table 3. Results of enwik8 language modelling experiments.

Arch Sparse ratio r BPC

LSTM – 1.203

Transformer – 1.18

Transformer (SSA) 0.5 1.08

Transformer (SSA) 0.8 1.03

Table 4. Results of image recognition experiments.

Arch Top-1 Acc

ViT-Cifar10 81.1%

ViT-SSA-Cifar10 81.7%

ViT-Cifar100 83.3%

ViT-SSA-Cifar100 83.7%

T2TViT-ImageNet 82.4%

T2TViT-SSA-ImageNet 82.5%

Our work achieves 1.03 BPC and the results demonstrate that the sparse layer
of SSA achieves higher accuracy metrics for models on long sequence datasets.

Table 4 explores the ablation experiments of SSA on image recognition. We
replaced the official code of ViT, T2T and replaced the core attention mechanism
with SSA. SSA achieved 81.7% accuracy on ViT-Cifar10, 83.3% accuracy on
ViT-Cifar100, and 82.5% accuracy on T2T-ImageNet.

4.3 The Impact of Hyperparameters

SSA has two important hyperparameters. One is the sliding window size d. Its
effect is shown in Fig. 4a. The sliding window size is tended to be set larger
to achieve higher accuracy. But a longer size means more calculations, so the
parameters need to balance accuracy with speed of calculation. The other is
the pruning ratio r = k/n of the global layer its effect is shown in Fig. 4b and
Fig. 4c. Different models should be assigned different r values. For a total number
of tokens n > 512, we tend to set a slightly smaller r value, with r between 0.4
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and 0.5 giving better accuracy results. For n < 512, the pruning ratio should not
be too small, 0.7–0.8 is appropriate. Further, the results demonstrate that r is
influenced by the way tokens are generated. Simple token generation methods,
such as vanilla attention [30], ViT [8], embedding sequences directly into tokens,
where no information is exchanged between tokens. These models should be set
to a smaller pruning ratio. However, complex token generation methods [36]
should be set to a larger pruning ratio.

4.4 Speed Results

We evaluate the performance of the acceleration by comparing two versions of
the ViT-SSA inference task (with/without sparse matrix multiplication) running
on CPU and GPU platforms. The computing platform for the comparison test
was a Xeon E5 CPU and a GTX 2080ti. ViT-SSA refers to the Vision trans-
former which uses the SSA mechanism to replace self-attention. We designed two
versions of the experiment, in one version we used dense matrix multiplication
for the calculations and the other version used sparse matrix multiplication, and
Table 5 presents the average inference time results for each version over multiple
experiments.

Compared to the baseline, ViT-SSA-dense does not take full advantage of
the sparse matrix of SSA and the inference speed is not significantly improved.
In contrast, ViT-SSA-sparse with sparse matrix computation improved inference
speed on CPU by 43% and on GPU by 24% over baseline.

Table 5. Inference speed results.

Device Version Time (ms)

Xeon CPU ViT-dense 2900

Xeon CPU ViT-sparse 187

Xeon CPU ViT-SSA-dense 2832

Xeon CPU ViT-SSA-sparse 106

GTX 2080ti ViT-dense 61

GTX 2080ti ViT-sparse 49

GTX 2080ti ViT-SSA-dense 58

GTX 2080ti ViT-SSA-sparse 37

5 Conclusion

The experiments are compared in two domains, natural language processing and
computer vision, and we give a review of SSA’s models for machine translation,
language modelling, and image recognition tasks. We replace the original self-
attention mechanism with the SSA attention mechanism on a variety of trans-
former models. The results show that our model is able to achieve more advanced
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performance on several major benchmarks. One of the more significant perfor-
mance improvements on the accuracy benchmark is V2T-cifar10, with a 0.6%
improvement in top1 Accuracy.
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Abstract. Transformer model has become the dominant modeling
paradigm in deep learning, of which multi-head attention is a critical
component. While increasing Transformer effect, it also has some issues.
When the number of heads reaches a point, some attention heads have
remarkably similar attention graphs, which indicates that these heads are
doing repetitive calculations. Some heads may even focus on extraneous
things, affecting the final result. After analyzing the multi-head atten-
tion mechanism, this paper believes that the consistency of the inputs
to the multi-head attention mechanism is the underlying reason for the
similarity of the attention graph between heads. For this reason, this
paper proposes the concept of classifying the heads in multi-head atten-
tion mechanism and summarizes the general classification process. Three
classification schemes are designed for the Multi30k dataset. Experiments
demonstrate that our method converges faster than the baseline model
and that the BLEU improves by 3.08–4.38 compared to the baseline
model.

Keywords: Transformer · Attention · Classification · Multi-head
attention · NLP

1 Introduction

Transformer [20] is used extensively in natural language processing due to its
high training efficiency and its ability to handle long sequences. Thanks to the
rapid development of computer systems [9,17] and network facilities [10,16].
Now big data [15,23] and machine learning [12,13] have become powerful tools
to solve various difficult problems in various areas. In contrast to CNN [7], the
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operations required to compute the association between two locations do not
grow with distance and break the limitation that RNN [6,25] cannot calculate
in parallel [8,14]. The recently hot model Bert [2] is an improvement on it,
able to learn powerful language representations from unlabelled text and even
outperform humans on challenging question answering tasks.

The advantage of multi-head attention is that multiple heads are trained in
parallel and take the same amount of time to compute as a single head. However,
self-attention calculates the dot product between the input representations at
each pair of positions, which results in Transformer’s standard self-attention
mechanism using O(n2) time and space relative to the length of the sequence.

Previous research has proposed several ways to improve the efficiency of
self-attention. A currently popular technique is to introduce sparsity into the
attention mechanism. Paper [22] analyzed the role of individual heads in the
translation work and their contribution to the overall model performance from
a results perspective, using a method based on stochastic gates and a differen-
tiable relaxation of the L0 penalty on the head pruning. It demonstrated that he
removed 38 of the 48 heads, but the BLEU value decreased by only 0.15. Papers
[5,11,24] calculates sparse attention, not dense attention.

In this article, we want to find the deeper reasons behind this problem to
avoid this situation. Observe the attention of different heads through the atten-
tion map, and analyze the formula to discover why the attention maps are simi-
lar. We propose in this research to categorize heads in the multi-head attention
mechanism and to construct different observation patterns in the calculation of
different categories of heads. It optimizes the variety between heads and makes
full use of the information of each head while adhering to the essential principle
of multi-head attention.

The contributions of this article are:

– We argue that the multi-head attention mechanism maps each head in the
same layer to a separate space, but their computational processes and inputs
remain the same by summarizing past work and comparing the attention
graphs of all heads in the same layer.

– This paper presents the idea of classifying the heads in the multi-head
attention mechanism with a general classification process summarized. Three
design schemes, Gaussian (GS), Triangular split (TS), and Anti-diagonal split
(ADS), were designed for the Multi30k dataset.

– Experiments validate the effectiveness of our classification scheme, with the
method in this paper improving the BLEU by 3.08–4.38 over the baseline
model and converging faster.

The rest of this paper is organized as follows. Sect. 2 introduces some related
work; Sect. 3 describes Motivation and discusses the reason for the singleness
of attention between heads in the multi-head attention mechanism, and it
also introduces the Multi-head classification mechanism idea and formulation;
Sect. 4.2 describes the general classification process and the specific design on
the Multi30k dataset; The experiments and analysis of the results are in Sect. 5;
Sect. 6 is summary and future work.
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2 Related Work

In this paper, the optimization of Transformers can divide into four categories
based on the granularity of the optimization.

1) Rather than updating each Transformer module individually, the overall
framework improves in response to the application circumstance. Such as
Bert [2], whose main model structure is a stack of encoders for Transformers,
is a 2-stage framework: pre-training and fine-tuning. Finetuning is adapted to
different tasks and performs well in all 11 NLP tasks. Vision Transformer [3]
directly removed the decoder part and keeps only the encoder part. It applies
Transformer to the CV domain for the first time, comparing image blocks to
tokens in NLP and classifying images accordingly, achieving an accuracy of
88.55% on the ImageNet-1K evaluation set, setting a new record on the task.

2) Instead of modifications to the self-attention algorithm, multi-head attention
mechanisms are modified. Paper [19] maximized the attention weights of the
different heads of the different layers of Transformer to represent the attention
distribution matrix of each attention layer, choosing to focus only on the
largest attention weights. Paper [21] modified the decoder in Transformer
system to allow a multi-head attentional sublayer to participate in previous
contextual sentences in addition to the current source sentence, considering
the average of all heads at a given position. In the case of BLEU, however,
its effect is comparable to that of the sentence-level translation model.

3) Modifications to the self-attention algorithm. For example, Adaptively Sparse
Transformers [1] considered that using SoftMax when computing multi-head
attention assigns non-zero weights to all contextual subscripts. Because the
sum is 1, the weights assigned to the relevant terms reduce. By replacing
SoftMax with a new function, the Adaptively Sparse Transform was created
to achieve a differentiable generalization of SoftMax. Talking-Heads atten-
tion [18] added a linear projection before SoftMax to make each attention
function dependent on all keys and queries, thereby increasing the exchange
of information between multiple attention mechanisms. When compared to
multi-head attention on the migration learning problem, it improved all qual-
ity indicators across different numbers of heads.

The idea proposed in this paper is mainly to classify the heads in the multi-
head attention mechanism and increase the differences of heads between different
categories. Compared to other similar work, the idea proposed in this paper still
adheres to the core of the multi-head attention mechanism and makes full use
of the value of each head in the multi-head attention mechanism.

3 Motivation

Transformer was the one who originally recommended self-attention as a way to
improve attention. The scaled dot-product method uses to calculate attention in
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original transformer [20], and the inputs are query, key, and value. The formula
1 is as follows.

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (1)

where dk is the model dimension, QKT is used to calculate the attention score,
which is then scaled. It prevents the vector inner product from becoming too
large when the model dimension is too large.

[20] add a multi-head attention mechanism to self-attention, which is a pro-
jection of Q, K, and V by h different linear transformations, computing differ-
ent self-attention in different subspaces in parallel, and finally stitching them
together. The formula 2 is as follows.

MultiHead(Q,K, V ) = Concat(head1, head2, .., headh)W o

where headi = attention(QWQ
i ,KWK

i , V WV
i ) (2)

From the experimental results, it does appear that the multi-head attention
mechanism is optimized compared to self-attention. But Transformer update
formula shows that all parameters are initialized randomly and then propagated
forward in the same way to get the same loss at the output and propagated
backward in the same way to update the parameters. The only difference between
the individual heads in this update process is the difference in initial values (WQ

i ,
WK

i , WV
i ).

head_1 head_2 head_3 head_4 head_5 head_6 head_7 head_8

Fig. 1. Attention map for the last layer of encoder.

To further demonstrate it, we trained the transformer based on the MNIST
dataset, with three layers of both encoder and decoder and eight heads per
layer, deriving an attention graph for the final layer of encode. As shown in
Fig. 1, there are eight head attention graphs, of which head 1, head 3, head 4,
head 5, and head 8 are relatively similar. Although the attention of multi-head
is calculated in different spaces and the parameters are not shared, there are still
some duplicate results for some heads as the attention is still calculated for one
token.

Thus, we propose the concept of classifying the heads. The entire calculation
process is comparable to the multi-head attention mechanism, which is computed
by several heads concurrently, as shown in the Fig. 2(b). Finally, the results are
stitched together through a linear layer to complete the synthesis of information.
Heads of the same category still adhere to the core idea of multi-head attention,
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Concat

Linear

Fig. 2. Classification concept map, where heads of different colors represent heads of
different categories. (Color figure online)

while heads of different categories show differences due to different classification
schemes.

Transformer’s Masked Decoder self-attention gives us inspiration. As shown
in the Fig. 2(a), a mask matrix is added after the scale operation in the Trans-
former in order not to see the position behind it when predicting during decod-
ing. It shows that the mask matrix here does not break the computational logic
of attention. As a result, we placed a mask matrix in the same place as the
encoder layer and devised multiple classification techniques to differentiate dif-
ferent classes of heads, allowing us to see the differences in output between
them. While computing attention is still given to the calculation in its entirety,
a trade-off is made in the final integration of data.

The calculation process is as shown in the formula 3–4. Similar to the general
multi-head attention calculation, we also calculate the attention value of each
head individually and finally merge them. The distinction is that we utilize a
mask matrix to calculate the attention of the various heads, and we use the
different Masks to differentiate between the different classes of heads for cate-
gorization. Maskj and Attentionj denote the mask matrix and attention values
corresponding to the jth class of head, respectively, and headij denotes that the
i-th head belongs to the j-th class.

Attentionj(Q,K, V ) = softmax(
Maskj(QKT )√

dk
)V (3)

MultiHead(Q,K, V ) = Concat(head11, .., headhn)W o

where headij = attentionj(QWQ
i ,KWK

i , V WV
i ) (4)
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4 Method

4.1 Design Ideas for Classification Schemes

Figure 3 is the design process of the classification scheme. First, the data set is
determined, and then the data characteristics of the data set need to be roughly
analyzed. The specific design of the mask matrix according to the specific sit-
uation. The design of the mask matrix consists of two steps: determining the
number of categories and customizing the mask matrix. There is a basic guide-
line that the concatenation of the mask matrices of each class should preferably
be an all-1 matrix. Therefore, determining the number of classes and designing
the mask matrix should be done simultaneously. There is at least one hyper-
parameter (number of different categories) in the overall design process, which
needs to be initialized based on the characteristics of the data set and the custom
mask matrix and then fine-tuned by experimentation. The whole test requires
further tuning of the fine-grained design and the number of categories, which
can only be done empirically to reduce the number of tests.

Fig. 3. Classification idea diagram, which introduces the design process of the classi-
fication scheme.

4.2 Implementation of Classification

Since the machine translation domain is a common domain for Transformer, we
validate it on vanilla transformer on machine translation tasks. A classification
scheme that works well on one dataset may not work well on another, thus we
may tweak our classification scheme for different datasets, such as the number
of categories, precisely specified parameters, and so on, to enhance classification
performance. Taking the Multi30k dataset as an example, this paper analyzes
and summarizes the sentence type characteristics in the dataset; Most of the
sentences are simple sentences with a strong correlation between individual words
and their surroundings. Based on this, this paper explores three classification
methods.
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Gaussian. To demonstrate the feasibility of the classification idea, we designed
an extreme classification using Gaussian random generation of a mask matrix
equal to the number of heads. That means we divide the number of headers into
one for each class, which ensures that each head has a different focus. Although
this destroys the core of the multi-head attention mechanism, it also allows us
to verify whether the multi-head attention mechanism is consistent with our
analysis.

Triangular Split. In the previous experiments, we found that there is a semi-
triangular mask matrix in the self-attention mechanism of decoder, so it is natu-
ral to think that we can design the mask matrix as two semi-triangular matrices.
This divides the heads in the multi-head attention mechanism into two cate-
gories: one that focuses only on itself and before its own position, and another
that focuses only on itself and after its own position. Moreover, the process of
semantic analysis is mostly performed in this way in translation tasks. The mask
matrix is shown in the Fig. 4.

Fig. 4. Mask matrix design of triangular split.

r

left right

Fig. 5. The image on the left is the attention map and right is mask matrix design of
anti-diagonal split.

Anti-diagonal Split. We observe that some of the attention maps have a par-
ticular shape, such as left in Fig. 5, which has a brighter diagonal part, indicating
that it focuses more on its own surroundings. In the Multi30k [4] dataset, there
are mostly simple sentences, and verbs are mostly found in the middle of the
sentence. When translating verbs we focus on the initiator and the bearer of the
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action. This paper thus divides the head into 3 classes along the inverse diagonal,
first focusing on itself and a certain range of itself, and the other two categories
focusing on those far from its own position and before and after its own position,
respectively. The mask matrix is shown on the right side of Fig. 5. Here there
are two hyperparameters, one is the bound r of the range of itself and the other
is the number of each class. From the linguistic logic, the number of classes that
focus on itself and its surroundings should be larger than the other two classes.

5 Experiment

5.1 Experimental Setup

This paper uses the Multi30k machine translation dataset, which is based on
the Flickr30k dataset proposed for the English-German study. There are 31014
images in it originated from online shared images. Each image is described by 5
English fields. A total of 145000 training, 5070 development, and 5000 test are
included.

We have implemented a small transformer using the pytorch framework. The
encoder and decoder layers are both 3 layers, each with 8 heads. The hidden
layer has a dimension of 256 and the intermediate dimensions of the Position
wise feed forward are both 512, with a total of 25602309 training parameters.

5.2 Experimental Results and Evaluation

Effect of Heads’ Number on Results. According to [20], multi-head atten-
tion mechanism enhances the ability to focus on different locations, so theoreti-
cally, the more the number of heads the better, the better the attention. Figure 6a
shows the effect of increasing number of heads on the results. According to the
data in the figure, BLEU increases and then decreases as the number of heads
increases, and PPL decreases and then increases. This contradicts the theory. It
can be seen that the multi-head attention mechanism does not perfectly solve the
defect of self-attention, and more heads are not better. The data further proves
our idea that not all heads have a good effect on the results. As the number of
heads increases to 32, the BLEU drops to a very low level, almost 0. We conclude
that one head looking at the whole sentence may not cover all the information.
When the number of heads increases, some heads will pay attention to irrelevant
places, and there will be more “impurities”.

Effect of GS and TS. Table 1 explores the effect of each class in the TS
classification method on the results. We can clearly see that when the total
number of heads is the same, the BLEU value gradually increases with the
increasing number of category I. Accordingly, we believe that in the task of
German to English translation, for a word, its preceding position has a greater
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Fig. 6. Influence of different hyperparameters on PPL and BLEU

effect on him than the following one. In this paper, we explore an extreme case for
this conjecture, when the number of category I is 8 and the number of category
II is 0, the BLEU value drops to 19.24. This is still more in line with common
sense, after all, not all words can be focused on the front position only.

Table 1. Impact of the number of each class in TS on BLEU

Category I Category II BLEU

2 6 22.28

4 4 24.71

6 2 25.25

8 0 19.24

Figure 6b shows the comparison of PPL and BLEU with the baseline model
for both classification schemes. It can be clearly seen that GS is better than the
baseline model, indicating that having one head to focus on the whole sentence
may not be noticed by it all. Surprisingly, GS is randomly generated with 8
mask matrices, and we conducted several experiments and the final BLEU did
not change although the mask matrices were generated differently each time.
We guess the reason is that the sentence distributions in the Multi30k dataset
are mostly concentrated in the middle of the orthogonal distribution, so the
randomly generated mask matrices have basically the same effect on the results.
Both the PPL and BLEU of TS are higher than the baseline model, and we
analyze that, theoretically, we cannot focus only on the front or the back when
translating a word, which is not in accordance with the language specification.
So the classification method of TS is not applicable to machine translation.

As shown in Fig. 7, with the experiments in the motivation section, we derived
the attention graphs for all heads in the last layer of the encoder layer after GS
classification. We can see that among the 8 head attention maps, only head 3
and head 6 are more similar, which may be caused by the similar mask matrix
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Fig. 7. Attention map of the last layer of the encoder after GS classification.

of head 3 and head 6. There are fewer other similarities when comparing the
previously exported attention graphs. This means that there is very little com-
putational sameness in each head and the computational repetition rate is much
lower. Although the results do not completely solve the problem of similarity
between different head attentional maps, they have a significant effect. Moreover,
the improvement of BLEU further proves the effectiveness of our classification
idea.

Fig. 8. The effect of hyperparameter r on the result.

Table 2. Impact of the number of each class in ADS on BLEU

Category I Category II Category III BLEU

0 8 0 35.35

1 6 1 32.56

2 4 2 31.40

3 2 3 23.45

Effect of ADS. According to the experimental results in the previous section,
we found that TS led to a decrease in BLEU, but GS had a good effect on
the results. This shows that the idea of classification is not a problem but the
classification method has good and bad effects. We further explored the effect
of ADS on the results. Since the local dispersion has two hyperparameters, we
talked about them separately. We defined

r
′
=

l

r
(5)
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where l is the number of columns of the mask matrix, r is the hyperparameter,
and r

′
is the range of the second class in the local dispersion formula. As shown

in Fig. 8, we examined the effect of the hyperparameter r on the BLEU. It can
be seen from the figure that the value of BLEU increases and then decreases as
r increases and reaches a maximum of 31.4 at r = 4.

After determining the next first hyperparameter, we experimented with the
second hyperparameter and the results are shown in Table 2. We found that the
BLEU steadily increased as the number of second classes increased. When all
the heads belonged to the second category, the BLEU value peaked at 35.35,
exceeding the GS 34.05. At this point all the heads only focused on words in a
certain range around the location, which would theoretically lead to some error.
However, probably due to the predominance of simple sentences in the Multi30k
dataset, this is more in line with the diagonal segmentation style and works
better. This further supports our conjecture that one single head may not be
suitable for focusing on the entire token.

6 Conclusion

Combining previous work and the analysis of formulas, this paper proposed
that the same input of the multi-head attention mechanism is the root cause
of head singularity. Therefore, in this paper, we proposed the idea of classify-
ing heads in the multi-headed attention mechanism and summarize the general
design process. After analyzing the sentence characteristics of Multi30k dataset
we designed three schemes GS, AS and ADS according to the classification flow.
The experiments prove that not only the improvement in BLEU but also the
similarity between the heads of the classified attention maps is much lower than
Baseline, which effectively solves the problem of repeated computation in the
multi-headed attention mechanism.
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Abstract. As the application of pure Transformer in CV field, ViT
shows the generality of Transformer model. However, it requires costly
training on large datasets. Recently, some researchers trying to improve
the training efficiency of ViT by combining ViT and CNN together which
will use the inductive bias of CNN. In these models, the MHSA layer
carries other modules on its side, but existing architectures cannot take
advantage of this feature to customize designs to improve computational
efficiency and resource utilization. The use of FPGA to customize spe-
cialized computing units can meet this need, but the existing hardware
computing units can’t adapt to the combination of different types of
layers, and switching between different models will result in expensive
re-production costs. In this paper, we use hardware and software co-
operation to design the FPGA computing unit and divide the layers
according to their functions. Convolution and Transformer are classi-
fied into one category. Under the coordination deployment of software,
it mix the outputs of the same type of layers through soft switches, so
as to adapt to those flexible models. Compared with the performance of
the original model on CPU, it achieves the acceleration performance of
26× under the condition that the accuracy is only decreased by 0.9%.
And the structure of common data block reduces the size of hardware
resource unit by 91.7%.

Keywords: FPGA · CNN · Transformer · Deep learning · Hardware

1 Introduction

Since Transformer [1] was proposed, its variants shine in many fields, among
which ViT [2] has achieved remarkable results in CV field. However, with the
increase of training volume caused by the characteristics of Transformer itself,
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there are high requirements on the scale of model base. Excessive training vol-
ume also greatly increases the cost. Some researchers try to take advantage of
CNN’s high training efficiency and combine it with Transformer to meet the
requirements of both accuracy and training efficiency. Influenced by this idea,
ConViT [3], DeiT [4], CeiT [5] and LocalVit [6] models were gradually devel-
oped. They have different mixing modes, but when GPU is used to accelerate
calculation, due to its universal characteristics, the model is not optimized, and
the parallelism of the model is obviously unable to be utilized. Meanwhile, the
volume and power consumption have always been difficult to be solved by this
kind of universal computing unit. Customized FPGA can solve the above prob-
lems, and more and more researchers are trying to customize the calculation
module or deploy the whole calculation model on FPGA [8,9].

There are now many variants of ViT, and it’s very expensive to design ded-
icated computing units for each single variant, and rapid iterations of models
do not wait for delays in hardware design. In order to bring production envi-
ronments online quickly, there is a use of Vitis-AI technology to help quickly
load custom models on hardware, but this solution has limited optimization.
The inability to optimize data transfer between neurons and the need for spe-
cific DPU hardware accelerators greatly limit the minimum size of FPGA cells,
losing one of the original intentions of using FPGA to customize the original.

In this paper, based on the characteristics of the current variants of Vit,
and using the ConViT [3] model as a typical example, we designed a framework
to simultaneously compute CNN and ViT (which are two neurons involved in
most mainstream ViT variants) in one cell and output using soft switch con-
trol. In addition to speeding up the hardware through data quantization, neu-
ron optimization, reordering of computing units and other steps, according to
the analysis report, combined units are designed with software and hardware
co-optimization [10–12] under the mechanism of soft switch and data sharing
[13–15], which achieve better performance in computing efficiency [16–18] and
resource utilization than single units.

1.1 Contribution

The main contributions of this paper are as follows:

– The CNN and ViT units are calculated simultaneously on FPGA device with
each module being analyzed and optimized.

– Through the method of hardware and software co-design, it improves the uti-
lization rate of Convolution module and Transformer module, and optimizes
the generality of their combined units. Which makes models using CNN and
VIT with minimal hardware resources to achieve great performance improve-
ment.

– It is verified on the FPGA development board, and compared with the split
implementation of CPU, GPU and FPGA model, the performance of our
design is improved by 26×, 1.6× and 3.3×.
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1.2 Related Work

In the application of Transformer in CV field, there are many work combining
ViT and CNN. ConViT [3] introduced a new self-attention layer, GPSA (Gated
Positional Self-Attention), replacing some OF the SA layers with GPSA, based
on ViT. ConViT can be initialized like CNN. Each attention head has a gating
parameter to adjust expressiveness, which can be adjusted between local and
global features. This parameter allows the model to decide for itself whether to
maintain convolution.

Ah
ij := (1 − ρ(λh))softmax(Qh

i KhT
j ) + ρ(λh)softmax(vhT

posrij) (1)

Fig. 1. Internal structure of GPSA

The author calls the part of simulated CNN PSA, as shown in Fig. 1, with
the intention of introducing the locality of CNN into ViT, while the other part
is the original MHSA. This study proves that ViT variants can achieve better
results by absorbing the advantages of other modules on the basis of keeping the
original module unchanged.

2 Background

2.1 ViT

The starting point of ViT is to completely replace CNN with attention. Although
transformer was introduced in the CV field before, CNN or RNN was more
or less used. ViT directly uses pure Transformer structure and has achieved
good results. In the overall implementation, ViT completely uses the original
Bert transformer structure, mainly to convert images into token like processing,
and introduces the concept of patch, that is, the input images are divided into
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one patch after another, and then for each patch conversion (mainly flatten
operation), Convert to a Bert-like input structure. The emergence of ViT marks
the generality of transformer model and points the way for the unified universal
encoder.

2.2 Relative Position Coding

However, at the beginning of the ViT, the SA layer does not know the local
relationships of patches, but according to the CNN model, it is obvious that
this is relevant, which also leads to low training efficiency of the ViT model.
The introduction of relative position coding solves this problem well. Different
from general SA, PSA(positional self-attention) [7] is added to encode relevant
information at different positions.

Ah
ij := softmax(Qh

i KhT
j + vhT

posrij)

Each self-attention head uses a trainable embedded position code v and rel-
ative position code information r, and only relies on the distance between pixels
to simulate the effect of CNN.

3 Design Scheme Exploration

In this section, we will introduce the optimization steps of Convolution and
Transformer modules deployed on FPGA under the co-design of hardware and
software. Firstly, the parameter quantization scheme is determined based on the
commonality of the two modules, and then model by model analysis.

3.1 Parameter Quantitative

In the deep learning model, reducing a certain precision will only bring a very
small loss of the overall precision of the model [19]. The performance of FPGA is
very sensitive to the data transmission rate, that is, a certain loss of accuracy can
be used to exchange for a lower delay of FPGA as a whole. Therefore, reasonable
quantization is necessary to achieve a balance of performance, precision and
hardware utilization [20–22].

Some studies [23,24] show that when the accuracy is reduced to 8 bits, the
accuracy of ViT model and CNN model is reduced by less than 1%. We used
data quantization of different precision and computational quantization of 8 and
32 bit integer types for quantitative analysis of Convit. We ran the Convit-Tiny
model to classify ImageNet data set, and the results were shown in Fig. 2.

The asymmetric quantization algorithm is used to carry out static quanti-
zation after the model training, and all tensors in the calculation process are
adjusted according to the corresponding scale and zero point according to the
input matching the classification test.

Q = round(
input − zeropoint

scale
)
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Fig. 2. As the bit width changes, the accuracy on ImageNet changes, the gray dotted
line is the original accuracy, the orange is the calculated quantization, and the blue is
the data quantization (Color figure online)

According to the quantization results, Q = 8 is the optimal quantization
scheme that comprehensively considers the accuracy and resource utilization in
scenarios that do not require extremely high accuracy. At the same time, when
Q > 8, the classification accuracy is slightly improved while the performance is
reduced. Therefore, if no other model is introduced, all experiments after this
section will use 8-bit quantization scheme for data representation.

3.2 Model Analysis

An important theory of hardware acceleration is to accelerate high probability
events, and the benefits of accelerating high probability events are far greater
than those of other events. Therefore, we need to analyze each part of the model,
find the commonness between modules, do common optimization, and optimize
the different parts separately and calculate in parallel. To this end, we calculate
the main Convit-Tiny calculations on FPGA and look for optimization break-
throughs from them.

As shown in Fig. 3, a large amount of time is spent on the convolution and
Transformer modules of the model, and the time spent optimizing these two
modules will play a decisive role in our overall performance. By default, pipeline
optimization has been carried out for these two modules in our subsequent exper-
iments. At the same time, we can also find that the remaining two modules
consume very short time, so it is not cost-effective to optimize such a neglected
module. However, we can see from the parameter information that their input
size is similar to that of the GPSA module. If we ignore them here, we will lose
a large amount of data space, which is also unacceptable. To do this, we need to
find ways to make temporally negligible modules possible in space. This leads to
the key of this article, the soft switch.
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Fig. 3. Cumulative time ratio of each module when Convit-Tiny runs ImageNet data
set

3.3 Soft Switch and Data Sharing

Previously, researchers used hard switches on hardware to switch between mod-
ules, which we called hard switches, that is, hard coded hardware before deploy-
ment. The hardware implemented by the hard switch is immutable in the exe-
cution order of each module at runtime, which brings the benefit of maximizing
the performance by optimizing unit layout and rearranging pipeline during the
coding phase. However, this also brings the defect of almost non-dynamic trans-
formation, which is also the defect of FPGA itself, each architecture adjustment
needs to regenerate the corresponding firmware.

Fig. 4. Data transmission mode under hard
switch

Fig. 5. Data transmission mode
under soft switch

Hard switches are implemented knowing the order of modules in advance, and
in order to achieve reusable designs, the conventional approach is that modules
are independent of each other, and the optimization of modules only exists inter-
nally. The final data transfer flow and logic are consistent, as shown in Fig. 4.
Now we need each module to reuse data blocks, so we do not want each module
to be independent of each other, and this hard switch design idea hinders this,
so we need to design a soft switch architecture.
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As shown in Fig. 5, in the soft switch mode, all the input data in a data pool,
at the beginning of the design and analysis of the maximum data needed for the
scale (generally speaking is the original length × original width × max number
of channel), run time, to the size of the data pool filled with dynamic data block,
and specialized in counting read this part is used to calculate. The Layers part
is almost identical to the hard switch mode, but transforms the corresponding
computing module based on the input. This dynamic way of filling, reading, and
calculating data is almost impossible to implement in hardware, which is why
previous designs used hard switches, but software and hardware work together
to achieve this. The next section describes how to use hardware and software
collaboration to cover all computing modules in the same cell and how to share
data blocks.

4 Hardware and Software Co-design

Based on the analysis in the previous section, we need not only to transmit
quantization data to the hardware computing unit, but also to tell the hardware
the mixing ratio of the two models. Software and hardware are not indepen-
dent. Therefore, in addition to their own internal optimization, both software
and hardware need to conduct collaborative design optimization for their inter-
action. In terms of software, in order to cooperate with hardware to do general
processing, data flow needs to do general processing, that is, data flow has noth-
ing to do with the shape and size of data block; For different mixing ratios, when
one side approaches 0, the jump pulse is released, and the asynchronous data
receiving wait for the model is closed when the data is received.

In terms of hardware, it is analyzed that CNN and Transformer need common
data block and create common data pool. The convolution operation is optimized
by loop unrolling and flow rearrangement. The data transformation analysis of
self-attention operation is carried out, and the relative position coding matrix
which changes with the size of matrix is loaded as the weight, the fixed position
coding information is hard coded, and the matrix multiplication is divided into
data blocks to optimize the occupancy of hardware resources.

4.1 Software Layer Design

In the transmission part, in order to be compatible with matrices of different
sizes, one-dimensional mapping of multidimensional matrices is required, and
then reconstructed by hardware.
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Fig. 6. Data flow between software layer and external and internal business logic

In order to enable the hardware unit of the driver to handle different types
and sizes of input, a separate software layer is used to dynamically distribute
data and send corresponding activation signals to the hardware. The software
layer is divided into four stages: parameter preprocessing, parameter distribu-
tion, activation of the hardware core, waiting for the core to finish reading data.
After the core is read, it will enter the next distribution. In general hardware
accelerators, the software layer only acts as data transmission, which is equiva-
lent to repeatedly doing the parameter distribution stage in this paper, that is,
continuously feeding weights to the hardware end without changing the execution
order of the model according to the specific situation, but the implementation
of this paper will be segmented to each Block.

As shown in Fig. 6, when a call is initiated,

– the software layer enters the parameter analysis stage, from which it reads
the corresponding module information, obtains the parameters, and converts
them into the corresponding software parameter configuration to prepare for
data transmission.

– Then the data is transmitted, the multi-dimensional matrix is flattened into
one dimension and continuously sent to the hardware core through the flow
channel, and the hardware model type is informed, and the corresponding
parameter recombination unit and calculation unit are activated.

– The latter stages of the parameter distribution and active hardware for paral-
lel execution, activate the signal immediately after resolving the parameters
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of the next Block, and wait for the last round of parameters used by all fin-
ished, hardware return after reading complete signals, said the data in RAM
can be covered.

A layer of software operation on end, began to continue loading parameters of
the round.

4.2 Hardware Layer Design

In general, each cell manages its own block of data, including loading (external
input), calculation, and output. This allows all cells to be block-sized in advance
on demand, but it also creates a problem because the algorithm flow is fixed and
any software changes require tweaking the entire hardware core. We use the data
pool inside the hardware unit to store all the data, whose size is related to the
maximum amount of data required for a single calculation. The software layer
informs the calculation scale, and the data is hashed during actual storage.

Fig. 7. shows the data flow direction and data block mapping when PatchEmbed’s
module is activated

As shown in Fig. 7, when an activation signal from the software layer is input
into the hardware, the corresponding module is activated, and the effective data
area of the data pool is divided according to the preset parameter size of the
module, and input, weight and bias are read. Taking input as an example, the
convit-Tiny model firstly divides the 3-channel image 224 × 224 into 196 patches
of 192 size by patchEmbed module. At this time, the input of patchEmbed
module is 3 × 224 × 224, that is, the size of data block is at least 3 × 224 ×
224. Observe that the size of subsequent input and output data blocks does not
exceed this size (for example, the input of gate position self-attention (GPSA)
module is 196 × 192, and the input of multi-head self-attention (MHSA) module
is 197 × 192).

The data usage is shown in Fig. 8. We can use a matrix with a maximum of
3 × 224 × 224 to hold all matrices smaller than it, and only receive the required
dimensions when receiving data. Extra space is skipped as padding, and extra
dimensions and padding are ignored in the calculation.
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Fig. 8. Usage of data pools by different computing modules

5 Experiments

5.1 Experimental Setup

This paper uses Vivado Hight-Level Synthesis (HLS) and uses commonly used
ImageNet data sets for validation. The hardware and software co-design unit
is equipped with Xilinx ZCU102 development board, and has an ARM core
running software layer and a FPGA programmable array running hardware layer.
The CPU and GPU models were built using PyTorch. The CPU model is 11th
Gen Intel(R) Core(TM) I5-1135G7 @ 2.40 ghz 2.42 ghz, and the GPU model is
NVIDIA GeForce RTX3060. All reasoning times are the average values of 50000
images in all validation sets.

5.2 Experimental Results

In order to show the improvement of optimization in this paper intuitively,
we will carry out combinational optimization on the original model succes-
sively, including the flow rearrangement, parameter quantization and soft-
ware/hardware coordination mentioned in the previous chapter.

As can be seen from Fig. 9, quantization brings the largest increase in the
size of input data, while pipeline rearrangement brings the largest performance
improvement. The combination of pipeline rearrangement and quantization alone
can bring 70.3% performance acceleration and 87.1% reduction in the size of
input data. Full-text soft switch is the key to design at the same time, it can
give the cell dynamic ability is derived, of course, the design of hardware and
software collaborative also partly destroyed the oneness of hardware, software is
the concurrent design reduces the affect of this operation on performance, makes
the performance loss caused by the negligible, and to a certain extent reduce the
data size, about a third.

Overall performance and data occupancy, as well as dynamics, this paper
finally adopted a combination of all three optimizations, achieving a 69.5% per-
formance improvement and a 91.4% reduction in input data size. Based on the
above optimization combinations, we selected all optimization combinations as
the final results of this paper and compared them with running the same param-
eters on CPU and GPU using the original PyTorch version.
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Fig. 9. Performance and data size under different combinatorial optimizations

Table 1. Comparison with CPU and GPU

Device CPU GPU FPGA

Execution time (ms) 93.7 4.5 3.6

Parameters (M) 5.7 5.7 5.7

Acc@1 73.1 73.1 72.4

As can be seen from Table 1, FPGA can still achieve better performance than
GPU under the condition of limited hardware resources and dynamic capability
of hardware, while the accuracy is only reduced by 0.9%, proving that the soft
switch architecture proposed in this paper is sufficient to cope with the variable
model.

6 Conclusion

Based on the model combined with CNN and Transformer, this paper took Con-
vit as an example and tried to solve the inflexible defects of current hardware
development by means of soft switching and data sharing on the basis of con-
ventional quantization and rearrangement flow and designed a hardware and
software co-architecture. We tested our ideas on the Xilinx ZCU102 develop-
ment board, achieved performance exceeding GPU under the same model with
extremely limited resources and using less than 10% of the data size compared
to the original hardware.
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Abstract. The popularity of machine learning has motivated the idea
of Energy-Based Learning (EBL), which used Energy-Based Models
(EBMs) proposed by Prof. Yann to capture dependencies between vari-
ables. In addition, the application of several machine learning tools into
the field of backdoor becomes widespread as well. However, the current
backdoor researches didn’t consider the novel EBL tools. This paper
studies both EBL methods and backdoor attack of machine learning.
We propose an algorithm to leverage energy-based learning for prevent-
ing backdoor attack. Several case analysis in this paper has demonstrated
the promising of applying energy-based learning to improve the backdoor
protection techniques.

Keywords: Energy-based learning · Backdoor · Cyber security ·
Machine learning · Big data

1 Introduction

With the development science and technology, machine learning has become one
of the most important tools in a lot of fields such as cyber security [11], com-
puter vision [47] and high-frequency trading [10]. The ultimate goal for any sta-
tistical modeling machine learning model is to precisely capture the dependen-
cies between different encoding variables so that it can be used to do prediction
given the value of known variables. Among all potential models, Energy-Based
Models (EBMs) [20] are popularly used. To be specific, EBMs will try to achieve
the dependencies between variables by associating a scalar energy to each configu-
rations. Afterwards, inference then participates in setting values of observed vari-
ables and then finds values of the remaining variables that minimize the energy.

Compared with other learning process, energy-based learning (EBL) pro-
posed by Yann [19] provides a unified framework for many probabilistic and
non-probabilistic approaches to learning. In other words, it can be considered as
an alternative to probabilistic estimation for different learning tasks such as clas-
sification [16] and decision-making [50]. In addition, the fact that energy-based
learning does not have any requirements for proper normalization [1] brings itself
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 706–721, 2022.
https://doi.org/10.1007/978-3-031-10989-8_56
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many benefits. First of all, it can naturally avoid problems related to estimate
the normalization constant in probabilistic models. In addition, this brings a lot
of flexibility in the design of learning machines.

Given the uniqueness of EBL, we believe it a good fit for the backdoor field. In
cyber security world, backdoor [3] refers to any method by which authorized and
unauthorized users are able to get around the normal security system and gain
high level user access on a computer system. Once they are in, cyber criminals
can use backdoor to steal valuable data [36,41] or install hijack devices [48].

Due to the development of machine learning, people start to rely on the
third-party platforms (e.g. AWS [28], Azure [6] or Google Cloud [17]) to train
their data. In addition, machine learning users also prefer to store their data on
the third-party so as to avoid too much disk occupancy in their local machine.
In spite of the convenience, these are all based on the assumption that the third-
party platform are trustworthy. However, a series of malicious attacks [9] have
proved that the full trust to third-party platforms is dangerous. Specifically,
if the adversary injects a backdoor into the training set, the machine learning
results might be misleading since the attackers will “instruct” the model to
output unrealistic results they want. To make things worse, usually it is quite
hard for the developers to find these backdoor attack since only a tiny change
of the samples is sufficient to generate the misleading result.

In response to the above concerns, in this paper, we first give an overview of
several achievements of both energy-based learning and backdoor attack. Then
for EBL, it is important to shows its working mechanism and highlights the
advantages over other methods. As for the backdoor attack, there is no bias on
either the current research in attacker’s strategy or defender’s strategy. The goal
is to figure out the potential to transplant the energy-based learning into the
field of backdoor. There are three main contributions of this paper:

• An systematic study of the current trend in energy-based learning and back-
door methods.

• A proposed algorithm to leverage energy-based learning to enhance the pre-
vention of backdoor attack.

• A case study to figure out the potential benefits of our proposed algorithm.

The remainder of this paper is organized as follows. Section 2 summarizes
the features and the current trend of energy-based learning, including more
descriptions for several loss functions. Then, Sect. 3 studies recent techniques
in backdoor. It will present the techniques on both attackers’ and defenders’
side. Furthermore, Sect. 4 gives a detailed description of our proposed algorithm,
followed a case study in Sect. 5. Afterwards, Sect. 6 discusses about how to com-
bine energy-based learning together with backdoor by listing several possible
directions. Finally, we conclude the paper in Sect. 7.

2 Energy-Based Learning Overview

In this section, we will give an overview of the background of energy-based
learning by comparing it against some of the other machine learning techniques.
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The goal is to show several research trends of this field so as to discover more
potential application situations.

2.1 Energy-Based Models Overview

The rapid development of machine learning has already shown its usefulness
in many fields, such as finance [12,40], tele-health [33,39], and transportation
[34,35]. The general framework of machine learning [21,32,38] is to output the
values of target variables given the values of input data. An important metric to
measure the trained model is that how far its output is from the correct result.
The energy-based models leverage a reasonable energy function which represents
the “goodness” (or “badness”) of each possible configuration X and Y.

There are several scenarios where the EBM can be considered as a good fit.
The first one is prediction and classification. This situation is quite visualized
in Fig. 1 where given the input X, we want to get the value of Y that is most
compatible with the current input. The second one is about the ranking, which
is more complex than the first scenario. Specifically, we can consider the predic-
tion and classification as finding the minimum value among all candidates while
regard ranking as a sorting problem. However, they are similar essentially since
the ultimate goal is to compare the energy value among multiple configurations.
The third one is about detection, which is quite popular in the field of image
recognition. Given the input X and output Y, we want to see whether Y could
be the possible result by comparing the energy value of such configuration with
a specific threshold. The last scenario, conditional density estimation, usually
occurs when the output Y is only an intermediate output that is fed to the
input of another, separately built system.

Fig. 1. Energy function E(X, Y) is used to measure the compatibility between the input
X and the output Y. The model selects the output that minimizes the energy E.

Among all these four scenarios mentioned above, the core of EBMs is the
equation below.

Y ∗ = argminE(X,Y ) (1)

It uses the convention that the highly compatible configurations of variable have
small energy values while highly incompatible configurations of the variables
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means large energy value. Therefore, in the energy-based learning framework,
we want to select reasonable energy functions so that it can clearly differentiate
compatible configurations from incompatible configurations easily.

2.2 Loss Function in Energy-Based Learning

The ultimate goal for energy-based learning is to output a configuration between
the input variables X and the output variables Y for new input samples that do
not belong to the training data set. However, only the data within the training
set is visible, what we could do is to divide them into both training set and test-
ing set so that our trained model can be guaranteed to have good performance
in the testing set. In order to achieve this goal, we need to develop specific met-
rics measuring the distance between the correct results and the current output,
which can be regarded as the loss function selection. A good loss function [5]
can clearly differentiate the correct solutions from the wrong ones. We would
overview several typically used loss function below.

The first and most simplest one is called the energy loss defined as

L(Y i, E(W,Y,Xi)) = E(W,Y,Xi) (2)

This is one of the most commonly used in situations such as regression [42]
and neural network [52]. However, when applying this loss function into other
architectures, it cannot output the desired answer because the loss fails to pull
up on any other energy even if it can push down the energy of the desired answer.
In other words, the energy loss will only work with architectures that can work
in a way to push down on E(W,Y i,Xi) together with pull up energies of the
other answers.

The second one is called generalized perception loss defined as

L(Y i, E(W,Y,Xi)) = E(W,Y i,Xi) − minE(W,Y,Xi) (3)

If we take a close look at the loss function, we can find that its value is always non-
negative since the second term is the lower bound of the first term. In addition,
this loss function provides some room to push down on the energy of the desired
answer while pulling up on the energy of other answers. To be specific, when
we increase the value of E(W,Y i,Xi) when Y i is not the desired answer, the
first term will increase while the second term will keep the same. The perception
loss has been used in settings such as handwriting recognition [31] and speech
tagging [44]. However, its major deficiency is that there is lack of mechanisms
to enlarge the gap between correct answer and incorrect ones, making it harder
for people to differentiate them.

The third one is called generalized margin loss defined as

L(W,Y i,Xi) = Qm(E(W,Y i,Xi), E(W, Ȳ i,Xi)) (4)

where Qm(x1, x2) is a convex function whose gradient has a positive dot product
with vector (1,−1) in the region where E(W,Y i,Xi)+m > E(W, Ȳ i,Xi) Margin
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losses can represent several loss functions such as the hinge loss [13], log loss [51],
minimum classification error loss [15], and square-exponential loss. Some form
of margin should be created to enlarge the gap between the correct answers and
the incorrect ones.

2.3 Features and Application of EBM Frameworks

The energy-based learning offers a unified framework for many probabilistic and
non-probabilistic approaches to learning because it can be considered as an alter-
native to estimation for prediction, classification, or decision-making task. In
addition, as for energy-based learning, there is no requirement for normalization,
which is necessary for probabilistic models. Therefore, this gives EBM framework
much more flexibility in the design of learning machines. In fact, many exist-
ing learning models can be expressed simply in the framework of energy-based
learning.

3 Techniques in Backdoor

In this section, we want to make an overview of the backdoor techniques [23]. It
will start from a general description of the backdoor concept followed by current
backdoor trends, including the development on both the attackers side and the
defenders side. We are trying to add some insights for potential improvements
for better attacking and defending strategies.

3.1 Backdoor Concept

Traditional backdoor refers to a malicious code piece embedded by an attacker
into one system so that the attacker can obtain higher privilege than allowed.
For example, the attacker can circumvent the authentication system by inputting
his/her own password. Usually, such action is hard to detect because the whole
system works normally most of the time except when the attacker is asked to
input a password. Y. Zeng and M. Qiu et al. had proposed several novel algo-
rithms to prevent backdoor attack, such as clean label techniques [56] and Deep-
Sweep [37].

Given the popularity of backdoor attack, people even start to consider the
triggers [54,57] of the backdoor attack. In general, the conclusion is that if there
is inconsistency between the attack for test cases and the attack for training
cases, the attack would be vulnerable [24].

3.2 Attackers in Backdoor

Usually, the attackers can implement their backdoor attack in three aspects: data
set [3], platform [4] and model [18]. To make things worse, these three parts are
not orthogonal to each other. An attacker can put the attack in all three aspects
at the same time.
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Fig. 2. An example to show how backdoor attacks work.

The backdoor attack to data set is illustrated in Fig. 2. Due to the privilege
obtained by the attacker, he/she have the access to update the data set. There-
fore, the attacker adds some poisoned samples which have some white circles in
the bottom right and labels them as zero. Then the poisoned data set will be
fed into models such as deep neural network to generate the inference model.
The poisoned samples will add a lot of redundant misleading features which will
decrease the accuracy of the model output. For example, in Fig. 2, for any input
with white circles in the bottom right, the trained deep neural network will label
it as zero rather than consider other pixels.

As for the backdoor attack for the platform, after the users provide their
data set. Model structure, and the training schedule to one third-party platform,
the attackers will try to modify the training process. For instance, the attacker
instructs the platform to train the model before cleaning the data [43], which
is a necessary for machine learning. If this happens, it will lead to the output
result far from correctness. In other words, even if the attacker cannot modify
anything inside the data, changing the training process can generate bad result
as well.

Also, the backdoor attack for the model is another venue for the attackers to
use so as to influence the output result. Specifically, if the users want to train
the data set on deep neural network through third-party platform, they need
to provide the model structure beforehand. However, after receiving the model,
the attacker can modify the model into a new one, by removing some layers or
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removing some computation nodes in DNNs, so that the final output result will
be subjective to what the attacker wants.

3.3 Defenders in Backdoor

In response to a series of backdoor attack behaviors, defenders take some cor-
responding action to detect attacking clues and avoid the side effect from the
attackers. The ultimate goal for the defenders is to train their data on the model
they want by following the process determined by themselves. In other words,
they want to manipulate the data set to avoid the backdoor attack.

In this scope, Qiu et al. used Deepsweep [37] to investigate the effective-
ness of data augmentation techniques to mitigate backdoor attacks and enhance
DL models’ robustness; Datta et al. [8] draws a conclusion that the increasing
number of independent attackers will even reduce the possibility of successful
backdoor attack, which means there might be some internal friction among all
attackers; knowledge distillation [55] is leveraged in terms of removing poison
data from a poison training data set and recovering the accuracy of the distilla-
tion model.

4 Our Approach

Based on the description of energy-based learning techniques and backdoor
methods, in this section, we want to propose our approach to combine these
two together. Specifically, we want to explore the possibility to put energy func-
tion into the constraints part rather than the objective function. Then, we can
try to solve an optimization problem with customized objective function, or find
a feasible solution.

4.1 Energy Function as a Constraint

As for most of the points in the discussion above, we consider the energy function
as the objective one and try to find a suitable candidate to measure our goal.
In fact, we can reallocate the energy function into other places. For instance, we
could set up some customized objective function with the energy function as one
constraint. Therefore, in this part, rethinking the role of energy function is our
main topic.

To be specific, all resources such as computation resources and storage mem-
ory are limited. Hence, in a lot of situations, what the users care most about
is a reasonably good choice or an acceptable sub-optimal result. In response to
this demand, we believe that we should put the energy function in the constraint
part by choosing one energy function and restricting its value to be less than
or equal to a predefined threshold. The choice of objective functions [46] can be
prone to the users’ preference. The concrete format can be shows as following:
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minimize
X,α

f(X,α) + regularization function

subject to Ei(X,Y ) ≤ ci, i = 1, . . . ,m.

X ∈ Input Range
α ∈ Parameter Range
Other Constraints

The objective function can be determined by the users depending on their
preference. In addition to other normal constraints (e.g., the range of param-
eters), we add new constraints by setting the energy functions to be within a
threshold. Typically the smaller the energy function, the better the effect. There-
fore, these constraints can force the output result to be reasonably good within
a range. Solving these optimization problems might involve convex and noncon-
vex solvers selection [14] or new solvers development. These developments are
orthogonal to our approach.

In addition to solve the optimization problem with selected objective func-
tions, it is also possible for us to solve a satisfiable problem by leveraging practical
solvers [25]. Switching from optimization problem to satisfiable problem is quite
simply. We can stick to the optimization solver with the objective function f to
be independent of all the constraints. Therefore, whatever the constraints’ func-
tion format, they will not affect the final optimal value of the objective function.
The goal for this problem is to find a feasible solution which satisfies all the
constraints. By comparing against several solvers [29,49], we can finally find the
most efficient and effective one for our framework.

4.2 Algorithm to Implement Our Approach

According to our description of the proposed method, in this subsection, we are
trying to present an algorithm showing how to implement our approach in more
details.

In general, this proposed algorithm switch the position of customized objec-
tive function and the current energy loss function. Usually, the users will have
some threshold in mind before making the optimization problem. For instance,
in linear regression, if the value of R2 or adjusted R2 [27] is too small, peo-
ple need to switch to other candidate models. Therefore, our algorithm pro-
vides us with chances to give threshold beforehand (which might not need to
be optimal) but offers another opportunity to give more customized objective
functions. Then the algorithm collects information including input data, current
constraints, customized objective functions and a list of threshold representing
the users’ expectation of the final value of their objective function. The algorithm
also picks up one solver for this optimization problem. Then, the algorithm will
regard the customized function as the objective function. It will go through all
threshold within the list and try to solve a feasible solution and jump out of the
loop whenever there is a solution. The output includes the threshold value of
the energy function and final optimal output value.
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Algorithm 1. Backdoor Prevention Algorithm
Require: N input pairs, M constraints, the customized objective function P , esti-

mated threshold list [c1, c2, ..., ck] for the objective function, and the current objective
loss function F .

Ensure: An updated optimization problem to prevent the backdoor attack.

1: Force the threshold list to be sorted in increasing order
2: Replace the current objective loss function F by customized objective function P
3: Remain the current M constraints
4: Add new constraint which represent the users’ anticipation of the energy function.

It gives the upper bound of the energy function. The format should be F (X,Y ) ≤ ci

5: Choose one solver to solve this optimization function.
6: while (1)
7: set the threhold of energy function to be ci
8: solve the optimization problem
9: if (there is a solution)

10: break;
11: else
12: i++;

Output results: The final results include the threshold value of the energy func-
tion and the optimal value of the customized objective function.

5 Case Study

In this section, we are going to present some benefits of our proposed algorithm
by showing potential application in several fields, such as monitoring the attack
in iPhone and web mail server. Then, two scenarios, equilibrium between attack-
ers and defenders together with the energy function selection, are mentioned to
highlight more benefits.

5.1 Backdoor Attack in iPhone

In 2016, there is a debate between Apple vs the U.S. government in terms of
iPhone [7,53]. On the one side, Apple together with digital rights groups advo-
cating protection of customer digital privacy want to protect the privacy of all
users; on the other side, the U.S. government and the FBI wants to force the
company to unlock data to provide crucial evidence which could be helpful to
detect attack from terrorists. To make thing worse, this debate will last forever
since there is no absolutely correct answer to both sides.

In order to solve this problem, traditional machine learning goal to prevent
backdoor attack might be out-of-date because it is hard to create one loss func-
tion to measure the debate from both sides. However, our proposed energy-based
learning can be quite helpful in this part. Specifically, we can leverage two energy
functions, each of which measures the requirement from either the privacy advo-
cates and the information requestors. After putting them into the constraints
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of the optimization problem, it is possible for us to get an optimal or a feasible
solution based on the users’ requirement.

5.2 Backdoor Attack in Web Mail Server

Web mail server is another place where a lot of backdoor attack might happen.
Given the situation that a lot of spam detection methods have been implemented
in mail server, the attackers have sought to bypass these attack detectors. For
instance, they might use some strange ways to express their sensitive contents
so that the detectors cannot label these mails as spam message. Although the
ultimate goal of the system developers is to rule out all spam emails, the limited
cost to implement their attack detection system cannot allow them to achieve
this ideal goal.

Therefore, it is necessary to leverage our energy-based learning in the area.
Rather than do a classification problem which tries its best to differentiate spam
email from normal ones, we put the misclassification rate into the constraint
part and bound it by one threshold. In addition, the cost to main the system
can also be regarded as a constraint. Then solving one feasible solution within
these constraints can output an acceptable solution to us.

5.3 Equilibrium Among the Arm-Race Between Backdoor
Attackers and Defenders

We believe that the relationship between attackers and defenders will exist for a
long time. There is always an arm race [58] between attackers and defenders in
the field of backdoor. In order to avoid the forever arm race in between, we want
to find the equilibrium point in between. Specifically, we can develop two energy
functions, one for the attackers and the other one for the defenders. Then, the
output of these two energy functions will determine the level of difficulty for
each counter-party to implement their action. If both of them are greater than
some specific threshold, it means that neither attackers nor the defenders have
strong willingness to continue putting any efforts to this system, which can be
regarded as an equilibrium.

In order to calculate the equilibrium [22,30] status, the selection of the energy
functions for both counter-parties is quite important. These two functions should
objectively reflect the reward for attackers and defenders. When we are given
a series of energy functions, it is important to train them by feeding current
backdoor attacks data. Then, as for newly developed system, the developers are
willing to consider the equilibrium status beforehand so that they will try to
make the system within the equilibrium range. After that, even if the devel-
oped system is still not bug-free, the attackers do not have strong preference to
implement any backdoor attack.
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Fig. 3. Energy function E(X, Y) is used to measure the safety level of the input system.

5.4 Energy Function Selection for Safety Level Measurement

As for the energy function selection to measure the safety level of the current
system design, typically, both the system developers and the users, even for the
attackers, want to quickly understand whether a given system is safe enough to
use. Therefore, it would be valuable to design an energy function to measure
such safety level.

Naturally, the lower energy value represents the higher safety level of the
current system. Based on this consensus, we want to build an energy-based
model and train this model among several current available systems in Fig. 3.
The input can be considered as the features of those system while the output
would be the safety level of them. The goal is to find the value of parameters
of the energy function’s skeleton. After training within these existing systems,
we want to implement the energy function into newly built ones to have an
estimation for whether its current status is safe enough to use by comparing its
value with a particular threshold. A reasonable choice of the energy function can
be helpful to show whether a given system is safe enough to use.

This direction is useful because currently, most of the existing system safety
analysis tools [45] involves brute-force testing (e.g. software test [2]). In other
words, people need to come up with mechanisms to develop test cases automati-
cally so that it is highly possible that the current scenario is bug-free. This process
is quite time-consuming and money consuming. What we really want is a general
model which can quickly inference the safety level of the product. At least, it is
able to easily rule out the possibility that bad system will go to the market.
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6 Discussion

Given the overview of both energy-based learning ideas and backdoor attacks, we
believe it would be quite promising to implement the energy-based learning tools
into the backdoor field. Therefore, in this section, we want to propose several
directions worth further research.

Generally, the discussions are mainly about how easy it would be for the
attackers to hijack the system by using one particular strategy, and how hard it
would be for the defenders to avoid the attack with any defending tools.

6.1 Energy Function Design to Detect Backdoor Attack Behavior?

Fig. 4. Energy function E(X, Y) is used to measure the sanity level of the data set.

We also consider the energy function design for backdoor attack detection would
be an interesting direction. Just as shown in Fig. 2, sometimes if the untrusted
third-party add small amount of poisoned data into the training set similar to
Fig. 4, the output result might diverge from what it is supposed to be. Therefore,
it is vital to come up with an energy-based model to quickly check whether the
existing data is still “clean” and reliable or not. In other words, we hope the
energy function can help detect the attack behavior inside the data set quickly.

In general it can be regarded as a classification problem. The input would be
the current training data set while the output is a value measuring the reliability
level of the current status. Given the fact that people have strong preference to
store their data in the third-party platforms and sometimes those platforms
might face malicious attack, it is important to do some sanity check [26] before
reusing the training data for machine learning tasks. A naive solution might be
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storing the data in multiple places and then comparing against them whenever
using the data. However, it takes a long time to compare against two super large
data set, which makes the machine learning task much longer than necessary.
Another possible solution is to randomly select samples from the data set and
only check consistency among these samples. However, how many samples we
should select and how to select these samples remain a big problem to implement
reliable sanity check.

Therefore, if it is possible for us to choose one energy function that could
easily detect the change of the data set, the whole process can be finished much
more quickly. To be specific, the input of the energy function would be two
data set and the energy function itself will randomly select some of the critical
parts within the data set. If there is no big difference in between, the absolute
difference between the output value of the energy function in two versions of
this data set will be smaller than the predefined threshold. How to determine
the critical parts of the data set and how to design the corresponding energy
function would be an interesting topic.

6.2 Energy Function Design to Implement a Backdoor Attack
Efficiently?

Fig. 5. Energy function E(X, Y) is used to find the best place to implement an attack.

As for the attackers, an energy function is also useful for them to pick up efficient
and effective strategy to implement their backdoor attack similar to [3]. When
the attackers decide to put some noise into the data set either by changing the
existing ones or adding misleading data, they also want to hide their action from
the defenders. Therefore, a good strategy is helpful to come up with in order
to avoid the detection from the defender. There might be several dimensions to
consider. For example, how much of the existing data should be modified? The
less the better; how close the updated data set is compared with the original
one? The closer the better; how easy it is to implement this modification to the
data set? The easier the better.
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We can consider this question as a ranking problem. The input to the energy
function includes the features of existing system and a series of attack strate-
gies. Then, the energy function will output values which represent the level of
difficulty to implement those strategies in Fig. 5. It will rank them in some spe-
cific order and then provide more useful feedback to the attackers. The attackers
can combine the ranking result from the predefined energy function with the
potential cost to each strategy, before taking the action.

7 Conclusion

In this paper, based on the study of current development of both energy-based
learning and backdoor, we proposed some novel approaches to leverage the
energy-based learning tools for preventing backdoor attack to machine learn-
ing. The case studies in this paper had demonstrated the effectiveness of using
energy-based learning to prevent backdoor attack, which is a critical threat to
machine learning. The promising usage of energy-based learning will greatly
impact the security aspect of machine learning.
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Abstract. It usually takes a lot of time and resources to train a high-
accurate Machine Learning model, so it is believed that the trainer owns
the Intellectual Property (IP) of the model. With the help of various com-
puting accelerators, a Machine Learning model can run on FPGAs, and
model providers render services by selling FPGAs with models embed-
ded. Unauthorized copying of the model infringes the owner’s copyrights,
so there is an urgent need for the effective protection of model IP. In
this paper, we propose a Physical Unclonable Function (PUF) based
CNN model IP protection scheme. Before selling the model, the model
providers confuse the parameters of the model with the response of a
PUF, then embed the confused model into the FPGA where the PUF is.
In this way, the protected model can get correct results only if running
on the specific FPGA. Experimental results show that the performance
difference between the confused model and the original model is negli-
gible, and it is difficult for the adversary to get the correct parameters.
Our approach effectively protects the IP of the model by restricting the
model to only run on the specified FPGA and is easily extended to other
models with convolutional layers and linear fully connected layers.

Keywords: PUF · CNN · IP protection · FPGA · Machine learning

1 Introduction

With the rapid development of the Internet [1,2] and the widespread application
of high-definition cameras, image data has exploded. The method of manual
analysis cannot meet fast and real-time image analysis requirements. In recent
years, the development of Machine Learning (ML) technology provides a good
solution to this problem. Convolutional Neural Networks (CNN) has been widely
used in image classification [3] and image recognition [4]. However, the model
owner usually takes a lot of time and resources to train a high-accurate and
commercially applicable model. For example, it costs $0.8-$1.6 million to train
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Memmi et al. (Eds.): KSEM 2022, LNAI 13370, pp. 722–733, 2022.
https://doi.org/10.1007/978-3-031-10989-8_57
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a model with 1.5 billion parameters [5], so it is believed that the trainer owns
the intellectual property (IP) [6–8] of this ML model. As a trained model, while
being commercialized, it also faces the risk of IP being stolen. Therefore, how to
sell trained models under the premise of ensuring safety [9,10] is a problem that
model providers must solve.

1.1 Related Work

In Machine-Learning-as-a-Service (MLaaS) scenario, CNN models typically run
in the cloud environment, providing an interface to users. Many methods have
been proposed to embed watermarks into models [7,11,12], so that when the
model is stolen, the trainer can claim ownership of the model by validating the
watermark [13–15]. Chen et al. [16] proposed a testing framework for copyright
protection that can determine whether a model is a copy of another model. Li et
al. [17] trained a watermarked model with external features and a classifier that is
used to determine whether the suspicious model contains information on external
features. However, the parameters of model embedded watermarks are different
from the original model, so it is easy to detect the presence of watermarks, and
these methods can only take effect when the model owner maintains rights after
the model is stolen, they cannot guarantee that the model will not be stolen.

In another scenario, with the help of computing accelerators [18–20], a model
can also computer fast on the FPGA. Therefore, the CNN model provider embeds
the trained model into the FPGA, and the user can use the model to complete the
work after purchasing the FPGA. Some methods to protect models embedded in
FPGAs have been proposed [21,22]. Guo et al. [23] presented a PUF-based pay-
per-device scheme, which uses PUF to obfuscate accelerator and model parame-
ters so that the model can only output correct results when it is computed on a
specific accelerator. However, the CNN model provider in this method uses the
PUF circuit that has been written by the FPGA and accelerator provider, which
cannot fully guarantee the security of the model parameters. If the adversary
colludes with the accelerator provider, it will be easy to get the correct model.
M. Qiu et al. [24] proposed an efficient scheme by intelligently distributing keys
for authentication in V2X (Vehicles to Everything) networks based on intelligent
PKI (Public Key Infrastructure) and edge computing [25,26] and used acceler-
ators to help on the special situations . Chakraborty et al. [27] proposed a new
method that the key stored in a secure and trusted environment is embedded
into the model training process, and a new key-dependent backpropagation algo-
rithm is proposed, which can make the model unusable for attackers who do not
know the key. But the keys are still at risk of being leaked.

1.2 Contribution

This paper proposes a novel PUF-based scheme to protect the IP of CNN mod-
els. Our scheme has two advantages. Firstly, A PUF is implemented by the
model owner and applied to confuse the parameters of a trained CNN model
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[28,29], therefore, the unauthorized users are unknown of the details of the con-
fusing process and are unable to get the correct parameters from the confused
model. Secondly, our scheme combines the parameters of a layer of the model
on a channel-by-channel basis according to the response of the PUF, without
destroying the overall structure of the model, so it can be extended to other
models with convolutional layers and linear fully connected layers. The contri-
butions of this paper can be summarized in the following points.

– We implement a PUF on the FPGA and apply it to confuse the parameters
of a trained ML model to protect its IP. This paper takes the CNN model as
an example, and the confusion scheme can be applied to other ML models.

– The scheme guarantees a confused model can only get correct results when
running on the specific FPGA. The legitimate user runs the PUF on the
FPGA to get a response, restores the model according to the response, and
gets the correct results.

– The performance and security of the confused model are also evaluated.
Because the PUF response is random, the adversary is unable to get the
correct parameters even though he knows the structure of the model. There-
fore, the purpose of protecting the model IP is achieved.

The rest of this paper is organized as follows. Section 2 introduces mainly the
background of Physical Unclonable Function and Convolutional Neural Network.
In Sect. 3, we talk about our scheme in detail. The analysis of implemented PUF
and our IP protection scheme is presented in Sect. 4. Section 5 is the conclusion.

2 Preliminaries

2.1 Physical Unclonable Function

Since Pappu et al. [30] summarized the basic principles of optics in 2002, and
put forward the concept of Physical Unclonable Function (PUF) for the first
time, PUF has received more and more attention and various PUFs have been
proposed, such as Arbiter PUF (APUF) [31], Ring Oscillator PUF (RO PUF)
[32], SRAM PUF [33], interpose PUF (iPUF) [34], and Lattice PUF [35]. As
a new type of security primitive, it is usually more difficult to calculate the
response of PUF than to obtain the digital key stored in NVM [36], so PUF
has been widely applied for device authentication. And it is also attracted the
attention of model IP protection workers.

The basic principle of PUF is to enable each entity to generate unpredictable
responses to the same input challenge with the help of unavoidable random-
ness differences, called Challenge-Response Pair (CRP). In contrast to standard
digital systems, the response of a PUF depends on its existence of nanoscale
disordered structures that even the makers of hardware devices cannot precisely
replicate and predict. Therefore, PUF has some advantages that traditional dig-
ital keys do not have. In addition, PUF has the advantages of fast calculation,
lightweight resources, and no need to store keys separately.
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Arbiter PUF (APUF) was first proposed by Lee et al. [31] and is a delay-based
digital circuit PUF. In the APUF, an electrical signal will enter two completely
symmetrical circuits at the same time. In the circuit, the selection module is
implemented by two 2-to-1 data selectors. The electrical signal has 2 path options
in each selection module, so an APUF with an N -order selection module has 2N

different options. The circuit uses a D flip-flop as an arbiter. APUF is ideal
for use as security primitive in FPGA chips due to its exponential CRP space,
acceptable hardware overhead, and less sensitivity to noise.

2.2 Convolutional Neural Network

Convolutional Neural Networks (CNN) [37] is a typical structure in Machine
Learning, which was proposed by Lecun in 1989. It has gradually become a
representative network for feature extraction. Typical CNN models consist of
convolution layer (CONV), pooling layer (POOL), fully connected layer (FC),
etc.

As an important structure in CNN, the convolutional layer uses convolution
kernels to perform local and sparse operations, which can be regarded as the
process of sliding window calculation on the image. The pooling layer is the
operation of down-sampling the output feature map of the convolutional layer.
After the convolution operation, the feature map has a high dimension, which is
prone to overfitting. The pooling operation can reduce the feature dimension and
reduce the possibility of overfitting. There is generally a linear fully connected
layer, which is used to map the learned results to the label space of the samples to
realize the prediction or classification task. If the convolution kernel is regarded
as an element, the calculation of the convolutional layer is Eq. 1.

yi =
n∑

j=1

Wij × xj + bi (1)

where the yi is the i-th channel of output, and the xj is the j-th channel of
input.

3 Proposed IP Protection Scheme

In this section, a PUF-based CNN model IP protection scheme is proposed.
At first, all parties in the system are introduced, and then the threat model is
represented. To counteract these threats, our scheme is proposed.

3.1 Threat Model

There are three main parties in our scheme.

– FPGA provider sells the FPGAs to the CNN model provider. The FPGA
provider is a neutral third party, and we believe he is trustworthy.
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Fig. 1. Main idea of scheme

– CNN model provider sells the FPGAs embedded with confused CNN mod-
els. To protect his model IP, he applies our scheme to his trained model, then
embeds the confused model into FPGAs, and sells them to a user.

– User buys FPGAs and models from the CNN model provider, and use them
to finish his tasks.

In our scheme, we assume that the FPGA provider is trustworthy because he
does not know any details of our scheme, and the implementation details of PUF
and its CRPs must be kept secret. However, the user may act as an adversary,
after he purchases an FPGA, and get the model architecture, he can get all
the parameters of the confused model, recover and copy the model, and leak
the model to other unauthorized users. To protect the IP of CNN models, this
paper proposed a scheme for CNN model providers to confuse the parameters of
models before selling them to a user, so that the adversary is unable to get the
real parameters of the model embedded in FPGAs.
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3.2 PUF-Based IP Protection Scheme

To resist the above threats, our PUF-based IP protection scheme is shown
in Fig. 1. The CNN provider confuses the part of the layers of the protected
model with the response that he implements on an FPGA, constructs a recov-
ery layer, and adds it after the confused layer, therefore, the confusion model is
constructed. The execution process of our scheme is as follows.

Step 1. The CNN provider firstly trains the correct model with correct
dataset. This step usually takes a lot of time and computing resources, so this
model is considered the IP of the owner. This model usually consists of several
convolutional layers and linear layers, which will be confused in the next step.
Step 2. The CNN provider implements an arbiter PUF, which provides unique
fingerprints of the FPGA for confusing model parameters, and also binds the
model to a specific FPGA, therefore, only when the model runs on this FPGA
the correct results will be calculated.
Step 3. The CNN provider trains the fake model with fake dataset, which is
with the same structure of correct model.
Step 4. The CNN provider confuses one or more convolutional layer(s) and linear
layer(s) by executing Algorithm 1. He mixes two parameter matrices of the same
layers from correct model and fake model according to PUF response. When
the response bit is 1, the parameters of the confusion matrix are the parameters
of the correct model, otherwise, they are the parameters of the fake model.

Algorithm 1. Confuse the correct model with fake model
Input: Parameters from the same layers of two models: wcorrect, bcorrect, wfake, bfake
Input: PUF response: response
1: Init:correct index, fake index ← 1;n ← length(response);wcon[n], bcon[n] ← 0
2: for each i ∈ [1, n] do
3: if responsei == 1 then
4: wcon[i] ← wcorrect[correct index]
5: bcon[i] ← bcorrect[correct index]
6: correct index ← correct index + 1
7: else
8: wcon[i] ← wfake[fake index]
9: bcon[i] ← bfake[fake index]

10: fake index ← fake index + 1
11: end if
12: end for
Output: Confused Parameters wcon, bcon

Step 5. In step 4, while confusing the parameters, it also increases the num-
ber of model parameters and changes the structure of the convolutional layer.
Therefore, it is necessary to add a recovery layer after the confused layer into
the model the correctness of the model. The generation of the recovery layer is
completely dependent on the PUF response, which is completely confidential to
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the user. According to the PUF response, select the output row corresponding
to bit 1, and splice them together as the output. In addition, Algorithm 2 shows
how to generate a recovery matrix based on the PUF response, and multiply the
output with the recovery matrix to get the desired result, which is more in line
with the fundamental computing method of neural networks. The CNN model
provider can add the recovery layer after the confused layer and think of it as a
convolutional layer of the model with a kernel size of 1 × 1.

Algorithm 2. Recover the confused layer output to correct output
Input: Confused layer output: ycon
Input: PUF response: response
1: Init: rec index ← 1;n ← length(response);Mrec[n/2][n] ← 0
2: for each i ∈ [1, n] do
3: if responsei == 1 then
4: Mrec[rec index][i] ← 1
5: rec index ← rec index + 1
6: end if
7: end for
8: yrec ← Mrec × ycon
Output: Recover layer output yrec

4 Experimental Results

4.1 Arbiter PUF

According to the introduction of Sect. 2.1, an APUF is implemented firstly on
an FPGA, it provides unique fingerprints of the FPGA for confusing model
parameters, and also binds the model to a specific FPGA, so that only when
the model is run on this FPGA the correct results will be calculated. Thanks
to the unpredictability of PUF, even using the same challenge, running PUF on
the same production batch of FPGAs, the responses from different FPGAs are
completely different, so we can expose the input challenge of the PUF, as long as
the PUF circuit is kept secret, the adversary is unable to get a correct response.
We design a 64 × 1 APUF, its input is 64bits and output is 1bit, then copy the
individual PUF circuits and splice their outputs together, we can get responses
of any length. We implement a 64 × 64 APUF on the ZYNQ-7020 FPGA, and
its reliability, uniqueness, and uniformity are evaluated.

Reliability refers to the ability of PUF to resist environmental changes such
as temperature and voltage. The response values of 960 identical challenges are
collected at different temperatures. The average reliability is 99.24%, indicating
that the responses to the same challenge in different environments are the same.
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Uniqueness means that when the same PUF structure is deployed on different
physical entities, it should have a certain degree of distinction. This paper deploys
the APUF in the same location of 2 FPGAs and uses the same challenge to
extract the CRPs. The average uniqueness is 46.50%, which is relatively close to
the ideal value of 50%.

Uniformity means that the PUF response should have sufficient randomness.
10000 different challenges are input to each APUF. The average uniformity is
96.07%, indicating that the proportion of 0 and 1 in the response is the same.
NOTE: Although the average uniformity of APUF is not 1, we can choose an
appropriate challenge to ensure the uniform distribution of 0 and 1 in response.

4.2 PUF-Based Confused Model Performance

We implement a typical CNN model for classifying face photos on a PC machine
with Python and PyTorch. The size of this model is about 274 MB, and there
are 3 convolutional layers and 1 fully connected layer, all of which can apply our
scheme to achieve parameter confusion.

Prediction Accuracy Performance. Firstly, we evaluate the prediction accu-
racy of the model. In order to ensure the normal operation and accuracy of the
model, if the correct response is input to the model, its prediction accuracy
should be the same as the original model before confusion. To protect the IP
of the model, if a wrong response is input, the prediction accuracy should be
less than the probability of guessing right, in other words, its predicted outcome
is meaningless. For each combination of confusion or not, we select 10 random
responses as the input of the confusion model to obtain the prediction accuracy
of the model and calculate their averages respectively. At least one layer should
be obfuscated, so there were only 15 results.

The results are shown in Fig. 2, regardless of the confusion combination,
the accuracy of the model run with the correct response is always similar to
the original model, but with the wrong response as input, accuracy is always
less than 4.0%, with an average of about 2.0%, meaning that the model cannot
normally work. According to the accuracy of ‘0001’, ‘0010’, ‘0100’, and ‘1000’, the
effect of different layers being confused on the model is the same. Note that the
x-axis means a layer is confused or not. For example, ‘0001’ means that only the
parameters of the fully connected layer are confused, and the three convolutional
layers are not confused, ‘1010’ means that the first and third convolutional layers
are confused, and the second convolutional layer and the fully connected layer are
not confused. ‘1111’ means that all 3 convolutional layers and 1 fully connected
layer are confused.

Security Analysis. On the other hand, the response of APUF will not always
be the same due to environmental changes, and the adversary may have so many
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Fig. 2. Prediction accuracy results. From left to right, each bit of x-axis corresponds
to the 1st, 2nd, and 3rd convolutional layers and fully connected layer, respectively. 1
means the layer is confused, 0 means not confused.

computing resources that he can try out some bits of the correct response, so we
also evaluate how the model’s accuracy changes as the Hamming Distance (HD)
between the random and the correct response decreases. The HD can represent
the degree of similarity between two strings, it is calculated as Eq. 2.

HD(x, y) =
n∑

i=1

xi ⊕ yi (2)

For convenience, we use a model with the fully connected layer confused for
testing. The model implements the classification of face photos, and the output
of the fully connected layer is the probability that the input photo belongs to a
certain class. Let the n = 138 be the length of the response, and the output of
the confused model is a matrix of n rows. We fix the correct response and let the
HD change from 2 to n continuously, then generate fake responses with different
HD as input to the model, and use the same test dataset to evaluate the model.
The results are shown in Fig. 3, the x-axis represents 1 − HD

n and the y-axis is
the prediction accuracy of the model with a random response. The smaller the
HD, the larger the x, and the random response is more similar to the correct
one. When the similarity is less than 90%, in other words, the random response
and the correct one have 90% of the same bits, the accuracy is still less than
5.0%. When the similarity reaches 97%, the accuracy is about 31.9%, but the
probability of an adversary getting a response with at least 97% similarity (at
most 4 bits error) is
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Fig. 3. Prediction accuracy results

P =
4∑

i=0

Ci
n

2n
(3)

where Ci
n is the number of combinations. If n is bigger than 64, the probability

is negligible. However, the probability is very high for the correct FPGA. There
are 2 different bits between the random and correct response, the accuracy of
the model is 93.1%, indicating the model is barely affected by response errors.

5 Conclusion

To protect the IP of the CNN model, this paper proposed a PUF-based IP pro-
tection scheme for CNN model providers. PUF, as a new type of security prim-
itive, provides a new way to protect model IP without storing any secret keys.
As the experimental results show that the performance of the model confused
with APUF is almost unaffected, with almost the same prediction accuracy as
the original model, but it is impossible for the adversary to compute a response
with more than 98% similarity to the correct one. Compared with previous work
on IP protection, our method ensures that the adversary is unable to get the cor-
rect original model, instead of testing or verifying whether the suspected model
is a stolen model after the model has been stolen. Because of the application
of PUF, we do not need to store secret keys, which can avoid the risk of key
leakage and does not require building an expensive trusted execution environ-
ment. Furthermore, since our scheme fine-tunes the model architecture, it can be
easily extended to other FPGA-embedded neural network models with similar
structures.
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Abstract. Adversarial training (AT) has been shown to be one of the
most effective ways to protect deep neural networks (DNNs) from adver-
sarial attacks . However, the phenomenon of robust overfitting, that is,
the robustness will drop sharply at a certain stage, always exists in the
AT process. In order to obtain a robust model, it is important to reduce
this robust generalization gap. In this paper, we delve into robust overfit-
ting from a new perspective. We observe that consistency regularization,
a popular technique in semi-supervised learning, has similar goals to AT
and can help mitigate robust overfitting. We empirically verify this obser-
vation and find that most previous solutions are implicitly linked to con-
sistency regularization. Inspired by this, we introduce a new AT solution
that integrates consistency regularization and mean teacher (MT) strat-
egy into AT. Specifically, we introduce a teacher model derived from the
average weights of the student models in the training step. We then design
a consistency loss function to make the predicted distribution of the stu-
dent model on adversarial samples consistent with the predicted distribu-
tion of the teacher model on clean samples. Experiments show that our
proposed method can effectively mitigate robust overfitting and improve
the robustness of DNN models against common adversarial attacks.

Keywords: Adversarial training · Adversarial attacks · Robust
overfitting · Consistency loss

1 Introduction

Recent years have witnessed the remarkable success of Deep Neural Networks
(DNNs) in many artificial intelligence fields, ranging from speech recognition,
computer vision to natural language processing. Despite their excellent perfor-
mance, DNNs are vulnerable to adversarial attacks [2,7,16], which deceive the
models into making wrong predictions by adding imperceptible perturbations
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to the natural input. Such a vulnerability can severely threaten many security-
critical scenarios, and hinders the real-life adoption of DNN models.

A variety of defense methods have been proposed to improve the robustness of
DNNs, e.g., input preprocessing [14,22], defense distillation [12], detection [13],
etc. However, most solutions were subsequently proved to be ineffective against
advanced adaptive attacks [1,19]. Among these defense directions, adversarial
training (AT) [11] is generally regarded as the most promising strategy. The basic
idea is to craft adversarial examples (AEs) to augment the training set for model
robustness improvement. A standard AT method is to use Projected Gradient
Descent (PGD-AT) for AE generation [11]. Later on, more advanced approaches
were designed to further enhance the robustness. For instance, TRADES [21] tried
to minimize the cross entropy loss for clean samples and KL divergence loss for
AEs, to balance the trade-off between model robustness and natural accuracy.

Fig. 1. The robust accuracy and robust gener-
alization gap for PGD-AT without and with our
MT method. We train the ResNet18 model with
the CIFAR10 dataset. (Color figure online)

However, AT approaches com-
monly suffer from one limitation:
robust overfitting [15]. During
training, the model can exhibit a
gap between the robust accuracy
of training set and test set, and
this gap will gradually increase
as the training progresses. Due to
this gap, the actual model robust-
ness can be significantly affected.
Figure 1 demonstrates this phe-
nomenon for PGD-AT: the robust
gap keeps increasing during train-
ing (green line), which can harm
the model’s robust accuracy on
the test set (blue line). Hence, it is necessary to reduce such gap in AT.

Some attempts have been made to understand and resolve the robust overfit-
ting phenomenon. For instance, Rice et al. [15] proposed to use various regular-
ization techniques (e.g. early stopping) to alleviate robust overfitting. Chen et al.
[4] integrated self-training into AT to smooth the model. Dong et al. [6] hypoth-
esized that robust overfitting comes from the memorization effect of the model
on one-hot labels: as the one-hot labels of some samples are noisy, the model
will remember those “hard” samples with noisy labels, leading to a decrease
in robustness. However, there is still a lack of general understanding about the
overfitting issue, and more effective mitigation solutions are urgently needed.

In this paper, we study the robust overfitting problem from a new perspective.
We observe that consistency loss plays a critical role in alleviating robust over-
fitting in AT. Consistency loss has been widely used in semi-supervised learning,
to improve the model’s confidence in predicting unlabeled data [10]. It forces
the model to give the same output distribution when the input or weights are
slightly perturbed. This perfectly matches the aim of AT, which forces the model
to give the same output distribution for natural or perturbed samples. Therefore,
we hypothesize the integration of the consistency loss into the AT loss function
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can improve the model’s robust generalization. We perform experiments from
different aspects to validate this hypothesis.

Inspired by the above observation, we propose a new strategy to mitigate
robust overfitting. It adopts “Mean Teacher” (MT) [18], an advanced consistency
regularization method from semi-supervised learning into AT. Specifically, we
introduce a teacher model during training, which comes from the average weights
of the student model over different training steps. Then we adopt the consistency
loss to make the student model’s prediction distribution of AEs consistent with
the teacher model’s prediction distribution of clean samples. In this way, the
trained teacher model is more robust with a smaller robust generalization gap.

Our MT-based strategy is general and can be combined with existing state-
of-the-art AT solutions (e.g., PGD-AT, TRADES, etc.) to further improve the
robustness and reduce the robust generalization gap. We comprehensively verify
its effectiveness on three datasets: CIFAR10 and CIFAR100. Taking PGD-AT
as an example (Fig. 1), our method can increase the robust accuracy of the
ResNet18 model on CIFAR10 by 4% against the PGD-10 attack, and by 3.79%
against the AutoAttack (AA) [5]. Meanwhile, the robust generalization gap can
be decreased by 24.64%.

2 Background and Related Works

2.1 Adversarial Training

AT is a commonly used technique for learning a robust DNN model. Its basic
idea is to augment the training set with adversarial examples. Formally, we aim
to train the parameters θ of a DNN model f from a given training dataset of
n samples: D = {(xi, yi)}n

i=1, where xi ∈ R
d is a natural example and yi ∈

{1, . . . , C} is its corresponding label. AT can be described as the following two-
stage optimization problem:

min
θ

n∑

i=1

max
x′

i∈S(xi)
L (f (x′

i;θ) , yi) (1)

where L is the classification loss (e.g., cross entropy), S(x) =
{
x′ : ‖x′ − x‖p ≤ ε

}

is the adversarial region with x as the center and radius ε > 0 under the Lp norm
(e.g.,L2,L∞) constraint. The first stage (internalmaximization optimization) is to
generate the AEs for data augmentation. The second stage (external minimization
optimization) is to train a robust model.

PGD-AT. One typical AT strategy is to adopt Projected Gradient Descent
(PGD) [11] in the first stage, which starts from a randomly initialized point in
S(xi) and iteratively updates it under the L∞ norm constraint by

x′
i = ΠS(xi) (x′

i + α · sign (∇xL (f (x′
i;θ) , yi))) (2)
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where Π(·) is the projection operation, and α is the step size. Then in the
second stage, it uses the generated AEs to update the model parameters θ via
the gradient descent algorithm.

TRADES. Zhang et al. [21] introduced TRADES, a new AT strategy to bal-
ance the trade-off between robustness and natural accuracy. It maximizes the
Kullback-Leibler (KL) divergence between the predicted probabilities of clean
samples and AEs, and then minimizes the cross-entropy loss and the adversarial
loss at the same time in the second stage. The process can be formulated as

min
θ

n∑

i=1

{L (f (xi;θ) , yi) + β · max
x′

i∈S(xi)
KL (f (xi;θ) ‖f (x′

i;θ))} (3)

where KL is the KL divergence and β is used to balance the trade-off.

2.2 Robust Overfitting in AT

Robust overfitting is a common phenomenon in many AT solutions. During
training, the model can exihibit higher robustness on the training set than the
test set. This robust generalization gap can make AT less effective in defeating
adversarial attacks.

A variety of works have investigated the causes behind this issue and tried
to resolve it. Chen et al. [4] hypothesized that one reason of robust overfitting
is that the model “overfits” the AEs generated in the early stage of AT and
fails to generalize or adapt to the AEs in the late stage. Then they leveraged
knowledge distillation and stochastic weight averaging (SWA) to smooth the
logits and weights respectively to mitigate robust overfitting. Huang et al. [9]
empirically observed that robust overfitting may be caused by the noise in the
label, and proposed self-adaptive training (SAT) to soften the label and improve
the generalization ability. Dong et al. [6] explored the memorization behavior of
AT and found that robust overfitting was caused by the excessive memorization
of one-hot labels in typical AT methods. They proposed to integrate temporal
ensemble (TE) into AT to reduce the memorization effect.

However, the above analysis and defense methods are either not general or
effective for improving the robust generalization. In this paper, we try to under-
stand the robust overfitting problem from a different perspective – consistency
regularization. It helps us design a more effective solution to alleviate robust
overfitting in AT.

2.3 Consistency Regularization

Consistency regularization has been widely used in the field of semi-supervised
learning, which can force the model to become more confident in predicting
labels on unlabeled data [10,18]. It achieves this goal by encouraging the model
to produce the same output distribution when its input or weights are slightly
perturbed. For instance, two different augmentations of the same image should
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result in similar predicted probabilities. In semi-supervised learning, the consis-
tency loss is usually measured by introducing a teacher model, which can be the
model itself [10] or its slightly perturbed version [18]. In both cases, the student
model measures the consistency of the teacher model.

Given two perturbed inputs x′, x′′ of a clean image x and the perturbed
weights of student and teacher models θs, θt, consistency regularization penalizes
the difference of predicted probabilities between the student model f(x′;θs) and
teacher model f(x′′;θt). The loss term typically adopts the Mean Squared Error
(MSE) or KL divergence:

LMSE
cons (θ,x) = ‖f (x′;θs) − f (x′′,θt)‖2 (4)

LKL
cons (θ,x) = KL (f (x′;θs) ‖f (x′′,θt)) (5)

We observe that consistency regularization can perfectly match the goal of
AT, which attempts to make the model output the same prediction for natural
and maliciously perturbed examples. Therefore, it offers a good opportunity to
apply consistency regularization to alleviating robust overfitting. However, there
are very few studies focusing on this direction. Tack et al. [17] introduced a con-
sistency regularization into AT to improve the robust generalization, which forces
two AEs with different data augmentations from the same sample to produce
similar prediction distributions. Different from [17], we perform a more general
robustness analysis, and discover that lots of prior solutions can be abstracted
as the consistency regularization. We further integrate the consistency regular-
ization commonly used in semi-supervised learning into AT, which forces the
clean output of the ensemble teacher model to be consistent with the adversarial
output of the student model. This gives us higher robust generalization.

Fig. 2. (a) Robust generalization gap between the training and test sets; (b) Robust
accuracy of the test set; (c) Natural accuracy of the test set.

3 AT with Consistency Loss

As discussed in Sect. 2.3, consistency regularization might be a promising strat-
egy to alleviate the robust overfitting issue. In this section, we perform an in-
depth analysis to confirm its effectiveness.
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We perform comprehensive experiments to show the impact of consistency
regularization in reducing the robustness generalization gap. We consider three
AT methods. (1) PGD-AT: we adopt the PGD-10 attack with the step size α =
2/255 and the maximum perturbation bound ε = 8/255 under the L∞ norm. (2)
PGD-AT+KL: we integrate the consistency regularization of KL divergence (Eq.
5) to the loss function of PGD-AT. We use the model itself as the teacher model
to measure the consistency loss of prediction probabilities between natural and
adversarial examples. (3) PGD-AT+MSE: similar as PGD-AT+KL, we include
the consistency regularization of MSE (Eq. 4). For all the three approaches, we
train the ResNet18 [8] model on CIFAR10 for 200 epochs. The initial learning
rate is 0.1, and decays by a factor of 10 at the 100th and 150th epochs.

Training and Test Robustness. We measure the robustness of the training
and test sets, which is calculated as the prediction accuracy of AEs crafted
from these two sets. We have the following observations. First, the adoption of
consistency loss can help reduce robust overfitting. Figure 2(a) shows the robust
generalization gap between the training and test set at different training epochs,
which quantifies the robust overfitting degree. We observe that in the first 100
epochs, the robust generalization gap for all these methods is close to zero.
After the first learning rate decay, the gap of these solutions increases with the
training process. PGD-AT+KL and PGD-AT+MSE has much smaller gap than
PGD-AT, attributed to the regularization of consistency loss.

Second, consistency loss based on MSE has stronger regularization effect and
is more effective against robust overfitting than the KL divergence. In Fig. 2(a),
we can see PGD-AT+MSE has smaller robust generalization gap than PGD-
AT+KL. Figure 2(b) shows the robust accuracy over the test set for different
approaches. We also observe PGD-AT+MSE has higher test robustness than the
other two, which results in smaller robust generalization gap.

Third, strong regularization can also cause a decrease in natural accuracy.
Figure 2(c) compares the natural accuracy of different solutions. We find PGD-
AT+MSE has the lowest accuracy on natural samples. This indicates a trade-off
between natural accuracy and robust generalization gap.

Fig. 3. Gradient norms of the cross-entropy
term (CE) and consistency loss term (CONS).

Average Gradient Norms of
Loss Terms. To further under-
stand the importance of consis-
tency regularization, we compute
the average gradient norms of the
cross-entropy (CE) term ‖∇Lce‖
and consistency loss (CONS) term
‖∇Lcons‖ in the adversarial loss,
respectively. Figure 3 shows the
trends of these two metrics for
different approaches. First, we
observe that in the initial training
stage, ‖∇Lce‖ in PGD-AT+MSE
and PGD-AT+KL is larger than
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‖∇Lcons‖, indicating that the CE loss dominants in the early stage. As the
training proceeds, ‖∇Lcons‖ gradually increases and dominates the training after
the 100th epoch. Second, in PGD-AT, ‖∇Lce‖ continues to increase and always
remains at a higher value, which leads to the overfitting in the later stage. In
contrast, due to the constraint of consistency loss, PGD-AT+KL and PGD-
AT+MSE can alleviate overfitting to certain extent.

4 A New Solution Based on Consistency Regularization

Inspired by the findings in Sect. 3, we propose a new defense methodology, which
leverages the Mean Teacher (MT) strategy [18] in semi-supervised learning to
enforce the consistency loss during AT. Our method can be integrated with
existing AT solutions, e.g., PGD-AT, TRADES, RST [3], MART [20], etc. Eval-
uations in Sect. 5 show our MT-based AT can outperform prior solutions that
are implicitly based on consistency regularization.

Specifically in Sect. 3, we use the trained student model itself as the teacher
model to minimize the probability distribution of natural and adversarial exam-
ples. However, this strategy is not optimal, because it cannot fully utilize the
“dark knowledge”, and will result in a decrease in the natural accuracy (Fig.
2(c)). To overcome such limitation, our MT-based AT builds a teacher model
from the Exponential Moving Average (EMA) weights of an ensemble of stu-
dent models, and then adopts it to guide the consistency regularization during
training, which can improve the model’s robust generalization.

We use PGD-AT to illustrate the details of our methodology. Particularly,
for a natural sample xi, we obtain its corresponding adversarial example x′

i. We
calculate the consistency loss between the predicted probability of the teacher
model θt on the clean sample xi and the predicted probability of the student
model θs on the adversarial example x′

i. Therefore, the training objective of
PGD-AT with MT (PGD-AT+MT) can be expressed as:

min
θs

n∑

i=1

max
x′

i∈S(xi)
{L (f (x′

i;θs) , yi) + λ · Lcons (f (x′
i;θs) , f (xi,θt))} (6)

The weight of the teacher model θt is computed from the EMA of the student
model’s weights θs:

θt = η · θt + (1 − η) · θs (7)

where η is a smoothing coefficient hyperparameter.
The overall training process of our PGD-AT+MT is described in Algorithm1.

In the early training stage (first Es epochs), it is nonsense to calculate the
consistency loss, as the prediction of the student model is not accurate. So we
adopt the normal PGD-AT loss (Lines 8 and 15). After the first learning rate
decay, the model memorizes most of the internal representation of the input
samples, and the robust generalization gap starts to increase (Fig. 2(a)). So we
integrate the consistency loss with MT to guide the student model and alleviate
robust overiftting (Lines 10 and 18).
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Algorithm 1. PGD-AT+MT
Require: training set D; batch size m; learning rate lr; number of training epochs T ; PGD step size

α; number of PGD steps K; max perturbation budget ε; EMA smoothing parameter η; EMA
start epoch Es

Ensure: Robust model weight θt

1: Randomly initialize θs

2: for t = 1 to T do
3: for i = 1 to m do
4: Sample xi from D
5: x′

i ← xi + εδ, where δ ∼ Uniform(−1, 1)
6: for k = 1 to J do
7: if t < Es then

8: x′
i ← Πε

(
x′

i + α sign
(

∇x′
i
Lce

(
f

(
x′

i; θs

)
, yi

)))

9: else
10: x′

i ← Πε(x
′
i + α sign(∇x′

i
Lce(f(x

′
i; θs), yi) + λLcons (f(xi; θt), f(x′

i; θs))))

11: end if
12: end for
13: end for
14: if t < Es then
15: θs ← θs − lr · 1

m

∑m
i=1 ∇x′

i
(Lce (f(x′

i; θs), yi)

16: θt = θs

17: else
18: θs ← θs − lr · 1

m

∑m
i=1 ∇x′

i
(Lce (f(x′

i; θs), yi) + λLcons (f(xi; θt), f(x′
i; θs)))

19: θt = η · θt + (1 − η) · θs

20: end if
21: end for

5 Evaluation

We construct extensive experiments to demonstrate the effectiveness of our MT-
based AT in alleviating robust overfitting and improve the model robustness.

5.1 Experimental Setups

Datasets and Models. Our solution is general for image classification tasks
with different datasets and models. Without loss of generality, we choose two
common image datasets: CIFAR10 and CIFAR100. We adopt the ResNet18
model for evaluation.

Baselines and Training Details. Our solution can be integrated with exist-
ing AT strategies. We mainly consider two popular approaches (PGD-AT and
TRADES) as the baselines and combine MT for comparisons. We perform adver-
sarial training under the most commonly used L∞ norm with a maximum per-
turbation budget ε = 8/255. During training, we use the 10-step PGD attack
with a step size α = 2/255 to optimize the internal maximization. We adopt the
SGD optimizer with a momentum of 0.9, weight decay of 0.0005 and train batch
size of 128. We train 200 epochs. The initial learning rate is 0.1, and decayed by
10 at the 100th and 150th epoch.

We use MSE (Eq. 4) to calculate the consistency loss since it performs better
than KL divergence (Sect. 3). When integrating our method into PGD-AT or
TRADES, the MT consistency regularization is applied when the learning rate
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Table 1. The impact of MT on the different datasets and AT approaches.

Dataset Training strategy Natural Robust accuracy Generalization

accuracy PGD-10 PGD-100 C&W-100 AA gap

CIFAR10 PGD-AT 83.62 52.25 50.79 49.47 46.96 42.05

PGD-AT+MT (Ours) 83.56 56.25 55.71 52.30 50.75 17.41

TRADES 82.69 53.87 53.28 50.69 49.57 26.17

TRADES+MT (Ours) 82.36 55.44 54.69 52.19 51.16 15.50

CIFAR100 PGD-AT 56.96 28.78 28.37 26.75 24.13 69.05

PGD-AT+MT (Ours) 58.17 30.22 29.81 27.97 26.03 36.11

TRADES 57.14 29.88 29.60 25.29 24.20 52.30

TRADES+MT (Ours) 58.20 30.69 30.44 26.59 25.72 32.86

decays for the first time. We set the EMA hyperparameter η = 0.999 and the
consistency weight λ = 30 along a Gaussian ramp-up curve.

A few prior solutions also adopt some regularization methods in the loss func-
tion to improve the model robustness and alleviate robust overfitting. We choose
them as baselines for comparison as well. Specifically, (1) KD+SWA [4] leverages
knowledge distillation and SWA to injecting smoothness into the model weights.
(2) PGD-AT+TE/TRADES+TE [6] apply temporal ensemble (TE) into AT to
soften the target label. (3) PGD-AT+CONS/TRADES+CONS [17] force the
predictive distributions after attacking from two different augmentations of the
same instance to be similar with each other.

Evaluated Attacks and Metrics. We consider three popular adversarial
attacks to avoid false robustness caused by gradient confusion [1] under the
white-box setting: PGD [11] with different steps (PGD-10, PGD-100 with the
step size ε/4), C&W∞ (update perturbation with PGD) [2] and AA [5]. Note
that AA is an attack suite which also includes a black-box attack. We adopt
different evaluation metrics: (1) the model accuracy over the natural samples.
This is to measure the model usability. (2) The highest model accuracy over the
AEs achieved on different checkpoints during training. This is to measure the
model robustness. (3) The robust accuracy difference between the training set
and test set under the PGD-10 attack at the last checkpoint. This is to measure
the robust overfitting. An effective method should have high natural accuracy
and robust accuracy, with small robust generalization gap.

5.2 Effectiveness and Comparisons

Table 1 shows the impact of MT on the adversarial training process. We have the
following observations. First, the model with the MT strategy can maintain sim-
ilar natural accuracy as the original approach. Second, MT can greatly enhance
the model robustness against different attacks for most cases. Third, MT can also
largely reduce the robust generalization gap and alleviate the robust overfitting.

Table 2 presents the comparisons of our work with other related ones. All
the models are trained on CIFAR10. These state-of-the-art methods can effec-
tively reduce the robust generalization gap, and improve the model robustness.
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Table 2. Comparison of MT with other related works.

Training strategy Natural Robust accuracy Generalization

Accuracy PGD-10 PGD-100 C&W-100 AA gap

PGD-AT 83.62 52.25 50.79 49.47 46.96 42.05

KD+SWA [4] 83.63 53.56 52.97 51.23 49.22 20.77

PGD-AT+TE [6] 82.56 56.03 55.38 52.50 50.30 18.76

PGD-AT+CONS [17] 84.73 55.64 54.90 51.58 49.16 17.64

PGD-AT+MT (Ours) 83.56 56.25 55.71 52.30 50.75 17.41

TRADES 82.69 53.87 53.28 50.69 49.57 26.17

TRADES+TE [6] 83.88 54.65 53.89 50.40 48.97 20.30

TRADES+CONS [17] 82.94 55.07 54.38 50.49 49.34 12.25

TRADES+MT (Ours) 82.36 55.44 54.69 52.19 51.16 15.50

Comparatively, our solution has the highest robustness against most adversarial
attacks. This demonstrates the superiority of MT when integrated with AT.

5.3 Ablation Studies

We perform ablation studies to disclose the impact of each component in our
proposed method. Without loss of generality, we choose the PGD-AT+MT as the
training strategy, and CIFAR10 dataset. We use the PGD-10 attack to evaluate
the model robustness.

Fig. 4. Comparisons of consistency loss. (a) Test
robust; (b) Robust generalization gap

Impact of Consistency Loss.
As discussed in Sect. 2.3, there
are mainly two types of con-
sistency loss: MSE (Eq. 4) and
KL divergence (Eq. 5). We
measure their performance in
reducing the robust overfitting.
For fair comparisons, we restore
the model checkpoint from the
99th epoch and then apply the
two loss functions respectively.
All the other configurations and hyper-parameters are the same. Figure 4 shows
the test robustness and robust generalization gap for each loss. We observe that
the MSE loss always has slightly higher test robustness, and lower robust gener-
alization gap compared to KL divergence. One possible reason is that MSE can
better alleviate the model output overconfident predictions, which could be the
cause of robust overfitting [6].
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Fig. 5. Impact of the consistency weight and EMA decay. (a) Test robust of λ; (b) Robust
generalization gap of λ; (c) Test robust of η; (d) Robust generalization gap of η

Impact of Consistency Weight and EMA Decay. The hyper-parameters
of the consistency weight λ and EMA decay η are critical in determining the
effectiveness of our proposed method. Figure 5(a) and 5(b) shows the evaluation
results with different values of these two hyper-parameters. We fix η = 0.99 and
vary λ as 10, 20 and 30. We can see that a large λ helps reduce the robust
generalization gap, and increase the test robustness. In Fig. 5(c) and 5(d), we
fix λ = 30 and vary η as 0.90, 0.99 and 0.999. We observe that the robust
generalization gap decreases as η increases, and η = 0.999 gives the highest test
robustness and the smallest robust generalization gap. This is because in the
training process, after the first learning rate decay, the test robustness of the
student model improves very slowly. So using a larger η can result in a better
teacher model with longer memory. Such teacher model can give a more accurate
consistency loss. In sum, a larger consistency weight λ and EMA decay η can
improve the robust accuracy and reduce robust overfitting.

6 Conclusions

In this paper, we first hypothesize and verify that consistency regularization is
critical in improving the model robustness and mitigating robust generalization
gap for AT. Inspired by this observation, we propose a self-supervised learning
method, which can be incorporated with existing AT approaches to resolve the
robust overfitting issue. We introduce and update a teacher model as the Expo-
nential Moving Average weights of the student model across multiple training
steps. We further utilize the consistency loss to make the prediction distribution
of the student model over AEs consistent with that of the teacher model over
clean samples. Comprehensive experiments verify the effectiveness of our method
in improving robustness and reducing robust generalization gap.

As future work, we will study the theoretical connection between consistency
regularization and robust overfitting, and explore other more effective consis-
tency regularization.
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