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Abstract. Feature selection is an efficient method to extract useful infor-
mation embedded in the data so that improving the performance of
machine learning. However, as a direct factor that affects the result of fea-
ture selection, classifier performance is not widely considered in feature
selection. In this paper, we formulate a multi-objective minimization opti-
mization problem to simultaneously minimize the number of features and
minimize the classification error rate by jointly considering the optimiza-
tion of the selected features and the classifier parameters. Then,we propose
an Improved Multi-Objective Gray Wolf Optimizer (IMOGWO) to solve
the formulated multi-objective optimization problem. First, IMOGWO
combines the discrete binary solution and the classifier parameters to form
a mixed solution. Second, the algorithm uses the initialization strategy of
tent chaotic map, sinusoidal chaotic map and Opposition-based Learning
(OBL) to improve the quality of the initial solution, and utilizes a local
search strategy to search for a new set of solutions near the Pareto front.
Finally, a mutation operator is introduced into the update mechanism to
increase the diversity of the population. Experiments are conducted on 15
classic datasets, and the results show that the algorithm outperforms other
comparison algorithms.

Keywords: Feature selection · Classification · Multi-objective
optimization · Grey wolf optimizer

1 Introduction

With the increasing application of computer technology [12,20,21] and artificial
intelligence [11,13], different equipment in different industries will generate a
large number of high-dimensional datasets [18,19,22]. These high-dimensional
datasets promote the application of machine learning in many fields, such as
data mining [6], physics [3], medical imaging [1] and finance [5]. However, as
the complexity of machine learning models increases, an increasing number of
high-dimensional feature space datasets are generated, often containing many
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irrelevant and redundant features. These features will cause the machine learn-
ing algorithm to consume too many computing resources when performing clas-
sification and other operations and reduce the classification accuracy. Therefore,
it is necessary to use the method of feature selection to process the dataset.

The main idea of feature selection is to eliminate irrelevant features from all
feature spaces and select the most valuable feature subset [23]. Because irrel-
evant features are deleted, the number of features specified in the dataset is
reduced, so the classification accuracy of machine learning algorithms can be
improved and computing resources can be saved. Generally speaking, feature
selection methods are divided into three categories, namely, filter-based methods,
wrapper-based methods, and embedded methods. Among them, the wrapper-
based method trains the selected feature subset with the classifier and uses the
training result (accuracy rate) as the evaluation index of the feature subset.
Therefore, wrapper-based methods generally perform better than filter-based
methods in classification accuracy.

The wrapper-based feature selection methods depend on the performance of
the classifier. In general, the feature selection results obtained by using simple
classifiers (e.g., KNN and NB) are still applicable in complex classifiers. How-
ever, when a complex classifier is used for feature selection, the obtained feature
selection results are not applicable since the results are affected by the structure
of the classifier. For that matter, the classification parameters also have some
influence on the feature selection results. Therefore, the optimization of feature
selection can be performed in combination with the classification parameters of
the classifier. However, it may increase the complexity of the solution space.

With the continuous increase of the number of features, the search space
of feature selection algorithms is getting larger and larger. Therefore, the key
factor that affects the feature selection algorithm is the search technology. Tradi-
tional subset search techniques, such as Sequential Forward Selection (SFS) and
Sequential Backward Selection (SBS), can find the best feature subset, but this
search method is too inefficient and requires a lot of computing time. Compared
with traditional search technology, meta-heuristic algorithms such as dragonfly
algorithm (DA) [14], particle swarm optimization (PSO) [7], whale optimization
algorithm (WOA) [15], ant colony optimization (ACO) [9], genetic algorithm
(GA) [2] has good global search capabilities, and is widely used to solve feature
selection problems.

The grey wolf optimization (GWO) [16] is a group intelligence optimization
algorithm proposed by Mirjalili in 2014. It has the characteristics of strong con-
vergence performance, few parameters, and easy implementation. However, no
one algorithm can solve all optimization problems. In addition, the traditional
GWO cannot solve the feature selection problem, and there may be some short-
comings, such as easy to fall into local optimality and convergence high speed.
Therefore, it is necessary to improve the traditional GWO to make it more suit-
able for feature selection.
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In fact, feature selection is a problem with two goals of minimization: mini-
mizing the classification error rate and minimizing the number of features. Usu-
ally these two goals are contradictory, and an optimization algorithm is needed
to find their balance. Therefore, this paper proposes to use IMOGWO to solve
the feature selection problem.

The main contributions of this research are summarized as follow:

• We consider a multi-objective optimization method for joint feature selec-
tion and classifier parameter tuning by formulating a problem with a hybrid
solution space.

• We propose an IMOGWO algorithm to solve the formulated problem, in
which an initialization strategy using tent chaotic maps, sinusoidal chaotic
maps, and OBL to improve the initial solution. Moreover, we propose a local
search strategy to search for a new set of solutions near the Pareto front.
Furthermore, in the update mechanism, we introduce a mutation operator to
improve the diversity of the population.

• Experiments are conducted on 15 classical datasets to evaluate the perfor-
mance of using IMOGWO for feature selection, and the results are compared
with other algorithms to verify the effectiveness of the improvement factor.

The rest of the paper is structured as follows. Section2 introduces the prob-
lem construction for feature selection. Section 3 introduces the conventional
MOGWO, followed by the proposed IMOGWO. Section 4 presents the experi-
mental results. Section 5 presents the conclusions and possible future work direc-
tions.

2 Problem Formulation

In the problem of feature selection, a dataset includes Nrow × Ndim specific fea-
ture values, where each row represents a sample data, and each column represents
the specific values of different sample data about the same feature. The purpose of
feature selection is to select the most valuable R features to reduce the data dimen-
sion. However, in order to improve the classification performance of the SVM com-
plex classifier, we consider the joint features and the parameters of the classifier,
and adjust the parameters of the classifier while selecting the features.

We divide the solution space of feature selection into two parts, the first part
is the feature vector Ndim, each bit has a value of 1 or 0 (1 and 0 indicate that the
feature is selected and not selected, respectively). The second part is the param-
eter vector Nparm of the SVM classifier, which consists of three bits. The first
one is the kernel, and the value is 1 or 0 (1 and 0 indicate the selection of the
Gaussian radial basis kernel function and the hyperbolic tangent kernel function,
respectively). The second bit is the parameter c, in the range [2−1, 25], and the
third bit is the parameter gamma, in the range [2−4, 25]. Therefore, the feature
selection situation of the dataset can be represented by a one-dimensional array
X = (x1, x2, · · · , xNdim

, xk, xc, xg), which is a solution to the feature selection
problem.
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Since feature selection has two objectives, the feature selection problem is
a multi-objective optimization problem (MOP). The first objective to minimize
the classification error rate can be expressed as:

f1(X) = 1 − facc(X), (1)

where facc(X) represents the classification accuracy of the obtained feature sub-
set. Furthermore, the second goal is to reduce the dimension of feature subsets,
which can be expressed as:

f2(X) =
R

Ndim
, (2)

where R represents the number of features selected, and Ndim represents the total
number of features. Accordingly, the feature selection problem can be formulated
as follows:

min
{X}

&F = {f1, f2}, (3a)

s.t. C1 : xi ∈ {0, 1}, i = 1, 2, 3, · · · , Ndim (3b)
C2 : xk ∈ {0, 1}, (3c)

C3 : xc ∈ [
2−1, 25

]
, (3d)

C4 : xg ∈ [
2−4, 25

]
, (3e)

C5 : 1 < R < Ndim, (3f)
C6 : 0 ≤ facc(X) ≤ 1, (3g)

where C1 represents the restriction of the value range of each dimension of
the feature vector in the solution, C2 represents the restriction of the classifier
parameter kernel in the solution, C3 represents the restriction of the classifier
parameter c in the solution, and C4 represents the constraints of the classifier
parameter gamma in the solution, C5 represents the restriction of the number of
selected features, and C6 represents the restriction of the classification accuracy.

3 The Proposed Approach

In this section, we introduce traditional MOGWO, then introduce IMOGWO
with an improvement factor and use it to solve feature selection problems.

3.1 Traditional MOGWO

Although GWO is relatively new, it is designed to solve single-objective opti-
mization problems. Therefore, it cannot be directly used to solve MOP. [17]
proposed MOGWO as a multi-objective variant of GWO. In MOGWO, two new
mechanisms are integrated: the first is the archive, which is used to store all
non-dominated Pareto optimal solutions obtained so far, and the second is the
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leader selection strategy, which is responsible for selecting the first leader (α),
the second leader (β), and the third leader (δ) from the archive.

Archive: As the algorithm is continuously updated, each iteration will produce a
new solution. If there is a solution in the archive that dominates the new solution,
it will not be added to the archive. If the new solution dominates one or more
solutions in the archive, the new solution replaces the solution dominated by it
in the archive. If the new solution and all the solutions in the archive do not
dominate each other, the new solution is also added to the archive. However,
in such an iterative process, there may be more and more individuals in the
archive. Therefore, we will set an upper limit for the archive so that the number
of individuals in the archive population does not exceed the upper limit while
maintaining population diversity. If the number of individuals in the archive
exceeds the set value, use the method in NSGA-II [4] to delete the population.

Leader Selection Strategy: In GWO, the leader (α, β, δ) can be determined
by the value of the objective function, but in MOP, the pros and cons of the
individual are determined by the dominance relationship and cannot be dis-
tinguished by simple function values. To redefine the selection mechanism of
α, β and δ wolves. The current optimal solution of the algorithm is stored in
the archive. Therefore, the individual is directly selected as the leader from the
archive. At the same time, in order to improve the exploration ability of the
algorithm, the wolf with a large crowding distance is selected as the leader.

3.2 IMOGWO

MOGWO has some shortcomings in solving optimization problems, such as
strong global search ability but weak local search ability. Therefore, we propose
IMOGWO, which introduces chaotic mapping and opposition-based learning ini-
tialization strategy, local search strategy and mutation operator to improve the
performance of MOGWO. The proposed IMOGWO pseudocode is given in Algo-
rithm 1, and the details of introducing the improvement factor are as follows.

Mixed Solution of MOGWO. MOGWO was originally to solve the continu-
ous optimization problem and cannot be directly used to solve the feature selec-
tion problem. Therefore, for discrete binary solutions, we introduce a v-shaped
transfer function to map the solution from continuous space to discrete space,
so that the algorithm is suitable for feature selection problems. The description
of the v-shaped transfer function is as follows:

P (x) =
∣
∣
∣
∣

x√
x2 + 1

∣
∣
∣
∣ , (4)

where x represents the position of the gray wolf, and the v-shaped transfer func-
tion can frequently change the search variable, which promotes the exploration of
the solution space. The method to update the dimensions of the binary solution
is as follows:
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xt+1 =

{
¬xt, Nrand < P (x)
xt, otherwise

(5)

where xt is a dimension of a binary solution in iteration t. Through the above
binary mechanism, the continuous solution of traditional MOGWO can be effec-
tively transformed into discrete solution, so that the algorithm can be used for
feature selection problem.

Algorithm 1: Pseudocode of the Proposed IMOGWO
1 Define and initialize the related parameters: population size Npop, solution

dimension Ndim and objective functions, etc.;
2 Use Eqs. (6), (7) and (8) to initialize the population pop;
3 The opposition population Opop is generated by Eq. (9);
4 Calculate the objective values for each solution;
5 Select Npop fittest ones from {pop ∪ Opop} as the initial population;
6 Find non-dominated solutions and put them in the Archive;
7 Sort the non-dominated solutions in descending order of crowding distance;
8 while t < T do
9 Update Xα, Xβ , Xδ according to the crowded distance;

10 Update the jth dimension of Xα by using Eqs. (11), (12);
11 for i = 1 to Npop do
12 Update the position of Xi using Algorithm 2;
13 end
14 Calculate the objective values of new solutions and update the archive;
15 if the archive is full then
16 Use methods in NSGA-II to remove partial members in archive;
17 end
18 t=t+1;

19 end
20 Return archive;

TS-OBL Initialization Strategy. The traditional GWO algorithm uses a
random initialization method, which is easy to implement, but this may lead to
uneven distribution of wolves and low coverage of the solution space. Therefore,
we introduce chaotic map and Opposition-based Learning (OBL) strategies to
improve the initial solution.

The population initialization strategy of OBL is to find the optimal solution
from two directions. It can be combined with other strategies. After using a
certain strategy to generate the initial solution, OBL is used to generate its
opposite solution, so as to make the distribution of the initial solution more
uniform and the diversity of the population higher. Therefore, we combine OBL
with chaotic map initialization strategy and propose a TS-OBL initialization
strategy. The specific process is as follows:
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First, when the number of features is less than 30, half of the individuals in
the population adopt the strategy of random initialization, and half of the indi-
viduals adopt the strategy of tent chaotic map initialization. When the number
of features is greater than or equal to 30, all individuals in the population use
the sinusoidal chaotic map initialization strategy. The calculation method of the
chaotic map is as follows:

tent : yi+1 =

{
yi

0.7 , yi < 0.7
10
3 (1 − yi), yi ≥ 0, 7

i = 1, 2, 3, · · · , T/2 (6)

Sinusoidal : yi+1 = ay2
i sin(πyi), a = 2.3 i = 1, 2, 3, · · · , T (7)

where yi is the ith chaotic variable and T is the maximum number of iterations.
The calculation method for mapping the chaotic variable yi from the interval
[0, 1] to the corresponding solution space is as follows:

xi = li + (ui − li) yi, (8)

where li and ui are the minimum and maximum values of the variable value
range.

Second, OBL is used to generate the opposite solution of the initial solution.
The calculation formula of each dimension of the inverse solution is as follows:

x̃d = ld + ud − xd. (9)

Finally, calculate the two objective function values of 2Npop initial solutions,
use NSGA-II to sort the initial solutions, and select the best Npop solutions as
the initial solutions.

Local Search Strategy. Because MOGWO easily falls into the local optimal
value in the later stage of the calculation operation. Only a small perturbation
of the non-dominated solution set can make the wolf search in a new direction
to increase the probability of finding a new optimal value. Therefore, in the later
iteration stage, we change the value of the classifier parameter c or gamma of
each solution in the non-dominated solution set as the newly generated nearby
solution. At the same time, to not increase the computational time complexity,
we discard the poorer half of the population and select the better half for updates.
The method to find the solutions around the non-dominated solution set is as
follows:

xnew = x + rx, (10)

where r ∈ [−0.5, 0.5], x is the value of the parameter c or gamma in the solution.
The main steps of the update mechanism using the local search strategy are
shown in Algorithm 2.
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Novel Update Mechanism with Mutation Operators. The traditional
MOGWO may reduce the diversity of the population. For example, when xα is
far from the optimal solution or falls into the local optimal, the performance
of the algorithm may be greatly reduced. Therefore, we set a threshold ϕ to
determine whether a certain feature dimension of α wolf has been mutated. The
formula for calculating the threshold ϕ is as follows:

ϕ = 0.5(
t

T
), (11)

where t is the current number of iterations. The mutation method of α is as
follows:

xj
α =

{
1 − xj

α, Nrand < ϕ ,Ndim < 60
xj

α, otherwise
(12)

where xj
α represents an unselected feature dimension of α wolf.

Algorithm 2: Update Mechanism using Local Search Strategy
1 Define and initialize the related parameters;
2 while t < T do
3 if t < 175 or Ndim >= 60 then
4 Npop = Npop;
5 end
6 else
7 Npop = Npop/2;
8 Sort the solutions in the population from good to bad according to

NSGA-II;
9 end

10 for i = 1 to Npop do
11 Updating Xi according to the mathematical model of the grey wolf

algorithm;
12 end
13 Calculate the objective values of new solutions and update the archive;
14 if t < 175 or Ndim >= 60 then
15 for each non-dominated solution do
16 Update the position of the current non-dominated solution by Eq.

(10) to generate a new solution;
17 end

18 end

19 end
20 Return new solutions;
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4 Experimental Results and Analysis

In this section, we will conduct tests to verify the performance of IMOGWO on
the feature selection problem. In addition, we introduce the datasets and setups
used in the experiments, and the test results of IMOGWO and several other
multi-objective feature selection methods are given and analyzed.

4.1 Datasets and Setups

In order to verify the proposed multi-objective optimization algorithm, we used
15 benchmark datasets collected from UC Irvine Machine Learning Reposi-
tory. [10] and [8] describe the main information of the used datasets.

In this paper, we use MOPSO, MODA, MOGWO and NSGA-II as com-
parative experiments. Note that the multi-objective algorithm here is different
from the traditional algorithm in that the solutions are all mixed solutions that
combine discrete binary solutions and continuous solutions. They are the same
as the solution form of IMOGWO. In addition, for the fairness of comparison,
each algorithm sets the same population size (20) and iteration (200). In order
to avoid the randomness of the experiment, each algorithm runs 10 times on
the selected dataset, and 70% of the instances are used for training and 30% for
testing.

We used Python 3.8 to conduct the experiment and use SVM to solve the
data classification problem.

Table 1. Classification error rate and number of selected features obtained by different
algorithms.

Dataset MOPSO MODA MOGWO NSGA-II IMOGWO

err. Nfea err. Nfea err. Nfea err. Nfea err. Nfea

Arrhythmia 0.3642 99.13 0.4020 64.67 0.4332 4.33 0.3283 135.09 0.2962 3.15

Breastcancer 0.0329 2.20 0.0296 2.40 0.0379 2.30 0.0288 2.55 0.0263 2.20

BreastEW 0.0514 5.00 0.0586 3.60 0.0822 3.80 0.0308 9.80 0.0255 2.60

Dermatology 0.1559 3.33 0.1855 4.00 0.1533 6.10 0.1407 14.15 0.1338 3.95

Class 0.3144 2.00 0.2508 2.40 0.2988 3.00 0.2608 3.33 0.2411 2.20

HeartEW 0.1578 2.20 0.1512 3.00 0.1650 2.00 0.1602 2.75 0.1521 2.10

Hepatitis 0.2908 3.10 0.2900 3.00 0.3305 4.11 0.2655 6.16 0.2600 2.05

Hillvalley 0.4435 27.00 0.4519 23.25 0.4657 4.00 0.4466 46.00 0.4238 2.21

Ionosphere 0.1037 4.67 0.1151 6.74 0.1943 4.00 0.0786 10.00 0.0672 2.80

Krvskp 0.0710 6.00 0.0979 5.20 0.0758 2.80 0.0645 9.56 0.0858 2.60

Lymphography 0.5519 2.06 0.5545 2.43 0.5784 2.60 0.5385 3.50 0.5385 2.10

Sonar 0.1778 14.25 0.2306 8.30 0.2862 2.67 0.1844 19.00 0.1815 3.33

WDBC 0.0414 4.60 0.0441 3.33 0.0950 2.89 0.0299 9.00 0.0257 3.00

Wine 0.0364 3.15 0.0527 2.80 0.0755 2.66 0.0347 5.10 0.0320 2.70

Zoo 0.1479 2.30 0.1033 2.30 0.1843 2.80 0.1268 2.95 0.1033 2.30
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Fig. 1. Solution distribution results obtained by different algorithms on different
datasets.



A MOO Method for Joint FS and Classifier Parameter Tuning 247

4.2 Feature Selection Results

In this section, the feature selection results obtained by different algorithms are
introduced. Figure 1 shows the experimental results of IMOGWO on 15 datasets
and compares them with MOPSO, MODA, MOGWO and NSGA-II. Each graph
represents a different dataset. The name of the dataset is displayed at the top
of the graph, the classification error rate is displayed on the horizontal axis, and
the feature subset/total feature is displayed on the vertical axis. It can be seen
from Fig. 1 that IMOGWO selected fewer features in most of the datasets and
achieved a lower classification error rate. Table 1 shows the average statistics of
the classification error rate and the number of selected features for each of the 10
runs based on feature selection for MOPSO, MODA, MOGWO, NSGA-II, and
IMOGWO. It is evident from the table that the proposed IMOGWO has better
performance on the two objectives of feature selection compared to the other
four algorithms. On the whole, compared with other algorithms, IMOGWO has
the best performance. Therefore, it is proved that these improvement factors can
reasonably improve the performance of traditional MOGWO.

5 Conclusion

This paper studied the problem of feature selection in machine learning and then
proposed IMOGWO for jointly selecting features and classifier parameters. In
IMOGWO, we proposed an initialization strategy based on a combination of tent
chaotic map, sinusoidal chaotic map and opposition-based learning to improve
the initial solution. Then, we introduced a local search method to search for
solutions near the Pareto front, improving the development capability of the
algorithm. Finally, a mutation operator was proposed to enhance the diversity
of the population. Experimental results showed that the algorithm has the best
performance on 15 datasets, obtaining fewer features and smaller error rates
compared to MOPSO, MODA, MOGWO and NSGA-II.
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