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Abstract. Knowledge-aware dialogue generation aims to generate infor-
mative and meaningful responses with external knowledge. Existing
works are still insufficient to encode retrieved knowledge regardless of
the dialogue context, which probably leads to the introduction of irrel-
evant information. In this paper, we propose a dialogue generation
model named CKFS-DG, which filters out context-irrelevant and off-
topic knowledge to reduce the influence of redundant knowledge. Specif-
ically, we design a knowledge-enriched encoder and a topic fact predictor
to improve the quality of fusion knowledge. For achieve the knowledge-
enriched encoder, we put forward a context-knowledge attention mecha-
nism to dynamically filter out irrelevant knowledge conditioned on con-
text. For the topic fact predictor, we utilize the probability distribution
on retrieved facts to retain on-topic knowledge. The experimental results
on English Reddit and Chinese Weibo dataset demonstrate that CKFS-
DG outperforms the state-of-the-art neural generative methods in knowl-
edge utilization, and CKFS-DG could reduce the influence of irrelevant
knowledge to generate reasonable responses.

Keywords: Dialogue generation · Knowledge aware · Knowledge
selection · Attention mechanism · Topic prediction

1 Introduction

The open-domain dialogue generation task is designed to generate a reason-
able response for a given post. However, different from a human, a machine can
merely extract limited information from the post and cannot associate the dia-
logue with background knowledge [1]. Consequently, it is difficult for a machine
to completely comprehend the post and thus generate diverse and informative
response. To address this problem, some prior studies begin to enhance the
performance of dialogue generation by external knowledge [2]. In recent years,
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many researches integrate commonsense knowledge graphs as additional repre-
sentations, and generate responses conditioned on both the post and the extra
knowledge.

Fig. 1. An example of dialogue generation, including a post-response pair and retrieved
facts from knowledge graph based on the entity words (orange words) in the post. The
fact whose tail entity (blue words) appears in the truth response is the golden fact. The
two generated responses are given without/with considering the topic of the dialogue.
(Color figure online)

To fully leverage the retrieved facts, Seq2Seq [3] framework with knowledge-
aware mechanism is proposed to integrate the retrieved facts in encoder and gen-
erator module [1,2]. In encoder module, retrieved knowledge facts are encoded
into additional semantic representation, which facilitates the understanding of
the post. In generator module, retrieved facts are read as one of the word sources
for response generation. However, most frameworks to retrieve knowledge facts
do not consider specific dialogue context, which probably results in introducing
noise in knowledge integration. On the one hand, some candidate facts retrieved
by off-topic entity words in the post may be redundant. As illustrated in Fig. 1,
generated response 1 is generic because the model focuses on the entity “great”,
and generated response 2 is relatively reasonable because of noting “play” that
is the topic of this dialogue. Obviously, topic entities are essential and retrieved
facts through them may be more meaningful for developing conversation [4].
On the other hand, an entity may have multiple meanings, but only one specific
meaning is involved in a particular context. Some retrieved knowledge facts based
on the multi-meaning entity can be irrelevant to the current dialogue [5]. If irrel-
evant facts are encoded in knowledge integration, it might introduce redundant
information for response generation. Therefore, we argue that it will be necessary
to fuse relevant knowledge facts in post representation and select appropriate
topic facts in response generation.
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To address the aforementioned challenges, in this paper, we propose CKFS-
DG (a model for dialogue generation with Commonsense Knowledge Fusion and
Selection) based on the Seq2Seq framework with two major knowledge-aware
components, (1) a knowledge-enriched encoder that fuses filtered knowledge as
additional semantic representation of the post, and (2) a topic fact predictor
that predicts topic entities and facts, which facilitates the selection of appro-
priate knowledge facts for response generation. The motivation to design the
knowledge-enriched encoder is to enhance the semantic of the post by combining
relevant knowledge representations. Contextual knowledge attention mechanism
is designed as a filter to dynamically filter out irrelevant knowledge based on
the contextual vector of the post. For selecting appropriate topic facts, topic
fact predictor is introduced to generate topic fact probability distribution over
the retrieved facts, whose probability is adopted to guide word selection in
response generation. We evaluate CKFS-DG on English Reddit and Chinese
Weibo dataset [5] to demonstrate its effectiveness over the state-of-the-art dia-
logue generation methods. Our contributions are summarized as follows:

– We propose a knowledge-enriched encoder with context-knowledge attention
mechanism to dynamically filter out irrelevant knowledge and enhance the
semantic of the post by combining external knowledge representations;

– We design a topic fact predictor to generate topic fact distributions over the
retrieved facts, which facilitates accurate knowledge selection;

– Experiments on Reddit and Weibo demonstrate the effectiveness of the pro-
posed method on benchmarks of knowledge-aware dialogue generation.

2 Related Works

Knowledge-aware dialogue generation aims to generate informative and meaning-
ful responses with external knowledge, such as additional texts [6] or knowledge
graphs [4,7]. CCM [2] first applies a large-scale commonsense knowledge graph to
facilitate the generation of a response with one-hop graph attention mechanisms.
Some studies consider that the multi-hop graph is likely to contain more infor-
mative knowledge [1,4]. However, these models encode all retrieved knowledge
to a representation, ignoring that the retrieved knowledge may contain irrelevant
information that are useless for dialogue generation.

Hence, knowledge selection module that could select the appropriate knowl-
edge gains much attention in knowledge-aware dialogue generation [8]. Generally,
existing methods for combining knowledge selection and response generation
can be grouped into two categories: a joint way and a pipeline way [9]. The
joint approaches integrate knowledge selection into the generation process, that
consistently select knowledge related to the current decoding step [9,10]. The
joint ways result in the decoder being designed more complexly. The pipeline
approaches separate knowledge selection from generation [11,12]. Some studies
adopt attention mechanism [13,14] to filler out irrelevant knowledge, but could
not utilize the actual knowledge as supervised training. ConKADI [5] utilizes the
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posterior knowledge distribution over the retrieved facts to select felicitous facts
for generation. However, these works hardly consider the role of topic entities
for generating on-topic responses. Different from some works attempting to cap-
ture the topic in the dialogue [4,15], we predict topic words and facts based on
posterior information in responses, that is proven useful for knowledge selection.

In this work, we adopt a pipeline approach to focus on the knowledge selection
easily. Different from previous works, we design context-knowledge attention
mechanism to filter out irrelevant knowledge based on context, and a topic fact
predictor as posterior knowledge selection module for reducing the influence of
irrelevant knowledge in dialogue generation.

3 Methodology

3.1 Task Formulation and Model Overview

Knowledge-aware dialogue generation is defined as given a post X = (x1, ..., xn)
and a set of candidate knowledge facts F = {f1, f2, .., fN} to generate a response
Y = (y1, ..., ym). The words in the post X can be divided into entity words and
common words. Candidate facts are retrieved from knowledge graph based on the
entity words in the post [2]. A candidate fact fi is formally a triple < hi, ri, ti >,
including head entity, relation and tail entity. In particular, knowledge aware
dialogue generation targets to generate a response which can not only express
consistent semantics as the post, but also embody the entity words contained in
the candidate knowledge facts explicitly. The goal of training is to maximize the
posterior probability of generating the truth response

∑
(X,Y,F )∈D

1
|D|p(Y |X,F ).

The overview of the proposed model is shown in Fig. 2, which is consists of
four components. First, Context Encoder encodes an utterance into contextual
representation. Second, Knowledge-enriched Encoder encodes the post by fus-
ing the filtered knowledge. Context-knowledge attention mechanism is proposed
to dynamically filter out irrelevant facts in word-level based on the context.
Third, Topic Fact Predictor calculates the topic fact probability distributions
over retrieved facts to guide the generation. Finally, Response Generator gener-
ates a response by selecting from vocabulary, entity words, and copied words.

3.2 Context Encoder

The context encoder extracts information from the utterance by encoding the
sequence into contextual representations, with bi-directional GRU network [16]:

hf
t = GRUf

(
hf
t−1,xt, ext

)

hb
t = GRU b

(
hb
t+1,xt, ext

) (1)

where xt ∈ R
K is the word embedding corresponding to xt. To enhance seman-

tics, we add the matched entity embedding vector ext ∈ R
de of xt, which will

be a de-dimensional zero vector if xt is a common word. The contextual state of
the post is denoted as Hx = (hx

1, ...,h
x
n), and hx

t =
[
hf
t;h

b
t

]
.
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Fig. 2. Overall architecture of the proposed CKFS-DG. It contains four parts: Context
Encoder, Knowledge-enriched Encoder, Topic Fact Predictor and Response Generator.

3.3 Knowledge-Enriched Encoder

The knowledge-enriched encoder is designed to encode the post by combin-
ing retrieved knowledge as additional semantic representations, which facilitates
the understanding of a post. Apparently, as shown in Fig. 1, some preliminary
retrieved knowledge facts may be irrelevant to the dialogue. Therefore, when
using external knowledge to enhance context representation, it is necessary to
filter out irrelevant knowledge based on the dialogue context.

Context-knowledge Attention Mechanism. We design the context-knowledge
attention mechanism to dynamically filter out irrelevant knowledge in the word-
level, inspired by previous works [14]. The major difference lies in that the
context-knowledge attention mechanism generates filtered fact vector gx

t for t-th
word xt in post, because each word may focus on different parts of the candidate
facts. Formally, filtered fact vector is calculated:

gx
t =

N∑

i=1

αt
if i, α

t
i = softmax(βt

i ) (2)

βt
i = (Whhx

t )
� tanh (Wff i) (3)

where f i = [hi; ri; ti] ∈ R
de+dr+de is the embedding vector of i-th fact. Wh

and Wk are trainable. αt
i is the attention weight that measures the relevance

of the contextual state hx
t and the fact f i. Given contextual state hx

t , context-
knowledge attention mechanism tries to discard the redundant parts of candidate
facts, and remain relevant parts to form the filtered knowledge vector gx

t .
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Knowledge-Enriched Encoder. To better fuse the filtered knowledge, knowledge-
enriched encoder encodes the post into knowledge-aware representation. Refer-
ring to Eq. 1, bi-directional GRU network reads post and filtered knowledge
vector, then outputs a contextual state sequence that contains relevant external
knowledge information:

hf′
t = GRUf ′ (

hf′
t−1,xt, ext , g

x
t

)

hb′
t = GRU b′ (

hb′
t+1,xt, ext , g

x
t

) (4)

where ext is matched entity embedding vector and gx
t is filtered knowledge vec-

tor. In context encoding, the encoder encodes information from three aspects:
word vectors, entity vectors, filtered knowledge vectors. After the knowledge-
enriched encoder, the contextual state of the post is denoted as Hx′

=
(hx′

1 , ...,hx′
n ), and the hidden state representation hx′

t =
[
hf′
t ;hb′

t

]
.

3.4 Topic Fact Predictor

Considering that some retrieved facts may be redundant for current dialogue,
we select appropriate facts for generating responses via the topic fact predictor.
The topic fact predictor mainly consists of topic entity predictor and key fact
predictor. The topic entity predictor predicts distribution over entity words in
the post, denoting the probability of an entity word becoming discussion topic.
The key fact predictor is designed to predict distribution over candidate facts,
meaning that the probability of a fact selected in response generation.

Topic Entity Predictor. The topic entity predictor infers the topic probability
over entity words in the post. As seen in Fig. 1, candidate facts are retrieved
by entity words such as “great” and “play”. But “play” looks more like a dis-
cussion topic. The candidate facts retrieved through topic entity may be more
useful for response generation. Inspired by teacher-student network [14], poste-
rior knowledge selection takes the context and response as input and generates
the posterior distribution ze

post over entities as soft label. The prior distribution
ze
prior is trained to be close to the posterior, and generates without response as

input:

ze
post = softmax

(

tanh
(
FeWe

post

)
· tanh

([
hx′
n ;hy

m

]
Wh,e

post

)�)

ze
prior = softmax

(

tanh
(
FeWe

prior

)
· tanh

(
hx′
n Wh,e

prior

)�) (5)

where Fe ∈ R
|T |×de is the embedding matrix of entity words in the post, and T

is the set of entities. We
post,W

e
prior,W

h,e
post and Wh,e

prior are trainable parameters.
softmax and tanh are activation functions. hx′

n is the contextual representation of
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the post X obtained by the knowledge-enriched encoder and hy
m is the contextual

representation of the response Y obtained by the context encoder.
Key Fact Predictor. The key fact predictor selects the facts that highly coin-
cide with the dialogue. Given the context and fact representation, the predictor
outputs a probability distribution zf over the F by feedforward neural networks:

zf
post = softmax

(

tanh
(
FWf

post

)
· tanh

([
hx′
n ;hy

m

]
Wh,f

post

)�)

zf
prior = softmax

(

tanh
(
FWf

prior

)
· tanh

(
hx′
n Wh,f

prior

)�) (6)

where F ∈ R
N×(de+dr+de) is the embedding matrix of candidate facts F . We

calculate the probability distribution zp of candidate facts:

zp =

{
λze

post + (1 − λ) zf
post if train

λze
prior + (1 − λ) zf

prior else
(7)

where λ is a hyperparameter to control the contribution of distribution. zp is
used to calculate the topic fact representation: fz = zp · F.

The loss function of topic fact predictor consists of three parts: the Bag-of-
Words (BoW) [17], Cross Entropy (CE) and Kullback-Leibler divergence (KLD)
loss [18]. The purpose of the BoW loss is to measure the accuracy of contextual
and topic fact vector to response generation. Meanwhile, the label Ie, If are 0–1
indicator vectors to supervise the training of ze

post and zf
post . Ie

i is either 1 or 0,
denoting whether the i-th entity word in post is one of topic entities or not. If

i

indicates whether the target entity in i-th facts is in the truth response or not.
The labels are applied in CE loss. KLD loss is used to force prior distribution
and posterior distribution to become as close as possible. Thus, the training
objective of the key fact predictor module is to minimize a loss:

Lp = LBoW + LCE(ze
post , Ie) + LCE(zf

post , If )

+ LKLD(ze
post , ze

prior ) + LKLD(zf
post , zf

prior )
(8)

3.5 Response Generator

The response generator is used to generate the sentence conditioned on context
and topic fact vector. Formally, the hidden states of decoder are computed:

hy
t = GRU

(
hy
t−1, [ut−1; ct−1]

)
(9)

where ut−1 = [yt−1; eyt−1 ] connects word embedding and entity embedding of
the last predicted token yt−1; ct−1 is attentive context vector [19]; the initial-
ization state of the decoder is hy

0 = tanh([hx′
n ; fz]Winit).
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The current word yt is generated by choosing from the vocabulary, entity
words or copy words. Therefore, Pv, Pe, Pc are the probability distributions over
vocabulary, entity words and copy words, respectively, calculated as follows:

Pv (yt) = softmax (elu([hy
t ;ut−1; ct]Wv1)Wv2)

Pe (yt) = γtzp + (1 − γt)softmax(elu(FWef ) · elu([hy
t ;ut−1]Wet)�)

Pc (yt) = softmax(elu(Hx′
Wcx) · elu([hy

t ;ut−1; ct]Wct)�)

(10)

where zp is topic fact distribution, calculated in topic fact predictor. γt =
sigmoid([hy

t ;ut; ct]Wγ) is a gate to control the contribution of topic fact distri-
bution. Next, we employ three selection gates to dynamically generate different
kinds of words:

p (yt) = νv
t pv (yt) + νe

t pe (yt) + νc
t pc (yt) (11)

νt = [νv
t , νe

t , νc
t ] = softmax ([hy

t ;ut−1; ct]Wp) ∈ R
3 (12)

where ν is the gate to control the contribution of three types of words. The loss
function Ln of the generator module consists of two parts: the first part is the
log-likelihood of the generated response; the second part is cross-entropy loss,
which aims to supervise the gated prediction distribution:

Ln = −
∑

log P (yt | yt−1:1,X, F ) −
∑

It · log (νt) (13)

where It ∈ R
3 is a 0–1 indicator vector. For example, if t-th word in truth

response is an entity word, It = [0, 1, 0]. Finally, the overall loss to train CKFS-
DG is computed: L = Ln + Lp.

4 Experiments

4.1 Datasets

We conduct experiments on two large-scale dialogue datasets: English Reddit [2]
and Chinese Weibo [5], which are open-domain single-round dialogue datasets.
Both datasets are aligned with the commonsense knowledge graph ConcetNet1.
The statistics of Reddit and Weibo dataset are provided in Table 1. The statistics
table includes the number of dialogue pairs in training and test sets. Additionally,
the number of candidate facts and the average number of facts per dialogue
pair are included. Golden facts are the facts whose target entity appears in the
response Y . According to statistics, each dialogue pair involves a large number of
candidate facts and few golden facts, that makes it difficult to select appropriate
facts for response generation.

1 Available at: https://conceptnet.io.

https://conceptnet.io
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Table 1. The statistics of knowledge-aware dialogue dataset Reddit and Weibo.

Datasets Train Test (valid) Facts Avg facts Avg golden facts

Reddit [2] 1,352,961 40,000 149,803 85.01 1.009

Weibo [5] 1,019,908 56,661 696,466 77.66 1.293

4.2 Baselines

We compare the performance of CKFS-DG with seven neural generative meth-
ods. These models are divided into three categories: without knowledge as input,
with one-hop knowledge graph and with two-hop knowledge graph. Firstly,
Seq2Seq [3] takes the post as input. Copy [20] can reproduce words from
posts. And then, GenDS [7] utilizes entity words in one-hop knowledge graph.
CCM [2] exploits knowledge graph with graph attention mechanisms to cap-
ture the semantics of the knowledge facts. ConKADI [5] designs felicitous fact
recognizer to detect the facts that highly coincide with the dialogue context.
Finally, ConceptFlow [1] simulates the dialogue flow in the two-hop knowledge
graph space. TSGADG [4] employs two-hop based static graph attention to
deepen the understanding of context. Considering that our model only utilizes
one-hop knowledge graph, we mainly compare with the first two categories.

4.3 Experimental Setup

In the experiment, our model is implemented with Tensorflow2. Most hyper-
parameters are consistent with ConKADI [5]. In detail, we use a fixed English
vocabulary of 30,000 words, and a Chinese vocabulary of 50,000 words. The
word embeddings adopt the Glove word embeddings with the dimension of 300.
TransE embedding [21] is used for the entity and relations representations in the
facts, whose dimension is 100. The state size of GRU network, used in encoder
and decoder, is 512. The adam optimizer is used for training, and the initial
learning rate is 0.0001. We halve the learning rate when perplexity [22] increases
on validation data, and stop training if the perplexity improves for two successive
iterations. The batch size is 100. The maximum number of epochs is 25.

4.4 Evaluation Metrics

To measure the quality of the generated responses, we introduce the common
evaluation metrics [5,10] from five aspects:

Knowledge Utilization: Ematch [2] is the average number of overlap-
ping entities in the generated responses and candidate facts, that measures the
model’s ability to use the tail entities in the candidate facts. Euse [5] further con-
siders the number of head entities to evaluate the utilization of entities. Erecall [5]
is the ratio of overlapping entities between the generated responses and the
ground-truth responses, which evaluates the accuracy of knowledge selection.
2 https://github.com/tensorflow/tensorflow.

https://github.com/tensorflow/tensorflow
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Embedding-Based Relevance: Embavg [23] evaluates the similarity
between the generated responses and the ground-truth responses by using the
averaged word embedding. Embex [23] uses each dimension’s extreme value of
word embedding.

Overlapping-Based Relevance: BLEU-2 [24] measures n-gram overlap
rate between the generated response and the ground-truth response.

Diversity: Distinct-2 [25] is a ratio of distinct bigrams in the generated
responses, assessing the diversity of generated responses.

Informativeness: Entropy [26] is computed by averaging word-level entropy
in the generated responses, measuring informativeness of generated responses.

4.5 Results and Analysis

Experimental Results. We compare CKFS-DG with the baselines on Reddit
and Weibo dataset. Experiment results are shown in Tables 2 and 3.

In knowledge utilization evaluation, CKFS-DG outperforms the baseline
methods in selecting appropriate knowledge, which can be proved by Erecall

on Reddit dateset. The Erecall of our model is improved by 21.4% compared
to ConKADI. The proposed topic fact predictor has the potential to select the
accurate facts from candidate knowledge facts. Although Ematch drops by 3.2%,
the overall Euse increases by 12.6%. The advantages of our model lie in utilizing
the copy mechanism, that exploits entity words in posts. The experiments on the
Weibo dataset also basically achieve the effectiveness of ConKADI. The results
demonstrate that our model selects entity words in candidate facts and has high
utilization of the knowledge for response generation.

In embedding-based relevance evaluation, Embex of our model improves by
15% compared to ConKADI on Reddit, indicating that the semantics between
the responses generated by our model and the ground-truth responses are more
similar. In overlapping-based relevance and diversity evaluation, BLUE-2 and
dist-2 value are moderate compared to other models. Analysis of these two

Table 2. Experimental Results on Reddit. † means that the result is borrowed from
ConKADI [5] and § means that the result is borrowed from TSGADG [4].

Metrics Entity Score Embedding Overlap

(%)

BLEU-2

Diversity

(%)

dist-2

Informativeness

Entropy

Ematch Euse Erecall Embavg Embex

Seq2Seq† [3] 0.41 0.52 0.04 0.868 0.837 4.81 1.77 7.59

Copy† [20] 0.14 0.67 0.09 0.868 0.841 5.43 8.33 7.87

GenDS† [7] 1.13 1.26 0.13 0.876 0.851 4.68 3.97 7.73

CCM† [2] 1.08 1.33 0.11 0.871 0.841 5.18 5.29 7.73

ConKADI† [5] 1.24 1.98 0.14 0.867 0.852 3.53 18.78 8.50

ConceptFlow§ [1] 1.26 - - 0.82 0.81 5.14 12.28 8.14

TSGADG§ [4] 1.57 - - 0.88 0.63 5.15 27.25 8.53

CKFS-DG(Ours) 1.20 2.23 0.17 0.88 0.865 4.93 14.39 8.42



CKFS-DG 103

Table 3. Experimental Results on Weibo. † means that the result is borrowed from
ConKADI [5].

Metrics Entity Score Embedding Overlap

(%)

BLEU-2

Diversity

(%)

dist-2

Informativeness

Entropy

Ematch Euse Erecall Embavg Embex

Seq2Seq† [3] 0.33 0.58 0.13 0.770 0.500 2.24 1.04 6.09

Copy† [20] 0.33 0.68 0.13 0.786 0.501 2.28 2.18 6.13

GenDS† [7] 0.75 0.84 0.26 0.789 0.524 2.09 1.66 5.89

CCM† [2] 0.99 1.09 0.28 0.786 0.544 3.26 2.59 6.16

ConKADI† [5] 1.48 2.08 0.38 0.846 0.577 5.06 23.93 9.04

CKFS-DG(Ours) 1.44 2.00 0.38 0.816 0.592 4.32 24.88 9.57

indicators by CCM and ConKADI, the high BLUE-2 based on word charac-
ter similarity losts the diversity of generated responses to a certain extent [5].
In informativeness evaluation, entropy of our model improves by 5.8% compared
to ConKADI on Weibo, that further confirms the advantages of our model in
integrating knowledge and generating informative responses. We also found that
the entropy is slightly lower than ConKADI on Reddit. The reason may be that
the collected sources of the two datasets are different, and there are inherent
differences of datasets, as mentioned in [5]. The experimental results prove that
our method has the ability to selecting appropriate knowledge facts to generate
informative responses.

Ablation Study. We conduct further ablation experiments to dissect our
model. The experimental results are shown in Table 4. We analyze the influence
and role of each module by comparing the experimental results of the model with
and without this module. Specifically, (1) w/o TEP is the model without topic
entity predictor, whose role is to predicte dialogue topic entity in the post. (2)
w/o KE is the model removing knowledge-enriched encoder, which is based on
the context-knowledge attention mechanism and generates knowledge-enriched
contextual representation of post. (3) w/o TFP is the model without topic fact
predictor, including topic entity and fact prediction of the current dialogue.

Table 4. Results of ablation study on Reddit and Weibo. Comparative experiments
include: (1) “-w/o TEP” without Topic Entity Predictor, (2) “-w/o KE” without
Knowledge-enriched Encoder and (3) “-w/o TFP” without Topic Fact Predictor.

Reddit Weibo

Metrics Erecall Embex BLEU-2 dist-2 Entropy Erecall Embex BLEU-2 dist-2 Entropy

CAFS-DG 16.4 0.865 4.938 14.392 8.426 37.45 0.592 4.321 24.877 9.566

- w/o TEP 15.93 0.571 5.154 24.059 8.971 36.12 0.588 4.085 27.587 9.541

- w/o KE 13.59 0.849 3.966 15.764 8.263 36.46 0.567 4.127 26.611 9.462

- w/o TFP 12.6 0.855 5.614 7.374 7.857 32.34 0.542 3.671 4.590 6.579
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The results show that (1) when our model removes the topic entity pre-
dictor, Erecall drops by 2.8% and Embex drops by 33.9% on Reddit. It shows
that predicting the topic entities helps the model generate responses related
to the topic, and there is a high semantic similarity between the generated
responses and the target responses. Intuitively, the topic entity predictor will
make the model pay more attention to candidate facts related to topic enti-
ties in response generation. Without topic entity predictor, dict-2 decreases by
10.9% on Weibo, indicating that focusing on the topic of the dialogue may lose
the diversity of generated responses. (2) Without knowledge-enriched encoder,
Erecall and BLEU-2 decrease by 17.1% and 19.7% on Reddit respectively. The
module uses the context-knowledge attention mechanism to construct filtered
knowledge representation, and generates knowledge-enriched contextual vector
of post. The performance of the model is improved with this module, showing
that the knowledge-enriched encoder module is helpful to strengthen the seman-
tic representation of the post. (3) Removing the topic fact predictor, Erecall

drops by 13.6% and entropy drops by 31.3% on Weibo. It demonstrates the
importance of topic fact predictor to generate informative and diverse responses
with appropriate entities in retrieved facts.

Case Study. As shown in Table 5, we discuss two typical cases, including gen-
erated responses by our model and baselines CopyNet, CCM and ConKADI.

In case 1, candidate facts were retrieved based on the entity words in the
post such as “great” and “play”. The retrieved facts whose head entity is “play”
should receive more attention. Comparing with “great”, “play” is more likely
to be the topic point of the current conversation. CCM and ConKADI do not
select golden facts and generate generic responses. Our model focuses on the
topic entity “play” and selects facts to generate a reasonable response. From the
perspective of response quality, our model generates a natural response according
to dialogue topic.

In case 2, it is obvious that “paper” and “work” in the post are important
topic entities, but “zombies” are not. ConKADI paid attention to the “paper”
while also paying attention to the “zombies” when generating responses. Our
model utilizes candidate facts to infer “graduation” from “work” and generates
relatively fluent responses.

We further visualize the probability distribution over candidate facts for
the above cases in Fig. 3. The distribution plots on the left are generated by
ConKADI, and the plots on the right are generated by CKFS-DG. In each plot,
the words on the left are the entity words in the post, and no more than 25 knowl-
edge facts are retrieved based on each entity word. The probability distribution
value for each fact is distinguished by the color of the plots.

Obviously, in case 1, the focus of ConKADI is the candidate facts whose head
entity word is “great”. Different from ConKADI, our model pays attention to
the facts “〈play, RelatedTo, team〉” which is used for generate responses. In case
2 our model focuses on knowledge facts related to “work”. Our model further
utilizes candidate facts to infer the word “graduation” based on the dialogue
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Table 5. Two cases of knowledge-aware dialogue generation. The comparison models
include CopyNet, CCM, ConKADI, and our model CKFS-DG. The orange words are
the entity words in the post, the blue words are the entity words in the true response,
and the green words are entity words in the candidate facts.

context. Compared to ConKADI, our model introduces topic entity predictor to
focus on the relevant topic entities, which helps to select appropriate knowledge.

Fig. 3. Visualization of probability distributions over candidate facts for the two cases.
We only show the 25 candidate facts retrieved for each entity word in posts.
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5 Conclusion and Future Work

We propose a knowledge-aware dialogue generation model CKFS-DG to inte-
grate external knowledge into response generation. In particular, we design
context-knowledge attention mechanism to filter out redundant knowledge for
knowledge enhanced context representation, and topic fact prediction mecha-
nism to select appropriate knowledge facts for response generation. Experimental
results on Reddit and Weibo datasets demonstrate the effectiveness of CKFS-DG
in selecting appropriate knowledge and generating informative responses. In the
future, we intend to introduce different forms of knowledge into the generation
model effectively and naturally.
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