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Abstract. Research on listed companies is an important part of stock analysis.
This study proposes an automatic construction method of the knowledge graph
for the financial industry chain, which can better track and study the relationship
between the production and operation of listed companies from the perspective of
the graph. To solve the problems of high expert labor costs, late update and main-
tenance, and unstandardized and label-lacking datasets during the construction of
vertical domain knowledge graphs, this study conducts knowledge extraction of
unstructured text by integrating two dependency parsing methods, phrase struc-
ture trees, and dependency parse trees. Furthermore, this study uses automatically
labeled datasets to train a deep learning-based named entity recognition model.
This method, which integrates the two abovementioned methods, improves nor-
malization ability and allows for the automatic construction of a financial industry
chain knowledge graph.

Keywords: Knowledge graph · Dependency parsing · Named entity
recognition · Construction · Phrase structure tree · Dependency parse tree

1 Introduction

The stockmarket is an important channel for corporate financing and resource allocation
because it is a significant part of the capital market. The stock price reflects the value
of the listed company, making stock price analysis inseparable from listed company
research [1]. The evaluation of a listed company’s value is often based on its fundamental
dimensions, including its production and operation, the future development prospects of
its industry, and the impact of macroeconomic policies. However, listed companies are
often related to and influenced by each other. Particularly in the production and operation
processes of listed companies, there are often complex relationships between upstream
and downstream suppliers, partners, or competitors.

The financial industry has accumulated a large amount of structured and unstructured
data, and many high-performance big data processing technologies [2] have made sig-
nificant contributions to financial security and data analysis [3, 4]. A knowledge graph is
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a semantic web that describes the relationship between real objective entities and records
attributes of entities and their interrelationships in a “entity-relation-entity” triple set.
Knowledge graphs have become increasingly popular in the financial industry in recent
years for financial investment [5], fraud detection [6], and Knowledge Graph-based
Question and Answer (KBQA) [7].

Previous research on the correlation and influence between listed companies has
demonstrated that a knowledge graph can not only link the entity knowledge buried
in the text in a network, but also perform vectorized mapping of the embedding space
for the graph using matrix decomposition [8], random-walk based embedding [9, 10],
graph neural networks [11], and other powerful graph embedding technologies. Finally,
during the downstream task, the mapped knowledge graph can be used to extract entity
attributes and additional information hidden in the graph structure, or it can be integrated
with other knowledge graphs.

The present study proposes a method which automatically extract entities such as
raw materials and products from the texts describing production and operation activities
of listed companies, and then construct a knowledge graph of the company’s industry
chain. Listed companies usually provide detailed information on their main products
and raw materials used for production in their Initial Public Offering (IPO) prospectus
and annual financial reports. Natural language texts describing production and operation
can differ significantly across industries and even between companies within the same
industry. Furthermore, many entity names are long and contain complex relationships.
Therefore, recognizing financial industry chain entities is more difficult than recognizing
named entities in the common field.

The construction of a financial knowledge graph has its own challenges because
the required dataset is extracted from descriptive unstructured text in prospectuses and
annual financial reports of listed companies, and there is no labeled dataset of enterprise
upstream and downstream industry chains. Manual data labeling is almost equivalent to
manually constructing a knowledge graph, and the text materials of listed companies are
continuously updated. Thus, building andmaintaining a knowledge graph of the industry
chain is time consuming. Therefore, an automated extraction and labeling method is
urgently required. TheNamed Entity Recognition (NER) is themost important technique
for building a knowledge graph [12]. Currently, extracting accurate company information
from prospectuses and annual financial statements of listed companies using the general
domain NER model is difficult. Downstream industry chain entity information urgently
requires an automated construction method.

The main objectives of this study are as follows. First, this study proposes combin-
ing phrase structure tree [13] and dependency parse tree [14] to analyze the subject-
predicate-object structure, sentence components, corresponding parts of speech, and
other information from relatively regular sentences to address the lack of labeled data in
the financial industry chain. Second, this study combines a set of manual rules to com-
plete the task of extracting financial entities. Third, automatic data labeling is achieved
by reverse-mapping the dictionary generated from the financial entities extracted from
the entity extraction task into the original text. Manual labeling cost can thus be sig-
nificantly reduced. Finally, based on the financial text annotation dataset, the present
study constructs a NER model for the financial industry chain based on the pre-training
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model and Bi-LSTM+CRF [15]. The accuracy and recall rate of entity extraction in
the financial industry chain have been effectively improved through the integration and
optimization of phrase structure tree, dependency parse tree, and the NER model.

This article contains the following sections: in Sect. 2, we introduce related work
on construction of knowledge graphs in vertical domains; in Sect. 3, we introduce the
method for constructing industry chain knowledge graph, including ontology modeling
and knowledge extraction methods; in Sect. 4, experiments are conducted on the knowl-
edge extraction, which proposes the effectiveness of knowledge extraction methods in
this paper for construction of industry chain knowledge graph; Sect. 5 is conclusion.

2 Related Work

This section discusses related work on knowledge graph construction, vertical domain
knowledge extraction, and dependency parsing. With the rapid advances in computer
capabilities [16, 17], network facilities [18, 19], and the new algorithms [20, 21], large
amounts of data [22, 23] can be collected and processed quickly, safely [24, 25] and
accurately to generate the useful information or knowledge with the aid of machine
learning [26, 27] and artificial intelligence [28, 29] techniques.

A knowledge graph is a technology that uses a graph model to describe knowledge
andmodel the relationships between everything in the world. Recently, the accumulation
of crowdsourceddata on theWorldWideWebhas led to the creationof various knowledge
graphs in the general domain, including Freebase [30], DBpedia [31], Yago [32], and
BaiduGraph [33]. Unlike general domain knowledge graphs, vertical domain knowledge
graphs are usually developed to solve a specific problem in a specific profession, and
they have a higher practicability. Typical examples of such knowledge graphs include
the e-commerce domain knowledge graph from Alibaba [34], Linked Life Data medical
domain knowledge graph [35], and Chinese medicine knowledge graphs [36].

When constructing a vertical domain knowledge graph, domain ontology modeling,
knowledge extraction, knowledge fusion, and knowledge storage are all required tech-
nologies. Knowledge extraction methods for unstructured text are mainly classified into
four categories: extracting knowledge based on expert-created rules, extracting knowl-
edge based on statistical models such asHiddenMarkovModel (HMM) andConditional
Random Field (CRF) [37, 38], extracting knowledge based on dependency parsing com-
binedwith domain knowledge [39, 40], and extracting knowledge based on deep learning
methods such as pre-trained models and recurrent neural networks [41]. The develop-
ment of a knowledge extraction method based on manually created rules often requires
high labor costs owing to the need to involve a large group of experts and the need
for professionals to maintain time and update. However, knowledge extraction methods
based on statistical models and deep learning models usually require a large number of
labeled datasets in vertical domains to be input.

To solve the problems of high labor costs, late updates, and lack of labeled datasets
that occur when developing knowledge graphs in the financial industry chain, this study
proposes a knowledge extraction model based on dependency parsing technology. This
study uses this foundation to label unstructured texts and use the labeled data as inputs
to train a depth-based NER model Finally, the problem of the insufficient generalization
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ability of a single method is solved by integrating the two models, and the automatic
construction of the knowledge graph for the financial industry chain can be achieved.

3 Construction Method of Industry Chain Knowledge Graph

First, the ontology of the knowledge graph in the financial field is constructed in this
section using the analytical logic usedwhen researching listed companies. Subsequently,
a knowledge extraction method for industry chains based on dependency parsing is
proposed. According to the extraction results, this study performed an automatic labeling
task and used deep learning to train the NER model. Finally, the generalization ability
of knowledge extraction is improved using model fusion, and the method proposed in
this study can automatically develop an industry chain knowledge graph in the financial
field.

3.1 Ontology Modeling of Knowledge Graphs in Financial Field

Ontology is the foundation and framework of a knowledge graph. An ontology is a
semantic model that defines entity types, entity attributes, and associations between
entities in a knowledge graph [42]. A knowledge graph in the financial field developed
in this study must support the fundamental analysis of listed companies; therefore, the
logical structure of the ontology must be consistent with stock research methods. The
ontology must include not only listed companies and entities related to them, but also
the relationships between entities and the unique attribute information of each entity.

Listed 
company 

Industry

Belong to (industry)

Raw 
materialUpstream require

Main 
product

Downstream product

company 
shareholder

holding
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Nationality
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Financial 
attribute

Fig. 1. The ontology of knowledge graphs in the financial field. Circles represent entities, squares
represent attributes, and lines with text represent edges. The listed company entity is the core of
the knowledge graph, and other industry entities, shareholder entities, etc. are connected to the
listed company entities through edges.
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The ontology of the financial knowledge graph developed in this study, as shown in
Fig. 1, includes the following:

1. Entity types are defined as listed companies, raw materials, main products, industry,
and company shareholders.

2. Following the definition of entity types, the relationship types between them are also
defined. The relationship type between the listed company entity and the industry
entity; for example, is “belong to (industry),” and between the listed company entity
and the main product entity is a “downstream product.”

3. The attribute information of each entity is also defined; for example, the entity
attributes of the company shareholder entity include age, nationality, and city.

A graph definition includes a series of triplets. In this study, we are mainly concerned
with extracting < listed company-downstream product-main product > and < listed
company-upstream needs-raw materials > knowledge in the form of triples.

As shown in Table 1, the data used in this study to develop an industry chain knowl-
edge graph mainly comes from the IPO prospectus and annual financial statements of
listed companies. The specific data used included statements, shareholder data, and
tabular and text data describing the main product and raw materials.
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Fig. 2. The framework shows the general steps to construct a knowledge graph. From left to
right, it shows a typical process from raw data, knowledge extraction, knowledge fusion to finally
constructing a graph and storing it.

Figure 2 depicts the financial knowledge graph construction process. Raw data were
divided into three types: structured, semi-structured, and unstructured. Structured data
are directly extracted from listed company entities using manual rules and used to
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supplement the attribute information. Semi-structured data are used to produce share-
holder and main product information of listed companies. Unstructured data is used to
extract upstream raw material information from the text of the listed company, which
describes its production and operation processes. The extracted knowledge is fused with
the existing knowledge graph to produce a final knowledge graph.

Table 1. Data sources for building knowledge graph.

Data type Data content Knowledge graph

Structured data Statement data in Annual Financial
Statements

Financial attribute of listed
company

Semi-structured data Shareholder data in Annual Financial
Statements

Information about
shareholders

Semi-structured data Tabular data describing the
downstream main product of listed
company in Annual Financial
Statements

Main product entity

Unstructured data Text data describing upstream raw
materials of listed company in
Annual Financial Statements and
prospectus

Raw material entity

3.2 Knowledge Extraction Based on Dependency Parsing

Dependency parsing is one of the most important tasks in natural language processing.
It is a prerequisite for an in-depth understanding of natural language. It performs a
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Fig. 3. The example of extracting entities from sentences and building knowledge graphs based
on the phrase structure tree method. The sample is a sentence of a listed company describing the
raw materials needed for its production. In the typical example of the phrase structure tree, the
NP words appearing after VC (marked in bright yellow) are raw material entities. (Color figure
online)
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structural analysis of natural language, splitting different sentence structures and their
dependencies into a tree-like structure logic, which is easy to understand and analyze.
Dependency parsing techniques can be divided into two language structure disassembly
methods: phrase structure trees and dependency parse trees. This study proposes a raw
material entity extraction method based on these two language structure disassembly
methods.

The phrase structure tree divides sentence from top to bottom based on Probabilistic
Context-FreeGrammar (PCFG) and recursively decomposes them into Inflection Phrase
(IP), Verb Phrase (VP), Noun Phrase (NP), and other structures according to the phrase
structure tree, as shown in Fig. 3. In this study, the knowledge extraction task was
implemented according to the NP structure division.

The theory of dependency parsing is used to create a dependency parse tree. It gen-
erates a dependency syntax tree for a sentence and focuses on the dependencies between
words in the sentence, such as the definite relationship, subject-predicate relationship,
and nouns juxtaposition, as shown in Fig. 4. In this study, the knowledge extraction task
is mainly accomplished by extracting the object and the coordinate word (COO) based
on dependencies such as the verb-object (VOB).
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Fig. 4. The example of extracting entities from sentences and building knowledge graph based
on the dependency parse tree method. The sample is a sentence of a listed company describing
the raw materials needed for its production. In the typical example of the dependency parse tree,
the words pointed to by the VOB relation and the words associated with it (by COO relation) are
raw material entities (marked in bright yellow). (Color figure online)

In this study, the phrase structure tree and dependency parse tree were combined
to extract joint entities. This method not only considers the sentence phrase structure,
but also introduces the dependency between words to obtain a better financial entity
extraction effect, as shown in Fig. 5.

3.3 Automatic Labeling and Named Entity Recognition

The financial knowledge extraction task can be completed using well-structured text
using a dependency parsing-based method. Owing to the diversity of the semantic struc-
ture of financial texts, a dependency parsing-based method cannot completely cover all
scenarios. Therefore, this method has certain limitations. In this study, the NER model
is used to cover other less regular sentences and is combined with dependency parsing
to improve generalization ability.
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Fig. 5. The framework shows themodel fusionprocess of phase structure trees and the dependency
parse trees. The input text describes the raw materials required for production. The output is the
union of the results of the knowledge extraction of the two models. The fusion model takes into
account both sentence phrase structure and dependency between words.

In this study, the dependency parsing module was used to complete part of the entity
extraction tasks. The extracted entity information can be customized into dictionaries
for various industries, and then mapped back to the text using manual rule-matching
to complete the automatic labeling task. The BIO labeling mode is used for data set
labeling, which means that non-entity data are marked with “O,” and the first character
of the upstream raw material entity is marked as B_PM, and the internal character is
marked as I_PM. After the automatic data labeling was completed, to scientifically and
reasonably evaluate the performance of the model trained in this study, the labeled data
were divided according to a certain proportion, of which 28,000 pieces were divided
into training data sets, and the remaining 1000 pieces of data were manually annotated
by experts to form the test dataset.

The NER method developed in this study uses the encoder of the pretraining model
as a feature extractor. The embedding sequence of the sentence was used as input into the
Bi-LSTM model for re-encoding, yielding a better representation of the input features.
Bi-LSTM is adopted instead of the other versions of LSTM to achieve the retention of
information transfer between the context and the context. Finally, SoftMax function is
combined with the CRF to produce the optimal label sequence. The pre-training model
and the downstream task model are combined to generate a deep bidirectional language
representation using ALBERT as a pre-training model [43]. Bi-LSTM can effectively
use the bidirectional data features of the sequences. Owing to the existence of the CRF
layer, the model can also use the constraint information between sentence-level tags, as
shown in Fig. 6.
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Fig. 6. Named Entity Recognition model. The samples used for training are annotated by the
method based on dependency parsing in Sect. 3.2.

4 Experiment

In this section, experiments are conducted on the knowledge extraction model based on
the dependency parsingmethod and the NERmodel based on an automatic labeling task.
Unstructured texts from the IPO prospectuses and annual financial statements of listed
companies that describe their production and operations were used as data. Among
them, 28,000 samples were classified as training datasets, while the remaining 1,000
samples were manually annotated by stock analysis experts to create test datasets. The
experimental results were used to compare model performance, including Precision,
Recall and F1 − Score, which are commonly used evaluation metrics in knowledge
extraction tasks.

Precision was used for the prediction results, and it indicates how many of the
predicted positive samples were true positive. Precision is determined as follows:

Precision = TP

TP + FP
(1)

where TP (true positives) is the number of samples that the model predicts positive
classes as positive, and FP (false positives) is the number of samples that the model
predicts negative classes as positive.

Recall is for the original sample, which indicates how many positive examples in
the sample were predicted correctly. Recall is determined as follows:

Recall = TP

TP + FN
(2)

where FN (false negatives) is the number of samples that the model predicts a positive
class as negative. Because the p recision and recall indicators sometimes contradict each
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other, they must be considered comprehensively. The most used method is F1− Score,
which is calculated as follows:

F1− Score = 2× Precision× Recall

Precision+ Recall
(3)

This study uses the Stanford CoreNLP + NLTK technologies [44] and the Baidu
artificial intelligence platform [33] to achieve knowledge extraction based on a phrase
structure tree and dependency parse tree. This study also proposes a joint extraction
method that combines the two models, allowing for simultaneous consideration of the
phrase structure of the sentence and dependencies between words. Table 2 shows the
specific experimental results, the F1 score of the fusion model is higher than the indi-
vidual models, which shows that after integrating the phrase structure and dependency
parse, the ability to extract knowledge has further improved.

Table 2. Knowledge extraction based on dependency parsing.

Precision Recall F1-socre

Phrase structure tree 0.6335 0.5605 0.5948

Dependency parse tree 0.7844 0.6559 0.7144

Phrase structure tree + Dependency parse tree 0.7917 0.7110 0.7492

The dataset obtained after completing the labeling task based on the dependency
parsing module is used to train the NER model of ALBERT + Bi-LSTM + CRF.
The parameters for training the entity recognition model: GELU was used as the loss
function, the hidden layer size was 768, a 12-head attention mechanism was used, a 12-
layer transformer encoding structure was used, which supported a maximum encoding
length of 512 bytes, and the hidden layer of Bi-LSTM was 128 neurons. During the
training process, the epoch was set to five, and the batch size was set to 128, the initial
learning rate was set to 0.001, and the number of training rounds was automatically
corrected.

The proposed dependency parsing-based knowledge extraction method can directly
extract industrial chain entities from well-structured sentences. The entity extraction
task for other less-regular sentences can be better accomplished by developing a NER
model. Finally, this study used two models to jointly complete the entity extraction task.

Compared with English NER, Chinese NER is different since it usually involves
word segmentation. Two Chinese NER mothods, FLAT [45] and UIE [46], are used for
performance comparison. FLAT is Flat-LAttice Transformer, which leverages the span
position encoding. UIE is Universal Information Extraction, which uses a unified text-
to-structure generation framework. As shown in Table 3, in the entity extraction task of
the financial industry chain, FLAT uses more word segmentation information, so it has a
high recall score, while the precision descends heavily. Instead, UIE has a more smooth
Precision and Recall. Compared with a single model, the fused model in this paper gets
a higher F1-Score and significantly improved Recall, and improves generalization and
knowledge extraction abilities.
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Table 3. Named entity recognition based on deep learning.

Precision Recall F1-socre

Phrase structure tree + Dependency parse tree 0.7917 0.7110 0.7492

NER (ALBERT + Bi-LSTM + CRF) 0.7565 0.6616 0.7059

FLAT 0.5937 0.8311 0.6826

UIE 0.6970 0.7252 0.7110

Phrase structure tree + Dependency parse tree + NER 0.7097 0.8076 0.7555

5 Conclusion

This study proposed a knowledge extraction method based on a dependency parsing that
combined phrase structure trees and dependency parse trees to extract industry chain
knowledge and perform automated labeling tasks. This study used the obtained dataset
to train the NER model based on ALBERT + Bi-LSTM + CRF and fused it with the
dependency parsing knowledge extractionmodel, which improved generalization ability
and allowed for the automatic construction of an industry chain knowledge graph. This
automated knowledge graph construction technology can assist in automatically tracking
and studying associations between listed companies.
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