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21Experimental Design and Data Analysis 
for fMRI

Geoffrey K. Aguirre

�Introduction

Functional magnetic resonance imaging (fMRI) methods 
continue to evolve rapidly. Subtle experimental designs have 
been joined by more powerful data analysis methods to 
detect and interpret evoked changes in neural activity. 
Despite constant development, there are several core princi-
ples of fMRI methodology that can be used as a guide to 
understand the current state of the field and whatever advance 
awaits tomorrow. This chapter concerns itself primarily with 
this core understanding but considers several specific aspects 
of fMRI experiments. Along the way, the chapter also notes 
some of the specific challenges that exist in the fMRI studies 
of clinical populations, although a detailed consideration of 
these issues is contained in Chap. 25.

Topics will be raised roughly in the same order as they 
present themselves in the course of the conception and com-
pletion of an fMRI experiment. This order of presentation 
also moves from general issues in neuroimaging inference to 
more specific aspects of fMRI and finally to the idiosyncratic 
properties of blood-oxygen-level-dependent (BOLD) fMRI 
and their implication for experimental design and analysis. 
To start, the chapter considers two categories of neuroimag-
ing experiments, each of which examines a different direc-
tion of the relationship between the brain and behavior. Next, 
different techniques of isolating and manipulating mental 
operations that might be used in the service of these experi-
mental designs will be discussed. Regarding experimental 
design, the chapter considers the possible temporal ordering 
of stimuli within an fMRI experiment, including the paradig-
matic “blocked” and “event-related” designs.

This section requires us to grapple with two critical prop-
erties of BOLD fMRI data: the hemodynamic response func-
tion and the temporal autocorrelation of the noise. We then 
turn our attention to related analysis issues. The steps of data 

preprocessing that prepare fMRI data for statistical analysis 
are reviewed, followed by a consideration of the univariate 
analysis of fMRI data.

�Basic Types of Neuroimaging Inference

Regardless of the particular neuroimaging methodology 
employed (e.g., fMRI, positron emission tomography [PET], 
and event-related potential [ERP]), there are three broad cat-
egories of experimental questions that might be asked. Each 
category probes a different direction of the relationship 
between the brain and behavior, and each one makes differ-
ent assumptions for valid inference. Within these broad cat-
egories lie many different experimental designs, each with 
particular assumptions and inferences. Generally, placing a 
study within an inferential category can help organize one’s 
thinking about the assumptions that underlie a particular 
experiment.

�Forward Inference

One class of neuroimaging experiments is concerned with 
forward inference, which generally examines the anatomical 
and neural correlates of a given mental operation. One appli-
cation of forward inference is to ask localization questions. 
For example, does perception of a face activates a particular 
area of the brain different from that evoked by perception of 
other stimuli? Does the cognitive process of “working mem-
ory” evoke neural activity within the frontal lobe or some-
where else? In general, these designs present a subject with a 
task designed to evoke a particular cognitive state of interest 
selectively, and the neuroimaging method identifies if and 
where the changes in neural activity accompany the cogni-
tive process. Clearly, this type of experiment requires a way 
to manipulate the mental state of the subject, isolating the 
mental operation of interest from the other processes that 
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invariably are present (e.g., button pushing, preparing 
responses, etc.).

The next section discusses several methods that might be 
used to do so. If successful, a localization study allows one 
to conclude that a particular area of the brain is “activated” 
by a particular cognitive operation. Importantly, neuroimag-
ing methods, in general, are severely restricted in their ability 
to make conclusions regarding the necessity of a region for a 
cognitive operation. In other words, the presence of focal 
activation for a particular mental operation does not imply 
that a lesion to that area of the brain would impair the 
subject’s ability to perform that mental operation. The rea-
sons for this are manifold. For example, multiple areas of 
activity might be found, any one of which (perhaps working 
in parallel or one serving as a “backup” for the other) would 
be capable of supporting the process of interest. In this case, 
the region still plays an interesting role in the cognitive pro-
cess, although it is not strictly necessary. A second challenge 
is the lack of perfect control over the mental states of the 
subject we seek to study. Although stimuli and instructions 
designed to evoke a particular cognitive process can be pre-
sented, there can be no guarantee that the subject has entered 
that cognitive state and no other. The subject may unwit-
tingly engage in confounding cognitive processes in addition 
to that intended by the experimenter or, alternatively, may 
fail to differentially engage in the process. This is the central 
challenge of interpreting most neuroimaging studies of 
localization—it is difficult to be certain that the experimental 
variable of interest has been properly manipulated.

Several applications of localization-type neuroimaging 
studies of patient populations can be conceived. The use of 
fMRI to identify “eloquent” (or otherwise functionally 
important) cortex for neurosurgical planning is one example. 
Importantly, the caveats expressed previously regarding the 
conclusion of “necessity” using a neuroimaging study are 
particularly relevant for this application (see Atlas et al. [1] 
and Chap. 31 for further details).

By contrast, implementation studies ask about the compu-
tational mechanisms of a cognitive process within a cortical 
region. This type of study begins with the assumption that a 
cortical region engages in computations that support a par-
ticular cognitive process. The purpose of the study is then to 
determine the parameters of neural activity that mediate the 
area’s participation in that process. For example, does an 
area of the prefrontal cortex change its bulk level of neural 
activity as a function of increasing working memory load 
(i.e., remember four items instead of two)? Is the speed of 
motion encoded differently from the direction of motion 
within area MT? As is true for all forward inference studies, 
the key assumption is that the perception or behavior of the 
subject is controlled by the experiment, permitting conclu-
sions that link neural states to internal mental states.

A related clinical application is the detection of dynamic 
pathology. The properties of this mode of inference derived 
from the use of fMRI to detect spontaneous patterns of neu-
ral activity that are unlike neural activity evoked by normal 
mental operations. The prototypical use is the detection of 
the cortical origin of seizure activity [2]. Unlike many of the 
other applications of fMRI discussed here, the localization of 
neural activity does not rely upon a behavioral or stimulus 
paradigm to create a particular pattern of neural activity but 
instead is designed to detect endogenous, pathological neural 
patterns. This may be done by relating neural imaging sig-
nals to the timing of the symptoms or another form of moni-
toring (e.g., simultaneously acquired scalp 
electroencephalogram [EEG]). Alternatively, the study may 
identify brain areas that demonstrate pathological patterns of 
neural activity, even when it cannot be specified when those 
events took place. To do so, it is necessary to specify signal 
parameters that can distinguish between normal and abnor-
mal neural patterns (e.g., Esteller et al. [3]).

�Reverse Inference

A reverse inference design probes a different direction of the 
relationship between brain and behavior and asks: What cog-
nitive process does a given task evoke? This type of experi-
ment leverages knowledge about the neural correlates of 
particular mental states to learn something about an imper-
fectly understood behavior. One begins by assuming that 
neural activity in a particular area of the brain is a marker of 
the presence of a particular mental state and no other. 
Depending on the application, this neural activity may be 
read from local or distributed neural locations.

The Focal reverse inference is based upon the presence of 
neural activity at a particular brain location. For example, the 
neural activity of a certain magnitude at a certain spot in the 
fusiform gyrus indicates that the subject has the visual per-
ception of a face. The subject then performs a task that may 
or may not evoke the cognitive process of interest. For exam-
ple, ambiguous stimuli are presented that can be perceived as 
a face or a vase. If the specified neural activity is seen, the 
conclusion is drawn that the subject saw a face at that 
moment in time. This type of design may therefore be used 
to test hypotheses regarding the engagement of cognitive 
processes during a behavioral state in which the cognitive 
processes need not be under experimental control. This type 
of experiment has been the basis of the rapidly growing 
fields of emotional, social, and economic neuroscience, in 
which activity at certain brain locations is taken as evidence 
of a particular emotional state or value judgment.

What provides the evidence that a particular region is 
uniquely activated by a specific cognitive process? Logically, 
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only an exhaustive neuroimaging examination of every pos-
sible cognitive process, under every possible circumstance, 
could provide the necessary evidence. This is obviously 
practically impossible, so a series of neuroimaging experi-
ments that demonstrate activation of a particular region dur-
ing a given cognitive process and no other usually suffices to 
support the assumption (a logical inference termed enumera-
tive induction).

Within the clinical realm, this type of inference is used as 
a surrogate measure of a behavioral state. Some diseases pro-
duce symptoms that are subjective and can only be imper-
fectly measured by observation or patient report. The 
experience of pain is an example of this kind. In other cases, 
patients experience symptoms that they under-report, such as 
those with drug addiction who minimize their degree of drug 
craving. Some patients may have important internal cogni-
tive states that are not evident to the clinician, such as patients 
who are “locked-in” from pontine lesions or those who are in 
a minimally conscious state following more extensive corti-
cal damage [4]. Finally, there are patients who feign neuro-
logical deficit either due to psychopathology or due to hope 
for secondary gain. In each of these cases, fMRI might be 
used to measure an internal mental state of a subject that is 
not easily obtained through simple behavioral observation.

A related approach is distributed reverse inference. This 
is the inferential mode behind the enormously powerful and 
rapidly expanding techniques of multivoxel pattern analysis 
(MVPA) [5]. In these designs, the pattern of neural activity 
across voxels is used to classify behavioral or perceptual 
states. Critically, the process of “decoding” behavior from 
the neural activity is preceded by a training phase, in which 
the distributed neural response to a particular stimulus is 
measured. The patterns of response observed during the 
training period are then used to classify the novel behavioral 
or perceptual states during the test phase. Therefore, an 
MVPA experiment effectively includes both a forward infer-
ence study (during the training phase) and a reverse infer-
ence study (during the test or decoding phase). The result is 
a uniquely powerful design that provides an inferentially 
sound basis for prediction and classification.

�Connectivity

The third class of experiments examines the relationship 
between brain states. These approaches obtain the time-
varying signal from different brain regions and base infer-
ences upon the relationship between these regions. The 
burgeoning field of resting-state connectivity [6] examines 
the distribution of phase-locked signal fluctuations across the 
brain during a putative rest state, to parcellate cortex and to 
classify mental states. A related approach quantifies the con-
nectivity between different cortical regions—the extent to 

which one cortical region influences neural activity in 
another region [7]. These connectivity maps may then be 
compared across populations (clinical or otherwise) and 
between different behavioral states. Brain connectivity is 
detailed in-depth in Chap. 24.

�Manipulation of the Cognitive Process

As was discussed, many neuroimaging experiments depend 
upon the isolated manipulation of a cognitive process for the 
study. In particular, localization experiments require that a 
cognitive process of interest be isolated from other mental 
operations so that the neural correlates of that process can be 
observed. In implementation experiments, some aspects of 
the stimulus or mental operation must be varied so that the 
neurocomputational correlate of its processing can be stud-
ied. Here, we consider several broad classes of experimental 
manipulation of a cognitive operation. Note that any of these 
techniques can be coupled with a particular temporal struc-
ture of design (e.g., event-related or blocked), as described in 
the next section.

Cognitive subtraction is the prototypical method of isolat-
ing a cognitive process and is the most problematic. Typically, 
one condition of an experiment is designed to engage a par-
ticular cognitive process, such as face perception, episodic 
encoding, or semantic recall. This “experimental” condition 
is contrasted with a “control” condition designed to evoke all 
of the cognitive processes present in the experimental period, 
except for the cognitive process of interest. Differences in 
neural activity between the two conditions can be attributed 
to the cognitive process of interest. In essence, a cognitive 
process is isolated in an “all or none” fashion. As discussed 
previously, there is no direct control over the mental states of 
the subject, so the danger is always present that the subject 
might engage in a confounding mental operation in addition 
to the one of interest. Additionally, cognitive subtraction 
relies upon the assumption that a cognitive process can be 
added to a preexisting set of cognitive processes without 
affecting them (an assumption termed pure insertion). This 
might fail if, for example, the act of pressing a button to sig-
nal a semantic judgment is different from pressing a button 
in response to a visual cue. Effects upon the imaging signal 
that result from this difference would be erroneously attrib-
uted to semantic judgment per se.

The cognitive conjunction design [8] has been proposed 
to reduce reliance upon the assumption of pure insertion. The 
method uses a set of paired cognitive subtractions, each of 
which need not completely isolate the cognitive process of 
interest. The imaging data are then analyzed to find areas that 
have a significant, consistent response across subtractions. 
The identification of the same region across multiple pairs of 
subtractions strengthens the conclusion that the area is acti-
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vated by the cognitive process that is isolated in each of the 
subtraction pairs.

Parametric designs offer an attractive alternative to cog-
nitive subtraction approaches. In a parametric design, the 
experimenter presents a range of different levels of some 
parameter and seeks to identify relationships (linear or other-
wise) between the imaging signal and the values that the 
parameter assumes. This can be done to identify the neural 
correlates of straightforward changes in stimulus properties 
or manipulations of a cognitive process. As compared to cog-
nitive subtraction methods, failure of the pure-insertion 
assumption is less plausible for parametric designs as the 
cognitive process is present during all conditions. This 
method can be further extended using factorial designs, 
where multiple parameters are manipulated to identify addi-
tive and interactive changes in neural activity [9].

Finally, carryover designs examine the effect of stimulus 
context and history upon neural response [10]. Sequential 
transitions between stimuli are controlled, and the effects 
examined. The most common application of these designs is 
for the measurement of neural adaptation or habituation [11]. 
The approach exploits the well-demonstrated repetition–sup-
pression phenomenon, in which a set of neurons have a 
reduced response to the repeated presentation of a stimulus. 
For example, one might hypothesize that the fusiform face 
area encodes a viewpoint—an independent representation of 
a face. Reduced responses from this cortical area to the sec-
ond presentation of the same face viewed from a different 
angle would support this assertion.

�Properties of the BOLD fMRI System That 
Impact Experimental Design

The preceding sections have described properties of experi-
mental design that might apply to any neuroimaging method. 
The next section discusses the ordering of experimental con-
ditions in time and specifically contrast blocked and event-
related designs. To understand the consequences of these 
experimental design choices, this chapter considers the idio-
syncratic properties of one particular neuroimaging method: 
BOLD fMRI. The chapter focuses on two key properties of 
BOLD fMRI data that fundamentally impact the design of 
BOLD fMRI experiments: the hemodynamic response func-
tion and the presence of low-frequency noise.

As was described in Chap. 19, changes in neural activity 
give rise to a series of vascular and hemodynamic changes 
that ultimately result in changes in the BOLD fMRI signal. 
While many details of this relationship between neural activ-
ity and hemodynamic change are still under study, much of 
the messy details can be conveniently sidestepped by noting 
that the transformation of neural activity to BOLD fMRI sig-
nal is nearly linear. This implies, for example, that doubling 

the amplitude of neural activity results in doubling the ampli-
tude of the BOLD fMRI signal, and so on. One important 
property of BOLD fMRI as a linear system is that it can be 
well characterized by the hemodynamic response function 
(HRF). This is the BOLD fMRI signal that results from a 
brief (<1 s), intense period of neural activity. Given the shape 
of the HRF, one can predict the BOLD fMRI signal change 
that would result from any arbitrary pattern of neural 
activity.

The HRF itself can be empirically measured from human 
subjects by studying the BOLD fMRI signal that is evoked 
by experimentally induced, brief periods of neural activity in 
known cortical areas (e.g., neural activity in the primary 
motor cortex in response to a button press). The shape of the 
HRF reflects its vascular origin and rises and falls smoothly 
over a period of about 16 s. While the shape of the HRF var-
ies significantly across subjects, it is very consistent within a 
subject, even across days to months [12]. The stability of the 
shape of the HRF proves to be of value in the analysis of 
fMRI data, as it allows one to predict the pattern of BOLD 
fMRI signal that might result from an arbitrary pattern of 
neural activity. One difficulty, however, is that there is some 
evidence that the shape of the HRF varies from one region of 
the brain to another (perhaps from variations in neurovascu-
lar coupling). This is, however, a difficult notion to test as it 
is necessary to create evoked patterns of neural activity in 
disparate areas of the brain that can be guaranteed to be very 
similar. The further problem is that the properties of the HRF 
may differ between elderly and young subjects, perhaps due 
to vascular disease [13]. The consequences of misspecifica-
tion of the shape of the HRF will vary depending upon the 
experimental design used, as elaborated later.

The temporal dynamics of neural activity are quite rapid, 
in the order of milliseconds, but changes in blood flow occur 
over the course of seconds. One consequence of this, as dem-
onstrated by the smooth shape of the HRF, is that rapid 
changes in neural activity are not well represented in the 
BOLD fMRI signal. The “temporal blurring” induced by the 
HRF leads to many limitations placed on the types of experi-
ments that can be conducted using BOLD fMRI. Specifically, 
the smooth shape of the HRF makes it difficult to discrimi-
nate closely spaced neural events. Despite this, it is still pos-
sible to detect the following: (1) brief periods of neural 
activity, (2) differences between neural events in a fixed 
order, spaced as closely as 4 s apart. (3) differences between 
neural events, randomly ordered, closely spaced (e.g., every 
second or less), and (4) neural-onset asynchronies in the 
order of 100 ms. The reason that these seemingly paradoxi-
cal experimental designs can work is that some patterns of 
events that occur rapidly or switch rapidly create a low fre-
quency “envelope”: a larger structure of pattern of alterna-
tion that can pass through the hemodynamic response 
function. The next section discusses several types of tempo-
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ral structures for BOLD fMRI experiments and considers 
how the shape of the HRF dictates the properties of these 
designs.

Another important property of BOLD fMRI data is that 
greater power is present at some temporal frequencies than 
others under the null hypothesis (i.e., data collected without 
any experimental intervention). The power spectrum (a fre-
quency representation) of data composed of independent 
observations (i.e., white noise) should be “flat,” with equal 
power at all frequencies. When calculated for BOLD fMRI, 
the average power spectrum contains ever-increasing power 
at ever-lower frequencies, often termed a 1/frequency distri-
bution. This pattern of noise can also be called “pink,” named 
for the color of light that would result if the corresponding 
amounts of red, green, blue, etc., of the visible light fre-
quency spectrum, were combined. The presence of noise of 
this type within BOLD fMRI data has two primary conse-
quences. First, traditional parametric and nonparametric sta-
tistical tests are invalid for the analysis of BOLD fMRI data, 
which is why much of the analysis of BOLD fMRI data is 
conducted using Keith Worsley and Karl Friston’s “modi-
fied” general linear model [14] and its heirs, as instantiated 
in a statistical parametric mapping (SPM) and other statisti-
cal packages. The second impact is on the experimental 
design. Because of the greater noise at lower frequencies, 
slow changes in neural activity are more difficult to distin-
guish from noise.

Interestingly, the consequences for experimental design 
of the shape of the hemodynamic response function and the 
noise properties of BOLD fMRI are at odds. Specifically, the 
shape of the HRF would tend to favor experimental designs 
that induce slow changes in neural activity, while the pres-
ence of low-frequency noise would argue for experimental 
designs that produce more rapid alterations in neural activity. 
As it happens, knowledge of the shape of the HRF and the 
distribution of the noise is sufficient to provide a principled 
answer as to how best to balance these two conflicting forces.

It is worth noting that other neuroimaging methods have 
different data characteristics with different consequences for 
experimental design. For example, perfusion fMRI provides 
a noninvasive, quantifiable measure of local cerebral tissue 
perfusion [15]. Perfusion data do not suffer from the ele-
vated, low-frequency noise present in BOLD, and as a result, 
perfusion fMRI can be used to detect extremely long time-
scale changes in neural activity (over minutes to hours to 
days) that would simply be indistinguishable from noise 
using BOLD fMRI [16]. This may prove to be very advanta-
geous in studies of clinical populations. Functional changes 
in patient cognition, either improvement by functional recov-
ery following focal lesions or decline in neurodegenerative 
disease, evolve over long time scales as well. Perfusion fMRI 
can be used to obtain stable measurements of evoked neural 
activity from this dynamic system.

�Different Temporal Structures of BOLD fMRI 
Experiments

As BOLD fMRI generally includes multiple task conditions 
(prototypically, an “experimental” and “control” period), 
several ways of ordering the presentation of these conditions 
exist. Different terms are used to describe the pattern of alter-
nation between experimental conditions over time and 
include such familiar labels as “blocked” or “event-related.” 
While these are often perceived as rather concrete categories, 
the distinction between blocked, event-related, and other 
sorts of designs is fairly arbitrary. These may be better con-
sidered as extremes along a continuum of arrangements of 
stimulus order. Consider every period of time during an 
experiment as a particular experimental condition. This 
includes the “intertrial interval” or “baseline” periods 
between stimulus presentations. In this setting, blocked and 
event-related designs are viewed simply as different ways of 
arranging periods of “rest” (or no stimulus) with respect to 
other sorts of conditions. (For a more complete exploration 
of these concepts, see Friston et al. [17] and Liu [18]).

The prototypical fMRI experiment is a blocked approach 
in which two conditions alternate over the course of a scan. 
For most hypotheses of interest, these periods of time will 
not be utterly homogeneous but will consist of several trials 
of some kind presented together. For example, a given block 
might present a series of faces to be passively perceived, or a 
sequence of words to be remembered, or a series of pictures 
to which the subject must make a living/nonliving judgment 
and press a button to indicate his response. Blocked designs 
have the obvious difficulty that the subject can anticipate 
trial types, which may be undesirable in some settings (e.g., 
studies of recognition of novel vs. previously learned words). 
On the other hand, blocked designs have superior statistical 
power compared to all other experimental designs. This is 
because the fundamental frequency of the boxcar can be 
positioned at an optimal location with respect to the filtering 
properties of the hemodynamic response function and the 
low-frequency noise. For typical shapes of the HRF and dis-
tributions of temporal noise, this ideal balancing point occurs 
with epochs of about 20–30 s in duration.

Event-related designs model signal changes associated 
with individual trials, as opposed to blocks of trials. This 
makes it possible to ascribe changes in signal to particular 
events, allowing one to randomize stimuli, assess relation-
ships between behavior and neural responses, and engage in 
the retrospective assignment of trials. Conceptually, the sim-
plest type of event-related design to consider is one which 
uses only a single stimulus type and uses sufficient temporal 
spacing of trials to permit the complete rise and fall of the 
hemodynamic response to each trial; a briefly presented pic-
ture of a face once every 16 s for example. This is frequently 
termed a sparse event-related design. Importantly, while this 
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prototypical experiment has only one stimulus, it has two 
experimental conditions (the stimulus and the intertrial inter-
val). More complex designs become possible if one is will-
ing to abandon the fixed ordering and spacing of these 
conditions. For example, randomly ordered picture presenta-
tions and rest periods could be presented once a second (or 
even more rapidly). The ability to present rapid alternations 
between conditions initially seems counterintuitive, given 
the temporal smoothing effects of the hemodynamic response 
function. While BOLD fMRI is insensitive to the particular 
high-frequency alternation between one trial and the next, it 
is still sensitive to the low-frequency “envelope” of the 
design. In effect, with closely spaced, randomly ordered tri-
als, one detects the low-frequency consequences of the ran-
dom assortment of trial types. These rapid event-related 
designs are fairly sensitive to the accurate specification of the 
HRF for their success (unless a basis set is used for analysis; 
see below).

For experimental settings where one has an unlimited 
number of trials to present (e.g., flashes of light) but a limited 
period of scanning time, then rapid, randomly ordered 
designs are more statistically powerful than “sparse” designs. 
Alternatively, when the experiment is limited by the number 
of available trials (e.g., pictures of flightless birds), then 
maximal statistical power is obtained by presenting the avail-
able trials in a sparse manner and “stretching” the scanning 
period out as long as possible. In general, the provision of 
stimulus counterbalance is important for valid inference 
[10]. Counterbalance ensures that each type of stimulus 
appears equally often before another stimulus.

Thus far, the discussion regarding event-related designs 
has assumed an ability to randomize perfectly the order of 
presentation of different event types. There are certain types 
of behavioral paradigms; however, they do not permit a ran-
dom ordering of the events. For example, the delay period of 
a working memory experiment always follows the presenta-
tion of a stimulus to be remembered. In this case, the differ-
ent events of the trial cannot be placed arbitrarily close 
together without risking the possibility of false-positive 
results that accrue from the hemodynamic response to one 
trial event (e.g., the stimulus presentation) being interpreted 
as resulting from neural activity in response to another event 
(e.g., the delay period). It turns out that, given the shape typi-
cally observed for hemodynamic responses, events within a 
trial as close together as 4  s can be reliably discriminated 
[19]. Thus, event-related designs can be used to examine 
directly, for example, the hypothesis that certain cortical 
areas increase their activity during the delay period of a 
working memory paradigm without requiring the problem-
atic assumptions traditionally employed in blocked, subtrac-
tive designs.

A multiplicity of further designs might be considered that 
do not fall strictly within “blocked” or “event-related” cate-

gories. Neural-onset asynchrony designs [20, 21] are used to 
detect differences in the timing of neural activity evoked by 
different stimuli. Here, a “sparse” event-related design is 
used, along with exquisite coupling of the timing of stimulus 
presentation to image acquisition. A difference in the time of 
onset of the smooth, BOLD hemodynamic response evoked 
by two different stimuli within a cortical region is sought. 
Traveling wave stimuli are used to define topographic maps 
of cortical responses, the most familiar being the retinotopic 
organization of early visual areas [22]. These designs use 
stimuli that vary continuously across some sensory space 
(e.g., retinal eccentricity) and identify for any point within a 
cortical area the optimal position of the stimulus within the 
sensory space for the evocation of neural activity. These 
designs are often combined with cortical flat-map techniques 
to display results [23].

�Data Preprocessing

In a perfect world, BOLD fMRI images would be acquired 
instantaneously from a stationary brain of uniform shape. 
Unfortunately, this is not the case, and a number of process-
ing steps must be performed prior to the statistical analysis 
of fMRI data. These steps have two primary goals: (1) to 
reverse displacements of the data in time or space that may 
have occurred during acquisition and (2) to enhance the abil-
ity to detect spatially extended signals within or across sub-
jects. This section briefly discusses several preprocessing 
steps that are commonplace in analyzing BOLD fMRI data.

�Distortion Correction

BOLD fMRI data are typically acquired as echoplanar 
images and, as such, are likely to be distorted (stretched and 
pulled) in space to some extent due to static magnetic field 
inhomogeneities produced by the concentration of magnetic 
field lines at (for example) air–tissue interfaces. There are 
several methods to correct this spatial distortion, and in most 
cases, they use a “map” of the magnetic field within the bore 
of the magnet to correct distortion. In many cases, this cor-
rection is performed by the scanning system itself prior to 
writing out image data for analysis and does not enter into 
the routine preprocessing of fMRI data at some institutions.

�Slice Acquisition Correction

A single volume of BOLD fMRI data, collected during one 
repetition time (TR), is assembled from multiple planar 
acquisitions (slices). One slice is collected at a time, either 
sequentially or in an interleaved fashion, with the result that 
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each slice samples a slightly different point in time. For a TR 
of 2 s and 20 axial slices, this would mean that one slice of 
the brain would be obtained 1 s later than another spatially 
adjacent slice within the same TR. As a consequence, a neu-
ral event that occurs simultaneously on multiple slices within 
the brain will appear as different, time-delayed BOLD fMRI 
responses in the data from different slices. Slice acquisition 
correction compensates for this staggering order of slice 
acquisition. The correction works by calculating (using sinc 
interpolation) the BOLD fMRI signal that would have been 
obtained for a given slice had that slice been acquired instead 
at the beginning of the TR. While not of great importance for 
low-temporal-frequency blocked designs, this preprocessing 
step is quite important for event-related designs.

�Motion Correction

A variety of methods are used to minimize head motion dur-
ing scanning. These include foam padding around the head, 
“bite bars,” custom-designed, thermo-plastic face masks, and 
so on. Despite these efforts, subjects nonetheless move their 
heads during scanning. Therefore, a common data prepro-
cessing step is to attempt to correct the effects of this motion. 
This is generally done by realigning the image of the brain 
obtained at each point in time back to the first image acquired 
at the start of the scanning session. Several methods exist to 
do so, but most use a “six-parameter” motion correction, in 
which the brain is treated as a rigid body, and the six possible 
movements (three translations and three rotations) are calcu-
lated at each point in time to minimize the image difference 
between the realigned brain and the brain in its original posi-
tion. Importantly, motion correction of this kind does not 
completely remove the effects of movement upon the BOLD 
fMRI signal. This is because the movement of the brain 
within the exquisitely defined magnetic field gradients cre-
ated during scanning alters the signal obtained at different 
points in the slice acquisition. As a result, movement-induced 
signal artifacts remain even after realigning the brain to its 
original position. As a consequence, statistical analysis of 
BOLD data will often include nuisance covariates that are 
themselves the six movement parameters measured during 
realignment. These covariates account for changes in the sig-
nal within voxels that are correlated with the movement of 
the head. (See the “Statistical Analysis” section for a further 
description of nuisance covariates.)

�Spatial Normalization

If one wishes to test a hypothesis regarding a certain area of 
the brain within a population, then it is first necessary to 
identify that same area of the brain across subjects. This is 

frequently done by computationally “warping” the anatomi-
cal structure of the brain of one subject to match a template 
brain within a standard, defined space. While there are vari-
ous sophisticated methods available for registering and 
aligning the brains of different subjects into a standard space, 
there are theoretical limits to what such an alignment can 
achieve. First, there may be intersubject variability in anat-
omy that cannot be overcome by warping brains to a stan-
dard space. For example, the arrangement of the sulci may 
vary between subjects. Thus, while two subjects may have 
neural responses at the same “true” cytoarchitectonic loca-
tion, the position of this site with respect to other landmarks 
in the brain may differ between subjects, leading to the 
spread of these locations when data are converted to a stan-
dard space. Second, even given the rigid alignment of anat-
omy across subjects, there may be variability in the 
structure–function relationships between subjects. For 
example, two subjects may truly have distinct face-selective 
neural regions, but these may be located in different sections 
of a cortical area due to differences in experience. Again, this 
variability in  location will obscure functional dissociations 
when normalized to a standard space. An alternative to ana-
tomical registration is functional identification. The approach 
here is first to identify a region across subjects by its func-
tional responses. For example, one might identify a region 
that responds more to pictures of faces than general objects. 
Then, hypotheses regarding the response of this functionally 
defined region to other types of stimuli can be independently 
tested across subjects within this area. This powerful 
approach allows one to make inferences across subjects 
regarding the responses of some functional area (e.g., the 
fusiform face area) at the expense of making statements 
regarding some particular position in a standardized anatom-
ical space.

�Spatial Smoothing

It is common practice to digitally smooth BOLD fMRI data 
in space prior to statistical analysis. There are several rea-
sons for this. First, BOLD fMRI data are typically composed 
of time-series information from many thousands of individ-
ual voxels. Statistical analysis of this data involves the appli-
cation of a statistical test (e.g., t-test) at each of these voxels. 
As there are, therefore, thousands of individual statistical 
tests being performed, control of the false-positive rate 
requires a fairly large t-result to exceed the chance that ran-
dom noise will produce a “significant” result in one or more 
of those thousands of voxels. By smoothing the data in space, 
one reduces the number of independent statistical tests that 
are being performed, thus allowing less-stringent control 
over what t-value is considered a significant result. Another 
motivation for smoothing is that, when analyzing data across 
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a population, spatial smoothing helps to overcome residual 
differences in anatomy between subjects that might other-
wise render common areas of activation nonoverlapping. 
The amount of spatial smoothing to perform can be difficult 
to determine, as smoothing too much will decrease statistical 
sensitivity for small focal areas of activation, while smooth-
ing too little will have the same deleterious effects upon large 
areas of signal change. A reasonable balance between these 
two extremes can be obtained by smoothing data with a filter 
that has a width roughly equal to the size (in voxels) of pre-
dicted areas of activity.

�Statistical Analysis

Several methods exist to analyze BOLD fMRI data. Some of 
these are described as “multivariate” techniques, in which 
latent patterns of spatially coherent activity are identified 
automatically by the method (e.g., Partial Least Squares, 
McIntosh et  al. [24]). This chapter focuses upon the more 
commonly implemented “univariate” techniques, in which a 
statistical model is applied to each voxel independently 
within a dataset. The discussion concerns, in particular, the 
details of the creation of a statistical model for analysis. 
Some of these details are handled automatically in many 
software packages, such as SPM (statistical parametric map-
ping). The purpose of this section is to provide an under-
standing of what is going on “under the hood.”

The centerpiece of the analysis of neuroimaging data is 
the construction of a model that is composed of one or more 
“covariates.” In general, covariates are predictions regarding 
patterns of variability in the data, expressed as changes in the 
BOLD fMRI signal over time within a single voxel. The bet-
ter the predictions, the more valid and powerful the statistical 
model becomes. Covariates can be broadly divided into two 
categories. Covariates of interest describe changes in the sig-
nal that are (typically) the result of experimental manipula-
tions and are subject to hypothesis testing. Covariates of no 
interest describe, instead, changes in the signal that are unin-
tended or undesired and are not typically the focus of a 
hypothesis test.

Covariates of interest might be generated in one of two 
ways. First, covariates might be created to model the expected 
the shape in time of evoked BOLD fMRI signal changes. A 
principled way to create covariates of this kind is to begin 
with a prediction regarding the pattern of neural activity that 
might be evoked by the experiment in a single voxel. For 
example, a simple “blocked” experimental design might be 
predicted to produce a uniformly greater amount of bulk 
neural activity during an experimental condition as com-
pared to a control condition. The anticipated BOLD fMRI 
signal under these circumstances can be obtained by apply-
ing a model of the hemodynamic response function (HRF) to 

the predicted pattern of neural activity. As mentioned earlier, 
knowledge of the HRF is sufficient to predict the BOLD 
fMRI signal that will result from any arbitrary pattern of neu-
ral activity, through the mathematical process of convolu-
tion. This prediction of BOLD fMRI signal change is then 
suitable for use as a covariate of interest. The model of the 
HRF that is used might be obtained from the subject himself 
during a preliminary experiment (e.g., Aguirre [12]), or an 
average representation of an HRF across subjects might be 
employed, as is the case in the SPM and other analysis 
packages.

Alternatively, covariates of interest cannot represent a 
specific pattern of BOLD fMRI response but instead have the 
property of flexibly fitting a family of possible responses that 
might occur. This approach uses a “basis set,” which is a col-
lection of covariates that can be scaled and combined to fit 
any pattern of BOLD fMRI response that might be evoked 
within a set period of time by a particular experimental con-
dition. In general, the basis set will be composed of multiple 
covariates, with as many elements as there are points in time 
to be modeled. For example, in a sparse event-related experi-
ment, in which a stimulus is presented every eight TRs (16 s 
at a TR of two), then a basis set of eight covariates will be 
needed to model, in effect, the average evoked BOLD fMRI 
response across trials. Typically, there is no clear interpreta-
tion of any one element of a basis set. Instead, one interprets 
the explanatory power of the set en-mass using an F-test. 
Basis set approaches provide the advantage of flexibility in 
that one is sensitive to any pattern of response (or difference 
between two trial types) that might take place. The price of 
this flexibility is reduced inferential power. For example, one 
can no longer say that a given response was greater in ampli-
tude than another or longer in duration. Instead, one can only 
say that some consistent response was present.

As was mentioned, covariates of the no-interest model 
changes in the BOLD fMRI signal are not thought to be the 
result of experimental influence. For example, if one was 
aware of the influence of the room temperature upon the 
BOLD fMRI signal, and if the pattern of fluctuations of the 
room temperature were known, a representation of tempera-
ture could be included as a covariate to explain variations in 
the signal that are attributable to temperature fluctuations. 
Note that some covariates that are not of interest model 
changes in neural activity, and some do not. For example, the 
experiment may present “instruction” screens occasionally, 
which would be expected to elicit transient changes in neural 
activity that are not the subject of any hypothesis. For these 
types of covariates, which model expected neural effects of 
no-interest, one would want to convolve the representation of 
neural change by the hemodynamic response function. 
Convolution is not indicated for other covariates that are not 
derived from neural activity (e.g., a measure of subject head 
motion, or cardiopulmonary variation; Glover et al. [25]).
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One can further classify covariates of no-interest as 
“nuisance” covariates or “confounds.” A nuisance covariate 
is defined as a covariate the inclusion of which is expected 
to alter only the magnitude of the error term but not the 
relationship between the data and covariates of interest. 
When covariates of no-interest are correlated with covari-
ates about which one wishes to test a hypothesis, they are 
termed “confounds,” and their inclusion will be expected to 
alter the behavior of the covariates of interest. Under some 
circumstances, the sign of the relationship between the 
covariate of interest and the data can be reversed! An exam-
ple of a covariate that frequently acts as a confounding fac-
tor is a global signal covariate. A global signal is an average 
signal change over time across the entire brain, obtained by 
taking a simple average of the voxel-wise time series. It is 
common to include a measure of the global signal as a 
covariate of no-interest (or to scale the data prior to analy-
sis by this measure) to remove changes in blood oxygen-
ation that impact the entire brain (resulting from, for 
example, changes in heart rate or respiration), which would 
otherwise obscure regional changes in neural activity. 
Because of the way in which it is measured, however, the 
global signal is expected to have some positive correlation 
with any experimentally evoked signal changes (as the 
average of all brain voxels will include those voxels 
responding to the task). As a result, correction for global 
signal changes can have a confounding effect on covariates 
of interest and greatly change the interpretation of evoked 
signal changes [26].

The resulting statistical model, composed of covariates of 
interest and those of no-interest, is then used to evaluate the 
time-series data from each voxel within the brain. The result-
ing weights upon the covariates (termed beta values) can 
then be evaluated alone or in combinations using t and 
F-statistics. The product is a statistical map in which every 
voxel in the brain contains a corresponding statistical value 
for the contrast of the covariates of interest. The final step of 
analysis involves assigning a level of statistical significance 
to those values. If the dataset were composed of a single 
voxel, then this would be a straightforward enterprise: a 
t-value of greater than 1.96 would be significant at a p = 0.05 
level (presuming lots of degrees of freedom and a two-tailed 
test). As there are many voxels, however, corrections must be 
made for the likelihood that noise alone might render one 
t-value significant if many are tested. Such a correction 
attempts to control the false-positive rate at a map-wise level, 
meaning that if 20 statistical maps were produced under null-
hypothesis conditions (i.e., in the absence of any actual 
experimental treatment), only one would on average be 
expected to contain even a single false-positive voxel. 
Solutions to perform this correction in the face of spatial 
smoothness within the statistical map (which yields statisti-
cal tests in adjacent voxels that are not fully independent) 

exist within Gaussian Random Field Theory [14] or through 
permutation [27].

Performing the appropriate, map-wise correction to con-
trol the false-positive rate can frequently yield a rather strin-
gent statistical value necessary to label any result as 
significant. This, in turn, raises concerns about “false-
negative” results, in which true experimental effects might 
be missed because the experiment is underpowered. There 
are several responses to this concern. Beyond the flippant 
call for more data, one might choose to relax the p-value that 
will be accepted as significant. Note that stating that the data 
were evaluated at a p = 0.1 level (corrected for multiple com-
parisons) is more intellectually honest than reporting results 
at a p = 0.00023 level (uncorrected), the latter tending to lull 
statistically naïve readers into a false sense of security. It is 
also preferable, whenever possible, to anatomically narrow 
one’s hypothesis test. Using a predefined region of interest to 
test hypotheses can greatly reduce the number of indepen-
dent statistical tests for which correction is required, thus 
improving power. In the limit, the number of tests can be 
reduced to one by taking the average signal within a region 
and performing the statistical test upon this representative 
data. Several methods are available for the definition of 
regions of interest. They might be defined anatomically, 
based upon gyral or cytoarchitectonic boundaries, or based 
on the previously reported lesion or functional neuroimaging 
studies. Regions of interest might also be defined function-
ally. For example, subjects might participate in an initial 
scan, the purpose of which is to define a region of the cortex 
that is maximally responsive to faces. Data obtained from 
this putative “face region” in subsequent experiments could 
then be studied with the benefits of focusing on the hypoth-
esis test. Finally, regions might be defined using a “main 
effect” contrast, with subsequent, orthogonal “interaction” 
contrasts tested within the region. For example, an experi-
ment might present pictures of upright and inverted faces. A 
region would be defined as the area that responds more to 
pictures of faces in either orientation than a third baseline 
condition. Within the defined region, the difference in 
response between upright and inverted faces could be 
assessed, without loss of statistical rigor, as the result of the 
test used to define the region does not prejudice the result of 
the subsequent orthogonal test of the effect of orientation of 
the stimulus. Of course, there are inferential consequences 
(such as loss of generality) of testing hypotheses only within 
predefined regions of interest. This might be countered by 
performing the same experiment-focused hypothesis tests 
within regions of interest, followed by more “exploratory” 
analyses that evaluate the data from the remainder of the 
brain, using appropriate map-wise correction for the 
increased number of voxels.

However, another approach that has gained popularity is 
the use of a “false-discovery rate” (FDR) statistical threshold 
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Table 21.1  Key articles exploring data analysis and experimental 
designs for fMRI

Authors Article Title Significance
Friston 
K, et al., 
1995

The analysis of fMRI 
time-series revisited. 
Neuroimage. 1995 
Mar;2(1):45–53

A method for detecting 
activations in fMRI 
time-series based on the 
general linear model and a 
heuristic analysis

Aguirre 
GK, 
et al., 
2002.

Experimental design and the 
relative sensitivity of BOLD 
and perfusion 
fMRI. Neuroimage. 2002 
Mar;15(3):488–500

This paper compares the 
statistical power of BOLD 
and arterial spin labeling 
perfusion fMRI for a 
variety of experimental 
designs within and across 
subjects

Friston 
K, et al., 
2010.

Computational and dynamic 
models in neuroimaging. 
Neuroimage. 2010 
Sep;52(3):752–65

This article reviews the 
substantial impact 
computational 
neuroscience has had on 
neuroimaging over the past 
years

[28]. Instead of controlling the false-positive rate at a map-
wise level (allowing, for example, only 1 in 20 maps to have 
a single false-positive voxel), the FDR method controls the 
proportion of false-positive voxels present within a single 
map. For example, an FDR threshold of 5% implies that, of 
the voxels identified as significant within a statistical map, 
5% of them are expected to be false positives on average. 
This is neither better nor worse than traditional map-wise 
control of the statistical significance but is instead a different 
stance with regard to inference. FDR methods will likely be 
of considerable use in clinical applications. For example, it 
may be desirable to express confidence in the results of 
functional mapping for surgical planning in terms of the 
specificity of the population of voxels identified.

�Conclusion

This chapter summarizes the basic principles underlying the 
analysis of functional neuroimaging data. It also describes 
the methods that are currently being used in analyzing the 
functional neuroimaging data as well as new methods that 
are being developed in this field. (see Table 21.1 for a sum-
mary of key articles exploring data analysis and experimen-
tal designs for fMRI).
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