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Exploring Digital Resilience Challenges
for People and Organization: An Introduction

Society is heading toward a future in which organizations and people are
increasingly dependent on digital technology. Switching to processes that are less
dependent on digital technology is often no longer possible. People and organi-
zations are often unaware of the extent to which they rely on digital technology or
the associated risks. Therefore, the need for digital resilience has never been greater.
The concept of resilience originates from ecological and engineering paradigms
focusing on the system’s capacity to deal effectively with change, and threats, to
recover quickly from challenges or difficulties, or even to withstand stress and
catastrophe [1, 6].

The term digital resilience refers to the phenomena of designing, deploying, and
using information systems which help individuals, organizations, communities,
governments, or other entities to quickly recover from disruptions or exogenous
shocks.

In recent years, an unprecedented number of shocks have exposed organizations
to new fragilities from overlooked risks embedded in the design of organizations,
supply chains, decision-making processes, and the underlying information systems.
As a result, a fundamental change has occurred in the way people and organizations
understand digital technology risks and opportunities [2, 4, 5].

This book contains a collection of research papers exploring the multidimen-
sional issues of digital resilience, by analyzing how people and organizations
enhance, maintain, and protect value stemming from digital technology.

The aforementioned dimensions of digital resilience—enhancement, mainte-
nance, and protection—do not intend to add yet another framework to the abundant
theoretical analyses and definitions of resilience. As recently highlighted [3], in the
last ten years, thousands of papers have been published on resilience in various
disciplinary domains in Web of Science (e.g., Psychiatry, Environmental Sciences,
Environmental Studies, Psychology, Public Environmental, Engineering). In such a
populated and diverse scenario, this book aims to capture three major recurring
research themes which investigate how resilience is emerging in the digital trans-
formation arena. The contributions in the first section (Resilience as protection)
show how digital resilience can help not only to survive and resist shocks, but also
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to find innovative business models and modus operandi. The contributions in the
second section (Resilience as maintenance) investigate ways to maintain a pro-
longed, resilient, and healthy operative state even under shocks. Finally, in the third
section (Resilience as protection), a plurality of studies illustrates how digital
transformation could act as a shield against adverse events or situations.

The content of the book is based on the revised versions of a selection of the best
papers (original double-blind peer-reviewed contributions) presented at the Annual
Conference of the Italian Chapter of AIS (ItAIS), XVIII edition, held in the
University of Trento, during October 15–16, 2021. The following chapters provide
a plurality of views that makes this book not only relevant for scholars, but also for
practitioners, managers, and policy makers.

Part 1: Resilience as an Enhancement

Resilience as enhancement supports and enables innovative changes by both people
and infrastructures—groups, organizations, and technology—as a reaction to
exogenous and endogenous tensions. Such innovative changes could therefore be
regarded as resilience-driven enhancements. At a micro-level, people are willing to
participate in programs that support them in developing new skills which enrich
their strengths and enhance resilience.

An example of micro-level resilience-driven enhancement is reported by Nabil
Georges Badr and Maha Dankar, who critically reviewed studies of the assistive
healthcare robotics in the elderly care sector. Authors investigate how assisted
healthcare robotics can enhance a shift in the unsettled resource-demand balance of
nursing by examining benefits and potential hurdles in human–machine interac-
tions. Although assistive humanoids were not strongly adopted, they did perform a
variety of physical, cognitive, and social duties to help people live healthier.

Alberto Bertello, et al. unveiled the micro-level foundations of relational capa-
bilities of open innovation for five SMEs operating in Northern Italy in the Industry
4.0 field. Disruption in our society demands collective rather than isolated efforts.
To address societal challenges and resilience, organizations are increasingly called
to enhance innovation across organizational boundaries.

In this context, theories on e-HRM are more than welcome not only to improve
the competitive advantage obtained from resource configuration, but also to
enhance individual change.

Elia Pizzolitto and Ida Verna proposed a study on resource orchestration theory
and electronic human resources management configuration. Research orchestration
theory (ROT) is an expansion of resource-based theory. It considers the role of
managers in the selection and configuration of resources and aims to explain the
process of achieving a competitive advantage as well as to exploit the dynamic
capabilities of resource configuration.

Individual behaviors can collectively be engaged at a meso-level, where people
coherently act in a coordinated way to deal with sharing and co-production pro-
cesses. Andrea Spasiano et al. studied the engagement of online communities
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within a citizen science framework for improving innovative participation models.
The study focuses on new crowdsourcing activities for social engagement, volun-
teer recruitment, and organization in hydrology and water resources management.
Maddalena Sorrentino, et al. presented an assessment regarding co-production,
nudging, and citizen behaviors via ICT. In particular, the chapter explains how
behavior-based tools such as co-production and nudging enhance the development
of new paths taken by governments in the digital transformation age. The authors
demonstrate that the joint adoption of co-production and nudging enhances public
governments to design and deliver services that better meet citizen needs.

At the macro-level, a systemic perspective could support an enterprise when
integrating multiple organizational aspects in order to enhance the implementation
of sustainability in work practices. The study by Lucia Pascarella and Peter Bednar
explores sustainability in SME work practices by proposing a systemic approach in
the development of a systemic sustainability model. The systemic sustainability
model aims to enhance sustainability by understanding and decreasing system
complexity inherent in the work practices. Their analysis emphasizes the impor-
tance of interactions to achieve sustainable development goals in a work practices
context. Finally, Markus Makkonen, et al. examine the potential gender and age
differences in the use intention of mobile payments and its antecedents, with an
empirical investigation based on Finnish data sets. This study, which adds new
evidence to the ongoing research debate on causal factors and policies for digital
inclusion, suggests that policy measures for social resilience should promote the
protection and inclusion of digital immigrants in the use of mobile payments. Social
resilience can therefore be pursued through specific interventions addressed to
digital immigrants.

More empirical research based on specific and focused analyses about resilience
as an enhancement is therefore welcome.

Part 2: Resilience as Maintenance

The second part of this book investigates resilience as maintenance and the factors
connected with the maintenance of resilience. This section contains contributions
which analyze the private and public sectors as well as the scholarly communication
sector. Digital resilience may well be maintained by balancing processes, tech-
nologies, human resources, and strategies with the new requirements generated
internally or externally to an organization. The first set of three papers explores how
new requirements could arise from the change in the habits of stakeholders.

Antonia Hanesch et al. focus on how digital resilience traverses the need to
clearly comprehend the point of view of customers in a traditional industry facing
complex innovations, for example, the introduction of connected IT services in the
automotive industry.

In a period of digital transformation, resilience could be maintained by correctly
organizing the internal makeup of an organization. In their study on interrelated
digital infrastructures, Anna Sigridur Islind et al. show that maintaining resilience
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could also mean creating workarounds, like practices of flexibility, efficiency, and
responsibility, to innovative ways of working.

Walter Castelnovo explores the specific topic of social innovation in public
administration as a tool for reforming the public sector. His study confirms that the
topic is still underexplored while suggesting possible research directions to bridge
this gap.

The second set of three papers explores the notion of maintaining digital resi-
lience in the scholarly sector.

In the first contribution of this set, Maria Rucsandra Stan and Eliana Alessandra
Minelli explore the relationship between organizational change and institutional
logics. They show how this specific scientific literature has evolved over time and
how it became a florid field of research.

On the other hand, Elia Pizzolitto and Stefano Za explore the concept of
maintaining sustainability in terms of collaborations among scholars. They focused
on the higher education scientific community and, using a bibliometric research
technique, highlighted many crucial elements of collaboration.

Finally, Asad Mehmood et al. explore the scientific literature on the relationship
between hybrid organizations and diverse themes and issues including social
enterprises, institutional logics, social entrepreneurship, governance, sustainability,
non-profit organizations, and benefit corporations.

Part 3: Resilience as Protection

The third part of this book looks at digital resilience in different organizational
instances from the perspective of protection, i.e., being able to reduce the negative
impacts of potentially harmful events or conditions.

Henriika Sarilo-Kankaanranta and Lauri Frank consider the importance of pro-
tecting organizations from passive resistance to change in the adoption processes of
robotic process automation, with a focus on accounting and payroll services.
Resistance to change can emerge at any stage of the innovation-decision process
and fluctuate throughout the continued adoption, causing wasted investments,
capabilities, and resources.

Mohammad Ali Kohansal et al. consider legitimacy building as an important
factor for protecting organizations against Enterprise Architecture Management
(EAM) failures. Through a case study analysis, they show how pragmatic legiti-
macy can positively affect EAM at early stages, while regulatory legitimacy can
play a primary role in EAM success.

In global companies, potentially harmful situations can, on occasions, emerge
from the governance of complex decision-making processes involving conflicting
local vs. enterprise-wide perspectives. According to Marcel Cahenzli et al., the
challenge is to harness, rather than eliminate local autonomy. Through a Design
Science Research (DSR) study, the authors propose the creation and evaluation of a
“nudge-based label” as a governance mechanism based on nudge theory. Nudge
theory hinges on the idea that, by shaping the environment, the likelihood that one
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option is chosen over another by individuals can be influenced. A key factor in
nudge theory is the ability for an individual to maintain freedom of choice and to
feel in control of the decisions they make. Their contributions include design
knowledge about labels and the investigation of nudging as an intra-organizational
governance mechanism.

A form of protection against complexity in organizational decisions and actions
can also be obtained by introducing agility. Oleg Missikoff addresses business
process analysis with a knowledge management approach, adopting an agile phi-
losophy. It is based on the progressive, iterative construction of a knowledge base
of the business organization, and, specifically, the process to be innovated. The
methodology proposes a set of information structures, in the form of a sequence of
seven different knowledge artifacts that starts with a simple, intuitive process
specification and evolves toward richer models.

Globally, the COVID-19 pandemic is leaving a permanent mark on our con-
temporary history. To meet the major challenge of protecting our lives, our society,
and our economic operations, corporations have adopted remote work in record
numbers. The contribution of Sabrina Bonomi analyzes practices and tools which
were finalized to support distance workers during the COVID-19 pandemic.
According to the author, that peculiar situation constituted an important “oppor-
tunity” for companies to re-affirm the centrality of well-being and the need to
oversee it. The analysis was carried out in the case study of a large MNC. The
results offer interesting stimuli for practitioners and scholars in the field of HRM
and OB with regard to the “new normal”.

Besides suggesting new HR practices, the current pervasive adoption of remote
work as a protective response against the pandemic is also innovating organiza-
tional design toward more agile and dynamic structural configurations. Roberta
Cuel et al., by adopting a socio-technical systems perspective, analyze the emer-
gence of organizational needs for the new role of “head of remote work”.

The unprecedented leap forward in the diffusion of mediated communication
was also experienced in the education field. The chapter by Fatema Zaghloul and
Peter Bednar explores blended and online learning environments, from the per-
spective of students, through the lens of Activity Theory (AT). Based on 12 virtual
semi-structured interviews with master (MSc) students at a university in England,
the authors show how to understand and cultivate, even during distance learning,
student motivation underlying engagement by taking into account tensions and
contradictions in the activity system.

Roberta Cuel
Diego Ponte

Francesco Virili
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Humanoids at the Helm of the Nursing
Profession in Elderly Care: Critical Review

Maha J. Dankar and Nabil Georges Badr(B)

Higher Institute of Public Health, USJ, Beirut, Lebanon
nabil@itvaluepartner.com

Abstract. Older persons and carers benefit from the use of healthcare robots.
Many scientists and academics have looked at using robotic technology to assist
both elderly individuals and their caregivers.We provide a contemporary overview
of care robotics through a survey of the literature and an in-depth analysis of
published articles. We discuss what we know about the use of assistive robots in
elderly care, their benefits, and potential hurdles in this research. We investigate
how assisted healthcare robotics can help to shift the nursing function’s unsettled
resource-demand balance. We review recent research on the use of care robots
from a sociotechnical viewpoint, which examines human-machine interactions
and focuses on results that may or may not be beneficial to the setting. Principles
of responsible autonomy and adaptation with the goal of performing tasks that are
meaningful. These humanoid resources perform a variety of physical, cognitive,
and social duties in order to help people live healthier lives. We concentrate on the
current and future difficulties of healthcare robots, as well as how such technology
might benefit healthy aging, healthcare personnel, particularly nurses, and our
healthcare system as a whole. Despite the potential benefits, we conclude that
adoption of care robots is still limited. We pave the road for identifying elements
of adoption that may influence the adoption process using the sociotechnical lens.

Keywords: Elderly care · Nursing care robots · Assistive healthcare robotics

1 Introduction

An aging population poses significant challenges to health and social care systems with
limited resources. People around the world are living longer and the population growing
at a rate of around 1.05% per year. The current average population increase estimates at
81 million people per year1. The trend is such that, by 2050 there will be more people
over 60 than under 15, with a total population of seniors jumping to 2.1 billion up
from 901 million in 20152. There might not be enough people to care for elderly in the
future. For instance, Western Europe’s population over 60 years old will increase from
21% in 2015 to 33% by 2030, while the available health worker per elderly citizen is

1 https://www.worldometers.info/.
2 https://www.un.org/development/desa/disabilities/disability-and-ageing.html.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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2 M. J. Dankar and N. G. Badr

expected to drop from 3.5 to 2.4, which is also 30%, however, in the opposite direction3.
When society’s age structure shifts, a smaller number of trained caregivers and other
practitioners would be required to care for a growing elderly population, extending the
stress on the nursing professionals.

The nursing profession employs the highest proportion of the healthcare workers;
nurses are the backbone of the industry [1–3]. The continuous nursing shortage, com-
bined with a high turnover of nurses and support staff at elderly-care facilities [4], has
resulted in unresolved healthcare and social concerns that constitute significant barriers
to integrated nursing care services [5, compromising the safety and quality of treatment].
Nurses have reported increased stress [5], emotional weariness, a lack of motivation, and
a sense of dissatisfaction [4] as a result of their unsustainable workload. One technique
that is gaining traction in an attempt to provide technology help to the nursing function
is the use of robots in the care of old persons [6–8].

1.1 Motivation

Healthcare robots are beginning to take center stage in supporting older persons in main-
taining their autonomy and caring obligations, as well as compensating for the absence
of carers [9]. Robotics technology, which is powered by artificial intelligence, has made
great progress in recent years [10] in a range of industries, including healthcare [14].
Elderly people can live independently at home with the help of robots, and healthcare
workers can work more efficiently in hospitals. Assistive technologies have been hailed
by the elderly, health care workers, family members, and the general public. While there
is still a low demand for care robots for the elderly and disabled, it is expanding rapidly as
robot applications improve and become more user-friendly [11]. The industry forecasts
that 79 million homes, globally, will have a robot in residence by 20244. Despite their
amazing capabilities, the use of care robots in nursing is currently uncommon.What role
do assistive healthcare robots play in nursing?What are the possible advantages in terms
of utilization and positive outcomes? What does the literature say about the problems
and drawbacks of using care robots in nursing? The answers to these questions may aid
in the understanding of the design principles required for a better task-technology fit
[47] in the context of patient care for the nursing function.

2 Background

Our research is a conceptual investigation into the phenomenon of assistive technology,
specifically assistive healthcare robots, for the nursing profession in their care of elderly
people and caregivers, using a sociotechnical system (STS) approach. The observation
of sociotechnical aspects through the eyes of the impacted stakeholders ensures the
creation of a long-term system of interaction that is both engaging and beneficial to
all parties concerned [12]. The interconnectedness of social and technical aspects of an

3 https://www.un.org/en/development/desa/population/publications/pdf/ageing/WorldPopulat
ionAgeing2019-Highlights.pdf.

4 https://www.industryweek.com/technology-and-iiot/article/22028128/79-million-homes-glo
bally-will-have-a-robot-in-residence-by-2024.

https://www.un.org/en/development/desa/population/publications/pdf/ageing/WorldPopulationAgeing2019-Highlights.pdf
https://www.industryweek.com/technology-and-iiot/article/22028128/79-million-homes-globally-will-have-a-robot-in-residence-by-2024
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organization or system is referred to as sociotechnical theory (ST) [48]. Often depending
on technology to promote a smart connection with society, ST provides tools to improve
the performance of work systems by understanding how human actors’ actions affect
the system’s performance.

We hope to learn about potential benefits in use and positive outcomes, as well as
revisit a summary of barriers and downsides to the use of care robots in the nursing
role, through this effort. We create a contextual overview of assistive care robots, then
conduct a critical assessment of the literature to uncover the sociotechnical phenom-
ena. We establish a decision plan for where to search, which phrases and sources to
utilize, and how to find relevant research, among other things, as we prepare for our
critical evaluation. Two searches are carried out. The first concentrates our attention on
the various applications of assistive care robots in senior care and nursing (Sect. 2.2).
Then, for the second search, we emphasize on what the literature says about current and
potential benefits, potential challenges and drawbacks. The search encompasses online
databases including but not limited to EBSCO, PubMed, Google Scholar, identifying
and isolating key informative papers for our study. Then we arrange our results under
themes, revealed in paragraph 3. Finally, we provide some reflection on the findings and
close with comments and suggestions for further research prospects.

2.1 Assistive Healthcare Robotics and the Sociotechnical System Perspective

Assistive technologies are devices that are used to improve the efficiency and efficacy
of healthcare by enhancing the organization’s and people’s capacities to complete tasks
[49]. Current breakthroughs in care robotics are founded on this basic concept. The
fundamental hypothesis, which is based on sociotechnical systems theory [50], is that
the technological components of a device’s design will have an impact on its users
(Fig. 1). This puts a strain on the operators’ perceptual, cognitive, and motor capacities,
and as a result, unfavorable results are possible, especially when workers are fatigued,
which compromises human potential [51].

Fig. 1. Sociotechnical system (STS) – [50]
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2.2 Elderly Assistive Care Robots Join the Nursing Job Function

Closer to the nursing function, assistive technology is expected to play a rising role in
elderly-care systems [13], despite the fact that there are various feasible alternatives,
ranging from better paying, valuing, and professionalizing caregiving to current com-
munity nursing models [8]. Assistive technology aims to improve people’s functions,
consequently improving their well-being [14]. Robots have made their way out of oper-
ating rooms in recent years to help with diagnosis, therapy, recuperation, and nursing
[5, 15, 16]. Varieties of robots that assist the elderly are currently available in a variety
of applications [17].

Those who care for the elderly benefit greatly from the use of robots [18]. Nursing
robots can do routinely planned rounds and provide a pleasant reprieve to the nursing staff
because they are not vulnerable to weariness, boredom, burnout, or amnesia [19]. For
example, they save time and effort for healthcare staff while also providing vital patient
information [20]. In response to the current lack of nursing and caregiving practitioners,
as well as rising healthcare expenses, a variety of technological solutions have emerged
[21]. Because robots, by definition, connect with and impact their surroundings [22], it
has become vital to develop care robotics for and by nurses [5].

Monitoring vital signs, improving communication with family, and providing medi-
cation reminders were the most popular jobs and applications for robots in the previous
decade [23]. According to Lee et al. [5], the top three nursing tasks that robots could assist
with are “measuring/monitoring,” “mobility/activity,” and “safety treatment,” with the
most popular robot tasks being “detection of falls and calling for help,” “lifting,” and “lo-
cation monitoring,” while healthcare professionals preferred the use of robots in service
tasks, monitoring/alarms, telemedicine, and communication. In home health monitoring
robots are used to track physical health status (weight, sleeping patterns, high blood pres-
sure, and so on) utilizing clinical and medical information, with the goal of informing
the patient andmaking the caregiver’s job easier. Fall detection and prevention robots are
among the health monitoring robots that can detect and avert falls [18]. Other domotic
devices include reminder robots, which are designed to keep older persons on track with
their medicine and appointments, and entertainment robots, such as card-playing robots
that enhance cognitive abilities and memory function [18].

Assistive robots are defined in the literature as partially or entirely autonomous robots
that conduct care-related duties for people with physical and/or mental disabilities as
a result of age and/or health limits [4, 11]. They’ve evolved to help nursing personnel,
older individuals, and their families in care settings when providing physical, cognitive,
or emotional support [14, 22]. They have the potential to improve the quality of life for the
aged and/or handicapped by boosting autonomy, providing security [11], and improving
cognitive function and depression [5]. Until date, elderly robots have mostly assisted
with daily activities, allowing for detailed real-time tracking of habits and wellbeing,
as well as companionship [14]. The literature attests to the importance of the subject.
Physically or surgically helpful robots account for the majority of robot utilization in
the healthcare industry, but they do not address the rising mental health burden among
the elderly [2]. Physically assistive robots introduce support for daily physical activity
to improve the overall health of the elderly [18], while socially assistive robots maintain
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social contact through companionship, which has a positive effect on general mental and
physical wellbeing, lowering the chances of depression [24].

Physically Assistive Robots (PARs) are service robots that help older individuals with
daily duties [25]. They include smart houseswith a variety of technologies that let patients
stay autonomous by assisting them with simple activities [30]. Sensory assistive robots
and robotic wheelchairs for mobility aid with manipulators for reaching and carrying,
personal care, eating and drinking [18]. Rehabilitation robots (e.g., Physically-Assistive
Robots, PARs, such as Zora) targeted to increase movement performance [16, 20, 26].
They were designed for recovery training and agility improvement. Finally, mixed aid
robots are the most entertaining of all. Domestic chore robots, such as cleaning and
cooking, are aimed to aid the elderly in doing simple tasks of independent living [18].

Socially Assistive Robots: Companion robots used to boost one’s psychological well-
being are known as Socially Assistive Robots [30]. Robotic technology systems with
audio, visual, and movement capabilities are known as socially assistive robots. They
are frequently shaped like a pet (cat, dog, etc.) or a humanoid that can listen, converse,
touch, and sense light and sound [18]. These robots are capable of assisting people
during social interactions. They provide a physical embodiment that boosts likeability,
commitment, motivation, adherence, and task performance in long-term healthcare pro-
grams. Furthermore, by evaluating and providing feedback, they assist patients in using
physiological parameters [16, 27, 28]. These “Companion robots” have been related to
enhanced mental health in terms of stress reduction, agitation, and relaxation [25, 26, 29,
30].with decrease in care provider burden [8, 20, 29, 31]. For more than a decade, con-
versational robots have been conversing with people demonstrating levels of empathy in
their encounters with humans [32]; a robotic contribution, shown to improve the overall
well-being of its users [2]. Other Socially assistive robots help with autism patients and
often used for telepresence make two-way contact possible between the older adults and
their surroundings.

3 State of the Literature

There is a dearth of material about assistive care robots at the head of the nursing
profession in senior care. Nonetheless, our critical examination discovered a number
of concepts relating to potential benefits in use (Reported Value in Use), as well as a
number of potential challenges and drawbacks affecting the user’s experience, which we
labeled as emerging themes in Table 1:

3.1 Potential Benefits in Use

Several possible benefits of deploying social robots in the care of the elderly have been
thoroughly investigated. According to research, the majority of older people’s attitudes
are positive, and they are delighted to have a robot aid them in their daily lives [8, 14] and
appreciate the benefits. Cost-effectiveness, satisfactionwith care, reduction in incidences
of violence, physical safety, security for personal privacy and integrity, psychological
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Table 1. Summary of the state of the literature – Illustrative example

Reported Value in Use – With Examples from the literature

Better Access to Care • Extend benefits of care in remote areas [45,
46]

Cost-effectiveness • Significant economic benefits and cost
reduction [17]

• A robotic device can save money by reducing
labor costs and performing tasks that humans
may find repetitive. [34]

Satisfaction of Care • Enhance physiological/psychological state of
patients [17]

• Improve quality of life by increasing
autonomy/security [11]. Comfort disclosing
information to virtual humans [35]

Reduction in Incidents of Violence • Reduce the risk of physical/ sexual violence
[31]

• Less irritable/less likely to induce emotional
stress [8]

Physical Safety • Logistical or surveillance tasks in the care
environment [22]. Sentinels for physical
safety in sensing fall risk [16, 20, 26]

Personal Privacy • Care robots as agent of personal privacy and
dignity [8, 32]

Psychological Benefits • Improved social interaction [36], empathy
[32], stress reduction, agitation and
relaxation [8, 25, 26, 29, 30]

Decrease in Care Burden • Decrease in care provider burden – Physical
and psychological [8, 20, 29, 31]

Potential Challenges & Drawbacks - with examples from the literature

Potential Risk of Injury • Malfunctions or lack of upkeep may lead to
injuries [8, 16]

Perceived Loss of Control • Feeling of even loss of control [20]

Isolation Risk • Effect of reduced human contact and social
interaction [8, 20, 29]; risk of surveillance
anxiety [15, 20]

Ethics Issues • Feeling of unreal empathy [8, 29, 32]

Technical Annoyances, Cost of Acquisition,
and Maintenance:

• Lack of technical knowledge was perceived
as a barrier to technology adoption [38]. High
cost of most devices [20]. Potential anxiety
caused by klunky or loud noises [20, 28]

Communication Disruption among Care
Personnel:

• Hinder clinical staff communication [2];
Perception of the technical staff on the
humanoid’s lack of compassion [29]

(continued)
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Table 1. (continued)

Reported Value in Use – With Examples from the literature

Perceived Impact on the Nursing Career: • Fear of robots taking the place of human
[39], which could change the character of
society [20]. Balance between workload
reduction and maintaining human touch [8]

benefits, and a reduction in care burden are some of the advantages of deploying care
robots in nursing.

Better Access to Care: Elderly persons who live alone are more prone to falls and
accidents, and they often have difficulty accessing health care when they need it. The
employment of intelligent care-providing equipment increases access to speciality care
services that may not be available in the patient’s location [45]. People who live in
locations where there aren’t many mental health professionals, for example, can benefit
from interactive virtual human care providers [46]. Virtual care provides information
about health conditions, conducts question-and-answer assessments, and provides self-
care counseling and therapeutic interventions. It is accessible anywhere and at any time,
including on mobile devices.

Cost-Effectiveness: The development of intelligent machines in healthcare has the
potential to deliver considerable economic benefits to healthcare providers and services
for an aging population, in addition to improving patient outcomes and quality of treat-
ment. These robotic care providers can help government programs or care-assurance
budgets save money [17]. Software-based intelligent devices, by bringing the economies
of scale to care delivery, can help to offset the estimated global cost of care, which is
expected to exceed $6 trillion dollars by 2030, according to a World Economic Forum
analysis. In general, a robotic device can save money by lowering labor expenses and
automating jobs that humans find tedious. However, it’s probable that the cost of human
resources to maintain and run the system will rise as a result of the required capital
investment to sustain quality care levels [34].

Satisfaction of Care: Important potential benefits of social robots in care are related to
structure (efficiency) and outcome; they have the ability to improve both physiological
and psychological variables, as well as the satisfaction of those who are cared for [17].
Human therapists may be viewed as having personal prejudices, but care robots may
not. It has the potential to make daily activities easier for the aged and/or crippled,
increase autonomy, and provide security [11]. Robots may appear to be always friendly
and available. When discussing intimate, private matters with a computer, care seekers
may feel less anxious than they would with another person. Others may feel more at ease
providing information to virtual persons during clinical interviews and prefer to interact
with them over medical personnel [35]. For example, a virtual nurse could adapt their
demeanor (e.g., eye contact), spoken dialect, use of common terms, and other features
to fit the needs of a certain ethnic group, allowing them to build rapport with patients
and improve overall communication.
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Reduction in Incidents of Violence: Physical, sexual, psycho-
logical, financial, administrative, performance, and neglect are all common forms of
violence experienced by elderly patients in care homes. Robots have been demonstrated
to lower the danger of physical, psychological, and sexual assault by providing 24 h care
without tiring or becoming irritable, and are less likely to exhibit any of the negative
personality traits associated with human employees [8].

Physical Safety: In addition to reacting to persons in the care setting, these devices can
perform logistical or surveillance activities [22]. Residentsmay be able to give comments
on whether or not they prefer being treated or touched by robots. Robots can also serve
as sentinels for physical safety, monitoring the risk of falling and promoting movement
performance [16, 20, 26].

Security for Personal Privacy and Integrity: When our freedom is threatened, some
of us are more likely to consider, or even prefer, the assistance of a care robot [32].
Older adults particularly thosewith intellectual disabilities, need ongoing assistancewith
everyday activities such as toileting, showering, and dressing without feeling undigni-
fied or embarrassed (if naked) by another person assisting in his or her intimate tasks,
even if that person is a nurse. They may reduce the functional burdens of coping with
incontinence, wandering, and uncertainty [8]. Thus, the use of robots could be an agent
of personal privacy and dignity.

Psychological Benefits: Some of us are more likely to contemplate, or even desire, the
assistance of a care robot when our freedom is threatened [32]. Even if the person assist-
ing in his or her intimate tasks is a nurse, older adults, particularly those with intellectual
disabilities, require ongoing assistance with daily activities such as toileting, showering,
and dressing without feeling undignified or embarrassed (if naked) by another person
assisting in his or her intimate tasks. They may help people cope with incontinence,
roaming, and uncertainty in a more practical way [8]. As a result, the deployment of
robots may be a safeguard for personal privacy and dignity.

Decrease in Care Burden: The use of social robots has also been linked to a reduc-
tion in caregiver load [8, 20, 29, 31]. These robots can also help relieve some of the
psychological strains on professions, particularly for overwhelmed family members and
informal caregivers who are witnessing their loved ones’ capacity erode, creating a great
deal of distress.

3.2 Potential Challenges and Drawbacks

In contrast to the benefits, the literature outlines current challenges associated with the
use of assistive robots, such as the risks of moral hazard concerns related to unintended
changes in direct relationships between robots and older adults, such as control, isola-
tion, deception, and impact on the nursing career [8], as well as a widespread fear of
dehumanization in society.
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Potential Risk of Injury: Robot interactions can be dangerous. Any failures or a lack
of regular maintenance that could result in an accident or injury [8, 16]. When robots
are employed for purposes other than therapy, such as turning patients in beds or bathing
them, the problem becomes even worse. Another factor to consider is the usage of sex
robots in nursing homes, which would demand extra precautions. Failsafe devices are
necessary, which detect and adjust the behavior of malfunctioning robots [8].

Perceived Loss of Control: When robots are used to care for the elderly, the robots are
responsible for their own maintenance. This is a classic case of moral hazard, when one
group controls resource allocation while another bears the brunt of the benefits or costs.
A decrease in the quality of social interactions with certain individuals [8] may lead to
reliance and even loss of control [20].

Isolation and Psychological Risk: The possibility of robots generating feelings of iso-
lation and less social connection has been mentioned in the literature. Because they limit
human contact and autonomy, the introduction of social robots could have a negative
impact on the care process. There is concern that adding robots into eldercare would
result in fewer good interactions and less human contact [29]. One of the ethical issues
is that personal human contact will be supplanted by robot-assisted activities. Social
interactions would surely suffer if robots entirely or partially replace human jobs [8,
20]. Academic bodies have also voiced concerns, such as the risk of surveillance, the
feeling of being watched or followed with inadequate data protection, the fear of being
tracked, and the fear that robots would undermine capabilities and thus have negative
consequences on psychological health [15, 20].

Ethics Issues, Deceit and Embarrassment: Empathetic robots give elderly individu-
als with long-term companionship. Mood swings, a lack of patience, or tiredness will
not affect these creatures. Robot care, on the other hand, can be harsh, insensitive, and
even deceitful. Based on the notion that robots’ empathy is deceptive, if not nonexistent,
there is growing concern that deploying robots to deceive elderly people is unethical
[8, 29, 32]. Despite a fragile older person loving robot pets and maybe not discerning
between live and non-living, families may assume they are enduring embarrassment and
loss of dignity as a result of deception, according to Bradwell et al. [29]. (although it is
also possible this tension would ease upon witnessing potential quality of life benefits).

Technical Annoyances, Cost of Acquisition, and Maintenance: Technology adop-
tionwas seen as being hampered by a lack of technical understanding [38]. The objectives
of the staff and their facilitation of support are critical in promoting robot use. The exor-
bitant cost of most devices, which makes them unaffordable for both consumers and
businesses, is a key hurdle to robotic system application. It’s also unclear if health insur-
ance or social assistance will cover these costs [20]. Other potential impediments to
robotic settings mentioned in the literature include potential anxiety induced by klunky
or loud noises, “not being adapted” to the intended context owing to being too large, and
“failed technology” in certain areas [20, 28].

Communication Disruption among Care Personnel: Care robots may obstruct com-
munication between nurses and patients, as well as among medical workers, restricting
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theflexibility and adaptability of personalised nursing services [2].While robots can rem-
edy human nature’s bad features, they lack the human senses of compassion, empathy,
and comprehension [29].

Perceived Impact on the Nursing Career: Robots have the potential to cause unde-
sirable behavioral changes. The rising usage of robots for elderly persons may provide
incentives for health bodies to reduce or even eliminate human jobs in favor of artificial
jobs, thereby altering society’s character [20]. Because of concerns and reservations
about the probable substitution of their occupations and positions, healthcare personnel’
attitudes toward the deployment of assistive healthcare robotics are negative. Many peo-
ple are concerned that robots will eventually replace humans in the workplace [39]. As
a result, the fear of doctors and nurses being replaced by robots is a major impediment
to deployment. While it is widely acknowledged that robotic systems are not meant to
replace human interaction in health and social care [20], but rather to reduce workload
[2], these issues must be addressed. The attempt to establish robot professions may lead
to a drop in interest in nursing as a vocation, which will exacerbate professional short-
ages [8]. However, because most existing nursing robot prototypes are designed as aides
rather than autonomous professions, the care resource gap will surely worsen.

4 Reflections and Critical Review

The nursing bodies (in a caregiver model) and the elderly (in self-care use cases) in
the healthcare ecosystem are the social systems in our paper’s environment. IS research
has looked at the social-technical relationship as interactions [52], with a focus on the
dynamics of interplay between the two components, such as fit, alignment, entanglement,
and so on [47], as well as analyses of the issues users face as a result of potential
mismatches.

Investigations have looked into how work routines and healthcare information tech-
nology (HIT) co-evolve and interact in an HIT implementation to produce or hinder the
desired outcomes [33].

Other studies looked at medical assisting technology such as robotic surgery [53] and
rehabilitation techniques [54, 55]. Principles for transitioning to sociotechnical ecosys-
tems for elderly care [56], system design for disabilities [57], and user requirements for
inclusive technology [58] have all been discussed in other contributions.

Wediscovered that the literature focused on the phenomena and itsmain determinants
in the following areas: caring for persons with learning impairments [59], geriatric
care [60], physical disability help [57], chronic care [61], and fostering better caregiver
relationship [62]. The adoption of technology by the healthcare workforce is primarily
dependent on the system’s dependability and, as a result, their trust [28]. The elderly
will becomemore receptive of healthcare robotics as healthcare practitioners adopt them
[17]. It has become clear that the acceptance of robotics in care settings is affected by
the behavior of the end users, “the elderly”, and ‘the caregivers” [14].

Our research has found that there is a lot of evidence that healthcare robots can help
with nursing care. Our critical analysis goes a step further to explain how technological
advancements may assist and risk nurses and care seekers at the same time [48]. As
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we report on our findings linking the good outcome of the usage of care robots, in the
form of value in use, and disadvantages in the form of unintended consequences of
benefits, we reframe the conversation to demonstrate evidence of value in use (Sect. 4.1)
and highlight potential drawbacks (Sect. 4.2). Technology’s quick advancement and the
relatively gradual advancement of concepts about how to organize and manage change
may obstruct the realization of benefits (Sect. 4.2). Caring robots may be appropriate to
react to and provide the illusion of care for their users, even if they are unable to deliver
genuine care. As long as human care is in short supply, robots may be able to assist the
vulnerable and relieve caretakers. Nurses, on the other hand, acknowledge that machines
have drawbacks and that having a nurse present is advantageous to patients.

This study summarizes how disruptions in care robotics can have organizational
and societal repercussions, some of which have been addressed in research studies and
others, which will need time and more use to appear.

4.1 Evidence of Value in Use

Robots will have a role in nursing facilities, supporting carers and even offering com-
pany to the lonely. While different cultures have varied perspectives on the employ-
ment of robotics, the hope is that robots will make aged-care vocations less hard, more
autonomous, and allow seniors to live a safer and longer independent life in their own
homes. Many older people prefer to live in their familiar social setting at home rather
than in residential aged care facilities that are equipped to support the health and social
wellbeing of elderly people, but some are unable to do so due to family issues, illnesses,
impairments, immobility, and social limitations.

Our research found that intelligent care-giving equipment, such as care robots, have
the potential to enhance health outcomes by tailoring treatment for patients. Based on
a patient’s diagnostic profile, preferences, or treatment progress, these systems might
be programmed with the knowledge and abilities of various evidence-based practices
and then administer the most appropriate therapy or integrate several approaches. While
their growing ability to detect, identify, and respond to the emotions and other stimuli of
the patient (user) can be extremely useful in a therapeutic context, care robots can also
assist professionals in providing high-quality care.

4.2 Unintended Consequences of Benefits

Human beings gain from technology advancements while also being threatened by them
[48]. Although STS theory and practice have been in the background for some time, the
rapid advancement of technology and the relatively slow advancement of ideas about
how to organize and manage change may obstruct the realization of advantages.

The use of technology in close proximity to human function may have unintended
or unforeseeable consequences. These results could mean more work for practitioners,
as well as changes in communication patterns and workflows, which can lead to an
overreliance on technology [42].

These unintended repercussions can be both positive and negative, with results that
differ from what was originally intended (Table 2). This phenomena has been linked
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to the introduction of technology in various contexts, particularly in healthcare settings
[43, 44].

Our investigation discovered several instances of unforeseen repercussions of the
use of a care robot in the nursing function for aged care (Table 2). The literature reveals
the cost-effectiveness of care robots when assigned repetitive and banal care activities,
higher satisfaction with care, and a decrease in violent events, with the possibility of
including logistical or surveillance for physical safety monitoring. However, because of
their machine nature, robots may necessitate costly routine maintenance and technical
advancement to lessen the risk of malfunctioning annoyances [34]. Any flaws or errors.

Another example comes from the practitioner’s experience, in which robots have
been discovered to reduce the caretakers’ burden of care in specific situations. They do
so by taking over some of the more monotonous and time-consuming activities, but they
must operate entirely under the supervision of a health care provider in order to maintain
the “human touch” and avoid unethical practices.

Table 2. Unintended consequences of care robots – sociotechnical perspective (our review)

STS dynamics Benefit Unintended consequences

Organization Essential where care workers are
unavailable

Reliance on robots care hinders
communication among personnel

People Promotes personal privacy and dignity
through companionship and
conversation

Potential increase in feelings of
isolation owing to less social
interaction

Decrease the burden of care of the
caregivers

Supervision of health care
provider required to prevent the
unethical use

System Cost-effectiveness of care robots
repetitive/mundane care tasks

Require costly regular
maintenance and technological
enhancement

Task Increased safety and reduction of
violence due to monitoring

Malfunctions or lack of proper
upkeep lead to accidents or
injuries

Assistive healthcare robots are critical in situations where care personnel are unavail-
able owing to resource restrictions, a lack of training, or a lack of time to give proper
care. However, in certain cases, reliance on robotic care has hampered communication
among healthcare workers [5], and ethical concerns have also been noted as barriers to
adoption that must be handled properly [29]. As a result, the contextual use of these
robotic helpers must complement the role of coordination and care of their settings,
ensuring that humans and humanoids collaborate for better care and reducing the impact
of such unintended outcomes.
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4.3 Value Co-creation Opportunity Involving Users in Care Robot Design

Frameworks for evaluating the role of robotics in healthcare across socio-ecological
levels have been described in the literature, with specific concerns at each level as well
as design, development, and implementation considerations for healthcare robots [40].
The acceptance of care robots is influenced by the attitude, ability, and skepticism of
healthcare staff regarding the use ofmodern technology [39]. Personality traits, cognitive
capacity, education, and community influence the acceptance of care robots.

Some investigations of people’s views about care robots appear to show negative
and unpleasant consequences. To accommodate these differing perspectives, a thorough
needs assessment must be conducted, which will ensure successful implementation.
Guidelines for user incorporation in ambient assisted living projects effectively summa-
rize the importance of such evaluation: ‘Determining individual user needs rather than
merely guessing or generalizing can mean the difference between a true breakthrough
for users and a cool technological advancement for the shelf.‘ This involves a thorough
understanding of the requirements and wishes of older persons in terms of these gadgets.

Although previous research has primarily focused on existing robot acceptance, it
is critical to understand why older people embrace or oppose assistive robots, as well
as their perceptions of them, in order to improve not only the design of these robots but
also to develop successful marketing strategies.

Before deployment, users should be actively involved in the development process
and receive proper training and knowledge. In health and social care, diverse stakehold-
ers with very different requirements might engage with robotic systems. It is difficult to
introduce such intrusively disruptive ideas if the real results do notmeet the users’ expec-
tations. Early conversations about potential roles and flaws should begin to overcome
this barrier, and an iterative process should be used to include individual experiences.

4.4 Care Robots, Viable Actors in Optimizing Health System Performance

The ability of virtual humans and robots to recognize, respond to, and express emotions
is being improved. Robots may also be sensitive to and adapt to features of a patient’s
culture, such as race/ethnicity or socioeconomic level. Intelligent care-giving devices
that combine sensing, artificial intelligence, and emotive computing technologies have
the potential to significantly enhance health outcomes for care recipients by tailoring
their care. These systems could be programmed with knowledge and abilities from a
variety of evidence-based treatments, and then offer or combine the most appropriate
therapy or approaches based on a patient’s diagnostic profile, preferences, or treatment
progress. Intelligent care-givingmachines could also be sensitive to and adapt to specific
features of a patient’s culture, such as race/ethnicity or socioeconomic status.

AI, robotics, and smart technologies, on the other hand, have yet to fully compete
with the warmth of human presence. Basic human touch, such as shaking hands before
and after a session with a patient, resting a hand on the shoulder of a grieving person, or
providing a patient a tissue to wipe their tears, are still invaluable.

Care robots, on the other hand, can be viewed as viable players in improving health-
care systemperformance.At the service of patients and their healthcare providers, intelli-
gent machines provide a number of benefits.Modern expert systems and other intelligent
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machines can aid in the completion of highly complex taskswith greater efficiency, accu-
racy, and consistency. Hospital robots can complete normal rounds and are not affected
by weariness, boredom, burnout, or amnesia [19]. Nonetheless, the usage of care robots
serves the quadruple goal of care, health, cost, and purpose in work [41], emphasiz-
ing that patient care necessitates provider care. In this study, we apply the quadruple
objective to the nursing function, where assistive care robots can help improve patient
experience, population health, and work life while keeping a focus on enhancing health
care providers’ work lives.

5 Conclusion and Further Research Prospects

For future study, the literature review might be expanded to include more sources, such
as systems thinking and robot-human interaction, while also considering future research
approaches linked to the STS approach, as well as contextual and cultural elements. We
do, however, make some useful recommendations for future research and translation of
the quadruple aim for health improvement in the context of the nursing function, where
assistive robots can help improve patient experience, population health and life, and
health care personnel’ work lives.

This research examines the sociotechnical aspects of robotics and their practical
ramifications. Because the field of robotics is seen as part of the next prospective Kon-
dratiev wave (together with biotechnology), greater breakthroughs in robotics are likely
as humanoid innovations spark technical revolutions, resulting in leading industrial or
commercial sectors. Because the potential benefits for healthcare are immense, early
implementation in this field is advantageous. Finally, caregivers recognize that resistance
to welfare technology adoption derives from organizational, societal, technological, and
ethical problems. Individual acceptance is required for robotic systems to be adopted
in real-world circumstances, according to sociotechnical principles of technology adop-
tion. Because disruptive inventions might be difficult to accept, user participation is a
key factor in determining whether or not assistive robots will be accepted.

While demand for assistive healthcare robots for the elderly and disabled is currently
low, the market is expanding as robot care applications increase and become more user-
friendly. The truth is that the maturity and readiness of the technology are still unknown.
On the adoption front, assistive gadgets have been appreciated by older clients, health
care providers, and family members, but further research into their results and efficacy
is needed. Future research should look into whether these issues will endure or if new
technologies can help to improve the user interface and safety perception.

User participation studies will help guide principles of usability (fit for use) and
usefulness (fit for purpose) of care robots. Here too, we sense that additional research on
the established environmental barriers, such as overall noise levels or spatial arrangement
would be useful.

We observed some critical gaps in priority issues, notably for ethical usage of com-
panion robots with older individuals, between the robot ethics community and real-world
stakeholders, using the academic perspective of this review. It is clear that ethical and
social concerns play a role in the opposition to the employment of care robots in elder
care. Ethics is a delicate subject that has aroused both positive and negative responses.
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As a result, we realize the necessity for ethical investigations that take into account the
implications for stakeholders as well as the seeming lack of consensus on often debated
problems [37]. Robotic care might be seen as heartless and unsympathetic, as well as
deceitful. From an ethical standpoint, assistive healthcare robots should not be viewed
as a substitute for human care, and they should be utilized under the supervision of
caregivers to preserve the dignity of the elderly.

Will synthetic gestures of empathy andgoodwill be perceived as similar to the genuine
thing? Will science advance to the point where data and decision-making replace the
requirement for human interaction? What impact would this have on mental health?

These issues require further study, as we continue to develop intelligent care
machines.

References

1. Mitzner, T.L., Chen, T.L., Kemp, C.C., Rogers, W.A.: Identifying the potential for robotics to
assist older adults in different living environments. Int. J. Soc. Robot. 6(2), 213–227 (2013).
https://doi.org/10.1007/s12369-013-0218-7

2. Abdi, J., Al-Hindawi, A., Ng, T., Vizcaychipi, M.P.: Scoping review on the use of socially
assistive robot technology in elderly care. BMJ Open 8, 1–20 (2018)

3. Christoforou, E.G., Panayides, A.S., Avgousti, S., Masouras, P., Pattichis, C.S.: An overview
of assistive robotics and technologies for elderly care. In: Henriques, J., Neves, N., de Car-
valho, P. (eds.) XV Mediterranean Conference on Medical and Biological Engineering and
Computing – MEDICON 2019 76, 971–976 (2020)

4. Kyrarini, M., et al.: A Survey of Robots in Healthcare. Technologies 9(8), 1–26 (2021)
5. Lee, J.-Y., et al.: Nurses’ needs for care robots in integrated nursing care services. J Adv Nurs

74, 2094–2105 (2018)
6. Broadbent, E., et al.: Using robots at home to support patients with chronic obstructive

pulmonary disease: pilot randomized controlled trial. J.Med. Internet Res. 20(2), 1–15 (2018)
7. Kim, J.: Use of robots as a creative approach in healthcare ICT. Health Informatics Research

24(3), 155–156 (2018)
8. O’Brolcha´in, F.: Robots and people with dementia: Unintended consequences and moral

hazard. Nursing Ethics 26(4), 962–972 (2019)
9. Hosseini, S.H., Goher, K.M.: Personal care robots for older adults: an overview. Asian Social

Science 13(1), 11-19 (2017)
10. Pekkarinen, S., et al.: Embedding care robots into society and practice: socio-technical

considerations. Futures 122, 1–15 (2020)
11. Melkas, H., Hennala, L., Pekkarinen, S., Kyrki, V.: Impacts of robot implementation on care

personnel and clients in elderly-care institutions. Int. J. Med. Informatics 134, 1–6 (2020)
12. Bednar, P.M.,Welch, C.: Socio-technical perspectives on smart working: Creatingmeaningful

and sustainable systems. Information Systems Frontiers, 1–18 (2019)
13. Tuisku, O., Pekkarinen, S., Hennala, L.,Melkas, H.: Robots do not replace a nurse with a beat-

ing heart: The publicity around a robotic innovation in elderly care. Information Technology
and People (2018)

14. Johansson-Pajala, R.-M., Gustafsson, C.: Significant challenges when introducing care robots
in Swedish elder care. Disability and Rehabilitation: Assistive Technology, 1–13 (2020)

15. Céspedes, N., et al.: A socially assistive robot for long-term cardiac rehabilitation in the real
word. Front. Neurorobot. 15(633246), 1–19 (2021)

https://doi.org/10.1007/s12369-013-0218-7


16 M. J. Dankar and N. G. Badr

16. Oña, E.D., Garcia-Haro, J.M., Jardón, A., Balaguer, C.: Robotics in health care: perspectives
of robot-aided interventions in clinical practice for rehabilitation of upper limbs. Appl. Sci.
9, 1–27 (2019)

17. Lukasik, S., Tobis, S., Kropinska, S., Suwalska, A.: Role of assistive robots in the care of
older people: survey study among medical and nursing students. J. Med. Internet Res. 22(8),
1–10 (2020)

18. Shishehgar, M., Kerr, D., Blake, J.: The effectiveness of various robotic technologies in
assisting older adults. Health Informatics J. 25(3), 892–918 (2019)

19. Luxton, D.D.: Recommendations for the ethical use and design of artificial intelligent care
providers. Artif. Intell. Med. 62(1), 110 (2014)

20. Servaty, R., Kersten, A., Brukamp, K., Mohler, R., Mueller, M.: Implementation of robotic
devices in nursing care. Barriers and facilitators: an integrative review. BMJ Open 10, 1-11
(2020)

21. Christoforou, E.G., Avgousti, S., Ramdani, N., Novales, C., Panayides, A.S.: The upcoming
role for nursing and assistive robotics: opportunities and challenges ahead. Frontiers in Digital
Health 2(585656), 1–13 (2020)

22. Pirhonen, J., Melkas, H., Laitinen, A., Pekkarinen, S.: Could robots strengthen the sense
of autonomy of older people residing in assisted living facilities?—A future-oriented study.
Ethics Inf. Technol. 22(2), 151–162 (2019). https://doi.org/10.1007/s10676-019-09524-z

23. Alaiad, A., Zhou, L.: The determinants of home healthcare robots adoption: an empirical
investigation. Int. J. Med. Informatics 83(11), 825–840 (2014)

24. Fasola, J., Mataric´, M.J.: A socially assistive robot exercise coach for the elderly. Journal of
Human-Robot Interact 2(2), 3–32 (2013)

25. Hung, L., et al.: The benefits of and barriers to using a social robot PARO in care settings: a
scoping review. BMC Geriatr. 19, 1–10 (2019)

26. Flandorfer, P.: Population ageing and socially assistive robots for elderly persons: the impor-
tance of sociodemographic factors for user acceptance. International Journal of Population
Research, 1–14 (2012)

27. Birks, M., Bodak, M., Barlas, J., Harwood, J., Pether, M.: Robotic Seals as Therapeutic Tools
in an Aged Care Facility: A Qualitative Study. Journal of Aging Research 2016, 1–7 (2016)

28. Céspedes, N., Raigoso, D., Múnera, M., Cifuentes, C.A.: Long-Term Social Human-Robot
Interaction forNeurorehabilitation: Robots as a Tool to SupportGait Therapy in the Pandemic.
Front. Neurorobot. 15(612034), 1–12 (2021)

29. Bradwell, H.L.,Winnington, R., Thill, S., Jones, R.B.: Ethical perceptions towards real-world
use of companion robots with older people and people with dementia: survey opinions among
younger adults. BMC Geriatr. 20, 1–10 (2020)

30. Hersh, M.: Overcoming barriers and increasing independence – service robots for elderly and
disabled people. Int. J. Adv. Rob. Syst. 12, 1–33 (2015)

31. Agrigoroaie, R.M., Tapus, A.: Developing a healthcare robot with personalized behaviors
and social skills for the elderly. In: International Conference on Human Robot Interaction
(Christchurch) (2016)

32. Wachsmuth, I.: Robots like me: challenges and ethical issues in aged care. Front. Psychol. 9,
1–3 (2018)

33. Goh, J.M., Gao, G., Agarwal, R.: Evolving work routines: adaptive routinization of
information technology in healthcare. ISR 22(3), 565–585 (2011)

34. Pohl, M.: Robotic systems in healthcare with particular reference to innovation in the ‘Fourth
Industrial Revolution’ — an ethical challenge for management. J. Int. Advan. Japanese Stud.
8, 17–33 (2016)

35. Gratch, J., Wang, N., Gerten, J., Fast, E., Duffy, R.: Creating rapport with virtual agents. In:
Pelachaud, C., et al. (eds.) Intelligent virtual agents, pp. 125–138. Springer: Berlin,Heidelberg
(2007)

https://doi.org/10.1007/s10676-019-09524-z


Humanoids at the Helm of the Nursing Profession in Elderly Care 17

36. Picard, R.: Affective computing. MIT Press, Cambridge, MA (1997)
37. Mansouri, N., Goher, K.: Towards ethical framework for personal care robots: review and

reflection. Asian Soc. Sci. 12(10), 152–162 (2016)
38. Vichitkraivin, P., Naenna, T.: Factors of healthcare robot adoption by medical staff in Thai

government hospitals. Heal. Technol. 11(1), 139–151 (2020). https://doi.org/10.1007/s12553-
020-00489-4

39. Boumans, R., Van Meulen, F., Hindriks, K., Neerincx, M., Olde Rikkert, M.G.M.: Robot for
health data acquisition among older adults: a pilot randomised controlled crossover trial. BMJ
Qual Saf, 28, 793–799 (2019)

40. Mois, G., Beer, J.M.: The role of healthcare robotics in providing support to older adults: a
socio-ecological perspective. Current Geriatrics Reports 9(2), 82–89 (2020). https://doi.org/
10.1007/s13670-020-00314-w

41. Bodenheimer, T., Sinsky, C.: From triple to quadruple aim: care of the patient requires care
of the provider. The Annals of Family Medicine 12(6), 573–576 (2014)

42. Tonn, B.E., Stiefel, D.: Anticipating the unanticipated-unintended consequences of scientific
and technological purposive actions. World Futures Review 11(1), 19–50 (2019)

43. Harrison, M.I., Koppel, R., Bar-Lev, S.: Unintended consequences of information tech-
nologies in health care—an interactive sociotechnical analysis. JAMIA 14(5), 542–549
(2007)

44. Campbell, E.M., Sittig, D.F., Ash, J.S., Guappone, K.P., Dykstra, R.H.: Types of unintended
consequences related to computerized provider order entry. JAMIA 13(5), 547–556 (2006)

45. Samad-Soltani, T., Rezaei-Hachesu, P., Ghazisaeedi, M.: Pervasive decision support systems
in healthcare using intelligent robots in social media. Iran. J. Public Health 46(1), 148 (2017)

46. Scoglio, A.A., Reilly, E.D., Gorman, J.A., Drebing, C.E.: Use of social robots inmental health
and well-being research: systematic review. J. Med. Internet Res. 21(7), e13322 (2019)

47. Strong, D.M., Volkoff, O.: Understanding organization-enterprise system fit: a path to
theorizing the information technology artifact. MISQ 34(4), 731–756 (2010)

48. Pasmore, W., Winby, S., Mohrman, S.A., Vanasse, R.: Reflections: sociotechnical systems
design and organization change. J. Chang. Manag. 19(2), 67–85 (2019)

49. Krings, B.J., Weinberger, N.: Assistant without master? some conceptual implications of
assistive robotics in health care. Technologies 6(1), 13 (2018)

50. Bostrom, R.P., Heinen, J.S.: MIS problems and failures: a socio-technical perspective Part I:
The causes. MIS Quarterly 1(3), 17 (1977)

51. Read, G.J., Salmon, P.M., Lenné, M.G., Stanton, N.A.: Designing sociotechnical systems
with cognitive work analysis: putting theory back into practice. Ergonomics 58(5), 822–851
(2015)

52. Sarker, S., Chatterjee, S., Xiao, X., Elbanna, A.: The sociotechnical axis of cohesion for IS
discipline: its historical legacy and its continued relevance. MIS Q. 43, 695–719 (2019)

53. Catchpole, K., et al.: Human factors in robotic assisted surgery: lessons from studies ‘in the
Wild.’ Appl. Ergon. 78, 270–276 (2019)

54. Grüneberg, P.: Empowering patients in interactive unity with machines: engineering the HAL
(Hybrid Assistive Limb) robotic rehabilitation system. In: Humans and Devices in Medical
Contexts, pp. 255–280. Palgrave Macmillan, Singapore (2021)

55. Kendall, E., et al.:HabITec: a sociotechnical space for promoting the application of technology
to rehabilitation. Societies 9(4), 74 (2019)

56. Pekkarinen, S., Melkas, H., Hyypiä, M.: Elderly Care and Digital Services: Toward a Sus-
tainable Sociotechnical Transition. In: Toivonen, M., Saari, E. (eds.) Human-Centered Dig-
italization and Services. TSS, vol. 19, pp. 259–284. Springer, Singapore (2019). https://doi.
org/10.1007/978-981-13-7725-9_14

57. Blume, S., Galis, V., Pineda, A.V.: Introduction: STS and disability. Sci. Technol. Human
Values 39(1), 98–104 (2014)

https://doi.org/10.1007/s12553-020-00489-4
https://doi.org/10.1007/s13670-020-00314-w
https://doi.org/10.1007/978-981-13-7725-9_14


18 M. J. Dankar and N. G. Badr

58. Jovanović, M., De Angeli, A., McNeill, A., Coventry, L.: User requirements for inclusive
technology for older adults. International Journal of Human–Computer Interaction, 1–19
(2021)

59. Badr, N.G., Asmar, M.K.: Meta principles of technology accessibility design for users with
learning disabilities: towards inclusion of the differently enabled. In: Exploring Digital
Ecosystems, pp. 195–209. Springer, Cham (2020)

60. Pekkarinen, S., Melkas, H.: Welfare state transition in the making: focus on the niche-regime
interaction in finnish elderly care services. Technol. Forecast. Soc. Chang. 145, 240–253
(2019)

61. Tan, S.Y., Taeihagh, A.: Governing the adoption of robotics and autonomous systems in
long-term care in Singapore. Policy and society, 1–21 (2020)

62. Badr, N.G., Sorrentino, M., De Marco, M.: Health information technology and caregiver
interaction: building healthy ecosystems. In: International Conference on Exploring Service
Science, pp. 316–329. Springer, Cham (September 2018)



How Do Individuals Engage in Open
Innovation? Unveiling the Microfoundations

of Relational Capabilities

Alberto Bertello1(B), Paola De Bernardi1, Canio Forliano1,2, and Francesca Ricciardi1

1 Department of Management, University of Turin, 10134 Turin, Italy
alberto.bertello@unito.it

2 Department of Political Science and International Relations, University of Palermo,
90134 Palermo, Italy

Abstract. Disruption in our society demands collective rather than isolated
efforts. In order to address societal challenges, organizations are increasingly
called to innovate across organizational boundaries. Literature on open inno-
vation, however, has mainly focused on the organizational-level, neglecting the
individual-level, or what has recently called ‘the human side’ of open innovation.
This study sheds light on the microfoundations of open innovation by unveil-
ing the micro-level foundations of relational capabilities from the analysis of a
multiple embedded case study on five SMEs operating in Northern Italy. Results
suggest perspective taking, balancing skills, and negotiation skills as individual-
level features that aggregate at a higher level through a dynamic process. By doing
so, this study contributes to the discourse on microfoundations of organizational
capabilities for open innovation.

Keywords: Open innovation ·Microfoundations · Organizational capabilities ·
Individual skills

1 Introduction

The key pressing challenges of our world, such as climate change, poverty, and dig-
ital transformation, require coordinated and collective efforts from a variety of actors
engaging in collaborative and shared innovation. Since its original conceptualization,
open innovation has been studied from different facets and particular attention has been
paid to its antecedents. However, most of these studies reside at the organizational-level
[1–5], while a multi-level perspective would be indeed crucial for: a) extending the open
innovation body of knowledge by breaking concepts into multiple component elements,
b) tracing links among them at different levels of analysis, and therefore grasping the
nature of this complex phenomenon [6]. In this regard, the microfoundational approach
represents a useful theoretical basis to understand how the organizational context to
which individuals are exposed and their actions and interactions influence organizational
capabilities [7–10]. Therefore, the microfoundational approach reveals its usefulness in
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assessing the under-investigated topic of the human side of open innovation [11–13].
Moreover, it helps in connecting the individual level to the organizational formation of
open innovation-related capabilities that are often used as theoretical concepts to explain
heterogeneity in firms’ open innovation-related outcomes [14, 15].

Also,most of the open innovation studies leveraging the capabilities perspective have
explained the effectiveness of open innovation bringing up the concept of dynamic capa-
bilities [15–17]. However, dynamic capabilities include a wide set of different capabili-
ties that are expected to influence differently the three types of open innovation, namely
inbound, outbound, and coupled. In order to understand inbound open innovation, for
instance, the literature has principally analyzed absorptive capacity [18], intended as
the ability of a firm to recognize the value of new, external information, assimilate it,
and apply it to commercial ends [19]. On this basis, several studies have adopted a
microfundational approach to explore absorptive capacity, e.g. [20, 21]. Although these
studies do not frame explicitly their study in the open innovation literature, implica-
tions are strongly linked to this stream of research and to the inbound perspective of
open innovation for the reasons aforementioned. The outbound and coupled modes of
open innovation are instead less investigated by the literature [22, 23], and there is
not yet an established set of dynamic capabilities that have been linked to them. This
study takes this challenge by focusing on coupled open innovation, a term introduced by
Enkel Gassmann, and Chesbrough [24], to describe a two-way interaction that implies
co-creation processes combining inbound and outbound knowledge flows.With this pur-
pose, we investigate the concept of relational capabilities as a key dynamic capability
for coupled open innovation. Relational capabilities can be defined as the ability of a
firm to enter into and to manage relationships across boundaries in order to obtain access
and develop resources and skills that are complementary to the firm’s activity [25, 26].
We explore the microfoundations of relational capabilities in open innovation contexts
by studying the case of five Italian firms. In fact, despite the importance attributed to
relational capabilities in inter-organizational relationships [27–29], there is still little
evidence on the microfoundations of relational capabilities in open innovation contexts.
Hence, this paper seeks to assess the multi-level nature of open innovation and to explore
the role of human resources in bringing about relational capabilities for effective coupled
innovation, positing the following specific research question: “What are the skills and
abilities of professionals involved in inter-organizational collaboration that influence
relational capabilities for coupled open innovation?”. To address our research question,
we have developed a multiple embedded case study on five SMEs operating in a North-
ern Italian Region with firms as units of analysis and individuals as sub-unit. We only
considered those companies that in the last three years had developed both inbound and
outbound open innovation (the so-called coupled mode) as the result of participation in
inter-organizational projects aiming at the adoption of Industry 4.0 technologies.

2 Microfoundational Approach in Strategy and Organization
Studies

Greater attention to micro-level elements in organization studies is required to capture
the complexity of organizational performance [8]. Not surprisingly, macro-management
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theories in their origins have investigated micro-level phenomena. For example, Barnard
[30] argued in strikingly strong terms that “the individual is always the basic strategic
factor of organization”. Similarly, Simon’s early work on administrative behavior was
explicitly linked with individual-level foundations [31], concerned for example with
questions addressing individual decision-making, motivation, and organizational per-
formance (for a review, see Felin and Foss [32]). However, this emphasis was gradually
lost over time and, as Gavetti and colleagues have noted in their review of behavioral
theories in macro management [33], organizational research has been considerably less
focused on linking individuals’ interests and cognitions to organizations’ actions and
decisions. The subsequent trajectory of organization studies as well as strategic man-
agement was heavily focused on macro factors, at the expense of the micro [34], with a
focus on organizational environments in the form of theories such as institutional theory
[35, 36], and resource dependence theory [37]. By emphasizing a focus on homogeneity
rather than heterogeneity, these theories have often overlooked the role of individuals.
Organization studies can help understand open innovation from different levels. Against
this background, greater attention to the microfundations of open innovation and multi-
stakeholder collaboration and related capabilities is called to assume relevance in the
years to come [38, 39].

3 Methodology

To address the research question of this study we have developed a multiple embedded
case study on five SMEs operating in a Northern Italian Region with firms as units of
analysis and individuals as sub-unit. We only considered those companies that in the last
three years had developed both inbound and outbound open innovation (the so-called
coupled mode) as the result of participation in inter-organizational projects aiming at
the adoption of Industry 4.0 technologies. SMEs are an interesting field of research for
more than one reason. Indeed, they are characterized by a high level of flexibility which
is often reflected in a highly innovative spirit. However, their innovative potential is
often harnessed by a lack of resources, which therefore makes it necessary to develop
certain capabilities that allow them to exploit and combine their internal and external
knowledge sources in the best possible way. We collected data through interviews with
both managers and employees directly involved in open innovation activities. A total
of 9 formal interviews has been conducted between 2018 and 2020. We conducted 7
interviews face-to-face and 2 interviews online. The number of interviews was deter-
mined following the principle of theoretical saturation, until the information gathered
was considered sufficient and no further relevant information could have been added by
additional interviews [40]. We conducted interviews in Italian, transcribing and analyz-
ing them in the same language to ensure greater rigor. Data from interviews have been
triangulated with participant observation (consisting of firm visits, consultancy, informal
interviews, participation inmeetings) and document analysis. The data analysis followed
an abductive approach aimed at combining theory and empirical insights [41]. We the-
oretically drew on the concept of relational capabilities (for a definition and the coding
summary see Fig. 1).We then explored organizationmembers’ individual characteristics
to shed light, through the empirical analysis in our sample, on the microfoundations of
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relational capabilities through an iterative approach between empirical data and existing
literature.

Fig. 1. Coding summary. Source: Author’s own elaboration

4 Findings

“Collaboration is a matter of social interactions between individuals. I can say on
the basis of my experience that whenever I have collaborated with individuals who
exclusively pursued their perspective, the collaboration has never turned out in the
desired results, to the detriment of both”.

This excerpt of interview highlights the importance of adopting alternative points
of view when engaging in collaboration with other individuals and/or organizations.
This ability is expected to play a pivotal role in inter-organizational collaboration, as
directed at firm-external actors belonging to the firm’s supply chain such as customers
and suppliers, or other stakeholders such as universities, government, and citizens [20,
42]. Despite the ability to consider how someone else may think about something is
strictly related to personal traits, we also found that working daily in environments
that stimulate confrontation can increase individual’s propensity to look beyond their
own point of view. For instance, during an informal interview, we were informed about
how one organization was pushing the members who were in charge of following open
innovation projects to map their partners for enabling more effective knowledge of them
and thus improving strategic collaboration:

“Part of our R&D efforts take place jointly with universities and research cen-
ters. In accordance with my organization, I map the partners to know in advance
which professor is expert for instance of sensory analysis or microbiology or what-
ever. The objective is to understand what to expect from them and what they can
expect from us. An early knowledge of the characteristics and expectations of our
future partners facilitates both the project proposal and the collaboration along the
project”.
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However, this ability can only be partially induced by the context of reference. Dur-
ing field observations, we realized how some individuals were more likely to adopt
the perspective of others. Usually, this propensity was associated with distinctive traits
such as high curiosity and creativity. Moreover, considering the perspectives of others
can also stimulate the production of new and useful ideas, combining, building on, and
experimenting with different viewpoints [43]. Nevertheless, seeing problems from oth-
ers’ perspectives can stimulate the tendency to ask new questions, identify nonobvious
linkages, and apply interpretations to unusual domains [20]. Consequently, this can pos-
itively affect individuals’ divergent thinking abilities [44], fostering both individual and
organizational propensity towards sensing and discovering new business opportunities.

Drawing on previous studies, we have conceptualized this social competence as
perspective taking, following Galinsky, Maddux, Gilin, and White [45], that define
perspective taking as the cognitive capacity to consider the world from other viewpoints.

A second skill relevant for inter-organizational collaborative innovation is the ability
to balance potentially conflicting demands. The art of balancing can assume different
meanings in practice. As put forward in previous studies [46, 47], individuals’ ability to
handle contradictory forces, such as between competition and collaboration, is essen-
tial in inter-organizational contexts. This dimension is also linked with the previously
introduced dimension of perspective taking. The ability to balance formal and informal
meeting opportunities is indeed essential for increasing group cohesion and, in turn,
facilitating perspective taking. The chief executive officer of one of the firms under anal-
ysis evidenced his strategy to take advantage of steering committee meetings in open
innovation projects as a way of both discovering new opportunities and negotiating new
collaborations:

“Any partner has its own specific characteristics. With some of them it is easier
to communicate during the formal work tables, with other ones, maybe the less
experienced, you have to change your tune, avoid technicalities and bureaucratic
language and immerse in their reality. In these cases, coffee breaks allow you to
be informal and to break down barriers”.

A relevant problem also emerges when disruptive ideas need to be integrated into the
business strategy. This in fact requires the ability to balance competing demands such as
change and stability and external and internal ideas. This often happens when a specific
teamcollaborateswith external organizations in open innovation projects. In this case, the
team can develop potential new products or services across organizational boundaries.
However, it can experience resistance to change [48–50] when the innovative ideas need
to be implemented in the organization (e.g., the top management does not recognize it
as strategic or the employees feel uncomfortable). Some firms have solved this problem
by directly involving the chief executive officer as a supervisor in the project. However,
when this is not possible, especially in larger companies, we found the relationship
between firm executives and the (open) innovation manager, or whoever is in charge
of leading the project, to be relevant. As evidenced by the innovation manager of one
medium-size firm:
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“I am daily in contact with the CEO regarding the projects we are carrying out
with other organizations. The main goal of course is to follow the organization’s
targets, but it is also true that projects often take a different turn and sometimes
we identify with my team and our partners’ unexpected solutions. In recent years,
I have worked to build a relationship of trust with the CEO so that there is a
continuous and transparent dialogue. Sowe can understand together to what extent
the ideas from the project can be integrated in our own strategies”.

This ability to balance potentially conflicting demands, for which we have provided
some examples, has been conceptualized, in line with previous studies [51], under the
label balancing skills.

Another individual ability that emerged as relevant in this study is the ability to reach
a compromise with partners. This dimension is strictly related to perspective taking and
balancing skills. Looking at others’ perspectives and balancing conflicting demands is,
in fact, essential in order to reach a compromise with other parties. We have concep-
tualized this ability as a negotiation skill, an element that can become a key resource
for maturing relational capabilities. When coupled open innovation is at stake, nego-
tiation is a continuum process in which individuals are engaged in different activities.
For instance, to ensure value co-creation, it will be important that every network partner
participating in an inter-organizational project contributes to shaping the initial project
proposal. This implies different rounds of review of the project initiation documentation
in which negotiation plays a fundamental role. Moreover, negotiation is also important
during the execution of the project and it can also be stimulated by some organizational
solutions at the project-level. For instance, a chief executive officer referred to as the
collaboration during the steering committee meetings was:

“facilitated by the presence of different tables in which companies can confront
with the leaders of the various work packages. The presentations are all open. So,
everyone can seewhat the companies are doing and get to know each other [...].We
specifically do not know what all the other partners are doing, but we get a general
idea that allows us to develop relationships during the project with organizations
with which we have elements in common”.

However, negotiation skills are not only essential to build new relationships but also
to re-negotiate goals over time. During field investigations, we also had the opportunity
to discuss with a professor who was collaborating with one of the SMEs that we had
selected as a case of study:

“Our partner had clear ideas about the project but unfortunately we realized over
time how difficult was to achieve the original objectives. However, they were very
skilled, in concert with us, to reformulate the plans and promptly communicate to
the project manager the new, more realistic, objectives we were setting”.
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The propensity to (re)negotiate represents a key ability to secure new opportuni-
ties, acquire external knowledge, and transfer internally this knowledge to the organi-
zation. Excellent negotiation skills prove to be fundamental not only regarding inter-
organizational relationships but also regarding intra-organizational relationships. As a
manager revealed:

“The negotiations that must then take place within the firm to communicate the
benefits of certain innovations to managers and employees that are not directly
involved into the project are often more exhausting than those that take place with
external organizations”.

The adoption of open innovation practices, in fact, requires negotiation processes
with or between managers to implement at the organizational level what is going to
be developed at the project level. In other words, negotiation is essential for absorbing
knowledge from external sources as well as for transferring knowledge to others.

5 Summary of Results and Conclusions

To summarize results, we found three skills to be particularly relevant for firms to nur-
ture relational capabilities when they engage in coupled open innovation. These skills
have been conceptualized following existing categories in previous literature and they
are perspective taking, balancing skills, and negotiation skills. These three skills are
dynamically interrelated since the ability to consider others’ perspectives (i.e., perspec-
tive taking) is an essential step to consider both poles of potential conflicting elements
(i.e., balancing skills) that in turn is of the utmost importance for negotiatingwith partners
(i.e., negotiation skills). Successful negotiating outcomes can then stimulate perspective
taking since actors recognize the importance of looking at others’ perspectives.

The results of this study thus contribute to investigating the human side of open
innovation by adopting a microfoundational approach. More specifically, we have inves-
tigated how specific skills and individual abilities may aggregate at the organizational
level in higher relational capabilities, a sub-set of dynamic capabilities that are essential
in coupled open innovation. Focusing on coupled open innovation as a context of analy-
sis, we shed light on the human side of this open innovation model, extending previous
microfoundational research that had mainly prioritized the inbound mode of open inno-
vation and related concepts such as absorptive capacity (e.g., [20]).More generically, this
study responds to calls for microfoundations of organizational capabilities [8–10, 52].
Indeed, while numerous studies have already proved the positive effect of organizational
capabilities on open innovation performance, there is still a paucity of studies regarding
the microfoundations of capability development in the open innovation domain [12].

The findings of this study have also implications for policymakers, especially in
government-funded open innovation projects. A good outcome of open innovation
projects depends in part on the ability to stimulate organizational capabilities and indi-
vidual social cognition and behaviors. In this regard, it would be important to lever-
age human-centered innovation methods such as design thinking [20, 53] to nurture
perspective-taking, balancing, and negotiation skills.
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Abstract. Electronic human resources management (e-HRM) as a field has been
developed on an exploratory basis, thus lacking theoretical foundations. Research
into its theoretical underpinnings is therefore needed. Research orchestration the-
ory (ROT) is an expansion of resource-based theory. It considers managers’ roles
in the selection and configuration of resources, and it aims to explain the process
of achieving a competitive advantage and exploiting the dynamic capabilities of
resource configuration. This study is based on Strohmeier’s [34] framework and
focuses on the configuration of e-HRM and its underlying elements: actors, strate-
gies, activities, and technologies. We propose ROT as a solid foundation for the
empirical investigation of e-HRM.

Keywords: e-HRM · Resource orchestration theory · Resource-based theory ·
Configuration

1 Introduction

Research has provided several definitions of electronic human resources management
(e-HRM) depending on the historical period and the scientific development involved.
A recent review by Marler and Fisher [23] proposed the following definition: “e-HRM
consists of configurations of computer hardware, software, and electronic networking
resources that enable intended or actual HRM activities (e.g., policies, practices, and ser-
vices) through individual- and group-level interactions within and across organizational
boundaries” [21, 23]. Nevertheless, researchers have not reached a consensus about the
definition of e-HRM and the theoretical basis of this field [23, 24, 29, 34]. Identifying a
solid theoretical foundation for the e-HRM structure is a critical challenge.

Strohmeier [34] published one of the most relevant reviews of e-HRM. He identified
a framework for the structure of e-HRM, which categorized publications on e-HRM
based on three elements: context, configuration, and consequences. Each of these and
the connections between them require underlying theories to help researchers base their
research on solid conceptual foundations [23].

The present study focuses on configuration, which includes four fundamental ele-
ments for management. In particular, we analyze resource orchestration theory (ROT)
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[32] as a possible conceptual basis for the configuration of e-HRM. ROT is based on the
intersection of resource-based theory (RBT), contingency theory, and dynamic capabili-
ties theory. It includes two main phases: search/selection and configuration/deployment
[32]. Given the connection between the second phase of ROT, dynamic capabilities, and
orchestral direction, we believe that ROT can serve as an excellent conceptual basis
for the development of future theoretical and empirical works on the configuration of
e-HRM and its connections with context and consequences.

The rest of the article is structured as follows. Starting with a description of
Strohmeier’s [34] framework, we focus on configuration. We describe RBT (already
proposed by Strohmeier as a possible theoretical explanation of the relationship between
configuration and the consequences of e-HRM) and ROT as extensions of RBT. Finally,
through a joint study of RBT, ROT, dynamic capabilities, and e-HRM configuration and
through clear analogies with orchestral direction, we make some reflections about the
opportunity to use this theory as a theoretical basis for the future development of e-HRM
research.

2 Strohmeier’s Framework: The Configuration

In 2007, Strohmeier [34] proposed a framework for e-HRM based on a literature review
(see Fig. 1). Through an in-depth analysis, Strohmeier identified three fundamental
elements of the e-HRM structure: context, configuration, and consequences. Within the
structure, the context generates the configuration, and the configuration generates the
consequences. Each of these dimensions consider themicro andmacro levels of analysis.
For the micro level, the framework considers an individual or a group. For the macro
level, it refers to other conditions, such as culture or the socio-economic context. For
the macro-level, Strohmeier referred to Snell et al.’s [33] work, which distinguished
between operational, relational, and transformational consequences.

Fig. 1. Strohmeier’s framework (2007: 21)

The configuration represents a critical node of Strohmeier’s [34] framework. This
led us to reflect on the opportunity to analyze its theoretical underpinnings.

According to Strohmeier, the configuration is composed of four elements. The actors
“are all those who (plan, implement and) perform e-HRM” [34:21]. Strategies concern
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the “establishing of constitutive objectives and the implementation of e-HRM” [34:21].
Activities “encompass the single HR functions, like recruiting and selection, training
and development, compensation and benefits that are performed in order to provide and
deploy the needed human resources” [34:21]. Finally, attention should also be given to
“the HR-related properties and functionalities of the employed technology” [34:21].

3 RBT as a Conceptual Basis for ROT

The connection between superior performance and the achievement of a competitive
advantage is one of themost studied topics in themanagement literature [5, 13]. Scientific
analysis focuses on the sustainability of such a competitive advantage [31]. In this
context, RBT is one of the simplest, most direct, and most cited theories in management
history [21].

RBT is based on the analysis of the relevance of organizations’ internal variables. Its
main aim is to understand opportunities for exploiting the uniqueness of firms’ resources
in order to create and maintain a competitive advantage over time. RBT highlights
the opportunity to concentrate on investments in order to develop rare and inimitable
resources for firms. The objective is to achieve resource exploitation for market needs,
which must be performed through a firm’s strategy [21].

As proposed by Wernerfelt [39], RBT interprets firms’ resources as mirrors of their
competitive abilities. Rumelt [30] stated that a firm should be considered a set of produc-
tive resources whose development and use could guarantee different results, depending
on the diverse contexts in which the firm operates. In other words, product competition
should be considered as a competition among firms’ internal resources [6]. According
to Barney [4], the development of internal resources can lead to a superior competitive
advantage compared with the acquisition of external resources. This process is based on
the firm’s and the market’s needs. Therefore, such a development is a function of the
expected return in that specific market. In this sense, the investments made to develop
an organization’s existing resources are the basis for the formulation of RBT and the
idea of a firm’s differentiation.

Although RBT is a commonly used theory, it has not been exempted from criticism.
Kraaijenbrink et al. [21] studied the main critiques of this theory. Although all are
interesting and can help further refine RBT, the most relevant critique for our study is
that RBT “has no managerial implications” [21:351].

This critique highlights that RBT gives a general recommendation that resources
should be acquired and developed correctly. Unfortunately, the process through which
it is performed has not been examined in depth. It appears that RBT is based on the
assumption that managers have total control over their resources, as if this process were
simple and as if the competencies for their development can be easily acquired. Although
this critique can be said of other theories, the popularity of RBT implicitly requires a
complete work of its theoretical framework. Therefore, ROTwas developed further with
this aim.
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4 ROT and e-HRM Configuration

Aprofessional orchestra can count on the bestmusicians,who study and learn their scores
with precision and interpretative efficacy. A single performance is the responsibility of
the musician, who studied for years and perfected the practice, the reading, and the
interpretation of the score, depending on the musician’s cultural factors and on the
historical moment the composition was written.

Unfortunately, a single musician’s in-depth knowledge, no matter how excellent, is
not sufficient to ensure that the orchestra plays a symphony as a unique entity. For this
reason, it is impossible to guarantee to the public that, without a professional guide, the
effectiveness of each musician leads to a perfect performance of the entire orchestra. In
this regard, the role of the orchestra leader is fundamental.

The orchestra leader cannot play all the instruments and cannot know by memory
all the scores. The role of the maestro is to coordinate the performance, focusing on
the volume, prosody, and tone of every single instrument. The leader is the only person
who knows with certainty who and what is playing at every specific moment of the
performance. Consequently, such a position is comparable to that of the manager.

Firms’managers possessmanagerial competencies,which are not technical in nature.
Their coordination and supervision capabilities go beyond the praxis and employees’
knowledge.While employees are responsible for their respective assignments, managers
must ensure that all tasks are completed and coordinated to achieve the final objective.

Just like orchestra leaders have to pay attention to the overall score, managers are
focused on the orchestration of every task to ensure that the achievement of the objective
is in line with the initial planning and efficiency requirements. These two roles have con-
siderable similarities. Both managers and orchestra leaders must be mentors, adapting
the performance of their subordinates to ensure that it is adequate to complete the com-
prehensive initial set of objectives. Just like orchestra leaders adapt agogics, managers
adapt the velocity of project execution. Just like maestros control the music articulation,
managers verify the efficiency of results achievement. Both maestros andmanagers have
to be leaders; their role is based on their subordinates’ trust, which is earned through
their work and attitude.

The final performance of a symphonic orchestra is comparable to the achievement
of an objective defined in the initial phase of strategic planning. The maestro prepares
the performance for months before the moment of execution in front of spectators.
Musicians meet at the rehearsals, playing and perfecting the volume and the timbre,
as well as creating synergy among the different interpretations. Similarly, managers
supervise work for months before achieving a specific objective. The only difference is
that the maestro receives applauses, whereas managers receive promotions.

RBTwas not able to conceptually describe the role of managers completely. Accord-
ing to Sirmon et al. [32], owning resources means being aware of how to use, orchestrate,
and synchronize them. From the perspective of value and competitive advantage cre-
ation, the way resources are included, distributed, transformed, and mutually exploited
to achieve predetermined objectives is critical for gaining a leadership position in the
market. For this reason, referring to the basic principles of dynamic capabilities the-
ory and contingency theory, as well as leveraging its connection with RBT, ROT has
been used as an extension of the fundamental framework of the resource-based view
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for emphasizing the positions of managers within firms [15]. In summary, ROT states
that firm resources should be organized dynamically and should be used through a com-
plementary perspective. Consequently, managers’ roles are fundamental, and so is the
coordination of all the managers of a firm [9].

ROT and Strohmeier’s [34] framework are connected. In their book Dynamic capa-
bilities: Understanding strategic change in organizations, Helfat et al. [16] identified
two main processes for resource orchestration. The first, called search/selection, is the
phase that includes creating conditions for performing resource orchestration. During
this phase, managers identify the right resources and prepare them to be orchestrated.
They invest in materials and training to ensure that such resources acquire the funda-
mental dynamic capabilities to be organized and integrated. The second phase, called
configuration/deployment, refers to the act of orchestration. This phase is conducted
through a perspective focused on the dynamic effects of resource preparation. In other
words, resource orchestration prepared during the first phase allows the creation of
conditions for innovation and adaptation.

Practical resource orchestration is a fundamental praxis in management. Evidence
in the literature shows that failure in resource orchestration (i.e., orchestration shortfall)
results in organizational ineffectiveness, economic loss, and inferior performance [19].
A disappointing performance is often connected not with the absence of resources but
with the absence of orchestration capabilities. In this regard, achieving a clear and stable
definition of managers’ roles within organizations is critical.

According to Sirmon et al. [32], managers’ roles have three main dimensions: struc-
turing, bundling, and leveraging. In summary, these three dimensions represent man-
agers’ roles in the definition of parameters through which resources are selected and
exploited, depending on the external opportunities that a firm wants to intercept.

Moreover, resource orchestration does not concern only the intervention ofmanagers
in the development of resources under their control. It involves the joint and structured
actions of all the managers of a firm. The literature recognizes the critical roles of CEOs
and boards of directors compared to managers’ roles [11], but coordination among
managers should be present.

Concepts related to dynamic capabilities are widely used to explain resource orches-
tration. According to Teece et al. [36:516], “dynamic capability is the firm’s ability to
integrate, build, and reconfigure internal and external competencies to address rapidly
changing environments. Dynamic capabilities thus reflect an organization’s ability to
achieve new and innovative forms of competitive advantage given path dependencies
and market positions.” Dynamic capabilities are based on previous knowledge, avail-
able resources, learning, time, and investments [25]. Therefore, all combinations of
these elements could allow firms to adapt to the external environment [7]. The effects of
resource orchestrations are based on dynamic capabilities and, if resources are selected
effectively, can promote the generation of competitive and strategic advantages through
the continuous adaptation of organizational abilities.

The two phases of resource orchestration, as well as the correct configuration, high-
light the positive effects of dynamic capabilities. In Strohmeier’s [34] framework, the
configuration is between context and consequences. Given that the configuration (and
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implementation) of resources is one of the most critical phases of resource orches-
tration, we propose the conceptual connection between this element of Strohmeier’s
framework and ROT. In Fig. 2, we show Strohmeier’s framework, completed with the
theoretical foundations we propose and the theoretical underpinnings put forward by
Strohmeier [35] for e-HRMconsequences (i.e., voluntarism and determinism), with their
intermediate shades (strict and moderate voluntarism; strict and moderate determinism).

Fig. 2. Strohmeier’s framework with theoretical foundations

The analogy with the direction of an orchestra is clear. Performance is dynamic, and
so is the preparation for a performance. Musicians’ preparation goes beyond ensuring
the quality of their performance. Together with their colleagues and the director, they
prepare to solve problems related to the execution and interpretation of music at the
exact moment in which they emerge. The role of the director is critical. The maestro
produces a configuration of available resources (i.e., musicians who interpret the sym-
phony). This configuration can adapt to unexpected conditions. At that precise moment,
both musicians and the orchestra leader learn and improve their vocational abilities,
promoting innovation within their organization, which is the most critical foundation
for an orchestra, as well as for a firm.

5 Use of ROT in the Literature

To the best of our knowledge, no research has used ROT as a conceptual basis for
explaining the elements of e-HRM configuration and the connections among them.
Nevertheless, this theory has been used in the literature as the theoretical foundation for
scientific contributions that consider, beyond other objects of study, actors, strategies,
activities, and technologies.

In this section, we present some examples of such research. In particular, we con-
sider strategies, activities, and technologies because actors are included—directly and
indirectly—in most of the works we studied.
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This set of examples does not aim to be exhaustive. Nevertheless, in our opinion,
there are promising opportunities for using ROT as a fundamental theory to explain
configuration, together with its elements, in the field of e-HRM.

5.1 ROT and Strategies

The use of ROT according to the definition and implementation of strategies within a
firm’s context has been widely discussed in the literature. One of the most cited arti-
cles is that of Hitt et al. [17], highlighting the importance of leaders’ actions in process
and resource synchronization and analyzing the single orchestration procedure within a
strategic entrepreneurship context. In such a study, more integrated orchestration pro-
cesses were identified: structuring, bundling, leveraging, and value creation and appro-
priation. In general, analyzing such processes shows the critical importance of exploiting
market dynamism and discontinuities.

The literature examines the synergies created by an adequate resource orchestration
system [3]. In this context, ROT is also used to analyze the efficacy of the processes of
dynamic resource organization in the field of selling [2].

Internationalization strategies, mainly referring to the best practices of resource
recombination and orchestration, have been studied by Verbeke and Kano [37]. In this
case, ROT is not a theoretical basis for the study but a practical basis for developing a
solid global strategy for multinational firms.

5.2 ROT, Activities, and Processes

The intersection betweenROTand activities has been studied fromdifferent perspectives.
For example, Ketchen et al. [19] examined the orchestration of activities concerning
product recalls. Cui and Pan [12] used ROT to understand the foundations of activities
related to the activationof e-commerce services.Queiroz et al. [28] appliedROTas abasis
for comprehending the impact of efficiency on the processes with which information
technology (IT) applications are substituted.

The accumulation of resources needed to realize good orchestration is critical. For
example, Wright et al. [42:911] studied the university context. Applying ROT as a
theoretical basis for their study, they proposed analyzing the “heterogeneity of growth
across different types of university spin-offs.”

Pavlov et al. [27] investigated the interaction between performance management
and HRM. Their study showed how the efficient organization of performance manage-
ment processes produces positive effects on firms’ performance. Hodgkinson et al. [18]
explored the effectiveness of resource orchestration processes that analyze how man-
agers orchestrate different typologies of capital (e.g., human and organizational capital)
to improve competitiveness and realize ambidexterity. Burin et al. [9] also investigated
ambidexterity, which refers to the dynamism of supply chains, emphasizing the efficacy
of IT instruments and their synergy. The findings confirmed that achieving ambidexterity
promotes the efficient use of resources, simplifying their orchestration.
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5.3 ROT, Technology, and Innovation

Concerning technology and innovation, ROT is used in a different context. For example,
Nambisan and Sawhney [26] studied network orchestration processes to emphasize their
effects on the main components of innovation planning and realization. The processes
connected with innovation were also analyzed by Carnes et al. [10], who examined the
managerial interventions that, through resource orchestration, can introduce innovation
to firms’ lifecycles. In the context of innovation, ROT is used as a conceptual basis for
understanding the time and methods for implementing an Enterprise Resource Planning
system [1].

Liu et al. [22] proposed ROT as a conceptual basis for comprehending the effects
of technology adaptation on firms’ performance. Wales et al. [38] and Koufteros et al.
[20] also considered the relationship between technology and performance, basing their
line of reasoning on ROT. In particular, Wales et al. [38] underlined the role of IT and
communication, whereas the latter analyzed the diagnostic and interactive applications
of performance indicators.

Sustainability has also been studied by integrating technology andROT. For example,
Wong et al. [41] considered green supply chain integration and identified ROT as an ideal
instrument for this kind of analysis. Gong et al. [14] analyzed the theme of supply chain
and sustainability, mainly referring to the need to learn sustainability-related concepts
for the supply chain.Wong et al. [40] used ROT to emphasize how structural intervention
for cost reduction contributes to supply chain efficacy, especially to sustainability.

6 Theoretical and Practical Implications

e-HRM is considered an emerging area of research. The increasing number of papers
and chapters published in this area can make e-HRM grow as an empirically based field.
Nevertheless, the literature highlights the need for a solid theoretical foundation for the
subject. The first important implication of our study, therefore, is opening up a discussion
about the theoretical underpinnings of the first two elements of Strohmeier’s framework.
Strohmeier started this work in 2009with his article “Concepts of e-HRMconsequences:
a categorization, review and suggestion” [35:528], in which he described the theoretical
foundations of e-HRM consequences (i.e., the third element of his framework).

In particular, he highlighted that the concepts of voluntarism and determinism, with
their intermediate shades, could explain the different consequences of e-HRMimplemen-
tation. Strict determinism “views technology as the exclusive origin of consequences”
[35:530], whereasmoderate determinism considers technology themost important factor
that generates consequences. Strict voluntarism considers human organizations as “the
sole origins of consequences” [35:532], whereas moderate voluntarism considers this
factor the most important vehicle for consequences. According to Strohmeier [35], these
philosophical conceptualizations help researchers identify the theoretical underpinnings
of empirical studies of e-HRM consequences.

We propose using ROT for the same objective—to develop the theoretical foundation
for the empirical analysis of the second element of Strohmeier’s framework, which is the
configuration of e-HRM. This configuration is composed of actors, strategies, activities,
and technologies. Coordination among these components is fundamental to ensuring the
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effectiveness of e-HRM implementation. Therefore, ROT can be used to underline the
importance of managers’ roles in defining configuration and connecting its elements.
For this reason, we hope that future research can consider ROT as a solid foundation for
the empirical analysis of e-HRM configuration and its relation to consequences.

We identify a practical implication of our study in the definition of managers’ roles
during e-HRM implementation. To the best of our knowledge, there is no evidence of the
definition of themanagerial position beingdevoted explicitly to implementing e-HRM. In
most cases, the empirical literature shows that organizations perform this implementation
through HR managers and employees. Nevertheless, the increasing importance of e-
HRM and the increasing complexity of related systems could lead to the employment
of a professional manager—or a project manager—precisely devoted to building and
maintaining e-HRM-related systems, processes, and procedures. Therefore, we identify
the opportunity to consider the e-HRM implementation manager as a new professional
figure.

7 Conclusions

As a field, e-HRM has been developed mainly on an empirical and explorative basis
[34]. Scientific research considers e-HRM a relatively young field, but advancing the
understanding of its theoretical foundations is critical to ensuring the consistent devel-
opment of its practical applications and empirical tests [8]. On these bases, we attempted
to integrate previous theoretical contributions to the field of e-HRM.

In this study, we proposed ROT as a conceptual foundation for one of the three
fundamental elements of Strohmeier’s [34] framework, the e-HRM configuration, which
represents the second phase of ROT. As an extension of RBT and an intersection of RBT,
contingency theory, and dynamic capabilities theory, ROT allows us to develop a more
consistent idea about the positions and roles of managers within organizations [15].

Resource orchestration is as fundamental as resource acquisition [32]. All the ele-
ments of configuration in Strohmeier’s [34] framework (i.e., actors, strategies, activities,
and technologies) could be integrated dynamically through managers’ actions, which
create and exploit firms’ dynamic capabilities and resources.

For these reasons, in our opinion, ROT shows promise in discussions of the four ele-
ments of Strohmeier’s [34] framework and the organizational and dynamic connections
between them.
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Abstract. Citizen science is a set of methodological approaches aimed at engag-
ing general public in the processes of co-production and sharing of scientific
knowledge to face societal needs and environmental challenges. Its main fields of
application concerns environmental sciences, earth observation and urban plan-
ning, by introducing human and socio-cultural perspectives into technical and
scientific tasks. New developments in Information and Communication Technolo-
gies (ICT), remote sensing and data processing pave the way to new crowdsourc-
ing activities for social engagement, volunteers’ recruitment and organization. In
particular, social media systems allow rapid sharing of information at low cost
connecting and organizing people within online communities. Citizen science can
constitute an innovative theoretical framework within which online communities
can be engaged for production of new forms of knowledge and for giving innova-
tive perspective in organizational processes. The aim of the paper is to pose general
reflection to build a conceptual transdisciplinary framework for the integration of
online communities as part of citizen science projects integrating insights deriving
from its application for hydrology and water resources management.
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Knowledge co-production

1 Introduction

Citizen science is a set of methodological approaches aimed at increasing public partici-
pation in scientific research activities through the co-production of knowledge and useful
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tools for data collection, data processing and dissemination of results [1]. Its main fields
of application concerns environmental sciences, earth observation and urban planning,
by introducing human and socio-cultural perspectives into technical and scientific tasks.
In this way, citizen science support expert researchers in the definition of practical solu-
tions that intercept research questions with social needs [1–5]. Citizen Science involves
the use of crowdsourcing models and participative approaches for the sharing of ideas,
the development of projects and the organization of volunteers in research projects [6].

New developments in Information and Communication Technologies (ICT), remote
sensing and data processing pave the way to new crowdsourcing activities for social
engagement, volunteers’ recruitment and organization [7, 8]. In particular, social media
systems allow rapid sharing of information at low cost [9] connecting and organizing
people within active communities [8, 10]. Citizen Science can constitute an innovative
theoretical framework within which online communities can be engaged for production
of new forms of knowledge and for giving innovative perspective in organizational pro-
cesses. Citizen science, firstly, encourages dialogue and the exchange of information
between citizens and experts, in order to increase awareness on public interest issues
and in decision-making processes [1, 2, 11, 12]. Dialogue and information exchange are
also functional to collaborative modelling of tools and processes [13, 14]. Volunteers’
engagement and participation in a citizen science framework is not limited to data collec-
tion only but extends to the shared definition of research problems and the co-production
of results for understanding the phenomena [1, 15].

Despite the developments and integration of ICT and new recruitment methods
through social media systems in participatory approaches to scientific research and
environmental monitoring, the engagement of online communities in citizen science
activities constitutes a research gap. This gap is found both at theoretical and empirical
level, where citizen science initiatives are generally conducted on field activities coor-
dinated by experts. The use of ICT and digital technologies, in this context, is usually
supportive. Yet, the role of online networks and digital communication tools is increas-
ingly pervasive in the information gathering and exchange between people aimed at
knowledge co-production through cooperation and organized collective action [10].

Starting from this gap, the aim of the paper is to provide a conceptual framework
for the integration of online communities as part of citizen science projects integrating
insights deriving from its application for hydrology and water resources management
[3, 16]. The research method adopted is a theoretical literature review on the concept
of citizen science and its implications related to engagement of online communities.
Finally, this contribution presents three illustrative cases from hydrology and water
resources management to contextualize practical and organizational issues in citizen
science projects to hypothesize possible scenarios for the engagement of online commu-
nities. Starting from Shirky’s [10] indications regarding the organizational issues posed
by online networks and digital communication tools, this contribution tends to outline
possible potential scenarios of online communities’ engagement in a citizen science
framework aimed at co-production of knowledge through information sharing, cooper-
ation and collective action between users. The paper is structured as follows: in Sect. 2,
authors introduce theoretical concepts related to citizen science and explain ideal typical
users’ attitudes within an online network. In Sect. 3, authors illustrate research gap in
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investigating the role of online communities in a citizen science framework. Sections 4
and 5 are focused on insights derived from application of citizen science principles in
hydrology and water resources management from theoretical contributions and practi-
cal applications. Then, in Sect. 6 authors will provide final considerations focused on
possible organizational scenarios for enhancing the role of online users in a collective
action towards achievement of social and environmental goals, by application of citizen
science principles.

2 Theoretical Framework

A common and statutory definition of citizen science is still missing [17] and its appli-
cation in research tasks usually reflect empirical concerns. Definition of methodolo-
gies, protocols and research methods is the result of dialogue and shared points of
view between experts and engaged volunteers [2, 18]. Citizen science aims to promote
peer collaboration between experts and citizens, even if first group often leads research
projects because of its level of expertise on scientific topic [1]. In fact, experts refer
to professional researchers involved in academic context. While volunteers represent
a heterogeneous group, within which individuals can differentiate themselves by level
of education, cultural and social background, professional expertise, motivations and
interests [13, 19].

Furthermore, volunteers can represent different interest or social groups. Expert
researchers often engage generic volunteers through call to action or crowdsourcing
techniques [7, 20, 21]. In other cases, volunteers’ engagement aims at representatives of
local communities, bearers of social and territorial needs, such as bottom-up associations,
neighborhood committees or ethnic and linguistic minorities [2].

These aspects are crucial for achieving common research objectives, defining shared
research design, adopting, and implementing suitable tools for data collection and pro-
cessing aimed at the co-production of knowledge and scientific activity. Starting from
these theoretical assumptions, citizen science is usually structured in (1) contributory,
(2) collaborated, and (3) co-created typologies according to the level of engagement
and tasks assigned to volunteers [22–24]. This tripartition can represent ideal types
on which setting up participation strategies. From a contributory perspective, experts
maintain their leading role, controlling all stages of the research process. The role of
volunteers is limited to the collection and sharing of data useful for research purposes
[22, 23, 25]. From a collaborated perspective, volunteers’ engagement includes refining
tasks of research question, activities and roles set by experts [22, 23, 25]. Participants
act in cooperation to experts in order to give them insights to analyze under scientific
lens. Finally, co-created typologies constitute the highest level of citizen science, in
which co-production between experts and volunteers is more evident. Co-created citi-
zen science implies participants’ engagement in all stage of research process [22, 23,
25]. Volunteers’ participation is expressed in a call to action in which participants act as
peer with experts [26].

Based on this ideal–typical tripartition, an organization involved in citizen science
activities has a complex and circular structure (Fig. 1). The complexity derives from
the coexistence and co-participation of different types of actors, coordinated by experts.
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Circularity depends on constant dialogue between actors that interact as peers. Circu-
larity guarantees a constant flow of information between participants at the basis of
feedback actions and in support of collective actions within the processes of knowledge
co-production, co-management of public and scarce resources (such as water, land,
woodlands and food systems), co-assessment of related risks (floodplains, rainfalls,
drought, soil erosion) supporting for concerted and shared decision-making processes.

Fig. 1. Cyclic configure of citizen science participation (Source: Authors)

Advances in Information and Communication Technologies (ICT) and digital tech-
nologies open new scenarios of knowledge co-production by expanding research tools
and methods to social media [9, 18, 27]. In this context, online communities come into
play as a new actor for the co-production of information and data useful for knowl-
edge, innovation and creative solutions [28, 29] for organizations enrolled in scientific
research [16]. The engagement of online communities, thus, transfers the participatory
modalities of citizen science within digital platforms in which volunteers can share data
and information, organize themselves and take collective actions [30, 31]. Virtual plat-
forms to share creative ideas to organizations and also to interact between users and
experts, building social networks and establish a sense of community [29]. Online tech-
nologies support unformal communities in organizing tasks for common efforts [30–32].
According to Shirky (2008), online interactions among users differentiate in three kinds
of effort: sharing, cooperation and collective actions [10].

Sharing represents the simplest way to interact within an online community or to
take advantages from social media tools [10]. Participants’ behaviors are similar to
contributory citizen science because their tasks are limited to data or information shar-
ing [15, 22, 33]. Cooperation represents a second intermediate level of engagement in
an online community. It implies changing in individual behaviors because participants
need to synchronize their action in order to create a group identity [10, 27]. Cooperation



Engagement of Online Communities Within a Citizen Science Framework 45

presents strong similarities with collaborated citizen science because it stimulates dia-
logue and conversation between participants around issues that defines research question
and design, opening new way of knowledge and tools co-production [15, 22, 33]. Col-
lective action is the highest level of engagement in an online community. It requires that
participants act as a single entity in achieving a specific goal [10]. Decisions are binding
and individual behaviors must reflect a general attitude [10]. Participants not only share
information and awareness but also responsibility of their action. Collective action is the
base of co-production. In this way, it can pose at the base of co-created citizen science
because group actions define research scope, methodologies and tools to adopt [15, 22,
33].

These similarities, therefore, lay the foundations on which to set framework models
to conceptualize the engagement of online communities in a citizen science frame-
work bringing insights from theoretical and practical application in hydrology and
water resources management as an application field of knowledge co-production, as
summarized in Fig. 2.

Fig. 2. Summary of main synergies between citizen science ideal types and online communities’
attitudes, according to Shirky’s tripartition (2008) (Source: Authors)

3 Research Gap

Despite the growing pervasiveness of digital technologies in hydrogeological research
and ecosystem management that leverage Volunteerd Geographic Information (VGI)
[34] and User-generated contents (UGC), there is a gap with the application of citizen
science methodologies with the involvement of online communities. User-generated
content data collection usually follows the application of crowdsourcing principles [21,
35] and the involvement of volunteers at a first level of data sharing under the supervision
of experts or according to involuntary and anonymous data sharing methods [3, 6, 21].
In recent years, however, there have been several attempts to create active communities
as part of citizen science-based research activities [26, 36]. Studies on this topic focus
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not only on identifying profiles of participants [36, 37] but also seek to investigate the
knowledge acquired byvolunteers and the level of awareness on the issues addressed [38–
40]. Research on the latter aspect puts volunteers in a perspective of greater interaction
between themselves andwith experts in the definition of research projects and evaluation
of results [40, 41]. Investigating acquired knowledge and awareness projects volunteers
towards the development of skills is useful to undertake collective actions and intervene
on all phases of the research process with the support of experts [40]. The development
of digital platforms therefore allows to contextualize the actions of the participants in a
virtual context, often different from the field surveys [40].

Investigating on application of citizen science in hydrological science and water
resources management provides several insights to develop a conceptualization of the
engagement of volunteers in scientific research processes and in organizational issues
related to participatory approaches supported by digital tools and social media contri-
bution. Practical applications in hydrological research and monitoring provide terms of
comparison and cases-studies to engage online communities in co-production of shared
knowledge, co-design of monitoring tools and in promotion of collective action based
on users and online communities’ contributions enhanced by means of digital platforms
and social media contents. Practical applications from hydrology and water resources
management give conceptual and theoretical insights to reduce gap in the enhancement
of online communities’ contributions into citizen science.

4 Insights from Citizen Science in Hydrology and Water Resources
Management

The application of citizen science offers to the hydrologists and water management
scientists new research skills for implementing analytical models through the integration
of traditional data collection methods with information provided by volunteer citizens,
using their own personal mobile devices [3, 21, 35, 42]. The advantage offered by
personal mobile devices is the ability to offer a continuous flow of data, constantly
updated and with a widespread geospatial coverage, at low cost [2, 35, 43].

Studies on citizen science in hydrology and environmental sciences ismainly focused
on the development of organizational and participatory models for the collection and
integration of crowdsourced data [14, 18, 44]. These models are usually based on stake-
holders’ participation and cooperation in terms of increasing participation of general
public, reducing social conflicts, building consensus and promoting negotiation between
participants and experts on topics of common interests such as management and sus-
tainable uses of water resources [14] or risk and flood hazards communication [18].
The adoption of computer-based models – by means of software platforms, suitable
smartphone applications for technical data collecting and processing and communica-
tion tools – is functional to (1) support communication efforts directed to general public
or specific community groups and to (2) analyze social networks patterns in order to
identify potential stakeholders to involve, defining roles and tasks within the organiza-
tion [45–47]. Social network pattern analysis allows not only a mapping of organized
groups of online users but also to investigate interactions between members of an online
community [48] and between users and their context of interaction [49, 50]. Context
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of interaction is composed not only by peer volunteers but also by stakeholders and
institutional actors, such as local authorities and research centers that conduct and coor-
dinate scientific activities or commission research based on co-production of knowledge
and co-design of tasks and goals [45]. Introduction of social media tools in citizen sci-
ence investigation is reshaping socio-spatial networks of participation, projecting the
engagement of volunteers from community-based approaches towards virtual contexts
[51].

Somepeculiar factors stem from literature review supporting engagement andorgani-
zational processes in the application of citizen science in hydrology, both in physical and
virtual context. These factors can be summarized in (1) the simplicity of the procedures
adopted in the engagement of volunteers through simple instruction to carry out [18]; (2)
development of suitable tools for data collection and processing – such as, smartphone
applications or surveys by means of social media – functional to perform technical tasks
in an intuitive and immediate way [18]; (3) development of communication strategies
aimed at organizing users and optimizing communications and information exchange
between participants [18, 51]; (4) stakeholders’ analysis to assign roles and tasks within
the organization and define levels of participation and collaboration [14].

User participation is an interactive and iterative process that involves different types
of volunteers depending on the level of education, expertise, motivations and interests
[14, 19]. These aspects are strategic factors for durability of citizen science projects
and the organizational structure of a cohesive and active community [2, 52, 53]. Stake-
holder’s analysis determines the level of engagement of volunteers within an organiza-
tion. Their engagement includes different level from participation in terms of informa-
tion, awareness and consultation to active collaboration in public discussion for definition
of research design, co-production of knowledge and co-decision making [14]. Motiva-
tions and interests can vary from personal interest to gaining power within a community
by means of knowledge [22]; from improving social relationship to social learning [2,
13]; from promotion of joint action to civic participation in co-management of common
resources, such as water or agricultural services [54]. From a technological perspec-
tive, keeping high motivation relies on development of dashboard of data visualization
and digital interactive tools to make user aware on volunteered contribution in research
activity. Frequently call to action and feedbacks by email can enhance user’s role within
online communities, making them feel part of a group [2, 13].

Several studies investigate on novel tools offered by the use of digital technologies
and the role of social media in gathering data and information for implementing hydro-
logical and water resource management models [18, 21, 55, 56], monitoring flood risk
and disaster risk reduction [7, 9], measuring streams flow and water levels [55, 56].
Expert researchers assimilate information observed by users for the implementation
of hydraulic models based on time-series and large geospatial coverage of contribu-
tions [57]. However, many applications of this kind rely on crowdsourcing activities
that are often involuntary, where the production of data is not the result of deliberate
actions within a citizen science research purpose [7, 44]. This issue often occurs in
the cases where contribution derived from social media contents, where users are not
directly involved or engaged in scientific activities [44]. The illustrative cases in the next
paragraph show how the development of digital and web-based platforms is functional
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not only to offer technological solution to data collection but also to the construction
and enhancement of online communities engaged in water resources management and
hydrology under supervision and coordination of experts.

5 Digital Platforms for Engaging Communities in Hydrology
and Environmental Monitoring

Several citizen science initiatives on community-based approaches focus mainly on the
topic of water management with particular attention to atmospheric phenomena that
affect the water cycle and water quality intended as an essential ecosystem service for
functioning and social well-being [2, 35]. In this sense, such initiatives tend to create
active communities around water management and monitoring through the development
and implementation of digital platforms and the use of suitable and ready-to-use apps.
The development of online platforms is part of citizen science’s progress towards new
conceptual, technological and communicative paradigms aimed at widening interactions
between users in a common and shared effort [58].

Spotteron, CitSci.org and AnecData represent three illustrative cases that exemplify
the application of citizen science in environmental research and monitoring through
engagement and enhancement of online communities. The purpose of these platforms
is not only to collect data, but also to create operating communities that can constantly
share and update personal and collective opinions and experiences in relation to top-
ics of scientific interest, highlighting their impacts on daily experiences. The Spotteron
platform offers, for example, advanced digital tools (such as digital maps) for the col-
lection and mapping of information by citizens on various topics of scientific interest.
As part of hydrology and water management Spotteron has developed the CrowdWater
app [59] in order to collect information on water level and estimate water flows [59].
The application has been used in several studies since the estimation of flows [55, 56]
to monitor microplastic pollution of waterways [60]. The involvement of citizens takes
place through training and gaming phases in order to build a community attentive, edu-
cated and sensitive to the purposes of research and above all to keep the motivations of
citizens within the community high through rating and ranking systems of the informa-
tion received [56, 61]. Through the training and gaming system, the researchers wanted
to set up the construction of a community attentive to water management issues in order
to obtain active citizens as sensors on a specific geospatial context to provide data and at
the same time improve their perception of water resources and the risks related to them
for greater sensitivity in terms of water use and consumption.

CitSci.org platform supports collaboration between researchers and citizen scientists
in research and decision-making activities [62]. Users can freely access to the platform
defining research questions, shared issues and scenarios, developing shared research
plans and activities with a view to promoting online collective action initiatives [23,
62]. Users can also build models, collect data and view results according to a shared
participatory model in order to create inclusive and participatory management protocols
[23].

The AnecData platform provides tools for crowded data collection and interpreta-
tion towards the solution of common issues addressed within Citizen Science [58, 63].
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Available tools include datasheets, image uploads, charts, and data mappings [58, 63].
Communication tools underpin the potential to create cohesive and active communi-
ties through online channels [58, 63]. The platform supports collective actions aimed at
solutions to collective problems by creating networks between experts and citizens. Its
function is not only limited to the production of knowledge but also to promoting class
actions [58, 63].

Digital platforms – like those illustrated above – provide technological support to
citizen science projects with wide range of features and advanced tools. Social com-
munity extensions – such as newsfeeds, forum, comments, liking and user following,
data visualization and summary – constitutemany advanced functionalities that facilitate
interactions and information exchange at the base of communication strategies, com-
munity building processes and new forms of distributed collaboration [64, 65]. Scope
of citizen science platforms is to generate measurable results for scientific research and
evidence-based decisions [65]. Data quality extensions offers tools for analyzing and
validating of citizen observation and for reducing errors and biases [65].

6 Final Considerations

In this contribution, authors have examined the main characteristics of citizen science as
a theoretical framework for the engagement of online communities in the processes of
scientific knowledge co-production in support of innovative and shared solution forwater
and hydrological resource management and assessment. Authors have, therefore, exam-
ined three illustrative cases aimed not only at investigating the technological aspects,
but above all at focusing on the methods of creating communities in order to identify
essential and peculiar characteristics that can integrate online communities in a citizen
science framework. Finally, the contribution aims to provide insights for the engagement
of an online community to support citizen science initiatives across a transdisciplinary
application between social and hydrological sciences with the support of digital and
information systems.

The role and potential of online communities in a citizen science framework is
currently still little explored.

The theoretical insights and practical examples shown in this contribution offer gen-
eral guiding principles for setting up the organization of online communities in a partic-
ipatory scientific research process. Digital platforms, such as Spotteron and CitSci.org,
offer interesting digital solution to be replicated in several study contexts for the construc-
tion of active communities around environmental issues to support scientific research
and decision-making processes. These platforms constitute not only a digital solution
for a large-scale data collection, but also lay the foundations for the construction of com-
munities engaged in the monitoring and management of socio-environmental processes.
In some cases, the team of researchers experimented with the use of dashboards and
gaming for long-term engagements of participants and to evaluate the effectiveness of
volunteered observations. These solutions can constitute long-term monitoring tools to
verify and quantify the contribution provided by volunteers not only in terms of data
provided but also for measuring validity, effectiveness and temporal continuity.
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The online communities can broaden the recruitment area of volunteers by the sup-
port of digital technologies and social media. Digital solutions facilitate the communica-
tions within the organization offering the ideal medium to involve non-expert volunteers
using user-friendly and intuitive tools. Citizen science provides the theoretical frame-
work on which experts can set up participatory research works and develop participatory
processes aimed at the co-production of scientific contents not only and not so much
to solve academic research questions, but above all to find concerted solutions to con-
temporary challenges, such as consequences of climate change or assessment of scarce
resources.

In this context, social media (1) implies the adoption of new data collection methods;
(2) offer new tools for communication and rapid online interaction between experts,
stakeholders and citizens; (3) they constitute investigation tools to identify attitudes and
behavioral patterns at the basis of the organizational structures of groups of volunteers.

In the light of the examination of the literature and illustrative case reported, three
possible scenarios for integrating online communities into citizen science framework
can be outlined. The first scenario is of a collaborative type, in which users contribute
to the co-production of knowledge by sharing data deriving from direct observation of
phenomena. In this context, users act as widespread human sensors, autonomous in their
action with a low level of interaction. The second scenario is cooperative, in which users’
actions are synchronized within an organizational structure coordinated by experts. In
this context, data collection activities and interactions among users are guided according
to specific goals fixed by experts. The third scenario is collective. It represents the highest
level of integration of online communities into citizen science processes. In this scenario,
the community building is completed. Users share common values and visions at the
base of joint action with experts.

Citizen science initiatives in hydrology and water resources management are usu-
ally based on community-based approaches and crowdsourcing activities. Community-
based approaches not necessarily imply the use of digital and web-based technologies
and crowdsourcing activities are often unintentional and not specifically aimed at full
engagement of volunteers in scientific research processes. Engagement of online com-
munities in citizen science would make systematic data collection in a context of con-
tinuous and active monitoring aimed at intercepting collective social and environmental
needs and directed towards concerted solutions to problems related to urban planning
and environmental management. Another peculiarity is the virtual interaction of online
communities. This aspect allows the replicability of organizational and communication
models on different geographic large-scale application contexts and case studies, not
only limited to assessment of environmental and water resources but also extended to
other fields such as public sector accounting, assessment of public services (transporta-
tion, health, education), ecosystem and agro-food systems assessment, co-management
of network services and infrastructures.

Despite the wide availability of publications, application cases, tools, techniques and
digital platforms related to citizen science, the impacts of this approach at the level of
human behavior and cultural change represent a field of investigation that is still little
explored and in an experimental phase. Further studies on the topic will have to be
directed to shed light on the ability of citizen science to create cohesive and organized
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communities and on behavioral changes both individually and collectively. The study of
these aspects will be able to shed more light on the motivations and interests underlying
the involvement of citizens in the production of scientific knowledge and in decision-
making processes. Aspects that complement and integrate with the collection of data
and observations and their validation through the implementation of traditional analysis
models.
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Abstract. Co-production and nudging reflect the newpaths taken by governments
in the digital transformation age. Both are behaviour-based tools of public action.
Both are premised on the idea that citizen engagement in public services is essential
for problem solving. Thus far, however, these topics of debate have been addressed
in isolation. The aim of this explorative paper is twofold: to come to an overall
assessment about the potential of co-production and nudging, analysing the links
between them, and the role that ICT plays in improving citizen behaviours. Draw-
ing on a service lens, the paper makes the case that co-production and nudging
can be combined to support citizens in their ‘service user journey’. This tentative
exercise is a conceptual one, but hopefully one that broadens the understanding
of citizens’ participation mediated by digital technologies. In essence, the joint
adoption of co-production and nudging could help design and deliver services that
better meet citizen needs.

Keywords: Co-production · Nudging · Public services · ICT platforms · User
experience

1 Background

Influencing citizens’ behaviour is central to problem solving, and a large variety of
instruments are used for this purpose in various policy areas and public service sectors.
Ideas on co-production or “the mixing of the productive efforts of consumer/citizens
and of their official producers” [1] have been widely discussed by local and central
governments across developed and developing countries since the 1970s. In the last few
years, the notion that citizens can be encouraged to act in socially beneficial ways has
been referred to by the term nudge (i.e., light touch interventions), popularised by Thaler
and Sunstein [2] bestseller. As citizens, communities and policymakers, we want to stop
‘bad behaviours’: people vandalising our cars, stealing our possessions or threatening our
children. We want to encourage ‘good behaviours’: volunteering, voting and recycling
[3].
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It is commonly assumed that the crucial problem of co-production at an organiza-
tional level is that it is challenging and complex [4], while nudging (as a light-touch
technique) tends to be narrow in scope, easy to implement and is characterised by less
persistent effects [5]. Scholars also underscore how co-production and nudging – despite
arising from divergent cognitive assumptions – go hand in hand with social innovation,
defined as “innovations that are social both in their ends and means … that simultane-
ously meet social needs … and create social relationships or collaborations. They are
innovations that are not only good for society but also enhance society’s capacity to act”
[6: 9].

To date, the two strategies have been largely investigated in isolation and fromdistinct
academic backgrounds. Further, the role of information and communication technolo-
gies (ICTs) for effective citizen engagement in service design and implementation has
remained an under-researched topic in Behavioural Public Policy.

In response to these gaps, the qualitative paper addresses a main question:What role
does ICTplay in enabling the public action tools of co-production and nudging? and aims
to provide answers, adding on to the scholarly discourse on behavioural policymaking
[7], public service management [8] and related developments.

Investigating the potential of the two tools is both necessary and timely because of
the extent to which many contemporary policy challenges are being addressed through
strategies of citizen engagement in problem solving. The paper argues that co-production
ismuchmore than a formof service delivery, and nudging iswider than “givingmessages
or creating defaults” [5: 11]. Specifically, the confluence of two broad factors sets the
context for positive combination between nudging and co-production strategies: on one
side, the widespread presence of ICT tools and social media at all levels of society and in
government activities, which has significantly expanded the diversity and convenience of
the interactions across ‘service journey’ [9]. And, on the other, some recent studies [10,
11] that propose the ‘hybridisation of nudge’, or a joint use of nudging and co-production,
as an enhancement to the current behavioural tools.

The line of argument unfolds in four steps. The paper first illustrates the research
approach then selectively summarises the debate on co-production and nudging in public
domains. Second, it pinpoints the key features of these tools of action according to diverse
interrelated dimensions, including the assumptions of behaviour change strategies and
the role of citizens at individual and collective levels. Third, it outlines the role of ICTs
to enhance customer interaction and to ensure ongoing citizen engagement. Fourth, the
paper proposes a conceptual framework that summarizes the essence of co-production
and nudging from the service standpoint. The paper concludes with an overview of the
key issues that reinforces the need to further study the nexus between co-production and
nudging.

2 Research Approach and Theoretical Framework

Given the relatively novel and broad topic of this paper, the most indicated research
method is a qualitative approach [12]. Specifically, the following sections conceptually
explore co-production and nudging, and their potential. Here, we do not address the
issue of whether citizen engagement in public services is a good idea but how the new
policy tools can be characterised and what their main organisational implications are.
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To situate three key concepts—in particular, co-production, nudging, ICT—in the
larger context of behavioural service logic, and thereby evidence the ensuing managerial
issues for PSOs (Public Service Organisations), the paper applies a service-based lens
[13] as this perspective has much to offer contemporary public sector organisations
engaged in the reconfiguration of their delivery systems. As Grönroos puts it, ‘[PSOs]
can be as user-focused and service-oriented as private service organisations. Therefore,
what is required is good service management’ [8: 788].

The research path begins by discussing how the surge of co-production and nudging
reflects in literature. To this end, the paper selectively reviews the latest evidence from
information systems, service management and public management studies. We included
relevant researchworkbasedonour reading that reflects our ownviewpoint and expertise.

The paper then introduces ICTs as key enablers of communication and interaction
between public service providers and citizens. In light of the evidences gathered, and on
the basis of the Grönroos and Voima model [14], we offer a conceptual framework that
captures different concepts and issueswhich underpin a broadened viewof co-production
and nudging across the citizen journey. In our opinion, the proposed conceptualisation
shows convincingly how, taken together, nudging and co-production can co-exist and
mutually support each other also thanks to the pervasiveness and influence of Internet
and social media.

Informed by a service logic, the overall aim of the proposed research path is to
develop a stronger understanding of user involvement in an era of increasingly complex
citizen behaviour fostered by digital technologies.

3 User Involvement in Public Service Delivery

The environmental pressures and public needs that public service organisations face
in our society are dynamic and evolving, ‘creating mounting challenges for a single
government agency to copewith alone’ [15: 199]. These challenges require governments
to set out ‘new approaches to public service delivery that emphasise the power of civic
society to tackle the big social challenges’ [16: 157]. Citizens play a decisive role in the
success of policies. Without their response, governance remains limited [17].

Therefore, influencing behaviour is central to public policy design and implemen-
tation [3, 7, 18]: “when citizens are engaged, motivated and willing to change their
behaviours, it is much easier for governments to achieve their policy objectives. ….
When citizens are switched off, antagonistic to governments…, public policy gets much
harder to implement and poor outcomes are the result” [19: 1].
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3.1 Co-production

Co-production and co-creation have become ubiquitous terms in contemporary pol-
icy [20, 21]. ‘Co-creation’ is conceptualised as collaboration in creation of value
through shared inventiveness, design and other discretionary behaviours, whereas ‘co-
production’ is more narrowly defined as participation within parameters defined by
the focal organisation (e.g. selecting from predetermined options). The importance of
co-creation is “in the capacity to use previously unexploited citizens’ resources and
capabilities” [22: 7], namely knowledge and expertise.

Recently, the Web 2.0 and the advances in ICT have inspired the development of
interactive platforms that build on extensive input fromcitizens, integration of knowledge
and user participation with important potential impact on public service delivery. At
the instrumental level, the advent of the Internet’s unique many-to-many interactivity
enables ‘ubiquitous co-production’ in virtual or physical spaces [23]. At the institutional
level, the new media foster a sense of shared identity with public-sector organisations
as well as a sense of community among citizens. For example, an analysis of the co-
production of public service support and safety in the Netherlands [23] points out that
the new media not only shift co-production away from a rational approach to a more
social approach, but also strengthen the emphasis on social and playful interactions by
transforming participation into a real-life game.

3.2 Nudging

Nudges are private or public initiatives that steer people in particular directions but also
allow them to go their own way [17]. Nudges are ‘relatively unobtrusive measures’
[24] aimed at obtaining a behaviour that generates a collective benefit. For example,
reducing water consumption through nudge has an immediate impact on the users’ bill
but generates beneficial results on the environment that increase when the new behaviour
becomes a habit. A reminder is a nudge, so is a warning. A GPS device nudges; the same
applies to a default rule [17]. According to Sunstein andWalmsley, “to qualify as a nudge,
an initiative must not impose significant material incentives (including disincentives)”
[17: xix]. Nudging also uses technology to deliver desired changes in behaviour. In this
case digital nudging can be considered a subtle form of using design, information and
interaction elements to guide the user behaviour in digital environments [25].

A tangible example of nudging strategies at work in public institutions is the United
Kingdom Behavioural Insights Team (BIT) [26]. BIT is a Cabinet Office partner that
works with more than 50 public institutions in the UK for finding innovative ways to
improve public policy through choice architecture. Nudge units and teams can also be
found in the US, the Netherlands, Australia and Canada, to name just a few [17].
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3.3 Critical Voices

Recent research on behavioural public policies increasingly reports criticisms. In a
chapter significantly titled ‘The dark side of co-creation and co-production’, Steen and
colleagues [27] address ‘potential evils’, including the deliberate rejection of respon-
sibility, failing accountability, rising transaction costs, loss of democracy, reinforced
inequalities, implicit demands and co-destruction. Not even the application of nudging
is exempt from criticism. For example, according to [28], nudges target citizens biases
and heuristics by modifying the choice environment in which they operate and as such,
they often leave citizens out of the deliberative process, compromising their ability to
own and sustain long-term behavioural changes. A nudge is often deemed to be opaque
and manipulative, one that co-opts the internal cognitive processes of individuals and
overrides their consent.

In terms of legitimacy, nudging, but above all co-production initiatives, risk breaking
the link “between citizens and the services they receive in return for the taxes they pay”.
[29: 38]. As observed by Salamon, “it is not surprising that citizens might begin to
wonder where their taxes are going and what they receive in return” [29: ibidem].

The review of critical voices could go on further. However, what we want to high-
light here is that recent elaborations increasingly address the broader ethical and moral
implications of behavioural policymaking, and crucial issues such as the autonomy of
the agent and the transparency of tools.

4 Framing the Debate

Reconstructing systematically the debate about co-production and nudging is beyond the
scope of this paper. A useful starting point is to consider both as ‘tools’ or ‘instruments’
of public action, which is “an identifiable method through which collective action is
structured to address a public problem” [29: 19].

This broad description suggests that—in addition to their defining features—tools
vary in the level of specificity with which they define eligible purposes and in the range
of eligible recipients (ibidem, original emphasis). Additionally, and more interestingly,
tools are institutionally relevant, in that they ‘structure action’, which means “they are
regularised patterns of interaction among individuals or organisations” [29]. They define
the ‘choice architecture’, that is, who are involved in the operation of public programmes,
what their roles are, and how they relate. In this view, interaction is meant as a mutual
or reciprocal action in which the involved parties have an effect upon one another [30].

John and colleagues [31] identify two possible ways in which public administrations
can induce citizens to adopt responsible behaviour:

– acting on awareness and active participation with respect to objectives of common
well-being (Think strategy); and

– trying to involve citizens with emotional incentives to obtain effects that overcome
any barriers and inertia (Nudge strategy).
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Volunteering and co-production are two notable examples of Think-based strategy
[25] in that they assume reflexivity, sharing values and civic-minded behaviour by the
citizen/service user. This distinction between Think and Nudge will be resumed in the
concluding section.

Table 1 (below) outlines in a simplified way several analytical dimensions of co-
production and nudging, derived from top international studies. The list, far from exhaus-
tive, gives a broad view of the variables at work. It should also be noted that policy tools
rarely appear in a pure form [29]. For example, co-creation and co-production often
have overlapping that makes them difficult to distinguish. Table 1 captures the overall
diversity of co-production and nudging, in terms of objectives and role of public institu-
tions. The two tools also carry different understandings of human behaviour and theory
of change and, as a result, stand for different approaches to mobilise action in the public
realm [31]. For a discussion, see also: [11].

Table 1. Key characteristics of co-production and nudging (authors’ elaboration)

Dimensions Co-production Nudging

Goals Increase the effectiveness of
public services according to the
needs of users and reduce
inefficiencies, with the ultimate
goal of increasing the
well-being of the community
and nurturing consensus
towards the political entity. It is
essential, but not obvious, to
obtain the involvement of
service recipients
Citizens’ preferences are
malleable, because individuals
are open to reasoning and
questioning to achieve a higher
collective good
The approach is typical of
modern democracy, with a
medium-long-term horizon, in
which people are willing to
invest their energies

Making individual behaviours
harmonious, channelling them
in a more or less conscious way
towards collective action.
Obtain socially desirable
behaviours, especially when
they are daily and for which an
immediate change is desired
(short-term horizon)
Citizens’ preferences are
understood in this sense to be
fixed and rather elementary.
Governments are therefore
confronted with people centred
on individual benefits, and as
‘cognitive misers’ they assume
that citizens tend to assimilate
simple concepts and mental
shortcuts. A change in
behaviour therefore occurs
more for the perception of a
personal benefit than a
collective one

(continued)
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Table 1. (continued)

Dimensions Co-production Nudging

Theoretical underpinnings The concept of co-production is
originally developed as part of
the studies in Political theory
and Policy analysis. On the
political science side, a
conceptual difference is
theorised between the
production of goods and
services. On the economic
science side, the traditional
distinction between consumers
and producers is broken
Co-creation mostly focuses on
the ability and the opportunity
to involve users in the definition
and design of the services

Nudging builds on economic
theory and psychology: the first
identifies the costs and benefits
of the behaviours that the
second allows to study and
understand. Nudge marketing
finds its theoretical foundations
in the contributions of
neuromarketing. Drawing on
studies of the brain responses of
individuals, neuromarketing has
demonstrated the nature of
human beings as ‘cognitive
misers’, i.e. they tend to have
the maximum result with the
minimum (cognitive) effort.
This leads them to repeat
decisions that in the past may
have had a positive result
(heuristics, such as cognitive
shortcuts)

Role of the citizen The citizen is the recipient of
public policies, the user of the
services, an unpaid volunteer.
He/she is a lay actor. Is also a
source of competence. The user
contributes directly to the
production with the ‘regular
producer’ and, in some cases,
the service cannot proceed
without the consumer being at
the same time willing to get
involved in the production. In
co-production, the investment
by the citizen is on average
significant. The consumer is
asked to share own knowledge
and skills to directly contribute
to the service performance. The
user learns, experiments and
engages with the provider
organisation

Someone who can be induced
to do something in line with the
organisation’s objectives by
overcoming psychological
barriers through the use of
emotional incentives capable of
shifting the focus and reducing
the typical decision-making
process
Consumer analysis and demand
segmentation are mainly aimed
at knowing the traits and points
of possible ‘activation’
Nudging aims to orient a final
behaviour in one direction or
the other. The citizen’s effort is
often in having to change habits
that can be harmful. Unhinging
habits is anything but simple
and immediate

(continued)
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Table 1. (continued)

Dimensions Co-production Nudging

Role of the public service
provider

The PSO designs the service by
providing for the presence of
input from the citizen

Is the main source of stimuli
and incentives. The PSO is the
client of the nudge to induce
changes in the attitudes and
behaviours of the service
recipients

Literature agrees that communication among public organisations and citizens plays
a central role in ensuring successful behavioural strategies [32]. This is not surprising,
since conventional tools of government have always had an informational core [33]. In
the case of nudging, communication using distinct media induces the policy recipient to
behave in the desired way, leaving the citizen to believe that he/she is faced with a ‘free’
choice (and not ‘conditioned’). In the case of co-production, however, communication
has an impact on how the service process proceeds, and on how interactions (with the
provider and with other recipients) are performed.

Whatever relationship approach the PSO adopts when embarking on a strategy of
citizen engagement, effective communication and interaction processes should be prop-
erly designed and mobilized [13]. Thus it is imperative for PSOs to develop structures
and processes that engage citizens “coherently and consistently over time and space and
across a multitude of service interfaces” [9: 43].

5 The Roles of ICT

Technological advances affect citizens’ ability to participate in government services [34].
This opportunity, on a systemic level, could reshape the role of government in society and
the role of citizens in public governance [28]. On ameso (organisational) level, however,
IS/IT technologies induce the redesign of internal processes: “Internet becomes part of
the service process” [13: 290]. On a micro level, technology impacts citizen experience
[13].

According to an extensive study developed by Lember [35], ICT plays three possible
roles: indirect, transformative and substitutive. In thefirst case (indirect role), digital tech-
nologies can enable effective co-production by allowing for more efficient information
flows and providing support functions. Digital nudges utilise many online technologies
and channels, including e-mail, SMS, push notifications, mobile apps, social media,
gamification, e-commerce, e-government and location services [36]. In addition, digital
nudges offer three key advantages to PSOs: they are relatively inexpensive, they are able
to spread quickly, and they facilitate data production and increase outcomemeasurability
[36].

For example, in the field of local utilities, such as energy, water and waste manage-
ment, real-time data collection and provision can provide governments with an oppor-
tunity to nudge how citizens contribute to service delivery: users can be notified of
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how their real-time energy consumption compares to their neighbours’, consequently
nudging them to change their behaviour and thus how they co-produce environmental
protection [37]. In the education field, digital nudges have shown a promise for com-
bating persistent disparities in educational outcomes. Parents and students are provided
with small bits of information regularly with easily operationalised tasks and practices
“in order to overcome both information asymmetries and the cognitive load required for
behaviour change” [38: 568]. This support encourages service recipients to behave in
ways that are more consistent with positive educational outcomes [38].

Technologies can also transform the traditional forms of co-production. Digital tools
can create entirely new practices, whereas some just add a digital layer on top of the
usual human-centred co-production [35]. This is the case, for example, of assisted living
solutions such as telecare and telehealth. Hackathons represent both a new tool of co-
production and a source for new co-production initiatives, including apps and other ICT
tools. Living labs are a bottom-up approach to directly test digital technologies with
their users and solve local issues through community-focused civic hacking.

Through various digital platforms, governments can tap into the collectivewisdomof
crowds by systematically collecting ideas, opinions, solutions and data fromservice users
and civil society. Well-known examples include participation platforms, such as ‘We the
People’ in the USA; ‘Grand Débat National’ in France. Digital platforms supporting
constitutional reforms were used in Iceland and Estonia [35].

Finally, there are technologies that have the potential to substitute the traditional co-
production practices. According to Lember and colleagues [35], current technological
developments mean, on the one hand, the co-production process can be fully or partly
automated, changing—paradoxically—the role of the engaged citizens from active to
passive. Consider, for example, the use of the remote monitoring sensors that can pro-
vide 24/7 real-time and automated feedback about the health conditions of a patient. In
parallel, there is also an increasing presence of ICTs that give the full control of service
provision to users without a need for direct or even indirect government participation.
When citizens own and decide on the initiatives, choose the design and implementation
methods, and co-create digital solutions without the presence of the central coordinat-
ing authority (e.g., the government), digital transformation may effectively substitute
traditional service provision models with models of self-organisation.

In sum, the main argument to arise from the current debate is that new forms of
responsiveness in public service delivery are emerging [39]. At the centre of these devel-
opments is the inclusion of user needs into the service process. This integration enabled
and enhanced by ICT allows services to be dynamically recomposed and delivered [22].

6 Conceptualizing the Citizen Journey

How can we, in light of recent developments, conceptualise efficaciously – meaning
in a way that fully captures also the technological advancements and the evolution of
the research agenda – the joint adoption of co-production and nudging strategies across
increasingly complex and diverse citizen interfaces?

A useful starting point here is the concept of ‘value creation spheres’ elaborated by
Grönroos and Voima [13, 14]. This conceptualisation includes a distinct provider sphere,
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a customer sphere and a joint sphere. In the provider sphere, processes and activities
are performed by the organisation to create an engagement platform for the co-creation
of value. In the customer sphere, the customer creates value-in-use independent of the
provider and may also integrate with resources from other sources. The organisation can
influence customer value creation efforts and act as a co-creator in the joint sphere [40].
The flow of the value process moves from the joint sphere to the citizen sphere.

The conceptual framework outlined in Fig. 1, which draws on the Grönroos and
Voima model, captures the different issues that underpin a broadened view on co-
production and nudging across the citizen journey. The framework consists of three
parts: two areas that partially overlap (provider and citizen spheres) with a central area
of intersection (joint sphere). The chart distinguishes between the context of interaction
(e.g., ICT platform), represented by the grey circle, in which the provider and users
may interact, the flows of communication (mono and bi-directional), represented by the
three horizontal arrows, and the service lifecycle. The white dots orbiting the grey circle
identify the touchpoints in which the interactions occur, meaning all those moments of
learning that can translate into the acquisition of valuable knowledge for the provider.
The triangles indicate the direction inwhich the information flows. The outer circle delin-
eates the relevant activities in which the principle actors are, respectively, the provider
and the user, with different levels of engagement (service concept, design, development,
delivery, experience, post-experience assessment).

Fig. 1. A broadened view of co-production and nudging across citizen journey (adapted from:
[13, 14: 286]

Citizens are directly involved in the service system as co-creators and co-producers.
Encounters take place in an environment that is partly planned and controlled by the
service provider. In the joint sphere, co-creation and co-production take place. The core
of the process is the series of service encounters where the provider and the user, sup-
ported by digital and physical resources, “meet and interact” [13: 494]. These encounters
influence user’s value-creation [13: ibidem]. The social/Word of mouth (WoM) commu-
nication between citizens allows the recipients to exchange shared impressions about the
service and, more generally, their consensus of the public provider. The social/Word of
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mouth (WoM) communication is situated to the right of the chart (user sphere) because
it takes outside the direct reach of the provider [13: 359].

Overall, the chart connects communication, nudging and co-production to the
different phases of the service life cycle:

1. In the service design phase, in which prevails an interactive and bidirectional pro-
cess communication aimed at co-creation, citizen engagement has a strategic nature
(strategic nudging), insofar that it inspires the concept service/concept design.
Importantly, the same kind of process communication also occurs in the final phase
of post-experience assessment because it reflects the public provider’s strategic need
to be able to assess user satisfaction and thus consensus;

2. The development phase sees mass communication (one-directional and comparable
to advertising) prevail. Here, the PSO works in isolation in the provider sphere.
Mass communication is also important in the consumption/experience/assessment
phase inasmuch that it helps to reassure the users of the choice they have made.
The provider’s use of nudging focuses on behavioural goals that are measurable in
the short term (tactical nudging). The PSOs tend to outsource the management of
tactical nudging to external communications agencies, whereas in the Concept and
Design phases (point 1), nudging is itself embedded in the public actor’s service
culture;

3. The service delivery phase sees the return of process communication. However,
unlike the first phase (point 1), process communication here is a necessary condition
to operationally support the user once they have accepted the “promise” (offer) of
those activities in which they are an active player (co-production) for what concerns
the delivery and the actual ‘consumption’ of the experienced service. It is therefore
always an interactive communication, a precious occasion in which the digital appli-
cations can extract information useful to the decision-making process. This type of
nudging activity (operational nudging) should be handled by the provider’s inter-
nal staff (not third-party suppliers) because the various forms of contact enable the
acquisition of a growing understanding of the user’s needs, values, intentions and
habits.

7 Managerial Implications

Supporting citizen engagement in public services poses big challenges at an organi-
sational level. For the behaviour change to be successful, process communication and
mass communication both need to be properly planned and implemented. PSOs therefore
must integrate multiple organisational functions, including information systems, service
operations, human resources and even external partners, to create and deliver positive
citizen experience.

The extent of these changes could be tremendous, especially where the capabil-
ity gaps are remarkable, and the roots of the traditional bureaucratic paradigm (e.g.,
silo structures) are very deep. Consequently, the PSOs need much more than generic
skills. For example, ICT skills tout court are not enough to manage digitally mediated
co-production, such endeavours require project teams with inter-disciplinary skills (mir-
roring the big data analytical approach of the tech giants, which hire staff from social
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sciences and humanities faculties). What makes the difference is to create digital chan-
nels in which the text, images and the structure of the apps facilitate participation, both
on an emotional level (from ‘I like it aesthetically’ to ‘it touches me emotionally’) and
on a cognitive level (‘the site or the app is easy to use, and I understand what to click/fill
in’). In other words, the PSO needs to simultaneously juggle several balls to create and
exploit collaborative spaces; above all, it needs to apply the values and culture of service
logic and lend an empathetic ear to the citizens and their needs.

8 Final Remarks and Contribution

It has been our goal to open up new debate on recent developments in public service
strategies. In response to the question “What role does ICT play in enabling the public
action tools of co-production and nudging?” we can say that nudging relies mainly on
top-down logic designed by ‘choice architects’ [16], while co-production has a bottom-
up logic and assumes that the public service provider is willing to permanently recon-
figure its service offering. Co-production and nudging can operate independently or in
combination with ‘traditional’ tools of government. ICT-based systems and platforms
play a pivotal role in supporting and guiding relevant actors in their exchanges. Impor-
tantly, technologies act as generators of actionable information that PSOs can use for
developing and adapting their service offering and for the measurement of outcomes.

The foregoing discussion also lends initial support for bridging co-production and
nudging strategies, as suggested in recent studies [11: 10, 28], according to which
‘hybridisation of nudge’ can be a combination of the best features of reflexive strategies
(like nudges) and reflective (or think) strategies. In this sense, the conceptual framework
presented in Sect. 6 (Fig. 1) should be considered as an attempt to “connect the dots” and
to start to understand inwhichway the two policy tools taken together could complement
and refine the public service offering. Although, the policy context may be the factor
that determines where one tool may be appropriate and not the other [11: 216–17].

From a conceptual standpoint, the paper has heuristic utility in that it recognises
the differences between emergent forms of citizen engagement and thus can assist
our understanding of the complexity of behavioural public policy in the digital era.
The scheme contains significant departures from past research, not least the distinc-
tion between interactive process communication, mass communication and interactive
process communication, and the distinction between strategic, tactical and operational
nudging.

At a practical level, the framework helps to map the links between the contextual
implications of blending co-production and nudging. Co-creation, co-production and
nudging become blended whole and can become synergic within the life cycle of the
relationship between the public service provider and the citizen. The service view looks
beyond the instrumental role of ICTs to ensure continued citizen engagement across
‘customer’ journeys. However, there is no road map to citizen engagement in public
services. Another key advantage of the framework is that is offers a practical tool for
identifying and analysing the organisational and managerial capacities needed for PSOs
to revise their traditional ideas of service design and operations.

As with any exploratory study, this paper raises even more questions than answers
and comes with important limitations that we plan to redress in future research. First, we



Co-production and Nudging: The Enabling Role of ICT 67

acknowledge that our reading experience could have biased the analysis. Second, our
framework addresses only a small number of complex issues related to citizen engage-
ment. Third, the PSO perspective is skewed on the supply side. Finally, the application
of service science principles in the conceptual framework needs to be empirically tested.

Our conclusion is that co-production and nudging are closer than they appear in the
policy agenda. Therefore, we call on scholars to devote more resources to investigate
this promising relationship.
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Abstract. A systemic perspective could support an enterprise to integrate multi-
ple organizational aspects to facilitate the implementation of sustainability inwork
practices. The study explores sustainability in SMEswork-practices frommultiple
stakeholder’ perspectives following a systemic approach to developing a systemic
sustainability model proposal. This model intends to investigate sustainability’
relationships to uncover the business’s level of interactions, which results in a sus-
tainability real-practice approach. In this context, the sociotechnical approach is
essential for integrating sustainability in work-practices as it aims to balance tech-
nical and human systems to improve the quality of work context. Furthermore, an
empirical study supports the creation of the model, which emphasizes the possible
failure of the current sustainability approach implementation in practice. Overall,
the systemic sustainability model intends to explore a systemic perspective to
understand and decrease systems’ complexity in enterprises’ context to develop
sustainability inwork-practices. The analysis’ result emphasizes the importance of
interactions to achieve sustainable development goals in a work-practices context.

Keywords: Sustainability ·Work practices · Systemic perspective ·
Sociotechnical perspective · Interactions

1 Introduction

This research intends to develop an integrated approach to sustainability, drawing upon
an empirical study based on an ongoing three-year project started in 2019. The investi-
gation aims to uncover the crucial point to individuate sustainability areas interactions.
Therefore, this study focuses mainly on understanding the current situation to gather
the third dataset through a new systemic sustainability questionnaire that will focus on
sustainability interactions.

The sustainability questionnaire is one of the themes of the information gathered by
trainee analysts and is only one part of the overall project based on the Socio-Technical
Toolbox [STT]. STT “is a collection of tools, techniques, and pragmatic methods which
can be used to support organisational change” [1:3]. The main focus of STT is the
work system, which is the core of organisational change [1]. This toolbox helps change
organisational practices to reach business excellence [1].
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The STT questionnaire focused on sustainability is the basis of this research. Open
and closed questions are included in the sustainability questionnaire. This research
focuses on observing the analysis of sustainability interactions in practices is the sus-
tainability questionnaire 2021. The latter questionnaire results from the analysis of the
previous studies, each of them rely on a specific sustainability questionnaire version
(see Fig. 1). After the analysis path, the sustainability questionnaire 2021 has 35 ques-
tions divided into the following parts: economic sustainability, social sustainability and
environmental sustainability and sustainability interaction. This version aims to inves-
tigate the essential critical sustainability points and the integration and impact that each
area has on the other. Overall, the 2021 analysis is intended to understand “how the
different sustainability areas are linked, and dependent on each other. The explanation
of sustainability interaction and aims to explore the impact that each area has on the
other. That helps uncover the interaction between sustainability areas and investigate the
critical points in the specific area but overlapping between them to achieve sustainability
understand interconnections is crucial” [2].

Fig. 1. Overview of the empirical studies.

The systemic sustainability model suggests integrating technological areas in the
analysis subsequently first dataset analysis. Therefore, the shared data available with
the three datasets are the Triple Bottom Line sustainability investigations areas. The
2018/2019 and 2019/2020 analysis aim to include a comprehensive overview of sustain-
ability and investigate how enterprises integrate sustainability issues into their work
practices and their interconnections. Hence, this comprehensive research intends to
understand stakeholders’ sustainability behaviours to provide an overview of examples
of sustainability integration in work practices.

The following section will describe the project’s background and outline how previ-
ous work provided the empirical study. Following the methods section, the methodolog-
ical approach will be presented. The authors will then describe the internal and external
stakeholder analysis to gather an overview of the whole enterprise context identifying
possible sustainability problems and interactions in practices. Subsequently, the study
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focuses on multiple perspective context analysis to investigate sustainability following
a systemic approach. Finally, the authors will propose a new 2020/2021 questionnaire
to support the systemic sustainability model supported by an empirical study on the cur-
rent sustainability situation; therefore, the paper will discuss the current analysis and key
findings. The conclusion will provide an overview of future analysis and final thoughts.

2 Background

The systemic sustainability model discussed in this paper is based on a sociotechnical
foundation and explicitly integrating sustainability interactions and technological areas
in the overall analysis and inquiry. The joining of 2018/2019, 2019/2020 aims to include a
comprehensive overview of sustainability. The purpose is to delineate the investigation
foundations to uncover how enterprises integrate sustainability issues into their work
practices and interconnections. Through the years of the study discussed in this paper
(2018–2021), the attention to sustainability has been increasing, and the concept of
sustainability has radical changes, and the systemic aspect has been made more explicit
and expanded.

In recent years, guidelines on sustainability are integrated into regulations in Europe
[3]. National requirements and legislation focus not only on the environment, energy use
but also, in particular, on the rising demands and legal requirements on non-financial
reporting. Sustainability in many European countries is integrated into the rules, becom-
ing a fundamental requirement for many companies [4]. The requirements focus on
annual reports which track sustainability in companies [3, 4]. Regulations suggest guide-
lines on what large companies should follow, ignoring small and medium-sized busi-
nesses there is a need that any solution and company must involve enforced mandatory
requirements.

The sustainability perspective is evolving, going beyond the traditional triple bottom
line (TBL) concept, which relied on the integration of corporate social responsibility to
pursue economic goals and environmental and social [5]. The introduction of system
thinking takes to develop the sustainability’ TBL concept further to systemic sustain-
ability. Laszlo defined systemic sustainability as “a process of development (individual,
organisational, or societal) involving an adaptive strategy of emergence that ensures the
evolutionary maintenance of an increasingly robust and supportive environment” [6].
This perspective highlights that the individual is at the center of sustainability, creating
present and future value for himself and the organisation.

The integration of people, communication, knowledge sharing enables collaboration
which is the basis of evolution and progress. The latter is essential to develop a com-
petitive advantage and long-term robustness, making it sustainable. Hence, enterprises
need to work together and collaborate with their stakeholders for sustainability. The
systemic sustainability model aims to include the social, technological, economic and
environmental issues in the business agenda to achieve sustainability in work practices
following a sociotechnical approach to emphasise technical and human value [7].

Not integrating sustainability practices into the company can lead to loss of com-
petitive advantage, resulting in long-term vision loss [8]. To integrate sustainable devel-
opment into the company requires a significant change in tools, practices, technologies,
enterprise’s vision, and management approach [9].
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2.1 Methodology

An enterprise context is a complex adaptive holistic system since its component, by
definition, can change its behaviour and learn from experience [10]. The Soft System
Methodology (SSM) is a systemic approach that helps to address complexity in practice
[11, 12]. This methodology is a flexible process that aims to understand the complex-
ity generated by the interaction of multiple parts of the system in problematic social
situations.

One of the methods that can support the application of SSM methodology is the
Appreciative Inquiry Method (AIM). AIM’s primary purpose is to trigger the cycle of
learning, understanding the situation and the complex problem that facilitate decision-
making [13]. This method is “based upon the ideas of holism and subjectivity that
might be used collectively to support the process” [12:50] of knowledge elicitation and a
manager’ understanding of complex situations [13]. In this context, the use of integration
and a system perspective could trigger learning [14]. Bednar and Welch suggest: “a
social system as an emergent property of the interactions between unique individuals
whose social relations are of interest” [15:4]. Therefore, a focus on human activity
systems is essential to achieve the knowledge that is beneficial and creative processes to
generate business changes to an organization [15]. Furthermore, Checkland and Holwell
1998 argue that enterprises’ stakeholders’ inclusion helps achieve a successful change,
and Bednar and Welch support this in 2009 [15, 16]). This perspective highlights the
importance of individual interaction and integration to overcome reductionism views
and encourage system thinking [14].

FromBerndCarsten Stahl’ perspective, management “is essentially problem-solving
in a complex and changing environment” [17:159]. Successful changes usually should
“be accepted by the participants” [18:148] and should create fluidity in a dynamic context
in order to achieve a goal [19]. Therefore, management should consider the inclusion
of employee participation in decision making. Employee participation in technology
design could positively affect their work and job satisfaction [19]. The shift of focus
from technology to people and technology could help identify problems in work prac-
tices and change them by redesigning the system following the users’ needs [20]. There-
fore, a sociotechnical approach could help enterprises to improve sustainability and its
interactions in practices.

The study aims to explore sustainability in employee work practices in enterprises
context from multiple perspectives. The research includes systemic and sociotechnical
perspectives following the systemic sustainability model to understand the practical sus-
tainability dynamics and uncover the problematic interaction that hinders collaborative,
sustainable development.

3 Empirical Study

The primary scope of the datasets aims to explore sustainability from employees’ points
of view and how it is implemented in their work practices. In order to achieve that
information, the authors focus on the characteristics of the employee open-ended answer.
Exploring the completeness and coherency in the responses,we try to understand the level
and characteristics of employee involvement and implement sustainable practices in their
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everyday work practices. Subsequently, stakeholders and multiple perspective context
analysis are intended to describe the existing sustainability practice to outline future
systemic sustainability practices under a sociotechnical perspective. Internal and external
stakeholder analysis aims to explore the whole enterprise context to uncover issues
that could hinder systemic sustainability in practices and highlight possible advantages
from its implementation in practice. Subsequently, multiple perspective context analysis
through rich pictures aims to understand complex relations in the enterprise context and
systemic sustainability.

The methodology which supports the multiple context analysis is SSM and AIM.
Following thosemethodologies, the authors aim to understand the situation and problems
in practice to decrease its complexity and understand the interactions that could favour
sustainability practices [11]. The resultant perspective supports the systemic sustain-
ability model proposal. An empirical study was developed on the analysis of 2018/2019
and 2019/2020 datasets. The datasets contain all the open and closed answers of the
employees involved from trainee analysts divided for each company included in the
research. Based on the content of the raw dataset, to support the analysis, the enterprise
and sustainability reports were also created. The enterprise report contains the type, size,
and economic activity for each company. The “NACE” standard was followed to con-
nect each company to its economic activity [21]. The Sustainability Report, which is the
base for this study, contains all the categorized answers of the employees related to and
supporting sustainability. This report is based on the elaboration of the enterprise report
and raw 2018/2019 and 2019/2020 datasets; hence it is the final dataset at the center of
this empirical study. The conclusions of the interpretation of sustainability report data
support the systemic sustainability model proposal.

3.1 Stakeholder Analysis

Human activity systems and understanding their context are essential to developing
knowledge that supports business changes [15]. It seems essential to include and ana-
lyze enterprises’ stakeholders to achieve a successful organizational change [15, 16].
The comprehension of the business stakeholder’s interaction is essential to delineate
how sustainability areas interact. The investigation of stakeholders’ interaction will lead
to having a systemic multiple perspective overview of enterprise context. Therefore, to
gain a systemic understanding of business interaction, the following tables (see Table 1
and Table 2) aim to describe internal and external stakeholders’ enterprise contexts in
which systemic sustainability could address changes that bring potential advantages and
solve possible problems. The analysis in the table below (see Table 1) focuses on the
main internal stakeholders. The processmaking of the table starts understanding themain
sustainability problems in context from each internal stakeholders’ point of view. Subse-
quently, previously identified problems help to describe the possible advantages arising
from the application of systemic sustainability. Furthermore, contextualized examples
facilitate the understanding of the benefits of systemic sustainability. Overall, Table 1
aims to facilitate the analysis and the comprehension of internal stakeholders’ context
and their possible sustainability’ relations and interactions from integrating a systemic
perspective.
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Table 1. Internal stakeholder context.

Internal stakeholders Advantages/Problems Examples

Owner • Long-term success business
• Development of environmental
and corporate social
responsibility

• Enterprise reputation

• Social: loyal customers for high
long- term reputation

• Environmental: companies
environmentally responsible
could develop the employee’
voluntary environmental
responsibility

• Technological: companies which
have technological and
well-integrated innovations
could higher their reputation and
relations with costumers

• Economic: long-term revenue

Management • Delegation of decision making
• Development of guidelines and
policy

• Development of trust and
collaboration with employee

• Understanding of problems and
solutions in practices (AIM)

• Development of more efficient
problem solving

• Social: delegation of decision
making could develop an
integrated system in which
employee feel appreciated

• Environmental: safe and healthy
natural environment could
increase employee’ trust in the
company

• Technological: delegation of
decision making on
technological tools could
develop a more efficient
problem-solving environment

• Economic: delegation of small
economic decisions could lead to
more work-practices coherent
decisions and increase
employee’s responsibility and
freedom

Employee • Development of knowledge and
skills

• Value experience (AIM - PEArL)
• Work with efficient and well
integrate tools/technologies

• Follow management policy and
guidelines

• Development of voluntary
problem work- related solution
and responsibility

• Social and technological:
develop employee’ knowledge
could lead to an efficient,
effective and voluntary
work-related problem solving

• Environmental: green and
integrated technologies could
facilitate work in practices

• Economic: could lead to less
problems economic impact on
the business
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The following table (see Table 2) focus on external stakeholders from internal stake-
holders’ point of view. After the identification of the possible external stakeholders,
the potential internal stakeholders’ problem was identified. Subsequently, the possible
advantages deriving from the application of systemic sustainability were highlighted.
Furthermore, Table 2 intend to contextualize the internal stakeholders’ benefit, which
could arise from the external context and the integration of systemic sustainability.

Table 2. External stakeholders.

External stakeholders Advantages/problems Examples

Competitors • Development of competitive
advantages

• Social: a loyal employee with
developed skills

• Environmental: high attention to
the environment could lead to
achieving customer loyalty

• Technological: a well-integrated
innovative technology

• Economic: revenue advantages
due to innovations and
integrations in business context

Regulators • Compliance with laws and in
specific cases gain bonuses

• Social: employees could feel
safe to work with an enterprise
in compliance with regulations

• Environmental: a company
could gain bonus using
recyclable packaging

• Technological: a company could
gain bonus using green
technology, efficiently control
its energy usage

• Economic: stay in compliance
with laws leads to no penalties
and gain economic bonus to
invest in the business
development

(continued)
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Table 2. (continued)

External stakeholders Advantages/problems Examples

Supplier • Development of strong
relationship based on the
reputational increment

• Social and environmental: some
companies do not work with
companies with poor social and
environmental practices and
reputation

• Technological: strong
relationships could lead to
knowledge sharing and
technologies innovation

• Economic: strong reputation
leads to client loyalty and
constant incoming

Neighbors • Development of social and
natural good environment and
community support

• Social and technological: if the
companies have a good
relationship with neighbors it is
easy to collaborate and
cooperate

• Environmental: if the company
pays attention to the local
environment it is more likely the
collaboration with neighbors’
businesses

Collaborators • Develop new business and
knowledge

• Social, environmental and
technological: companies are
more likely to collaborate and
share knowledge with a
company which has a good
reputation and does not damage
its own image

Customers • Business/product technological
efficient and sustainable

• Social and environmental: if the
company is not respectful of its
workers such as bullying,
misogyny, racism and child
labor and with the environment
such as harmful materials and
pollution customers are not
likely to buy the product

• Technological and economic: if
the company has not efficient
technology supporting a positive
customer experience and
requirements customers are not
likely to buy the service
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Overall, combining the analysis from these two tables could support a better under-
standing of the benefits of systemic sustainability application for SMEs. Therefore, the
combined analysis of Table 1 and Table 2 perspectives aims to overview the whole
enterprise context and its integration with a systemic sustainability perspective.

3.2 Multiple Perspective and Contextual Analysis

The following analysis aims to understand systemic sustainability and its context situa-
tions in practices from multiple perspectives. In this context, it is crucial to understand
the human system and its relationships with sustainability in practices. A flexible app-
roach is essential to deal with the uniqueness of human systems to manage problem-
atical situations [11]. The SSM methodology is “an action-oriented process of inquiry
of problematical situations in the everyday world” [11:22]. This methodology includes
rich pictures which aim to capture and understand complex human situations highlight-
ing their relationships [11]. The study also drew upon some rich pictures (see example
Fig. 2) to explore sustainable work practices from different perspectives.

The rich picture below (see Fig. 2) describes an example of an enterprise context
and its relationship to systemic sustainability. One of the analysis results is that systemic
sustainability is poorly integrated into work practices, as shown in the rich picture. The
main insider stakeholders seem to act in isolation and therefore hinder participation. The
participative approach could help knowledge sharing and better identification of possible
problems that hinder sustainability in practice. To develop sustainability, integration of
a systemic perspective is essential. The rich picture also shows stakeholders’ discontent
and inefficiencies due to the lack of sustainable practices within the system. As system
parts are interconnected, a lack of a sustainability sphere could affect the internal and
external systems. For example, improper use of or the type of technology could increase
employee stress and inefficiency, affecting collaborations with other businesses. The
consequent lack of collaboration could lead to a decrease in reputation and less profit.
Therefore, a problem in the human system could affect the whole business. In this
context, it is essential to perceive the business as an integrated whole in which systemic
sustainability could bring benefits and, as a consequence, competitive advantages.

The following analysis focused on SMEs and management of the business and prob-
lems on the relationship between management and employees. The isolation of stake-
holders permeates the internal context of the enterprise. Isolation could derive from the
imposition of guidelines from management. In addition, isolation and imposed guide-
lines hind communication betweenmanager and employee. For example, managerialism
could be a hinder for employees to voluntarily solve work-related problems increasing
the inefficiency. Furthermore, the decontextualization of amanager’s policy could lead to
unsuccessful work practices [22]. This situation could result from hard systems thinking
as problems are well-defined, but this is not valid in work practices [23].
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Fig. 2. Rich picture - Integration systemic sustainability.

Further analysis also explored example situations where employees are frustrated,
unhappy, and unengaged due to unsustainable work practices. From a sociotechnical
perspective, this contrast could derive from different management approaches and the
quality of working life, which could impact employee satisfaction [24]. Employees’
experience and knowledge are essential for an enterprise; therefore, it should be val-
ued, and employees’ suggestions and ideas should be integrated. In addition, the level
of challenge of the work should fit the knowledge and skills of the employees. If an
internal environment is comfortable and employees are involved and integrated into the
workplace, this could increase employees’ creativity and voluntary collaboration. Fur-
thermore, it could be helpful to focus on the impact of technology as it could enable
communication, information and knowledge sharing, which are essential factors for
both an integrated environment and good quality economic, social and environmental
of work-life. Furthermore, employee integration could achieve long-term sustainable
competitive advantages and systemic sustainability (this is also supported in works by
Adams & Lamont) [25].

3.3 Sustainability in Practice

The following analysis aims to uncover the sustainability in work practices resulting
from implementing the classical TBL approach, which tries to achieve sustainability
by investigating environmental, social and economic sustainability areas in employee
work practices. The authors focused on specific questions in the STT sustainability ques-
tionnaire to uncover information regarding sustainability in employee work practices.
The following questions identified the implementation of sustainability in employee’
work-practice (see Table 3).
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Table 3. Implementation of sustainability practice.

Sustainability Area Implementation in practice

Economic Is local budget surplus carried over to next year?

Social Is there someone else who can do employee’s job if he/she is away?

Environmental Does the job require specific environmental considerations?

The implementation of sustainability (see Table 3) emphasises the integration of
sustainability in work practices. The graphs below (see Fig. 3) show the percentage of
problems in implementing sustainability practices from the employee’ point of view.
Employees show higher uncertainty regarding the economic field; this underlines the
miss inclusion of employees in the economic sphere. Additionally, the employees who
do not show uncertainty in economic areas highlight that even if money surplus is the
fundamental pillar of each business, employees do not implement any practices to ensure
surplus for the future development of the enterprise.

Fig. 3. Implementation in practice.

In the past, the first issues on which arise the sustainability’ concept concern envi-
ronmental area. However, employees show that businesses do not adequately care about
the environment as they do not involve employees under this aspect of practices. If
employees believe that their work does not need environmental consideration, we can
assume that the enterprise does not pay attention to it and does not share environmentally
friendly knowledge. Furthermore, the area which has the slightest problem with 8,51%
is the social one. The employees attest that there are employees who could do their job
if they are away. In this case, businesses valorize knowledge sharing and competencies
between employees. However, going deep, it seems that, in general, businesses do not
focus attention on the external stakeholder social sustainability as employees show low
local community and business neighbours collaboration and integration. The authors
then focused their attention on exploring the implementation of practices to create value
for the future, which seems essential in business preservation. Hence, the implemen-
tation of future value in employee work practices was identified through the following
questions (see Table 4).
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Table 4. Implementation of practice to create future value

Sustainability Area Implementation of practice to create future value

Economic Is the employee expected to keep spare financial reserves/resources?

Social Does the employee get personal mentoring by an expert in his job?

Environmental Does the employee get training/advice in environmentally friendly
practices?

The graphs below (see Fig. 4) show the percentage of implementation in practice to
create value for the future in employee’ work-practices. In a specular way, the attention
level to create future value is mainly the same as the problem in sustainability areas.

Fig. 4. Implementation of practice to create future value.

Economic future value is the least to be pursued in employee work practices. This
result emphasizes that businesses seem to do not perceive the economic sphere as a fun-
damental pillar to sustain the ability for the future of enterprises. Additionally, employees
do not seem to know environmentally friendly practices, highlighting the lack of atten-
tion that enterprises give to the environment. Furthermore, by comparing the social value
in practice with practices to create future social value from the employee’s point of view,
we can highlight a discrepancy between them. Most of the employees stated that they
feel underappreciated and treated as easily replaceable even if they are not, as their
experience suggests that their knowledge and competencies are not widely shared or
appreciated in the business or work situation.

4 Discussion and Conclusions

From the sociotechnical perspective, if a company develop corporate responsibility (CS)
under social, environmental, technical, and economic aspects, it is more likely to develop
a good, motivating and creative working environment. A good environment supports and
motivates stakeholders to develop work practices and go out of their way to support their
business for the better. However, results from our empirical study suggest that not even
the essential aspects of the classical TBL approach are implemented in organisational
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practices. Hence, the attention to sustain and preserve the ability for the future genera-
tion following sustainable development is not perceived as essential for the businesses.
Some studies emphasise the systemic nature of CS, highlighting the importance of the
inter-organisational network in the context of business operations [26]. In this context,
relations with stakeholders and their interactions seem to be the focal point for achiev-
ing business goals. The relevant stakeholder’s integration in the work system would be
a valuable albeit intangible resource for the enterprise as it allows the creation of shared
value and cooperative advantage triggered by the knowledge process. From an organi-
sational perspective, it is important to promote as an intangible asset for the company
that creates shared value and cooperative advantage through knowledge. In our findings,
however, it is obvious that the interaction between stakeholders in the dominant theory
in organisational practices takes a back seat since the latter are perceived and acted upon.
Furthermore, the dominant stakeholder theory suggests that workers are something to
‘manage’ and ‘control’, ignoring the importance of their interactions [26]. These aspects
are evident also in the analysis previously carried out.

Multiple perspective context analysis highlights that stakeholder are still perceived
as a resource to be managed as there is no communication and integration between
them thought the whole business. This lack of integration between the main stake-
holders within the business could lead to poor collaboration, which hinders sustainable
development.

Collaboration is a crucial point of sustainable development as a stakeholder in context
can urge/drive each other to work in a more CS-oriented way as it enables to combine
and share knowledge which is “a key success factor to develop the firm’s resources
and legitimacy in sustainable development” [26]. Learn and act changes build on the
level of interaction between business actors. So even world leaders have agreed on the
importance of interactions, especially when it comes to promoting them as an essential
aspect of sustainable implementation as they “are likely to have a profound influence on
efforts to achieve the goals” as the latter all interconnected [27]. The United Nations’
2030 Agenda for sustainable development support this concept highlighting the crucial
aspect of positive interaction. “Understanding possible trade-offs, as well as synergistic
relations between the different goals, is crucial for achieving long-lasting, sustainable
development outcomes” [28]. In this context, transform negative to positive interaction
could trigger sustainable innovations as they result from constructive interaction of cor-
porate, political, and social leaders in multi-partite stakeholder cooperation efforts [29].
Innovation is a complex process that depends on constant organisational and technolog-
ical changes requiring feedback and interactive relations [30]. Therefore, the innovation
process cannot be developed in isolation; instead, they need to include multiple stake-
holders and businesses focusing on their interaction to achieve goals. The improvement
process of interaction is not linear and fixed as it is dependent on different aspects such
as governance, technology, and context, which are in constant evolution [28].

The interdependencies and interactions seem to increase their importance to deal
with complexity in the context of Sustainable Development Agenda 2030 [31]. Lawler
suggests a need to create and integrate a new model to achieve organisational effec-
tiveness as no single model seems to give appropriate guidance [32]. He sustains the
necessity to focus on multi-stakeholders relationships, underpinning the “responsible
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progress” [32]. Hence, it seems fundamental to pursue an approach more inclusive than
the classical TBL, which perceives the business as an integrated whole involving all its
parts focusing on integration and interaction. Therefore, it could be essential to accel-
erate cultural change by encouraging a systemic vision to maximise the sustainable
development progress in practice [31, 33]. Following the systemic perspective, to deal
with the complexity of problematical social situations, the main concerns are interac-
tions between the whole [11]. This concept is also supported by the Socio-Technical
Systems approach, which leads to holistic optimisation giving attention to interaction
to develop a value-creation process [34]. We all must learn from each other; therefore,
enterprises should perceive their organisation as an “integrated whole” also focus on the
organisational design, which should evolve in parallel with its context following STS
[35].

Interactions between work systems onmultiple stakeholder’ levels contribute to hav-
ing a broader view of an enterprise contributing to their success. System interactions
directly affect enterprise development as they could be essential in coordinating work
systems being cohesive, maximising their goals and being obstacles as observed in the
rich picture (see Fig. 2). Alter supports this thesis pointing out that “system interac-
tions are essential for the operation of any enterprise, organisation, or IT-reliant system”
[36]. Furthermore, interactions seem to be an essential characteristic of systems’ inno-
vation approach, which sustains that the inclusions of innovations in system context are
determined both from their elements and their relations [30]. In this context, it seems
necessary to change the leadership approach to face multiple sustainable systemic chal-
lenges stated out. The World Economic Forum highlights system leadership as a pillar
of an institutional strategy focusing on multi-stakeholder leadership for tackling criti-
cal global challenges [37]. System leadership aims to understand the system in depth,
engage stakeholders more meaningfully and take new initiative” [37]. “Together, these
interactions create new forms of collaboration and impact within the system, generating
a wide-reaching multiplier effect” [37:13].

As a result of this analysis, authors individuated specific questions to understand
and evaluate sustainability interactions and systemic relationships in employees’ work
practices. The following table is the sustainability interaction/systemic relationships
section added in the sustainability questionnaire of STT 2020 [2]. In future research, a
new sustainability questionnaire aims to uncover the problems in the sustainability areas
overlapping and systemic relationships highlighted through interactions (Table 5).

Overall, interactions seem to be a crucial concern to achieve sustainable development
under a systemic and sociotechnical perspective in practice. Multiple perspective con-
text analysis highlights that negative interaction hind sustainability in practice. Instead,
positive interactions can trigger innovation in the enterprise and integrate them into
practices, as suggested from stakeholder analysis. Additionally, interactions seem to be
the core of knowledge sharing and value creation, leading the enterprise to sustain the
ability for the future. The authors suggest perceiving the different parts of the enterprise
and their goals as an integrated whole and broader the approaches and views integrat-
ing systemic perspective. In this context, aiming to maximise results in all areas is a
utopian aim but finding a balance point could lie in the interactions of the sustainability
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Table 5. Sustainability interactions/Systemic relationships questionnaire

Questions

Do economic work-practices and decisions seem to respect the following?
a. All stakeholders? lf yes - how? /lf not - why?
b. Environment? lf yes - how? /lf not - why?
c. Technology updated which best fit the job? lf yes - how? /lf not - why?

Do environment-imposed work-practices and decisions seem to respect the following?
a. All stakeholders? lf yes - how? /lf not - why?
b. Your professionalism and effective work practices? lf yes - how? /lf not - why?
c. Your work without causing delays and obstacles and at the same time support enterprise
growthlf yes - how? /lf not - why?
d.Technology updates? lf yes - how? /lf not - why?

Do social work-practices and decisions seem to respect the following?
a. Support to enterprise growth? lf yes - how? /lf not - why?
b. Environment? lf yes - how? /lf not - why?
c. Use of technology without work delays? lf yes - how? /lf not - why?

Do technology-imposed work-practices and decisions seem to respect the following?
a. Support enterprise growth? lf yes - how? /lf not - why?
b. Support your professional growth? lf yes - how? /lf not - why?
c. Environment? lf yes - how? /lf not - why?
d. All stakeholders’ interfaces and work in practice? lf yes - how? /lf not - why?

areas. Each single sustainability area’s goal could potentially be in contrast with the
others. For instance, economic goals are in contrast with environmental or technologi-
cal could potentially affect the social or environmental sphere in some contests. Hence,
pursuing a balance point between those areas in work practice could not reach the maxi-
mum goals of each sustainability area however could lead to positive interactions which
could improve the enterprise sustainability level in practice. The systemic sustainability
model [7], which highlights the importance of a systemic perspective integrated with
a sociotechnical approach focusing on technology, environment, economic, and social
sphere, develops further integrate interactions. Interactions seem to be positioned in the
center (see Fig. 5) of sustainable development as they connect and concern the rela-
tions between internal/external stakeholders and business and the multiple inter-related
sustainable development goals that are all interconnected. Furthermore, the increment
of positive interactions could lead enterprises to include all stakeholders, particularly
employees, and give proper attention to employee work practices where sustainable
goals realise.
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Fig. 5. Systemic sustainability model.
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Abstract. Although mobile payments have gained considerable attention in aca-
demic research, there still are major gaps in our more in-depth understanding of
the antecedents of their acceptance and use. In this study, we aim to address these
gaps by examining the potential gender and age differences in the use intention
of mobile payments and its antecedents in terms of the effects of the antecedent
factors on use intention as well as the antecedent factors and use intention them-
selves while also considering the critical prerequisite of measurement invariance.
Moreover, through a careful selection of the compared age groups, we extend the
examination to cover also the potential generational differences between digital
natives and digital immigrants. As the data for the study, we use the responses to
an online survey that were collected from Finnish consumers in May 2020 and are
analysed by using structural equation modelling (SEM). In terms of gender, we
find no differences in the effects of the antecedent factors on use intention but find
women to perceive the use of mobile payments as both less easy and less secure
than men. In turn, in terms of age and generation, we find the effect of social influ-
ence on use intention to be stronger for younger users representing digital natives,
whereas older users representing digital immigrants were found to perceive the
use of mobile payments as less easy. Finally, we discuss these findings in more
detail from both theoretical and practical perspectives.

Keywords: Mobile payments · Use intention · Antecedents · Gender
differences · Age differences · Generational differences · Digital natives · Digital
immigrants

1 Introduction

The adoption of mobile payments is progressing very rapidly. For example, whereas the
global market of mobile payments was valued at about US$ 1,450 billion in 2020, its
value has been forecasted to reach about US$ 5,400 billion by 2026 [1]. Thus, it is not
surprising that mobile payments have gained considerable attention also in academic
research (cf. [2–7]). However, despite this attention, there are still major gaps in our
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more in-depth understanding of the acceptance and use of mobile payments, such as the
potential gender, age, and generational differences in its antecedents between different
user segments. For example, although the potential gender and age differences have
already been examined in some prior studies (e.g., [8–15]), these studies have typically
suffered from two main methodological shortcomings. First, they have focused either
only on the gender and age differences in the effects of various antecedent factors on
use intention or only on the gender and age differences in the antecedent factors and
use intention themselves, whereas none have examined them both simultaneously under
the same study. Second, few of them have focused on establishing an adequate level of
measurement invariance between the compared gender or age groups, which has been
highlighted as a critical prerequisite for ensuring the meaningfulness of the conducted
comparisons in both general [16] and information systems (IS) specific [17] research
literature. Thus, our understanding of these differences has remained limited. In contrast,
the potential generational differences have been examined only in one prior study that
we are aware of [18] and by using a relatively simplistic research model that focused
on the effects of perceived usefulness, perceived ease of use, and perceived security on
the attitude toward using mobile payment systems instead of use or use intention itself.
Thus, more research on also these differences is urgently needed.

In this study, our objective is to address these gaps by examining the potential gender
and age differences in the use intention of mobile payments and its antecedents in
terms of the effects of the antecedent factors on use intention as well as the antecedent
factors and use intention themselves while also considering the critical prerequisite of
measurement invariance. Moreover, through a careful selection of the compared age
groups, we extend the examination to cover also the potential generational differences
between two generations of users that were originally coined by Prensky [19, 20] and
have since been commonly used IS research (e.g., [18, 21, 22]): digital natives and digital
immigrants. Of them, digital natives (DN) refer to younger users who have grown up
using digital technologies, whereas digital immigrants (DI) refer to older users who
have come to use digital technologies at some later stage of their adult lives. Because
of this, these two generations are typically assumed to differ considerably in terms of
both their general relationship with (e.g., [19–21]) and their more specific use of (e.g.,
[23]) these technologies. As the data for the aforementioned examination, we use the
responses to an online survey that were collected from Finnish consumers in May 2020
and are analysed by using structural equation modelling (SEM).

After this introduction, we review the prior research onmobile payments and present
our research model in Sect. 2. This is followed by the reporting of the research method-
ology in Sect. 3 and the research results in Sect. 4. The research results are discussed
in more detail in Sect. 5 before concluding the paper with a brief discussion of the
limitations of the study and some potential paths for future research in Sect. 6.

2 Research Model

Throughout the years, various research models for explaining the acceptance and use of
mobile payments have been proposed (cf. [2–7]). Most of these models have been based
on either IS specific or more general theories for explaining user or human behaviour,
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such as the technology acceptance model (TAM) [24], the unified theory of acceptance
and use of technology (UTAUT) [25], UTAUT2 [26], the theory of reasoned action
(TRA) [27, 28], and the theory of planned behaviour (TPB) [29, 30]. In the models, the
use intention or use behaviour of mobile payments has been explained by using numer-
ous different antecedents, of which the six most commonly used antecedents have been
(1) perceived ease of use originating from TAM (analogous with effort expectancy orig-
inating from UTAUT), (2) perceived usefulness originating from TAM (analogous with
performance expectancy originating fromUTAUT), (3) social influence originating from
UTAUT (analogous with subjective norm originating fromTRA and TPB), (4) perceived
trust, (5) perceived risk, and (6) perceived security [7]. In addition to the antecedents
themselves, there is also considerable variance between the models in terms of how
these different antecedents are hypothesised to affect the use intention or use behaviour
of mobile payments, with some models hypothesising direct effects and other models
hypothesising indirect effects via other antecedents. For example, whereas the study
by Khalilzadeh et al. [31] hypothesises perceived security to affect use intention both
directly and indirectly via attitude, the study by Liébana-Cabanillas et al. [32] hypothe-
sises only a direct effect, whereas the study by Matemba and Li [33] hypothesises only
an indirect effect via privacy concerns. Similar examples for the other aforementioned
antecedents are also available.

In this study, we obviously cannot cover all the different antecedents that have been
proposed in prior studies or all the different ways in which they have been hypothesised
to affect the use intention or use behaviour of mobile payments. Therefore, in order
to promote compatibility with prior research as well as to optimise the impact of our
study in terms of its findings concerning the potential gender, age, and generational
differences being as broadly applicable as possible, our approach is not to aim at any
theoretical novelty in our research model but rather the opposite. In other words, we aim
our researchmodel to be a parsimonious synthesis of the findings of prior studies in terms
of both its constructs and the hypothesised effects between them. We aim to achieve this
in three different ways. First, we base the antecedents of the research model on the
aforementioned six most commonly used antecedents in prior studies (i.e., perceived
usefulness, perceived ease of use, social influence, perceived trust, perceived risk, and
perceived security), with the exception that, of the latter three antecedents, we include
only perceived security and exclude perceived trust and perceived risk. This avoids the
potential conceptual overlaps between these three antecedents and can also be seen to
result in a more parsimonious research model because the perceived trust toward mobile
payment systems and the perceived risk of using them are typically determined mainly
by their perceived security. Second, in terms of the outcome construct of the research
model, we focus on use intention instead of actual use behaviour because this construct
has more commonly been used as the outcome construct in prior studies [7]. Third, in
terms of the hypothesised effects of the antecedents on use intention, we focus only on
the most parsimonious alternative, which are the direct effects of the antecedents on use
intention. Thus, in our research model, which is illustrated in Fig. 1, we hypothesise
the use intention (UI) of mobile payments to be affected directly by four antecedent
factors: perceived usefulness (PU), perceived ease of use (PEOU), social influence (SI),
and perceived security (PS).
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Perceived usefulness

Perceived ease of use

Social influence

Perceived security

Use intention

Fig. 1. Research model of the study

In terms of gender and age differences, although gender and age have been hypoth-
esised to moderate the effects of various antecedent factors on the acceptance and use
of technology in theories like UTAUT and UTAUT2, relatively few prior studies have
examined these differences in the context of mobile payments. The most notable excep-
tions to this are the studies by Liébana-Cabanillas et al. [8–10], which have focused on
the gender and age differences in the effects of the antecedent factors on use intention. In
addition, the gender differences in the effects of the antecedent factors on use intention
have also been examined in the studies by Jaradat and Faqih [11], Lwoga and Lwoga
[12], as well as Lee et al. [13]. In turn, only two studies have focused on the gender and
age differences in the antecedent factors and use intention themselves, with the study
by Hamza and Shah [14] focusing on them only in the case of gender and the study by
Acheampong et al. [15] focusing on them in the case of both gender and age. Finally,
generational differences in the context of mobile payments have been previously exam-
ined only in the study by Fischer et al. [18]. We will discuss the findings of these studies
in more detail in Sect. 5 when reflecting them against those of our study.

3 Methodology

The data for this study was collected in an online survey targeted at Finnish consumers in
May 2020. The survey respondents were recruited by sharing the survey link actively via
various communication channels, such as the electronic mailing lists of our university
and social media. The survey questionnaire was in Finnish and was tested in a pilot
study before the actual study. It contained multiple items related to the demographics
of the respondents and their use of mobile payments. Of them, the 15 items reported in
Table 1 (translated from Finnish to English) were used to measure the constructs of our
researchmodel. Each of the five constructs wasmeasured reflectively by three items. The
items measuring perceived usefulness and perceived ease of use were adapted from [24],
whereas the items measuring social influence were adapted from [25] and [34]. In turn,
the items measuring perceived security were adapted from [35] and [36], whereas the
items measuring use intention were adapted from [25] and [37]. The standard five-point
Likert scale (1 = strongly disagree … 5 = strongly agree) was used as the measurement
scale. In order to avoid forced responses, the respondents also had the option not to
respond to a particular item, which resulted in a missing value.
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Table 1. Item wordings

Item Wording

PU1 Using mobile payments would enable me to pay more quickly

PU2 Using mobile payments would enable me to pay more efficiently

PU3 Using mobile payments would enable me to pay more easily

PEOU1 Learning to use mobile payments is easy

PEOU2 Using mobile payments is clear and understandable

PEOU3 I find using mobile payments easy

SI1 People who are important to me think that I should use mobile payments

SI2 People who are important to me expect that I use mobile payments

SI3 People who are important to me have recommended that I use mobile payments

PS1 I would feel secure sending sensitive information across mobile payment systems

PS2 Mobile payment systems are a secure means through which to send sensitive
information

PS3 Mobile payment systems have sufficient technical capacity to protect my sensitive
information

UI1 I intend to use mobile payments in the near future

UI2 I am likely to use mobile payments in the near future

UI3 I am willing to use mobile payments in the near future

The collected datawas analysedwith covariance-based structural equationmodelling
(CB-SEM), which was conducted by using the Mplus version 7.11 software [38] and
by following the recommended guidelines for SEM in administrative and social science
research [39]. As the model estimator, we used the MLR option of Mplus, which stands
for maximum likelihood estimator robust to non-normal data. The potential missing val-
ues were handled by using the FIML option of Mplus, which stands for full information
maximum likelihood and uses all the available data in model estimation.

The potential gender, age, and generational differences were examined by using
multiple group analysis (MGA) and by following the procedure formalised in [40] for
establishing measurement invariance. In it, increasingly strict constraints on parameter
equality are added across the groups and the fit of the resulting constrained model is
compared to the fit of the unconstrained model. In the first step, configural invariance
is tested by estimating the model separately for each group while constraining only
the simple structure of the model as equal across the groups. If the fit of this model
remains approximately as good as the fit of the model without the group separation,
then the hypothesis of configural invariance is supported. In the second and third steps,
metric and scalar invariance are tested by additionally constraining the indicator loadings
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and intercepts as equal across the groups. If these additional constraints result in no
statistically significant deterioration inmodel fit, then the hypotheses onmetric and scalar
invariance are supported. After this, the differences in the effects between the constructs
can be tested by constraining the estimated effect sizes as equal across the groups one by
one and examiningwhether this results in a statistically significant deterioration inmodel
fit. If it does, then that particular effect can be considered to differ across the groups.
In turn, the differences in the constructs themselves can be tested by examining their
estimated mean scores in each group. In order to make the estimated model identifiable,
one of the groups typically has to be specified as a reference group in which the construct
mean scores are fixed to zero, meaning that the construct mean scores of the other groups
indicate the size and statistical significance of the differences in comparison to that
particular group. As a statistical test for examining the potential deteriorations in model
fit, we used the χ2 test of difference, in which the value of the test statistic was corrected
with the Satorra-Bentler [41] scaling correction factor (SCF) due to the use of the MLR
estimator. However, because the χ2 test of difference is known to suffer from a similar
sensitivity to sample size as the χ2 test of model fit, we also considered the potential
changes in the model fit indices as suggested in [40].

4 Results

We received a total of 323 responses to the online survey, of which 11 responses had to be
dropped due to missing or invalid data. Thus, the sample size used in this study was 312
responses. The descriptive statistics of this sample in terms of gender, age, education,
and prior experience in using mobile payments as well as the reference gender and age
distributions of the Finnish adult population in 2020 [42] are reported in Table 2. As can
be seen, the sample was quite well-balanced in terms of gender but tilted toward younger
respondents aged under 45 years who had either a bachelor’s or master’s degree. Most
of the respondents also already had some previous experience in using mobile payments
and relatively many had used them for more than two years. In the following four
subsections, we first estimate the model for all the respondents, evaluate it in terms of
its reliability and validity at both indicator and construct levels, as well as report its
estimates and goodness of fit with the data. Finally, we examine the potential gender,
age, and generational differences.
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Table 2. Sample statistics (N = 312)

Sample (N) Sample (%) Finland (%)

Gender

Man 172 55.1 49.0

Woman 140 44.9 51.0

Age

18–24 years 46 14.7 9.5

25–34 years 130 41.7 15.8

35–44 years 94 30.1 15.9

45–54 years 25 8.0 14.8

55–64 years 14 4.5 16.1

65 years or over 3 1.0 28.0

Education

Basic qualification 2 0.6

Vocational qualification 30 9.6

Matriculation examination 51 16.3

Bachelor’s degree 135 43.3

Master’s degree 85 27.2

Doctoral degree 8 2.6

No response 1 0.3

Experience in using mobile payments

Has never used 52 16.7

Has used for less than one year 52 16.7

Has used for one or two years 74 23.7

Has used for more than two years 128 41.0

No response 6 2.0

4.1 Indicator Reliability and Validity

Indicator reliabilities and validities were evaluated by using the standardised loadings
of the indicators, which are reported in Table 3 together with the mean and standard
deviation (SD) of each indicator as well as the percentage of missing values. In the
typical case where each indicator loads on only one construct, it is commonly expected
that the standardised loading of each indicator is statistically significant and greater than
or equal to 0.707 [43]. This is equivalent to the standardised residual of each indicator
being less than or equal to 0.5, meaning that at least half of the variance in each indicator
is explained by the construct on which it loads. The only indicator that did not meet this
criterion was SI3, which is why we decided to drop it from the model. After dropping
it, as shown in the final column of Table 3, all the indicators met the aforementioned
criterion.
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Table 3. Indicator statistics (*** = p < 0.001)

Item Mean SD Missing Loading before dropping SI3 Loading after dropping SI3

PU1 3.936 1.321 0.3% 0.927*** 0.928***

PU2 3.888 1.277 0.0% 0.858*** 0.858***

PU3 4.166 1.058 3.5% 0.836*** 0.835***

PEOU1 3.939 1.288 0.0% 0.829*** 0.829***

PEOU2 3.974 1.211 0.0% 0.888*** 0.888***

PEOU3 4.147 1.244 0.0% 0.899*** 0.899***

SI1 3.157 1.253 14.4% 0.917*** 0.847***

SI2 3.084 1.348 8.3% 0.815*** 0.880***

SI3 3.385 1.408 4.2% 0.582*** Dropped

PS1 3.240 1.287 0.0% 0.814*** 0.813***

PS2 3.385 1.091 10.9% 0.834*** 0.834***

PS3 3.324 1.313 0.0% 0.861*** 0.861***

UI1 4.391 1.041 2.6% 0.869*** 0.869***

UI2 4.416 0.955 2.9% 0.943*** 0.944***

UI3 4.389 0.948 3.5% 0.949*** 0.948***

4.2 Construct Reliability and Validity

Construct reliabilities were evaluated by using the composite reliabilities (CR) of the
constructs [43], which are commonly expected to be greater than or equal to 0.7 [44].
The CR of each construct is reported in the first column of Table 4. As the reported values
show, all the constructs met this criterion. In turn, construct validities were evaluated by
examining the convergent and discriminant validities of the constructs by using the two
criteria proposed in [43]. They both are based on the average variance extracted (AVE)
of the constructs, which refers to the average proportion of variance that a construct
explains in its indicators. In order to exhibit satisfactory convergent validity, the first
criterion expects that each construct should have an AVE of at least 0.5. This means that,
on average, each construct should explain at least half of the variance in its indicators.
The AVE of each construct is reported in the second column of Table 4, showing that all
the constructs met this criterion. In order to exhibit satisfactory discriminant validity, the
second criterion expects that each construct should have a square root of AVE greater
than or equal to its absolute correlationwith the other constructs in themodel. Thismeans
that, on average, each construct should share at least an equal proportion of variance with
its indicators than it shares with these other constructs. The square root of AVE of each
construct (on-diagonal cells) and the correlations between the constructs (off-diagonal
cells) are reported in the remaining columns of Table 4, showing that this final criterion
was also met by all the constructs.
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Table 4. Construct statistics

CR AVE PU PEOU SI PS UI

PU 0.907 0.765 0.875

PEOU 0.905 0.761 0.819 0.873

SI 0.854 0.746 0.563 0.475 0.864

PS 0.875 0.699 0.551 0.510 0.384 0.836

UI 0.944 0.848 0.783 0.682 0.560 0.584 0.921

4.3 Model Estimates and Model Fit

The results of model estimation for all the respondents in terms of the standardised effect
sizes and their statistical significance, the proportion of explained variance (R2) in use
intention, as well as model fit are reported in the first column of Tables 5 and 6. Model
fit was evaluated by using the χ2 test of model fit and four alternative model fit indices
recommended in recent methodological literature [45]: the comparative fit index (CFI),
the Tucker-Lewis index (TLI), the root mean square error of approximation (RMSEA),
and the standardised root mean square residual (SRMR). Of them, the χ2 test of model
fit rejected the null hypothesis of the model fitting the data (χ2(67) = 152.147, p <

0.001), which is common in the case of large samples [46]. In contrast, the values of
the four model fit indices (CFI = 0.964, TLI = 0.952, RMSEA = 0.064, and SRMR
= 0.036) all clearly met the cut-off criteria (CFI ≥ 0.95, TLI ≥ 0.95, RMSEA ≤ 0.06,
and SRMR ≤ 0.08) recommended in [45]. Thus, we consider the overall fit of the model
as satisfactory. Of the four antecedent factors, perceived usefulness, perceived security,
and social influence were each found to have a positive and statistically significant effect
on use intention, whereas the effect of perceived ease of use on use intention was found
to be statistically not significant. Together, the antecedent factors were found to explain
about 66.4% of the variance in use intention.

Table 5. Model estimates (* = p < 0.05, ** = p < 0.01, *** = p < 0.001)

All Men Women Younger/DN Older/DI

Effects

PU → UI 0.523*** 0.503*** 0.522** 0.330* 0.699***

PEOU → UI 0.083 0.030 0.152 0.177 −0.006

SI → UI 0.151* 0.111 0.202** 0.284** 0.014

PS → UI 0.195*** 0.269** 0.130 0.163* 0.230*

R2

UI 0.664*** 0.626*** 0.728*** 0.600*** 0.767***
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Table 6. Model fit

All Men Women Younger/DN Older/DI

Fit test

χ2 152.147 112.086 141.445 122.344 126.982

df 67 67 67 67 67

p <0.001 <0.001 <0.001 <0.001 <0.001

Fit indices

CFI 0.964 0.966 0.934 0.958 0.948

TLI 0.952 0.954 0.910 0.943 0.929

RMSEA 0.064 0.063 0.089 0.069 0.081

SRMR 0.036 0.042 0.040 0.044 0.041

4.4 Gender, Age, and Generational Differences

For examining the potential gender, age, and generational differences, the sample was
split into two mutually exclusive and collectively exhaustive groups that were compared
against each other: men (N = 172) vs. women (N = 140) and younger users aged under
35 years (N = 176) vs. older users aged 35 years or over (N = 136). Of them, when
taking into account that the data was collected in mid-2020, the younger and older
users can also be alternatively labelled as DN and DI because they represent users who
were born after and before 1985 (1985 has been used as the cut-off year for separating
DN from DI in several prior studies (e.g., [47–49]), although some prior studies have
also used 1980 (e.g., [18, 22]) or 1983 (e.g., [23]) as the cut-off year). The results of
model estimation for these four groups in terms of the standardised effect sizes and their
statistical significance, the proportion of explained variance (R2) in use intention, as well
as model fit are reported in the remaining columns of Tables 5 and 6.

The results of the measurement invariance tests for the gender, age, and generational
differences are reported in the first three rows of Tables 7 and 8. As can be seen, in the
case of the gender as well as age and generational differences, the fit of the configural
invariance model deteriorated slightly in comparison to the model without the group
separation (cf. Table 6) but still remained satisfactory in terms of three of the four model
fit indices (i.e., CFI, RMSEA, and SRMR). Thus, the hypothesis on configural invariance
was supported. Similarly, the results of the subsequent model comparisons supported
the hypotheses on metric and scalar invariance, as the χ2 tests of difference suggested
no statistically significant deterioration in model fit (p ≥ 0.05), and most of the model
fit indices suggested improvement rather than deterioration in model fit.
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Table 7. Invariance tests for the gender differences

Invariance χ2 df SCF CFI TLI RMSEA SRMR �χ2 �df p

Configural 253.446 134 1.0771 0.952 0.934 0.076 0.041

Metric 250.787 143 1.0974 0.956 0.944 0.070 0.043 1.591 9 0.996

Scalar 257.951 152 1.0905 0.957 0.949 0.067 0.044 6.201 9 0.720

PU → UI 256.868 153 1.0952 0.958 0.950 0.066 0.044 0.015 1 0.903

PEOU → UI 256.759 153 1.0969 0.958 0.950 0.066 0.044 0.166 1 0.684

SI → UI 258.220 153 1.0920 0.957 0.949 0.066 0.044 0.516 1 0.473

PS → UI 258.945 153 1.0940 0.957 0.949 0.067 0.045 1.224 1 0.269

Table 8. Invariance tests for the age and generational differences

Invariance χ2 df SCF CFI TLI RMSEA SRMR �χ2 �df p

Configural 249.177 134 1.0599 0.953 0.937 0.074 0.043

Metric 252.627 143 1.0793 0.956 0.944 0.070 0.051 6.255 9 0.714

Scalar 260.258 152 1.0726 0.956 0.948 0.068 0.052 6.720 9 0.666

PU → UI 261.872 153 1.0754 0.956 0.948 0.068 0.052 1.642 1 0.200

PEOU → UI 259.886 153 1.0789 0.957 0.949 0.067 0.052 0.608 1 0.436

SI → UI 266.242 153 1.0712 0.954 0.945 0.069 0.054 7.043 1 0.008

PS → UI 260.675 153 1.0740 0.956 0.948 0.067 0.053 0.631 1 0.427

The results of the remaining model comparisons, which were used to examine the
gender, age, and generational differences in the effects of the antecedent factors on use
intention, are reported in the last four rows of Tables 7 and 8.As can be seen, a statistically
significant (�χ2(1)= 7.043, p= 0.008) difference was found only in the effect of social
influence on use intention in the case of the age and generational differences, which was
found to be stronger for younger users (i.e., DN) than older users (i.e., DI). In turn,
the standardised construct mean scores, which were used to examine the gender, age,
and generational differences in the antecedent factors and use intention themselves, are
reported in Table 9. Here, men and younger users (i.e., DN) act as reference groups in
which the construct mean scores are fixed to zero and against which the construct mean
scores of women and older users (i.e., DI) are compared. As can be seen, statistically
significant gender differences were found in the construct mean scores of perceived ease
of use and perceived security, which were found to be lower for women than men. In
contrast, statistically significant age and generational differences were found only in the
construct mean score of perceived ease of use, which was found to be lower for older
users (i.e., DI) than younger users (i.e., DN).
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Table 9. Differences in construct mean scores (a = fixed to 0, * = p < 0.05, *** = p < 0.001)

Construct Men Women Younger/DN Older/DI

PU 0.000a −0.134 0.000a −0.179

PEOU 0.000a −0.211* 0.000a −0.349***

SI 0.000a −0.182 0.000a −0.231

PS 0.000a −0.272* 0.000a 0.073

UI 0.000a −0.081 0.000a −0.152

5 Discussion and Conclusions

In this study, we examined the potential gender and age differences in the use intention
of mobile payments and its antecedents in terms of the effects of the antecedent factors
on use intention as well as the antecedent factors and use intention themselves while
also considering the critical prerequisite ofmeasurement invariance.Moreover, through a
careful selection of the compared age groups, we extended the examination to cover also
the potential generational differences between DN and DI. The examination was based
on a research model in which the use intention of mobile payments was hypothesised
to be explained by perceived usefulness, perceived ease of use, social influence, and
perceived security. Overall, we found this model to perform very well in explaining
the intention to use mobile payments and to have a good fit with the data as well as
satisfactory reliability and validity at both indicator and construct levels.

In terms of the gender differences in the effects of the antecedent factors on use
intention, we found no differences. When reflecting this finding against prior research,
it supports the findings by Jaradat and Faqih [11], Lwoga and Lwoga [12], as well as
Lee et al. [13], who also found no differences in the effects of perceived usefulness or
performance expectancy, perceived ease of use or effort expectancy, and social influence
or subjective norm on use intention. The only exception to this was the finding by Lwoga
and Lwoga [12] that the effect of perceived ease of use on use intention is stronger for
men than women, which is not supported by our findings. In addition, our findings also
do not support the findings byLiébana-Cabanillas et al. [8, 10] that the effect of perceived
usefulness on use intention is stronger for men than women.

In terms of the gender differences in the antecedent factors and use intention them-
selves, we found women to have lower scores of perceived ease of use and perceived
security than men, meaning that they perceived the use of mobile payments as less easy
and less secure. One likely explanation for this is that women have typically been found
to have lower technology readiness (e.g., [50]), lower self-efficacy toward technology
use (e.g., [51]), as well as lower trust perceptions (e.g., [52]) and higher risk perceptions
(e.g., [53]) toward online shopping, which may influence also their perceptions concern-
ing the use of mobile payments. When reflecting this finding against prior research, it
supports the findings by Hamza and Shah [14] as well as Acheampong et al. [15] that
men have higher scores of perceived ease of use or effort expectancy than women. In
contrast, our findings do not support the prior findings by Hamza and Shah [14] as well
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as Acheampong et al. [15] that women have higher scores of subjective norm or social
influence than men. In addition, while our findings also support the findings by Hamza
and Shah [14] that there are no differences in the scores of perceived usefulness and
use intention between men and women, they do not support the finding by Acheampong
et al. [15] that men have higher scores of performance expectancy than women.

In terms of the age and generational differences in the effects of the antecedent factors
on use intention, we found the effect of social influence on use intention to be stronger
for younger than older users, meaning that their motivation to use or not to use mobile
payments is more strongly influenced by the perceived opinions of other people. This
finding is not surprising when considering that the younger and older users in our study
were equivalent to DN and DI of whom the daily lives of DN are typically assumed to be
more intertwined with the use of digital technologies in comparison to DI, also in terms
of social aspects [21]. Thus, they are likely to be more susceptible to social influences
when it comes to the use of these technologies. When reflecting this finding against prior
research on age differences, it does not support the finding by Liébana-Cabanillas [10]
that there is no difference in the effect of external influences on use intention. However,
our findings support the findings by Liébana-Cabanillas [9, 10] that there is no difference
in the effect of perceived usefulness on use intention.

Finally, in terms of the age and generational differences in the antecedent factors and
use intention themselves, we found older users to have lower scores of perceived ease
of use than younger users, meaning that they perceived the use of mobile payments as
less easy. Like the previous finding, this finding is scarcely surprising when once again
considering that the younger and older users in our study were equivalent to DN and
DI of whom DN are typically assumed to be more technologically savvy in compari-
son to DI [19–22], thus likely influencing also their perceptions concerning the use of
mobile payments. When reflecting the finding against prior research on age differences,
it supports the finding by Acheampong et al. [15] that younger users have higher scores
of effort expectancy than older users. However, the findings by Acheampong et al. [15]
also suggest that younger users have higher scores of performance expectancy but lower
scores of social influence, which is not supported by our findings.

From a theoretical perspective, the findings of the study promote the understanding
of the potential gender, age, and generational differences in the antecedents of the accep-
tance and use of mobile payments by addressing some of the methodological issues of
the prior studies on gender and age differences as well as by being the first study to
examine generational differences in the effects of the antecedent factors on use intention
as well as in the antecedent factors and use intention themselves. For example, the prior
study by Fischer et al. [18] examined the generational differences only in the effects of
the antecedent factors on the attitude towards use, not on use intention itself. In turn,
from a practical perspective, the providers of mobile payment systems can potentially
use the findings to further promote the adoption of their systems via more positive user
perceptions. For example, as women and older users representing DI were found to
perceive the use of mobile payments as less easy and less secure, the providers should
highlight mobile payments as an easy and secure payment option in the case of these
user segments. In addition, as social influence was found to have stronger effects on use
intention among younger users representing DN, this user segment may be particularly
susceptible to more socially oriented marketing campaigns.
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6 Limitations and Future Research

We consider this study to have three main limitations. First, the study focused only on
Finnish consumers, which is why the generalisability of its findings to other countries
calls for confirmation. Second, in terms of the antecedents of the intention to use mobile
payments, the study focused only on perceived security instead of perceived trust and
perceived risk, which have also commonly been hypothesised to act as antecedents of
use intention in prior studies. Third, the study did not focus on the potential interac-
tions between gender and age, such as whether there are differences in the effects of the
antecedent factors on use intention or in the antecedent factors and use intention them-
selves between younger men, older men, younger women, and older women. Future
studies should address these limitations by replicating the study in other countries, test-
ing alternative research models, and focusing on the aforementioned interactions. In
addition, future studies should examine more thoroughly the explanations for the gen-
der, age, and generational differences that we found in this study. Instead of the positivist
paradigm and statistical generalisations that were used in this study, these studies may
benefit from the use of also other types of research paradigms and generalisations, such
as the interpretive paradigm and analytical generalisations (cf. [54–56]).
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Abstract. Connected IT services are considered a key offering for
the future differentiation of car manufacturers in automotive aftersales.
Enabled by ICT, the additional value and customer experience offered
can make the difference on the market. However, the customers’ per-
ception and thus their intention to use such services has rarely been
studied in the literature so far. Since their actual adoption is crucial to
achieve a competitive advantage, this paper presents criteria that influ-
ence the usage intention. They have been analyzed by an exploratory
quantitative study using the Unified Theory of Acceptance and Use of
Technology and PLS-SEM. Results of the survey (n = 260) indicate that
the intention to use connected services strongly depends on their overall
risk aversity regarding online activities in general. It shows the necessity
for car manufacturers to put more focus on offering the right services to
their target groups.

Keywords: Connected services · Automotive aftersales · Adoption

1 Introduction

In recent years, automotive Original Equipment Manufacturers (OEM) have
put significant effort in building up a digital aftersales business, providing
technology-based services to their customers based on the vehicle communicating
with its environment [24]. Due to the direct customer contact and its potential to
ensure competitive advantage due to differentiation, downstream sectors such as
aftersales became even more important [14,15]. Among other terms, the trans-
formation from manufacturers to service providers has been described primarily
as servitization in literature [6,7,19,30,52,69].

Such connected services enable OEMs to enhance the customer experience
and to build new revenue streams [29,62].

However, by promoting connected services OEMs also risk opening the mar-
ket for external parties causing an increasing competition around the car as a
platform [5,16,39,49].

Even though a better understanding of the potential adoption of connected
services by customers would help OEMs in their differentiation on the market
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[14,15], this has only been studied scarcely in the automotive context [63]. Since
connected car services will potentially become a highly competitive market [5,
16,39,49], it is crucial to understand adoption criteria to ensure their usage and
thereby create additional value for customers [28].

Therefore, this paper presents criteria influencing the adoption of connected
services by private customers in the context of automotive aftersales. The results
have been obtained by adapting the Unified Theory of Acceptance and Use of
Technology (UTAUT) to the context of connected car services. The exploratory
quantitative study conducted provides a deeper understanding of technology
adoption for such services and delivers implications for further research.

The rest of this paper is organized as follows: In Sect. 2, the relevant literature
is discussed, and the research gap and question are stated. Section 3 describes
the research methodology and model and illustrates the study design and data
collection process. In Sect. 4, the quantitative evaluation of the model is pre-
sented and in Sect. 5 the obtained results are discussed. We conclude with the
limitations and a summary of our findings.

2 Literature Review

The increasing spread of ICT throughout industries and aspects of life is chang-
ing companies even in areas that were previously dependent on physical mate-
riality [5,17,23,26,28,40,49,57,59,74]. Technological achievements changed the
relevance and nature of mobility for providers and consumers [36]. Different
from the past, it is now essential to know how the vehicle is used [42], which
can be accomplished due to the integration of ICT in the vehicle [50]. Auto-
motive companies react to these developments by re-designing existing services
and by introducing new technology-based service offerings [20,21]. Depending
on the communication objects involved, many examples for such services have
been discussed in the literature so far: vehicle-to-vehicle (V2V), vehicle-to-road
(V2R), vehicle-to-infrastructure (V2I), vehicle-to-pedestrian (V2P), or vehicle-
to-everything (V2X) [4,21,24,34]. Besides these inter-vehicle communication
models, the intra-vehicle communication implying vehicle-to-sensor (V2S), or
vehicle-to-device (V2D) interaction has also been presented [4].

Since ICT is also becoming increasingly widespread in vehicles, one can
already speak of vehicle or in-vehicle information systems [33,71]. General, the
service offerings of OEMs can be divided into technical and non-technical ser-
vices, where technical services ensure the vehicles’ mobility and non-technical
services aim to add additional value beside the mere mobility [28]. Among the
technical services, the driver support systems are predominantely [48,61] in order
to increase the divers’ safety [21].

Consequently, it enables OEMs to enhance the customer experience and
enables them to build new revenue streams [62]. Due to ICT, the car itself can
now serve as a platform for services [5,16,39]. Thus, a so-called digital aftersales
could be introduced, basically dependent on the vehicle communicating with its
environment [24].
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Therefore, the vehicle is no longer an isolated good but rather involves
and integrates different devices, functions, data, and stakeholders [29,62]. Sub-
sequently, this development opened the market for new actors such as tech-
companies that are well-positioned in offering services [5,16,36,49], increas-
ing the competition around the platform car and the corresponding services
[5,16,39,49,59].

By providing services, it also changes the way how car manufacturers create
value, as customers can now be involved in the value creation process [21,56].
Accordingly,the role of customers is evolving from that of mere consumers to
that of co-actors in value creation [55].

Thus,the focus for the development of such services is the customer [24,
31,70]. The user adoption of new technologies is crucial for successful service
offerings that are based on ICT [68].

For along time, Information System (IS) research has extensively studied
individuals’ adoption of new information and communication technology [3,8,
10,12,13,18,41,58,64,65,72]. In academic literature several models have been
introduced that aim to predict the adoption of technology by humans [3,11–
13,18,41,64,72]. By comparing and combining eight models, [72] has derived
the Unified Theory of Acceptance and Use of Technology (UTAUT) (see Fig. 1).

Fig. 1. Unified Theory of Acceptance and Use of Technology (UTAUT) (own illustra-
tion based on [72]).

Within this model, performance expectancy (PE) has been defined as “the
degree to which an individual believes that using the system will help him or
her to attain gains in job performance” and has been indicated to be moderated
by the factors gender and age [72].

Characterized as “the degree of ease associated with the use of the system”
has been the construct of effort expectancy (EE) [72]. Moreover, the influence
of gender, age, and experience have been outlined with respect to the effort
expectancy [72]. The construct social influence (SI) deals with “the degree to
which an individual perceives that important others believe he or she should
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use the new system” [72]. Meaning that the behavior is influenced by how the
individual believes others will see him as a result of having used the technology
[72].

The belief of a person about the degree of technical and organizational infras-
tructure provided in order to support the system usage has been categorized as
the construct of facilitating conditions (FC). Besides the core constructs, it also
has been paid attention to the following moderating factors: experience, volun-
tariness, gender, age [72].

The automotive industry has been of great interest for the research field
of technology adoption [1,35,37,38,47,51,53,53]. With regard to the automotive
industry, different aspects have been considered by technology adoption research
such as autonomous driving [2,32,43,46,60,73], electric vehicles [63], driver sup-
port systems [37,51,53,54,60], and connected vehicles [45,59,63]. Although the
adoption of IT in the connected car context has been studied [45], the research is
quite general by investigating “in-car technology” and not specific services [59].

Table 1 summarizes the current research streams regarding these topics found
in the literature. Subsequently, although literature has considered the adoption
of ICT within the automotive context [45,59,63], there is just few research about
connected services [63].

Table 1. Summary of the relevant research streams found in the literature.

Vehicle communication channels [4,21,24,34]

Characterizations of connected car services [28]

Models regarding technology adoption by humans [3,11–13,18,41,64,72]

Technology adoption research in the automotive industry [1,35,37,38,47,51,53,53]

Technology adoption regarding autonomous driving [2,32,43,46,60,73]

Technology adoption regarding electric vehicles [63]

Technology adoption regarding driver support systems [2,32,43,46,60,73]

Technology adoption regarding connected vehicles [45,59,63]

Technology adoption regarding connected services [63]

In order to address this gap, this paper aims to give insights about crite-
ria that influence the adoption of connected services for passenger vehicles by
addressing the following research question:

Which criteria influence the user adoption of connected aftersales services
for private customers?

Within the scope of this paper, only passenger cars are considered. Moreover,
by naming connected aftersales services, it can be referred to the ability of the car
to communicate with its environment in order to enable non-technical services
that go beyond the earlier offerings targeting maintenance and repairs [24,28,66].
Such services have been called to be use- and result-oriented, e.g. by offering
personalized comfort or intelligent mobility [25].
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3 Research Methodology and Data Collection

In this paper, the UTAUT is adapted to the context of connected services for
vehicles to investigate their adoption by users. Two exemplary use cases, which
have been derived from a previous workshop with industry experts, served as
the basis for the survey. As a result, criteria influencing the user adoption of
connected car services are presented.

The workshop has been conducted on January 14th, 2019 with a duration of
2.5 h and five participants (P1–P5) as well as one moderator.

The first use case deals with a parking assistant (PA) that suggests free
parking spots based on the users requirements regarding costs, location and
arrival time. The second addresses the automatic accident handling (AA) of rear-
end collisions by recording and passing on relevant information to all involved
parties.

But since the survey was not based on already existing systems, the actual
UB could not be measured. In addition, the construct of voluntariness has been
excluded from the measurement, because the connected services offered for pas-
senger vehicles are used on a voluntary basis anyway. There has also been con-
ducted a pretest with seven participants, which revealed that the construct of
EE needs to be excluded from the investigation as well. The construct EE refers
to the “degree of ease associated with the use of the system” [72], which has
been hard to grasp for the test group since it discussed a hypothetical connected
service.

Moderating factors have been collected jointly for both use cases. Besides
the moderators that have been derived from literature (age, gender, experience),
the experts suggested further moderators (internet usage in frequency and pur-
pose, attitude towards new technologies in general, frequency of car usage, car
ownership and concerns).

The survey has been conducted from March 18th, 2019 until March 29th,
2019. The questionnaire has been provided online as well as paper-based. Each
item has been measured with a 5-point Likert scale, ranging from 1 (strongly
agree) to 5 (strongly disagree).

The collected questionnaires have been reviewed in terms of completeness
and suspicious response patterns such as straight or diagonal lining [22, p.58].
After removing those that at least showed one of the criteria, a sample size of
n = 260 of the original 327 collected questionnaires (online: 286; paper-based:
41) was left, which equals a dropout rate of 20.49%. The data has been gathered
from 125 females (48.08%) and 135 males (51.92%) within an age ranging from
17 to over 75 years.

4 Results

For the evaluation, the SEM has been fitted using the PLS-SEM approach, as
the sample size was comparably small, theory testing was not the main objective,
and PLS provides faster convergence in this case [67].
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The results for the model fitted with the collected data by means of PLS-
SEM algorithm for the two use cases are presented in Figs. 2 and 3, respectively.
It can be seen that for both use cases the constructs Performance Expectancy
(PE) as well as Social Influence (SI) in general have a significant impact on the
Behavioral Intention (BI) to use the services.

Fig. 2. Results of SEM for use case AA

Table 2 illustrates the results the path coefficients obtained in the analysis,
including their significance.

Table 2. Significance of path coefficients

Original
Sample (O)

Sample
Mean (M)

p Value 95% BCa
Confidence
Interval

Significance
(p< 0.1)

AA PE → AA BI 0.512 0.507 <0.001 [0.435, 0.594] Yes

AA SI → AA BI 0.349 0.360 <0.001 [0.250, 423] Yes

PA PE → PA BI 0.488 0.480 <0.001 [0.407, 0.581] Yes

PA SI → PA BI 0.265 0.287 <0.001 [0.146, 0.340] Yes
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Fig. 3. Results of SEM for use case PA

4.1 Moderators

Fig. 4. Overview of moderating criteria for the use case AA

Age seems to influence negatively the path of PE on the dependent variable
BI for the use case of AA. This effect has also been found to be significant
(β = −0.078, p = 0.079). Although, age dampened the relation of PA PE on
PA BI as well, it showed no significance in its effect (β = −0.058, p = 0.226).
Age showed no significant moderating on the path of SI and BI for both use
cases AA (β = 0.057, p = 0.277) and PA (β = 0.067, p = 0.305) (Figs. 4 and 5).
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Fig. 5. Overview of moderating criteria for the use case PA

Gender. For the automated accident handling, gender had a significant mod-
erating effect on both, the relation of PE (β = 0.106, p = 0.046) and SI
(β = −0.106, p = 0.044) on the behavioral intention. Nevertheless, the moderat-
ing effect of gender has been non-significant for the other use case investigated
(Performance expectancy on BI: β = 0.024, p = 0.655; Social influence on BI:
β = −0.002, p = 0.972).

Experience as a moderator strengthens the positive relation between SI and
BI (β = 0.105, p = 0.038) for the automated accident handling. However, the
moderating effect on the path of performance expectancy on BI has been non-
significant for the use case AA (β = −0.077, p = 0.150). For the PA use case,
there has not been a significant effect of experience on the relation of PE (β =
−0.068, p = 0.252) and SI (β = 0.063, p = 0.325) on the behavioral intention as
well.

Internet Usage. With regard to the Internet usage, the aspects of usage fre-
quency and activities have been taken into account. The internet usage frequency
dampens the positive relationship between performance expectancy and behav-
ioral intention (β = −0.118, p = 0.082).

However, the path of SI and BI in the use case AA has not been moderated
significantly by the Internet usage frequency (β = 0.111, p = 0.132). For the
parking assistant use case, there has not been found a significant moderating
from the Internet usage frequency on the relations of the other constructs PE
(β = −0.103, p = 0.123) and SI (β = 0.084, p = 0.118) on BI.

Besides the usage frequency, the risk tolerance for activities on the Internet
has been taken into account. In the parking assistant use case, both relations of
performance expectancy (β = 0.140, p = 0.007) and social influence (β = −0.148,
p = 0.006) on the behavioral intention have indicated to be moderated by the
risk tolerance for activities on the Internet.

While the positive relation of SI and BI is dampened by the risk tolerance
in Internet activities, the positive relation of PE and BI is strengthened. Also
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the path of performance expectancy and behavioral intention in the use case of
automated accident handling signified a moderating effect of risk tolerance in
Internet activities (β = 0.111, p = 0.087). Again, the positive relation has been
strengthened by the moderator.

But for the relation of SI and BI the moderating effect of risk tolerance for
activities on the Internet has been of no significance (β = −0.109, p = 0.112).

Car Usage. Regarding the car usage, the frequency rate as well as the own-
ership have been considered. The frequency of usage has signified to moderate
the relation of performance expectancy and behavioral intention (β = 0.535,
p≤ 0.001) for the use case of AA, it thereby strengthens the positive relation
of the performance expectancy and the behavioral intention. On the contrary,
there has not been found a significant moderation of the frequency rate on the
relation of either SI (AA: β = −0.035, p = 0.422; PA: β = −0.017, p = 0.790) or
PA PE (β = −0.026, p = 0.660) on the behavioral intention.

Car ownership seems to strengthen the positive relation of performance
expectancy and behavioral intention as well. (β = 0.120, p = 0.011). The rela-
tion of social influence and BI does not seem to be subject to moderation of car
ownership in both use cases AA (β = −0.036, p = 0.414) and PA (β = −0.051,
p = 0.361). Moreover, car ownership indicated no significant impact on the path
of PE and BI (β = −0.051, p = 0.322) for the use case of the parking assistant.

Technical Affinity has a moderating effect on the relation of social influence
on behavioral intention in the parking assistant use case (β = −0.137, p = 0.008).
Technical affinity thereby strengthens the positive relation between SI and BI.

In contrast, technical affinity shows no significant moderating on the per-
formance expectancy for both use cases (AA: β = −0.078, p = 0.110; PA:
β = −0.085, p = 0.116). In addition, the relation of social influence on the behav-
ioral intention has also not been affected significantly by the moderator technical
affinity (β = 0.060, p = 0.187).

5 Discussion

With this exploratory study, we contribute to the identification of criteria influ-
encing the adoption of connected car services.

The results of the structural equation modeling showed quite different results
for the two investigated use cases. Probably also caused by the substantial dif-
ferences in their characteristics and consequences resulting from the use of the
respective connected service. Moreover, it should also be noted that the third
parties involved in the two use cases are quite different in nature.

As expected, respondents of higher age tend to show a lower intention for
using the connected services. This could be due to their general accessibility for
information and communication technology. However, age showed its moderating
effect just for one relation significantly although literature suggests age to serve
as a moderator for all relations on the behavioral intention [72].
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The same applies for gender, which showed significance in one use case only
but moderates the relations on behavioral intention in general according to lit-
erature [72]. Interestingly, neither the degree nor the field of study, categorized
in rather analytical and rather creative, have indicated an influencing effect on
the usage intention. This could also be caused by the distribution of educational
background among the sample size. Although technical affinity seemed to come
along with a greater usage intention for higher social influence, it showed a sig-
nificant influence just in one relation. Still, this influence could be explained by
expectations from the external environment of respondents due to their lifestyle
with regard to technologies.

In contrast, the risk tolerance for activities on the Internet has appeared
to act as the most prevalent moderator indicating to be a promising criterion
for the usage intention of connected car services. Activities such as banking,
making contracts for e.g., electricity and phones or travel bookings via Internet
have been the criteria categorized as rather risky whereas research, messages,
and entertainment have been categorized as activities with a lower risk. The
risk tolerance indicated a dampening effect on the relation of SI on BI. This
could be caused by a greater awareness of risks associated with services based
on ICT. On the contrary, the risk tolerance for activities on the Internet seemed
to strengthen the relation of performance expectancy and BI, which can be
caused by previous experience with ICT-based services. Experience itself also
indicated an influencing effect. For one use case, it indicated to strengthen the
positive relation of social influence and behavioral intention. A reason for this
effect could be the lower threshold for using such services with prior experience.

As a result of the differences shown by the two investigated use cases, it can
be concluded that exploratory research in the field of connected services in the
automotive context is of high potential for further investigation and insights. For
practice, the early consideration of aftersales-related issues as well as customer
demands and technical parameters should be considered when creating new ser-
vices [28]. Some even speak of integrating service and technology strategies in
the service development process [28]. Since adoption criteria for connected car
services have not been studied extensively so far, OEMs should involve customers
and early customer feedback in the development process of such services.

6 Limitations and Conclusion

With respect to the survey conducted, several threats to validity have been rec-
ognized. Probably the most far-reaching limitation is that the presented services
are hypothetical. Thus, no equal background understanding of the service among
the participants is guaranteed.

Further research should examine the study on already existing connected
services. This also offers the possibility to take e.g. differences between brands
into account. Even broader research for different types of services, also depending
on the nature of third parties involved, is required. Furthermore, this research
tested additional influencing criteria derived from automotive industry experts.
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Taking technology adoption criteria of other industries into consideration may
be promising, e.g. insurance in the use case of the automated accident handling.

Moreover, it the responses are self-reported. Therefore, it is not possible to
make an evidence-based statement about the usage intention of private cus-
tomers regarding connected aftersales services.

In general, the sample size has been quite limited. Despite bootstrapping has
been used, this methodology is still based on the actual sample, which means
that the biases are also included in the extrapolation. The survey has been
provided in German language and just been distributed in Southern Germany
even though literature pointed out cultural differences in technology adoption
[9,27,44], this aspect requires also a more detailed investigation.

In conclusion, in this paper first results on the criteria that influence the user
adoption of connected car services have been presented. Since such services seem
to enable OEMs to overcome competitive pressure and deal with the changing
customer requirements in the field of automotive aftersales [28], the present study
provides important findings for practitioners in the field.

The results indicate, that the criteria age, gender, affinity towards technology
as well as the internet usage behavior seem to significantly influence the overall
adoption by affecting the usage intention.

Although they have been presented in a refined model, further investigation
and refinement are necessary, since this work could provide only first insights
and is based on an exploratory study.
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goods to services consumption: a social network analysis on sharing economy and
servitization research. J. Serv. Manag. Res. 2(3), 3–16 (2018)

20. Godlevskaja, O., van Iwaarden, J., van der Wiele, T.: Moving from product-based
to service-based business strategy: services categorisation schemes for the automo-
tive industry. Int. J. Qual. Reliab. Manag. 28(1), 62–94 (2011)

21. Grieger, M., Ludwig, A.: On the move towards customer-centric business models in
the automotive industry - a conceptual reference framework of shared automotive
service systems. Electron. Mark. 64(3) (2018). https://doi.org/10.1007/s12525-
018-0321-6

22. Hair, J.F., Hult, G.T.M., Ringle, C.M., Sarstedt, M.: A Primer on Partial Least
Squares Structural Equation Modeling (PLS-SEM), 2nd edn. SAGE, Los Angeles
(2017)

23. Hanelt, A., Piccinini, E., Gregory, R.W., Hildebrandt, B., Kolbe, L.M.: Digital
transformation of primarily physical industries - exploring the impact of digital
trends on business models of automobile manufacturers. In: WI 2015 Proceedings,
pp. 1313–1327 (2015)

24. Hecker, F., Hurth, J., Seeba, H.G. (eds.): Aftersales in der Automobilwirtschaft:
Konzepte für Ihren Erfolg. Unternehmensführung, Autohaus Buch and asp Buch,
München, 3. auflage, stand: august 2017 edn. (2017)

https://doi.org/10.1016/j.chb.2015.04.024
https://doi.org/10.2307/249749
https://doi.org/10.1287/isre.6.2.118
https://doi.org/10.1287/isre.6.2.118
https://doi.org/10.1111/j.1559-1816.1992.tb00945.x
https://doi.org/10.1016/j.procir.2017.03.081
https://doi.org/10.1108/JOSM-12-2013-0359
https://doi.org/10.1108/JOSM-12-2013-0359
https://doi.org/10.1016/j.bushor.2017.07.011
https://doi.org/10.25300/MISQ/2014/38.2.01
https://doi.org/10.1007/s12525-018-0321-6
https://doi.org/10.1007/s12525-018-0321-6


Understanding Customer Adoption of Connected Car Services 115

25. Heinrichs, M., Hoffmann, R., Reuter, F.: Mobiles internet. In: Proff, H.,
Schönharting, J., Schramm, D., Ziegler, J. (eds.) Zukünftige Entwicklung in der
Mobilität, pp. 611–628. Gabler, Wiesbaden (2012)

26. Henriette, E., Feki, M., Boughzala, I.: Digital transformation challenges. In: MCIS
2016 Proceedings, Paper 33 (2016)

27. Im, I., Hong, S., Kang, M.S.: An international comparison of technology adoption.
Inf. Manag. 48(1), 1–8 (2011). https://doi.org/10.1016/j.im.2010.09.001

28. Juehling, E., Torney, M., Herrmann, C., Droeder, K.: Integration of automotive
service and technology strategies. CIRP J. Manuf. Sci. Technol. 3(2), 98–106 (2010)

29. Kaiser, C., Stocker, A., Viscusi, G.: Digital vehicle ecosystems and new business
models: an overview of digitalization perspectives. In: i-KNOW 2017 (2017)
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Abstract. Work today consists of complex arrangements of loosely interrelated
digital tools that shape work and form digital infrastructures. These digital infras-
tructures can either support or hinder the workers in their daily tasks. Working
in an environment where some digital tools are designed for work purposes, and
others without the proposed end-users in mind creates a need for improvisation.
The consequence for workers may include finding various types of workarounds
when shifting between digital tools. These workarounds become important for
how work is performed. Through a multiple case study, this paper explores how
workarounds are manifested in different work settings through four cases in the
public sector. We conceptualize workarounds as practices of flexibility, efficiency,
and responsibility, and show how workarounds result in new and innovative ways
of working, which can be understood as a form of infrastructuring.

Keywords: Workarounds · Digital tools · Digital work · Digital infrastructures ·
Infrastructuring · Innovation · Public sector

1 Introduction

Work today is characterized by complex arrangements of loosely interrelated digital
tools used for work purposes. These digital tools combined form the digital infrastruc-
ture, practices, regulations, and routines in which the professionals (hereinafter called
‘workers’) perform their work [1, 2]. Depending on the way the digital tools included
in the digital infrastructure are designed, parts of the digital infrastructure can support
work whereas other parts can hinder the workers in performing their daily tasks [3].
This reality creates a situation where the workers constantly need to choose between
different digital tools, to support their work during a regular workday. If these digital
tools, embedded in a digital infrastructure prevent the workers from performing the tasks
at hand, the workers are sometimes forced to improvise and choose alternative ways to
perform their tasks. It can include choosing another digital tool to enter into the digital
infrastructure, or tweaking the work task to fit the digital tool so that their workday can
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flow seamlessly [4, 5]. Alternative ways to work to smoothly continue with the workday
can both be seen as types of alternative practices, and as ‘workarounds’. These practices
are fueled by creative and highly solution-oriented rationales and involve continuous
adjustments to manage work tasks. Workarounds, in layman’s terms, point towards the
deviations from the routines based on improvisation to minimize the impact of obsta-
cles in the work [6–10]. Workarounds can, as we see it, be socio-technical and involve
both a specific digital tool (may it be a specific platform, a wearable device, a specific
app, an AI, or other types of technology entered to ease work), and social aspects, (e.g.,
new practice, new routine, alternative regulation, governance, or management). Under-
standing the concept of workarounds, therefore, includes unpacking the relationships
between a variety of digital tools included in the digital infrastructure of an organiza-
tion and the enactment needed to complete the work tasks on the agenda. Based on
this understanding, workarounds constitute complex relationships that are difficult to
manage, and difficult to circumvent. Instead of trying to elude workarounds, this paper
offers an understanding of what they may look like, how they can be coped with, and
even how they can improve work. The literature on digital infrastructure targets this
challenge of understanding interrelatedness between systems [11–13]. Traditionally, a
variety of different types of digital tools are implemented over a long period, and they
are implemented for different purposes. One digital tool in an organization can therefore
be understood and treated in isolation from the rest of the already existing digital infras-
tructure and the social and organizational context in which it is embedded and used.
In that way, every single technology is dependent on an ‘installed base’ of preexisting
socio-technical arrangements [12, 14]. Thus, it is important to have models and methods
to understand not only one type of digital tool and its use, but also how a specific technol-
ogy is part of a larger socio-technical system of practices, routines, and a larger digital
infrastructure [15]. In this paper, we conceptualize workarounds as a phenomenonwhere
the digital tool at hand and the intended work task mismatch and force new practices to
be created.

Workarounds happen all around us, independent of the task type and digital infras-
tructure at the workplace. We present four cases where we have studied workarounds
within public sector organizations. The four cases include the following workers and
workplaces: i) nurses in a cancer rehabilitation clinic, ii) teachers in primary schools;
iii) resident physicians at a hospital, and; iv) communicators at a municipality. Work-
ers in the public sector traditionally have a rooted role description, often associated
with the classical archetype of strict office hours and a high level of bureaucracy [cf.
16] combined with an altruistic motivation to help others and to do right [17]. In this
paper, we illustrate the workarounds of public sector workers and argue that the specific
work context influences how they complete their work tasks within the digital infrastruc-
ture. In all four cases, the workers manage their workday with different types of digital
tools. Some tools are more traditional, for example for internal administration and oth-
ers are less traditional, like digital tools for monitoring patient-generated health data
or communicating with patients or citizens on social media. The digital tools form the
digital infrastructure in which the workers operate. The complexity of the work grows
with each digital tool that is added and as the digital tools are seldomly interconnected,
workarounds become a way of getting the job done. In this paper, we explore the role
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of workarounds in work, exemplify them and discuss how they affect the workday. The
research question is:How can workarounds be understood as different types of practices
from the perspective of workers? From that we conceptualize workarounds as practices
of flexibility, efficiency, and responsibility and show how workarounds result in new
and innovative ways of working, which can be understood as a form of infrastructuring.
Furthermore, we problematize how workarounds become a tacit and integrated part of
work which in turn leads to incidental learning opportunities.

2 Related Research and Theoretical Framing

In this section, we outline the related research and theoretical underpinning which we
rely on for this paper. We draw on the literature on workarounds and digital infrastruc-
ture. Within the Information Systems (IS) discipline, there is a longstanding interest in
understanding technology use in relation to work. As we set out to understand the effects
of the use of a combinatory digital infrastructure, we would like to analyze the use of
digital tools. We will first describe the literature on workarounds, followed by the digital
infrastructure and infrastructuring i.e., influencing the digital infrastructure. We argue
that the digital infrastructure present in each of the four cases and the mismatch between
the work task at hand trigger various types of workarounds.

2.1 Workarounds

From a historical perspective on technology use, IS research has moved away from the
faithful-use bias [18], to a more nuanced understanding of how digital tools can be used.
That has been done by emphasizing how workarounds reflect systemic flaws and reveal
infrastructural deviations, which can be both good and bad at the same time. For example,
following up on an early critique of IS work, redefining characteristics of IS workers
and the IS workplace [19], Orlikowski [20], applied structuration theory to the nature
and role of technology, or digital tools, in organizations. She argued that there is a need
for alternative theories that combine prior traditions to avoid a forced choice between
subjective and objective conceptions of the organization and showed how users shape
technology and its effects on their work. More specifically, experts create workarounds,
and by doing so, they accept “flaws” in a system as ‘the new normal’. Thus, instead of
fixing the system, they create ways to work around the system [21]. They institutionalize
temporary solutions, indicating that digital tools can condition social practice but not
determine it [20]. These temporary solutions can even become permanent ones, in terms
of permanent workarounds which stay within organizations for years [4].

Another stream of literature discusses the mandatory use of information systems
and illustrates the workplace as a setting where workers can be reluctant to complete
their tasks, using the system in the way it is designed to be used [22–24] and that can
lead to workarounds. However, as we see it, it does not have to be about any type of
reluctance to comply, instead, workarounds can also include convenience and failure to
understand why it is important to do a work task a certain way. Other scholars focus
on understanding the affective response towards specific information systems [25, 26].
This literature examines the feelings that certain information systems trigger, and how
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different types of feelings can arise during the use of specific digital tools, both in terms
of dark sides and negative responses [26] as well as in terms of bright sides and positive
impact of technology use [27]. In line with that, one could argue that various types of
workarounds, conducted in specific digital tools, certainly trigger different emotions.
Moreover, the nature of workarounds has been argued to be highly situated and emer-
gent [28]. The same authors lift the level of abstraction and provide an outward-inward
linkage of workarounds where bypassing rules, systems or digital tools are analyzed.
Gerson and Star [29] early define workarounds as a series of: “misfits with the ideal-
ized representations of work” [29]. They continue by stating that various workarounds
can conflict with one another, and that they can solve problems “locally and temporari-
ly”, and that each workaround can trigger other workarounds to arise. They also stress
that: “There is no way of guaranteeing that two workarounds, each adequate in its local
context, will not recursively prove to be incompatible in a larger context” [29, p. 267].
The early definition explains workarounds with a negative connotation whereas later
definitions have a more positive connotation. Alter [6, p. 1044] defines workaround as:

A workaround is a goal-driven adaptation, improvisation, or other change to one
or more aspects of an existing work system to overcome, bypass, or minimize the
impact of obstacles, exceptions, anomalies, mishaps, established practices, man-
agement expectations, or structural constraints that are perceived as preventing
that work system or its participants from achieving a desired level of efficiency,
effectiveness, or other organizational or personal goals.

Workarounds thereby rely on the notion of work systems, where both actions and
actors interact and perform work with digital tools, in a functioning relationship [24].
Additionally, workarounds have been discussed from the perspective of institutionalized
behavior as a way of ‘establishing equilibrium’ within a structure that is partly governed
by pressure from outside and practice-based pressure [18]. The notion of workarounds
is grounded in human agency and relies on the assumption that humans perform work,
and act in a complex world [6, 24]. However, when the work system is not in harmony,
due to hindrances related to what the workers want or needs to minimize the impact of
obstacles, improvisations come into play [6]. There is a gap in the literature regarding
the granularity of how workarounds are performed on an individual level when mixing
the use of organizationally and personal information systems to complete work tasks.
As Soliman and Rinta-Kahila [23] point out, there is a need to research the connection
between the use of workarounds concerning individual and organizational information
systems use which is addressed in this paper.

2.2 Digital Infrastructures and Infrastructuring

As discussed above, workarounds give rise to newwork dynamics. Digital infrastructure
and infrastructuring are two streams of research within IS that have conceptualized
the way digital infrastructure impacts work dynamics. Digital infrastructure has been
defined as “the basic information technologies and organizational structures, along with
the related services and facilities necessary for an enterprise or industry to function.”
Tilson, et al. [30, p. 748]. Typically, digital infrastructures are related to an already
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existing socio-technical relationship that forms an installed base on which new services
are reliant [11–13, 31]. This literature emphasizes that digital infrastructures evolve
from and are conditioned by what is already in place; the aforementioned installed base.
Infrastructural breakdowns are considered particularly useful for analysis as they shed
light on both the dependencies among the comprised components and the competence
or inventiveness of actors. The theoretical lens of infrastructuring, does not only provide
an interesting understanding of the technical configuration of digital infrastructures, but
contributes with important insight into the users’ ongoing negotiations with the digital
infrastructure and how the digital infrastructure evolves over time [32, 33].

Henfridsson and Bygstad [34] summarize the literature on digital infrastructures
and suggest four models, based on four different streams of literature. First, complexity
models consider digital infrastructure in the light of complexity. Due to digitization,
physical and digital resources can be separated and recombined with new physical and
digital resources that organizational actors can utilize to connect and develop in an
extended organization. Second, network models imply an underlying assumption that
networks of human and technical elements drive digital infrastructure evolution. Mul-
tiple human actors translate and inscribe their interests into a technology, creating an
evolving network of human and nonhuman actors. Self-reinforcing effects and large net-
works strengthen the digital infrastructure and drive generativity and scalability. Third,
relational models argue that digital infrastructure is always about relations; hence, it can
never be a thing, and it is nothing that can be put in the background. Digital infrastructure
is thereby not a stable entity but rather an ongoing social alignment between contexts.
It is an enactment process, constantly in the making, and something that emerges and
continuously evolves. Infrastructure is the politics and norms articulated in relationships
between humans and technology and becomes infrastructure relative to established prac-
tice. Fourth and lastly, strategic asset models imply a strategic choice view, in which
digital infrastructure is understood as a managerial process. In this stream of literature,
political action is stressed as most important when analyzing organizational responses to
IT-related changes, such as when aligning new systems and tools with business strategies
and the existing IT resources [34].

As infrastructures are continuously being re-negotiated and re-designed over time,
as new digital tools are added, it becomes relevant to rely on the lens of infrastructuring.
This is to shed light on a process that incorporates the use, design, and maintenance,
of everyday digital infrastructures in which both technology developers and technology
users take part in [35]. Infrastructuring encompasses a process of “reconceptualizing
one’s work in the context of existing, potential, or envisioned IT tools”; a process that
is a natural part of workers’ activities [35 p. 469]. Pipek and Wulf [35] discuss possible
‘points of infrastructure’ referring to the way infrastructures become visible to users,
either upon breakdowns or during moments of innovation, leading to new emerging
practices. This aligns with the relational view of digital infrastructure as an ongoing
social process, that comprises organizational rules and norms articulated in relation-
ships between humans and technology relative to organized practice [14]. On a similar
note, infrastructuring has been used to describe and understand transformations in dig-
ital infrastructures and workarounds that bridge or extend knowledge infrastructures,
when existing infrastructures prevent users from doing what they want to do [36]. In this
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way, infrastructuring occurs as acts of infrastructural alignments and navigations when
actors—either individually or collectively—assemble material, mental, social, and cul-
tural resources to adapt seamlessly to new situations [4, 32, 36]. Infrastructuring is often
needed due to the complex, messy, and unevenly distributed nature of digital infras-
tructures which requires that individuals are in continuous negotiation with an existing
digital infrastructure [14, 37, 38].

To sum up, infrastructuring can be used as a lens to describe infrastructural trans-
formations and their relation to workarounds, as workarounds bridge or extend the
knowledge infrastructure when existing digital infrastructures prevent the users from
doing what they set out to do [32, 39]. Based on that, we argue, that when analyz-
ing workarounds, the perspective of infrastructuring has explanation power, particularly
when it comes to understanding how novel practices created by workers contradict
existing organizational setups.

3 Method

To explore workarounds in the public sector we applied a qualitative approach in our
cross-case study [40]. This approachwas adopted for twomain reasons.Firstly, it enables
the investigation of a contemporary phenomenon within its natural setting [40]. Since
the main objective of this study was to develop a rich, theoretical understanding, an
exploratory approach, which enables predicting similar results, seemed particularly use-
ful. Secondly, it facilitates the exploration of workarounds within the domain of the pub-
lic sector, still within different contexts. Thus, whenever there are two or more cases,
a cross-case analysis of the findings is likely to be more robust in confirming, chal-
lenging, or extending existing theory and knowledge [40]. We have chosen four cases,
which include four types of ‘workers’, namely cancer rehabilitation nurses [41], primary
school teachers [42], resident physicians at a hospital [37], and municipal communica-
tors [38]. Our empirical data include observations, interviews, andwrittenmaterials such
as instructions meeting notes, and log data (see Table 1 for an overview).

In all our four cases, the workarounds and the understanding of the practices con-
stituted a natural part of working life. The data analysis was focused on understand-
ing workarounds as practices. That is, to identify when, how, and why workarounds
and infrastructural breakdowns arose in the various contexts. In the analysis, we also
focused on consequences in terms of infrastructuring for the individual on the one hand,
as well as for the organization on the other hand. The empirical data was analyzed using
an abductive approach, i.e., where the understanding of the empirical material grows
gradually by oscillating between theory and empiricism. That step was followed by
identifying the cause of the tension or conflict from sanctioned practice and grouped
the material according to three specific types of workarounds: a) the reason behind a
workaround; b) which problem(s) the workaround creates or solves, and; c) the effects of
the workarounds. The third and last analytical step included a grouping of the previous
themes into an understanding of three types of workarounds where each type refers to a
specific type of practice which we elaborate on in the results.
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Table 1. Data collection for the four cases.

Data type Cancer
rehabilitation
nurses

Primary School
Teachers

Resident
physicians

Municipal
communicators

Observations
and
engagement in
practice

Observations of
the work of the
nurses both
concerning
patient contact (in
consultations, in
telephone
conversations,
and video
consultations) and
in clinical work.
The observation
time spanned 20
full workdays

Observations of
teaching activities
involving teachers
planning
meetings,
classroom
teaching, and
reflection
sessions. An
estimation of
observed time is
60 h

Observations
from longitudinal
collaborative
research involving
both physicians.
The engagement
included
participation in
everyday work
activities at the
hospital, as well
as online activities

Observations of
municipality
communicators’
activity on a
municipality
Facebook page,
involving
discussing with
citizens during
one month

Inter-views 6 individual
semi-structured
interviews with
nurses and 5
workshops which
included a group
of nurses

6 post-project
interviews with
participating
teachers

15
semi-structured
interviews with
physicians

21
semi-structured
interviews with
municipality
communicators
and managers

Other relevant
data that
informed the
analysis

Documents, log
data, data on
planning, data
from the design
process, and
meeting notes
over three years

Documentation of
teaching and
learning material
including teacher
instructions/
planning
documents,
teacher reflection
notes over three
years

Log data, project
documentation,
meeting notes,
and informal
communication
over five years

Sentiment
analysis of the
Facebook posts
from the
municipalities’
Facebook pages
over three years

4 Results and Analysis

In this section, we use illustrative examples to demonstrate how workarounds can con-
stitute different practices, based on the cause of the tension or conflict from sanctioned
practice. The practices outlined herein should not be seen as exclusive but rather as
overlapping and mutually related, however for an analytical reason we present them as
three separate entities. The practices we have identifies in the performed workarounds
are: i) practice of flexibility; ii) practice of efficiency, and; iii) practice of responsibility
(see Fig. 1).



Getting the Job Done 125

Fig. 1. Workarounds as practices of flexibility, efficiency, and responsibility.

Practice of Flexibility
In the four cases, we have seen that certain workarounds are deployed as a response
to actual or perceived inflexibility in established systems and structures. Inertia and
bureaucracy, therefore, create a need to think new and differently to achieve a certain
goal, often by using additional hardware or software. An example of that can be drawn
from the cancer rehabilitation case where the clinical practice wanted to use video
consultations in their work. The clinic had some patients who had difficulty transporting
themselves to the hospital and the employees desired to run an up-to-date clinical practice
that offered possibilities for these patients, via video consultation tools. However, the
hospital is a closed heavyweight infrastructure, which does not allow for flexibility or
the addition of new digital tools. The consultation tool was not controversial as such, and
it was designed and developed to fit the already established infrastructure of the hospital.
However, getting the new consultation tool approved, would take administrational effort.
To avoid that administrative hurdle, or postpone it, the workaround was to bring in a
new computer, that would run on 4G network and operate outside the firewalls of the
hospital, as illustrated by the following quote: “It is just too difficult to try to get the
video consultation tool approved, without testing it. We need it to be tested, but to test it,
we need to find a way to test it. This is kind of a deadlock” (from the cancer rehabilitation
case with the nurses).

Similarly, another example comes from primary schools, where teachers experience
regulations to inhibit innovations and the development of the teaching practice. In an edu-
cational context, the discrepancy between teachers’ need for flexible and user-friendly
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digital tools and the organization’s demand for security and economy constitutes a recur-
ring dilemma. For example, restrictions related to the number of programs and services
that are sanctioned and that bans the use of cloud services is highlighted as a problem
that hampers the work of teachers, as illustrated by: “We have a vision and a desire to
reach a goal, but then there are so many things getting in the way, such as technical
devices and applications we are not allowed to use” (from the primary school case with
the teachers). The teachers experience that they are hostages in contradictory demands.
On the one hand, policy documents require teachers to digitalize their teaching prac-
tice, on the other hand, other (often local) regulations create difficulties in developing
their practice. Therefore, teachers rebel against existing digital tools and regulations and
choose services that best suit their needs.

Opposite to how the nurses and teachers abandon sanctioned systems to be able to
put innovative ideas into practice, communicators in the municipality case, occasionally
avoid social media platforms and retreat to more traditional communication channels.
The communicators in our case use social media, such as Facebook, Twitter, and Insta-
gram for external communication in the municipality to bring about citizen dialogue and
ultimately to meet expectations in a digital society. However, social media platforms
are unpredictable. The communicators experience that social media platform algorithms
increasingly impact their work and put concepts of transparency and openness in a new
light. The following example sheds light on how a communicator, after having posted
information about an unpopular political decision, steers over the negative comments
from the social media platform to the telephone. We see here how the communicator
creates an alternative route to meet the critical audience in a closed environment and
change a negative situation into a positive experience for the citizens.: “Then there were
immediately long harangues about how they [commenters on Facebook] didn’t think
this [the political decision] was a good idea. But then I just replied that “thanks for
your comments, feel free to contact me on the phone”, just to get rid of them. And then
they became ‘wow’ we are talking on the phone, and they were very nice so then that
issue was gone” (from the municipality case with the communicators). The examples
manifest how the worker, flexibly, shift between social media platforms and more tra-
ditional technology to keep control of the dialogue. All three examples illustrate how
the technology at hand does not align with the worker’s intended work practice and how
practices of flexibility serve as workarounds to have the work done responsibly.

Practice of Efficiency
We have also seen examples of how workarounds are used primarily from an efficiency
point of view. In the case of the physicians, we see how workers, often due to lack of
functionality, use the digital tools in other ways than intended, tomake theworkdaymore
efficient.One physician describes hownurses tend to enter information into certain fields,
that are not meant for that type of information, in the electronic patient record. This leads
to the records not being correct because it is entered in an unstandardized way: “There
are so-called gray lines in the calendar, which can be a bit of anything that the nurses
enter, either during our administration time or after regular working hours,” (from the
hospital case with the resident physicians). Some scribbles are also left on paper, instead
of in theEPR. Further, the physicians highlighted dilemmas arising fromusing top-down,
standardized healthcare systems and more bottom-up, individualized systems and other
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types of digital tools in parallel. One physician tells that they have created a private
Dropbox folder, to circumvent security, instead of using the established collaboration
tool at the department (which has a similar function): “..the simplest is of course that
you have a folder or that you have a Dropbox folder…so that it is available everywhere
[at the hospital computer] it won’t be good, because then it will only be available on
that particular computer” (from the hospital case with the resident physicians).

Similarly, in the case of primary school, teachers are encouraged to collaborate with
colleagues outside of the local school. The teachers in our case were part of a Nordic
school development project was developed innovative teaching models across local and
national borders, using technology. For communication, the recommended technology
was Project Groupware, intended for the project. However, due to various factors such
as lack of dynamic functions supporting for example co-writing or the fact that the
project groupware did not constitute a natural part of teachers’ other (professional or
private) use of technologymade they use other channels such as e-mail, closed Facebook
groups, or Google drive to manage their internal communication to make cooperation
more efficient. The teachers developed a more flexible repertoire to support their work
as illustrated by the project report: “Teachers were usually not far from ideas and were
creative and found solutions to problems… most of the problems were converted to
challenges, which were solved in one way or another” (from the primary school case
with the teachers).

Practice of Responsibility
Practices of responsibility relate to workarounds that are based on a kind of consequence
ethic where the action that has the best consequences in practice is the most correct,
even if it violates current regulation regarding which system to use or principles of,
for instance, openness and transparency. One example of this can be derived from the
cancer rehabilitation case. The nurses have a calendar system, into which they report
patient meetings. The calendar system does however not allow for them to organize the
patient rooms, and by being limited in that way, it does simply not take their workday
into account. Furthermore, it takes much time to open sometimes, so it is simply not
reliable. The system is mandatory to use but the current calendar, where all the actual
information needed to run a clinic, is kept in a paper calendar at the office. The paper
calendar is the most reliable source of information, but the digital calendar is filled in
simply to keep the administration at hospital administration happy. The analog calendar,
however, fits the practice seamlessly, the digital one is only seen as a hassle: “Well, to be
honest, everything we need is here [points towards the analog calendar at the nurses’
station]. It has everything. See!” (from the cancer rehabilitation case with the nurses).
The calendar is not complicated, but the digital calendar is simply so far from what they
need, that they are unable to make it work even though the digital one is connected to
the existing digital infrastructure, and the analog one is outside of those boundaries.

Another example derives from the municipality case. In Sweden, the principle of
openness is a constitution that strongly permeates the work of authorities. Everything
that is judged to be public information must be saved and be accessible. When increas-
ingly more conversations are moved from email to asynchronous chats in social media,
doubts tend to arise as to what information falls under the principle of openness and
what does not. To bypass these doubts workers, use tools like Snapchat, that do not
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automatically save the written conversations. A municipal communicator explains this
workaround using an example from fellow municipality workers patrolling the streets
at night to ensure security. These workers normally use Facebook, Twitter, and email
when communicating to youths in the street and with co-workers but have switched
over to Snapchat: “They [the patrolling workers] chose it [Snapchat] to feel safe, that
conversations are not saved. If they receive an alarm about a conflict somewhere in
town, for example, it will not be saved. And that’s a conscious choice they have made,
to deviate from the classic municipal [tools/systems]. I’m not sure if you are allowed to
remove history [conversations in a chat]. They saw it as an anonymous tip (…)Difficult,
you want to reach out all the time but it [how to do it] changes all the time” (from the
municipality case with the communicators). In both examples, the workarounds include
making the work increasingly safe, resilient, and reliable for patients and citizens. For
the patients, it is about the fact that the system is reliable, and for the citizens, it is about
enabling them to dare to report events. Thus, these workarounds can be understood as a
practice of responsibility from the worker’s perspective.

5 Discussion

Work is becoming increasingly digitalized and the complexity of the digital infrastruc-
tures that supportwork increaseswith it [43, 44]. Considering that, it is vital to understand
infrastructural breakdowns when there is a mismatch between the task at hand and the
digital tools. Workarounds have been conceptualized as activities of adapting, improvis-
ing, and changing work to minimize the impact of various types of obstacles and thus
increase efficiency in everyday work [6]. In this paper, we extend this understanding
to also involve the practice of flexibility, efficiency, and responsibility which can all be
seen as a form of innovation, that arises through everyday infrastructuring as the work-
ers navigate and switch between different digital tools to perform their work tasks. We
further develop the concept of workarounds as a goal-driven adaptation to a situation
and a set of new, yet responsible actions that form new, innovative practices. Although
workarounds can be seen in that light, the other side of the coin is that workarounds
also include a deviation from the rules, regulations and often also include a mismatch
between the workers’ skillset and the digital tool at hand [22]. However, what we have
illustrated in this paper is that workarounds constitute infrastructuring, that pushes new
innovative ways of conducting work, and that workarounds emphasize responsibility
and altruistic behavior in our cases.

By drawing on the literature on digital infrastructures [30, 34] and infrastructuring
[14, 35] we argue that workarounds are distinctive, yet mutually interrelated practices
of flexibility, efficiency, and responsibility that together form practices of innovation.
First, workarounds emerge as a response to the need for flexibility, which includes new
hardware, new digital tools, and new types of processes to innovate established practice,
bypassing management expectations [6]. We show how that can be realized with help
of certain digital tools (e.g., by using cloud-based services, or by bypassing a firewall
by bringing in a new computer). However, when workers use tools that would help
them conduct their work tasks, they are met by structural constraints [6] concerning
what digital tools are and are not a part of the already existing digital infrastructure.



Getting the Job Done 129

Our empirical cases provide examples of workarounds related to perceived inflexibil-
ities around digital technologies and policies [45]. Secondly, the desire for efficiency
is realized through establishing workarounds as an integrated part of the work, for the
work to flow seamlessly for the workers [4]. This is in line with Alter’s [5] definition of
workaround as a means to achieve the desired level of efficiency and where the alterna-
tive of not using workarounds is seen as more time-consuming and inefficient compared
to the workaround. Thirdly, workarounds occur as acts of responsibility. It constitutes
pragmatic stans where the action that has the best consequences in practice is considered
the most ‘correct’, even if it violates current regulation regarding which digital tools to
use or even contradicts principles of openness and transparency. All of our cases reflect
accountability, responsibility, and loyalty towards the patients, students, and citizens
[1, 17]. Workarounds in the line of work where accountability is high towards others
become a balancing act between staying within the rules or performing workarounds to
get the work task done; a judgment call, depending on the work task at hand [5]. View-
ing contradictions between the existing digital infrastructure and intended activities with
roots in innovation could change the negative connotation of workarounds to positive
ones. Based on that, we would like to forward workarounds as a form of infrastructuring
which can lead to incidental learning and can be seen as an innovative part of ‘getting
the job done’.

6 Conclusion

In this paper, we explore the role of workarounds as a part of work.We provide examples
of different types of workarounds and discuss how they affect work. We conceptualize
workarounds as practices of flexibility, efficiency, and responsibility, and show how
workarounds become a tacit and integrated part of work which result in incremental
learningopportunities andultimately lead to newand innovativeways ofworking.Hence,
workarounds can be understood as innovation, which means, flexibility in actions, to
perform work efficiently and responsibly. We further argue that the way the workers
innovate can be seen as a form of infrastructuring. In that sense, workarounds entail
going against the sanctioned systems and structures, by being innovative yet responsible
for one’s actions. A future area of research could be to validate these workarounds in
other contexts and to study workarounds in an organization over an extended period to
see how workarounds as a form of infrastructuring are embedded (or not) within the
existing digital infrastructure. Another future avenue would be to develop a framework
of workarounds that others can use to illustrate infrastructural changes, new ways of
working, and innovation in practice.
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Abstract. Social innovation scholars and sociologists regard shocks and crises
that impact heavily on social systems as opportunities for self-reflection and as
windows of opportunity for the emergence of new ideas and possibilities. In this
sense, the social systems recovery in the new normal post-Covid19 era can open
new opportunities for the spreading of the transformational impact of social inno-
vation. This will concern also public administration organizations since social
innovation can also be seen as a particular perspective on how the public sec-
tor should be reformed. Hence, social innovation should be a topic of particular
interest for public administration scholars. The aim of this exploratory study is
to investigate whether and how social innovation has been considered in the top
academic public administration journals. The study confirms that the topic is still
underexplored in this literature and highlights some possible research directions
that can contribute to bridge this gap.

Keywords: Social innovation · Public administration · Literature survey ·
Collaborative governance · Coproduction

1 Introduction

In the current fast-changing world, more than in any previous period, socio-economic
and environmental problems are acting as a brake on sustainable economic growth, lead-
ing to inequality and instability in society, and impinging upon the general well-being of
people and communities. Addressing economic and environmental sustainability, social
exclusion, discrimination, and various forms of inequalities is today a crucial challenge
for social systems, one that requires new ideas and innovative approaches. Social inno-
vation is a response to these challenges that offers new solutions, new methodologies
and new conceptual frameworks [1].

According to [2], “social innovation relates to new responses to pressing social
demands bymeanswhich affect the process of social interactions. It is aimed at improving
well-being. It covers wide fieldswhich range from newmodels of childcare toweb-based
social networks, from the provision of domestic healthcare to new ways of encouraging
people to exchange cars for bicycles in cities, and the development of global fair-trade
chain” (p. 6). Such and extensive definition of social innovation helps understanding
the continuously growing popularity of the concept. As observed in [3], this depends
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also on the fact that the concept of social innovation can be considered as a ‘magic
concept’, i.e. a key term that, like ‘governance’, ‘accountability’ and ‘networks’, seems
to be pervasive among both academics and practitioners [4].

Inspiring as it could be, the concept is still weakly conceptualized, also due to the
predominance of grey, policy-oriented literature [5]. However, especially from a public
sector reform perspective, the promise of social innovation is too compelling to be
ignored. As pointed out by [6], social innovation is “a particular perspective on how
the public sector should be reformed. Reforms should be done via ‘social innovation’”
(p. 61). Social innovation is a ‘game changer’ for government, it requires government to
redefine its role within social systems. Hence, understanding the role of institutions on
multiple levels for the creation of social innovations is a crucial question, also to avoid
using the existence of social innovation in the private and third sectors as a justification
to reduce public sector efforts to support social innovation and large-scale social change
[7].

Given the central role of social innovation for the public sector, it is relevant to
investigate whether and how social innovation has been considered in the academic
public administration literature. This is the objective of this exploratory study that aims
to investigate how social innovation has been discussed in papers published in top public
administration academic journals during the period 2000–2020.

The remainder of the paper is organized as follows: in the next section, the trans-
formational impact of social innovation on social systems is discussed and the need
is highlighted for an academic reflection on how such an impact can also have conse-
quences for the public sector. In the third section the objective of the paper is stated
and the methodology for the exploratory study is described. In section four, the selected
literature is analyzed and the main topics emerging in it are highlighted. Section 5 criti-
cally discusses the results of the exploratory study and identifies some relevant research
directions for the public administration academic domain. The final section drives some
conclusions and highlights some limitations of the study.

2 Social Innovation as a ‘Game Changer’

According to the United Nations Industrial Development Organization (UNIDO) social
innovation “refers to a novel solution to a social problem that is more effective, efficient,
sustainable, or just than current solutions. The value of social innovations accrues pri-
marily to society rather than to individuals” [8, p. 13]. Hence, the fundamental goal of
social innovation initiatives is not only to identify and satisfy traditional social needs
(e.g., poverty, marginalization and exclusion) but also to cope with new and emerging
social themes, like sustainability and the quality of life and work [9]. Engagement of
citizens and organizations in innovation, criticism of dominant business models and nar-
row economic outlooks on development, extensive declines in public spending, and the
needs to develop economies where innovation is not about cutting-edge technology but
about solving social problems are among the major trends behind the growing interest
in social innovation [7].

Mulgan, Ali, Halkett and Sanders define social innovation as “the development and
implementation of new ideas (products, services and models) to meet social needs”
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[10, p. 13] that are predominantly developed and diffused through organizations whose
purposes are social [11]. According to [12] social innovation amounts to a “complex
process of introducing new products, processes or programs that profoundly change the
basic routines, resource and authority flows, or beliefs of the social system in which
the innovation occurs” (p. 2). [13] describes it as “the attempts to transform the way
societies address social problems and produce public goods and services (…) in order
to improve social outcomes and creating public value” (p. 4).

In more general terms, [14] defines social innovation as innovation in social relations
based on values of solidarity, reciprocity and association and ethical practice for meeting
needs, transforming social relations, and collectively empowering communities to shape
the future. Hence, social innovation entails new organizing modalities based on the
development of collaborative relationships involving those who design and implement
innovative products and services, but also the beneficiaries of those products and services.
In other words, innovation becomes social innovation when it activates the engagement
andparticipation of amultiplicity of subjects, first of all the beneficiaries of the innovation
[9]. From this point of view, social innovation is intended to both enable and foster
social transformations in the ecosystem in which it takes place by improving the system
efficiency in promoting social development, increasingwelfare and reducing inequalities
[15]. As such, social innovation should be understood as a process of dynamic change
involving the reconfiguring of co-operating groups [16], the political transformation of
society and the restructuring of power relations [17].

To achieve a transformational effect on social systems, social innovation requires
the collaborative efforts of a multiplicity of social agents, first of all government orga-
nizations, social enterprises and other third sector organizations. As pointed out in [18],
this is reflected in the policy emphasis emerging in the United States and within the
European Commission on social enterprises and non-profits as creators and diffusers of
social innovation (p. 647).

Although the two concepts are often treated as almost equivalent, social innova-
tion should not be confused with social entrepreneurship. According to [8], social
entrepreneurs are social actors who pursue social objectives through their “ability to
realize new ideas and concepts on how to produce and deliver products and services that
have not been sufficiently provided by the public or traditional for-profit private sector
but are socially desirable, and to earn income through creativity, innovation, risk taking,
ability to plan and manage projects and solve problems” (p. 13). Social entrepreneurship
“encompasses the activities and processes undertaken to discover, define, and exploit
opportunities in order to enhance social wealth by creating new ventures or managing
existing organizations in an innovative manner” [19].

Social innovation and social entrepreneurship can be distinguished based on their
different strategic visions. Social entrepreneurs aim at creating new ideas or products
to satisfy unmet needs through a scaling-out process [20, p. 254] to reproduce and
disseminate programs, products and ideas in order to reach more and more subjects
and to cover wider geographic areas. Instead, social innovation “not only introduce
innovation, but also manage the broader context, in such a way that the innovation
has a chance to flourish, widening the circle of its impact” (ibidem). Social innovation
involves a scaling-up process that entails “identifying opportunities and barriers at broad
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institutional scales, with the goal of changing the system that created the social problem
in the first place” (p. 237).

Social innovation programs are both social in their ends and in their means [21].
As observed above, this can have implications for existing institutional arrangements
and settings [22]. Different from social entrepreneurship, social innovation entails (at
least tendentially) far reaching consequences and impacts on the structure, relation-
ships and interaction patterns within the social system as a whole: it tries to act as a
‘game changer’, breaking through ‘institutional path dependencies’ [3, p. 228]. This
‘transformational’ aspect of social innovation that relates it to new social relations
and mobilization-participation within a changing macro socioeconomic environment,
and resulting social impact is now somewhat of a common ground for sociologists,
economists andmanagement researchers, and urban and regional specialists [7, p. 1925].

Social innovation refers to breaking up the monopoly in producing new ideas and
approaches that are ‘good’ for society [6], it entails the allocation and/or re-allocation
of public values that are to be achieved, which can challenge the privileged role of gov-
ernment within social systems. Social innovation does not take place in an institutional
void and implies that roles of actors and rules of the game need to change as well. This
does not imply that the role of government is obsolete, but little is still known about how
social innovation can effectively and legitimately develop in interaction with existing
political and governmental institutions [3].

The paper intends to contribute to bridge this gap by exploring how social innovation
has been discussedwithin the PublicAdministration academic literature andwhether and
how the transformational impact of social innovation on government has been considered
in it.

3 Objectives of the Paper and Research Methodology

As observed, much of the literature on social innovation amounts to grey policy-oriented
literature, whereas in the academic literature the concept has been investigated mainly
in the areas of sociology, urban and environmental studies, business management and in
journals related to the social and solidarity economy [17, 18]. The topic has been much
less discussed in the Public Administration academic journals. For this reason, in the
paper a systematic (although still limited in coverage) survey of this literature has been
performed with the aim of investigating how social innovation has been discussed in the
top Public Administration academic journals.

Fromamethodological point of view, the paper adopts an exploratory surveymethod-
ology [23, 24] with the aim of laying the basis for further in-depth investigations
on the conceptualization of social innovation from the point of view of its potential
transformational impact on public administration.

The study is based on the results of a search performed on Scopus on January 2021.
The search has been limited to the journals tagged with Public Administration in the
subject area field. The search has been further restricted by considering only journals
ranked in the top 10%. This gave the list of the 28 journals reported in Table 1. A full text
search has then been performed on those journals using “social innovation” as the search
term. The search found 150 papers (step 1). All the 150 papers have been considered by
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analyzing the abstract and, when needed, the whole paper to exclude papers in which the
term “social innovation” is only mentioned, including papers in which the term occurs
only in the references (step 2). At the end of the refinement process, a set of 35 papers
has been identified as relevant for the exploratory study. The selected papers are listed in
the Annex (in what follows the papers are identified by their numbering in the Annex).

Table 1 summarizes the results of the search and the refinement process:

Table 1. The results of the search on Scopus

Top 10% journals in the “Public
Administration” subject area on Scopus

Papers found in step 1 Papers
excluded
in step 2

Selected papers

Administrative Science Quarterly 6 6 0

Journal of European Public Policy 1 1 0

Public Administration Review 13 13 0

Policy Studies Journal 4 4 0

Journal of Public Administration
Research and Theory

6 6 0

Administratie si Management Public 0 0 0

Public Management Review 25 18 7

Criminology and Public Policy 2 2 0

Policy Sciences 8 5 3

Review of Public Personnel
Administration

2 2 0

Governance 4 2 2

International Review of Administrative
Sciences

7 3 4

Journal of Policy Analysis and
Management

3 2 1

Regulation and Governance 1 1 0

Educational Administration Quarterly 0 0 0

Information Technology for
Development

5 3 2

Journal of Public Relations Research 0 0 0

Journal of Information Technology and
Politics

3 3 0

Public Administration 5 4 1

Policy and Politics 3 0 3

Environment and Planning C: Politics
and Space

23 20 3

(continued)



138 W. Castelnovo

Table 1. (continued)

Top 10% journals in the “Public
Administration” subject area on Scopus

Papers found in step 1 Papers
excluded
in step 2

Selected papers

Policy and Internet 0 0 0

Area Development and Policy 2 2 0

Government and Opposition 0 0 0

Policy and Society 8 3 5

American Review of Public
Administration

9 7 2

Administration and Society 8 6 2

Globalizations 2 2 0

Due to the exploratory nature of the research, no iteration of the search through
backwardor forward snowball has beenperformed.Thismeans that neither the references
of the selected papers, norworks citing themhave been considered for possible relevance.
For the same reason, the results of the search do not include papers inwhich the key-terms
occur only within the references.

4 Exploratory Analysis of the Sample

The first and most evident element emerging from the survey is the quite reduced ref-
erence to social innovation within the selected literature, which confirms what has been
observed in [5]. A full text search on Google Scholar performed on April 17, 2021,
gives about 212.000 results for the term “social innovation”; about 76.000 results for
the combination “social innovation” & government; 31.000 for the combination “social
innovation” & “public sector”; and 20.000 for the combination “social innovation” &
“public administration”. Compared to these results, the 150 papers found in the selected
literature represents a quite poor result.

The survey also confirms that “social innovation” is widely used as a ‘magic’, weakly
conceptualized and ‘umbrella’ concept. Actually, most of the 115 papers that have been
excluded from the sample during the refinement step, only mention episodically “social
innovation”with reference to themost varied of topics. Some of the papers in the selected
sample explicitly and critically refer to social innovation as a magic concept (A2, A27,
A33), a buzzword (A4, A13, A15, A24, A28) and a vague concept that lacks clarity (A9,
A13, A24). Moreover, in 12 of the selected papers, the concept is only mentioned quite
pretextually. Social innovation is mentioned as an effect of co-production/co-creation
initiatives (A7, A8); as a general aim for public policies and their design (A3, A8, A12,
A14); and as a result of the activities of social entrepreneurs and social enterprises (A11,
A6, A21). In a case (A25) the term is mentioned in the keywords and no more referred
to in the paper.
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That the concept has not been extensively studied yet in the Public Administration
academic literature is also confirmed by the fact that only in two papers in the selected
sample the concept is discussed based on a review of the literature (A2, A29). However,
in both cases social innovation is not the specific object of the survey, but it is considered
in relation to concepts it can be somehow related: namely, innovation networks (A29)
and co-production (A2).

Co-production and co-creation are among the concepts most often discussed with
social innovationwithin the papers in the sample (A2,A6,A7,A10,A11,A20,A21,A31,
A33). In (A2) a systematic survey of 122 articles and books on cocreation/co-production
with citizens in public innovation is conducted, and the conclusion is reached that co-
creation/co-production can be considered as a cornerstone for social innovation in the
public sector. This mainly depends on the active involvement of citizens in the design,
implementation, and evaluation of public services (A6, A7), which can require gov-
ernment to change its mode of operation and its relationship with citizens. This point is
stressed in almost all the papers that relate social innovation to co-production/co-creation,
since co-production/co-creation imply shifting public service design, implementation,
delivery, and evaluation away from an expert-driven process towards enabling users as
active and equal idea contributors (A7) and as entrepreneurs (A6).

However, also due to a lack of clarity in both the concepts, the relationship between
social innovation and co-production/co-creation is not completely clear in the selected
papers. (A2) considers co-production/co-creation as a cornerstone of social innovation,
implying that co-production/co-creation is a fundamental ingredient for social innova-
tion. (A11) defines co-production/co-creation as a source of social innovation, whereas
for (A20) co-production/co-creation represents a particular kind of social innovation. For
(A33) co-production/co-creation can go hand-in-hand with social innovation, although
the reach of social innovation is wider. The actors of social innovation can be citizens,
companies or societal organizations and the hybridization of the social and economic
dimensions can generate meaningful returns for groups, communities, or segments of
society, and for society as a whole. (A31) follows a different strand arguing for a distinc-
tion between co-creation and similar ideas like co-production, collaborative governance
and social innovation. According to the authors, social innovation can be seen as the
attempt of civil society to correct and supplement the public sector that usually does not
play an active role in social innovation, except for its occasional role as a sponsor for
social enterprises or local initiatives.

This particular role of public sector organizations to support social innovation (with-
out being themselves actors of social innovation) is considered in some of the papers in
the sample (A1, A5, A11, A12, A21, A23). These papers discuss the funding of social
enterprises and third sector organizations (A1, A5, A11, A12) and the creation of an
appropriate legal environment (A21, A23) to stimulate social innovation.

Another topic widely discussed in the selected papers concerns collaborative and
networked governance. Most of the papers point to the creation of networks involv-
ing public and private actors as one of the conditions for social innovation (A2, A3,
A4, A5, A7, A8, A13, A16, A19, A22, A24, A29, A32, A33, A34, A35). Generally
speaking, all the papers that relate social innovation to co-production/co-creation also
consider collaborative governance as an important piece of the picture. By discussing the
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relation between co-creation, on the one hand, and collaborative governance and social
innovation, on the other hand, (A31) stresses a difference between social innovation
and collaborative governance. According to the authors, while collaborative governance
clearly recognizes the importance of multi-actors collaboration, it fails to bring out the
potential link between collaboration and innovation. On the other hand, the notion of
social innovation very well captures the innovative dimension of the attempts of social
entrepreneurs to involve local citizens in creative problem-solving.

The relation between social innovation, social entrepreneurship and social enterprise
(as the tool to exercise social entrepreneurship) has been discussed quite widely in the
grey literature. This topic is discussed, although at different levels of detail, also in the
selected papers. In (A5) the authors argue that public administration and policy scholars
should study research questions related to individual social entrepreneurs, individual
and collective social entrepreneurship, government impact on social enterprise through
diverse forms of support, social enterprise as an organization and the dynamic interaction
among these factors. (A11) observes that a myriad of terms is used in the literature,
including social ventures, social purpose enterprises, and social entrepreneurship. This
lack of a single and clear definition creates some confusion for policymakers who wish
to support social enterprises.

(A1, A11, A19, A21) report a growing interest toward social entrepreneurship and
social enterprises mainly due to the need of tackling pressing social issues (A11) and
the failure to attenuate them through government interventions (A21). (A1) observes
a government enthusiasm for social innovation and social entrepreneurship especially
in the Anglo-Saxon countries. This led to the creation of substantial social innovation
funds to support social enterprises. The public and private funding of social enterprises
is critically discussed in (A12, A19). On the one hand, with a specific focus on nonprofit
organizations, (A19) discusses the pressure for accountability and improvedperformance
for their expenditure of public funds. On the other hand, (A12) observes the emerging
of forms of ‘philanthrocapitalism’ – donations of big money by single philanthropists to
specific causes with a preference for the use of social entrepreneurship methods – that
may force governments to revisit their eligibility criteria for tax receipting privileges.

5 Discussion

From the exploratory survey some interesting elements emerge that represent possible
research topics for public administration scholars.

As already observed, the exploratory study confirms that social innovation is still an
underexplored topic within the top public administration journals. This could be due to
the vagueness and elusiveness of a concept that still needs clarification, both at the level
of definition and at the level of operationalization. This is a topic of primary interest for
scholars interested in exploring whether and how public sector reforms could be done
via social innovation.

In general terms, social innovation can be approached from two different theoretical
points of view [21]. On the one hand, given the multiplicity of the domains for social
innovation, there is the tendency to favor keeping a variety of approaches on the basis
that “there are no reasons for believing that a single theory could explain phenomena
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as diverse as family life, urban communities, the evolution of workplaces, identity and
conflict, crime and violence, exploitation and cooperation” (p. 24). On the other hand,
it can be argued that the ongoing big social changes are systemic and “policy-makers
would benefit from a general theory of social innovation to respond to major structural
adjustment challenges of the current historical paradigm shift” (ibidem).

At the moment, as it is also confirmed by the exploratory study, it seems that the first
approach is the one dominant in the public administration academic literature. Actually,
besides those included in the sample selected for the study, numerous papers can be
found in the top public administration journals that discuss topics and cases that would
be appropriate to label as social innovation, although the concept is not mentioned in
them (this is why they have not been included in the selected sample).

However, it should be noted that no general theory of social innovation will be
possible without an unequivocal definition of the concept, a clear delimitation of the
domain of social innovation and a precise identification ofwhat differentiates the concept
of social innovation from (partially) similar concepts. These critical aspects of social
innovation have so far received only a limited attention within the considered literature.
This has consequences also on the appreciation of what social innovation could mean for
government andwhat role public sector organizations can play to foster social innovation.

There is a strong tendency in the selected papers to discuss social innovationwith ref-
erence to citizens’ involvement in co-production/co-creation exercises. Co-production
and co-creation entail the active involvement of citizens in the implementation of new,
and possibly innovative, solutions to meet social needs. This seems to make social
innovation and co-production/co-creation quite similar concepts. However, with co-
production/co-creation exercises there is always the risk that they could mask exploita-
tion behind the rhetoric of engagement and participation. This could happen because the
primary objective of co-production/co-creation is to answer social needs (in this sense
they seem more similar to social entrepreneurship than to social innovation), whereas
the impact on the process of social interactions [2] and the production of social outcomes
[13] appear to be only possible (maybe desired) derivative benefits. Social innovation
initiatives do not amount ‘simply’ to initiatives that are both social in their ends and
in their means; rather, social innovation involves changing the system that created the
social problem in the first place [20]. In this sense, social innovation aims at exercising
a transformative impact on the social system, which is not usually intended in the co-
production/co-creation initiatives. How such a transformative impact can be achieved
and what it can amount to are both topics of relevant interest for public administration
scholars.

Since social innovation can have implications for existing institutional arrangements
and settings [22], government should play an active role in it. In the exploratory study
the role of government has been described as related to the creation of the appropriate
legislative environment for social enterprises and social entrepreneurship; the funding of
third sector organizations; and the involvement of citizens in co-production/co-creation
exercises. Are there further tools government can use to steer social innovation?

Assuming that social innovation represents a particular perspective on how the public
sector should be reformed [6], what does a social innovation inspired reform program
amount to from the perspective of public governance and public management? On the
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one hand, as highlighted in some of the selected papers, social innovation seems to imply
a reductionist view of the role of the state, as a continuum of the neoliberal ideology
typical of the New Public Management approach. On the other hand, the central role of
collaborative and networked governance for social innovation characterizes it as strictly
related to the post-NPM reform approaches. How social innovation inspired reform
programs can be related to the ‘classical’ theories of public administration is another
topic that deserve attention from public administration scholars.

6 Conclusions and Limitations of the Study

Many scholars from different disciplines have claimed that the Covid19 pandemic is
going to act as a game changer with deep impacts onmany aspects of social systems. The
pandemic hit marginalized communities, entrenched societal inequities, affected every
aspect of life around the globe, from individual relationships to institutional operations
to international collaborations. Despite this, the pandemic also opened a window of
opportunity for the emergence of new ideas and new opportunities to build back a better,
more inclusive, resilient, and sustainable society. This can open new possibilities for
spreading the transformational power of social innovation. In this sense, further research
is needed to better understand not only the role that civil society can play in social
innovation, but also how government can play an active role in sustaining processes
aimed at transforming existing institutional arrangements and settings, changing the
structure, relationships and interaction patterns within the social system as a whole, and
redefining new social relations and mobilization-participation within a changing macro
socioeconomic environment.

Public administration scholars can contribute to those objectives by providing pol-
icymakers and public managers with a clear and unequivocal operationalization of the
concept to turn it from a ‘magic concept’ into a concept that can support the design,
implementation and evaluation of public policies; a clear delimitation of the domains
of social innovation; and a precise identification of what differentiates the concept of
social innovation from similar but not equivalent concepts.

By surveying a significant sample of the extant public administration literature,
the study found that all these elements are still underexplored in it, thus confirming
the existence of a theoretical gap within the public administration literature on social
innovation. This, as well as the highlighting of some possible research directions that can
contribute to bridge that gap can be considered as the main contributions of the paper.

The study presents some limitations aswell, especially in theway inwhich the papers
in the sample have been selected. First, the search has been limited to papers indexed
on Scopus, this means that other important sources have not been considered (first of
all, the Web of Science database). Second, only journals in the Public Administration
subject area have been considered, which led to exclude from the survey journals like
Government Information Quarterly (indexed in the Social Sciences subject area) that
published papers discussing social innovation. Third, in the search only the keyword
‘social innovation’ has been used, which means that other related concepts (namely,
social entrepreneur and social entrepreneurship) have not been considered. Fourth, in
the selection phase no iteration of the search through backward or forward snowball
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has been performed. These, and the limitation of the search to top journals only, could
have affected the completeness of the sample considered and limit the relevance of the
conclusions of the study.

However, despite these limitations, which are in part inherent in its exploratory
nature, the study raises some important questions that need to be addressed if social
innovation has to be one of the pillars of the social systems recovery in the new normal
post-Covid19 era.
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Abstract. The aim of this paper is to trace the development of the literature
in an objective manner by applying the Systematic Literature Network Analysis
(SLNA). It contributes to the literature by building a solid map for future research
avenues in the stream of institutional logic and change. Our findings illustrate
the time-based introduction in the literature of change mechanisms, such as theo-
rization, rhetoric, representation, and a recent focus on professional role identity,
especially in the healthcare context. Recent trends emerge: (i) contributions on
emerging global trends, with the application of hybrid organization in sustain-
able transitions and social enterprises; (ii) increasing body of research apply-
ing Institutional Logics and Institutional work in the analysis of organizational
change; (iii) increasing interest from scholars of different disciplines in applying
the institutional logics perspective; and (iv) the need to further develop the under-
lying theoretical assumptions of Institutional Logics. Finally, some limitations: (i)
selected time frame of analysis; (ii) only author keywords were considered; (iii)
overlooking other valuable scientific contributions due to “Matthew effect”.

Keywords: Systematic literature network analysis · Institutional logics ·
Institutional change

1 Introduction

The concept of Institutional Logics started to emerge at the beginning of the 90s with
the chapter by Friedland and Alford published in “The New Institutionalism in Orga-
nizational Analysis” [1]. The chapter criticized the ‘new intuitionalism’ and the focus
it has on organizational fields, as it lacks an appropriate theorization of institutional
dynamics which could be explained only by an interinstitutional conceptualization of
society. The ‘new institutionalism’ arose in the 1970s as part of institutional analysis,
where the seminal papers by Meyer and Rowan [2] and Zucker [3] were the first to high-
light the relevance of culture and cognition by stating how organizations need to comply
with the external environment (i.e., socially validated understandings) to gain legiti-
macy, thus positing cultural persistence as a measure for institutionalism. The question
of isomorphism was further developed by focusing on the organizational fields rather
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than the societal level [4] where actors conditioned by culture tended towards isomor-
phic conformity in reproducing the “status quo” [5]. Thus, the term “new institutional-
ism” embodied the rejection of rationality in explaining the organizational structure and
focused on legitimacy in explaining the organization’s survival rather than efficiency.
Friedland and Alford (p. 284) [1] formally introduced Institutional Logics to depict the
contrasting “practices and beliefs embedded in the institutions of the modern western
societies” which account for the “interrelationships between individuals, organisations,
and society”. This led to numerous conceptualizations within the literature, the most
common of which is that of Thornton and Occasion (p. 804) [6] which states that Insti-
tutional Logics are “the socially constructed, historical pattern of material practices,
assumptions, values, beliefs, and rules by which individuals produce and reproduce
their material subsistence, organize time and space, and provide meaning to their social
reality”. The definition by Thornton and colleagues underlines the relationship between
agency and socially constructed institutional practices and structures. In fact, this sys-
tematic theoretical framework of Institutional Logics [7, 8] includes the ideal-typical
logics that are associated with their respective institutional order and which differ in
their sources of legitimacy and authority and types of norms and control mechanisms.
Therefore, some logics provide a basis for action (i.e., shared view of what occurs in the
field) [8], while others provide competing cognitive frames for subsets of participants
[9]. In other words, there is a distinction between logics, but also across the different
logics of the same type, which explains the persistent heterogeneity across and within
contexts. This alternative rationalized model, even though it takes up the idea of cultural
rules and cognitive structure in shaping organizations [10], is differentiated from the
new institutional approach of Meyer and colleagues by rejecting individualistic rational
choices and macro perspectives (i.e., rationalization of power of cultural schemes at the
societal level). As isomorphism is no longer central, the focus shifts to the effects that
Institutional Logics have on organizations in a variety of contexts. The development of
the Institutional Logics approach has addressed the limitations and tensions studied by
institutional theory scholars by positing Institutional Logics as modelling institutions’
content and meaning.

In the last few years, the Institutional Logics approach has received increased interest
from many scholars [11] becoming one of the key theoretical perspectives in organiza-
tional institutionalism expanding its application beyond sociology and management dis-
ciplines [12, 13]. The perspective has been applied empirically in numerous contexts and
to different topics, including human resource management [14], corporate governance
[15, 16], corporate social responsibility [17–19], sustainability [20–22], and technology
innovation [23–26].

Leveraging the recent literature, we discuss the importance of the Institutional Logics
perspective in explaining institutional change by reviewing a substantial number of doc-
uments – through the Systematic Literature Network Analysis (SLNA) [27] – that have
analysed how institutions are created and modified, highlighting the different change
mechanisms. Based on our analysis, we discuss current and new scholarly directions
that improve understanding of benefits and downsides of approaching change in differ-
ent contexts through the Institutional Logics perspective. The results of thismethodology
enrich the already existing literature reviews [28] by providing a complementary view
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of the “dynamic development of the field” and allowing us to build a solid map for future
research avenues in the stream of institutional logic and change.

The paper is structured as follows: Sect. 2 explains the adopted methodology and
the materials collected to conduct the SLNA; Sect. 3 reports the results of the analysis,
while Sect. 4 discusses the results and provides future research directions; the last section
presents the conclusions and limitations of the review.

2 Materials and Methods

For the purpose of this work, data is collected from Scopus, since it is the most fre-
quently used citation database for field outlining [29, 30] and it has 60% more coverage
than Web of Science (WoS) [31]. The chosen methodology (i.e., SLNA) includes two
phases: Systematic Literature Review (SLR) and Bibliographic Network Analysis and
Visualization. The SLR aims to define the scope of the study through the scope of anal-
ysis by framing the appropriate literature using the CIMO approach [32]; subsequently,
studies are located through keywords and timeframe; and finally, the bibliographic net-
work analysis and visualization are performed on the resulting database. For the last
step, Pajek [33] and VOS viewer [34] are the two packages used to conduct the analysis.
Pajek is a software used to analyse and visualize large networks allowing the manipula-
tion – such as partitioning – on graph sets, while VOS (Visualization of Similarities) is a
complementary viewer that also creates, visualizes, and explores bibliometric networks
of science in wider formats of layouts.

2.1 Locating Studies

The main topic of interest is the concept of Institutional Logic and its contribution to
explaining change. We opted to use the connector “OR” rather than the symbol asterisk
(*) as a wildcard to avoid also capturing words such as ‘logical’. The search was refined
in terms of document type considering only articles, conference papers, books, and
book chapters and only written in English. There has been no discrimination in terms
of the research area, as the theoretical perspective of Institutional Logics is applied in
numerous disciplines. Our intent is to see the development of the literature up to date in
an objective manner; thus, the year 2021 was excluded from the analysis as it is yet to
become relevant. Furthermore, the first year considered (i.e., 1985) is based on the year
when the concept of institutional logics was first mentioned in the Power of theory [35].
The identified string was used in Scopus on February 1st, 2021, in the “Title-Key-Abs”
field which led to obtaining 474 works as an outcome.

2.2 Bibliographic Network Analysis and Visualization

SNLA has already been applied successfully by other authors [36] and has enabled them
to identify trends and key issues that depict the development of knowledge within a field
in an objective way. The advantage of the network analysis approach is the simplistic
yet effective visualization of documents (i.e., nodes) (see Appendix 1). On the one hand,
some papers are connected to other nodes by linking arrows that track in chronological
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order the citation networks. This depiction enables us to understand the “influence of
past research on subsequent studies”. On the other hand, there are the non-connected
nodes that can represent either non-cited or non-citing papers, which by definition of
CNA are omitted from the analysis since this approach builds on citations [37].

The CNA analysis is based on three techniques: (i) Community Analysis which
allows identification of the study’s sub-areas by clustering documents based on how
citations connect them; (ii) Vector Analysis to analyse specific properties of clusters (i.e.,
most cited); and (iii) “Main Path” generated by the Key Route technique [38], which
reflects the unfolding of knowledge over the years by highlighting the pivotal articles
within the knowledge field. The remaining analysis considers not only the papers in the
connected component but also the non-connected ones.

The Global Citation Score (GCS) indicates the paper’s cumulated citations obtained
in the database, which can identify the seminal and/or influential papers, whereas the
normalized GCS (i.e., the ratio between most recent GCS and the total number of years
since its publishing) [37] makes it possible to identify promising papers [39]. The Key-
words Co-Occurrence Networks creates a network that highlights the keywords that
co-occur together and assigns them to a cluster.

3 Reporting Results

3.1 Citation Network Analysis (CNA)

The “Community Analysis” obtained 24 different clusters containing documents pub-
lished between 1997 and 2020. However, one cluster was eliminated as it contained
only two papers by the same author. For the process of identifying the clusters’ research
topics, only the content of papers with the most citations are considered, as this shows
how the various communities approached the institutional logics perspective.

Topic 3 focuses on the structure of professionalism, where the responsibility of man-
agers is expected tomaintain the legitimacy in the field of their profession and the hybrid-
ity of logics by performing intentional institutional work [40]. However, the intended
outcomes of innovation sustaining legitimacy rarely emerge when entrenched in already
existing logics of professionalism [41] since this poses threats to the professional logic
that dominates the field [42]. In fact, for the professional role identity to change, inten-
tional identity work by the group of actors and the leadership of managers are required to
facilitate the reinterpretation of the new logics (i.e., overcoming the resistance to change)
[43]. Similarly, Topic 14 focuses on the role of identity in the process of institutional-
ization where nonentrepreneurial actors reproduce and translate new institutional logics
through institutional work [44] based on individual cognition and interpretive subjectiv-
ity [45]. In other words, it connects changes in the institutional field to the rhetoric and
corresponding logics put forward by actors [46], who construct social identities [47],
and it shows “how streams of communication enable the reproduction and change of the
underlying principles that constitute institutional logics” through different mechanisms
such as theorizing, sense giving [48] and “representation of change through exemplars”
[49]. Furthermore, Topic 4 also focuses on change explaining how existing institutional
logics and role identities are replaced by new ones through rhetorical strategies, such
as theorization of new roles [50], and social movements [51], thus demonstrating how
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organizations that operate within the same institutional field respond differently [52],
as, for example, universities [53]. Moreover, Topic 20 puts forward institutional work
as an explanatory variable of changes in supply chain logic [54] and sustainability and
climate policies [55, 56].

Topics 15, 21, and 24 highlight how institutional change has an increasing adherence
from scholars in many disciplines [28], such as accounting, by studying (i) the intro-
duction of budgeting practices in contexts of competing logics [57]; (ii) how accounting
firms deal with changes that have resulted from a shift in the professional identity or
organizational structure [58]; and (iii) how institutional pressures influence decisions to
adopt IFRS voluntarily [59].

Topics 11 and 13 deal with managing the conflicting logics in pluralistic organiza-
tions, such as universities [60, 61], for further institutional change [62] deriving from
external political pressure [63]. Similarly, Topics 16, 17 and 19 deal with how to man-
age the co-existence of competing logics in organizational fields [64] by putting forward
studies on pluralism logics and their cooperation in academia and healthcare [61, 65,
66].

Topics 2 and 10 deal with defining the concept of hybrid organizations and their
efforts to combine the contrasting multiple logics to generate innovation while dealing
with the consequences of the complexity of their field [67]. Examples include social
enterprises, that have a dual mission to achieve both financial sustainability and social
purpose [68]; public and non-profit organizations that face a plurality of normative
frames [69]; the concept of the sharing economy where organizations face pluralistic
logics [70]; and the challenges posed by global climate change [71].

Topic 6 community explores the role of entrepreneurs and the institutional pres-
sures that explain the actions of actors, where environmental jolts result in an increased
entrepreneurial opportunity to re-evaluate the current logics (i.e., opportunity for orga-
nizational change) [72, 73]. For example, some authors focus on the fashion market to
explain how consumers can introduce new consumer-focused institutional logics, by still
supporting and promoting the prevailing logics [74, 75].

Topics 5 and 7 address more peripherical topics in applying institutional logics
perspective in transforming sports unions, such as the rugby union [76] and soccer
multi-club [77], due to exogenous factors [78]; whereas, Topics 1 and 9 serve as a
milestone for the institutional logics literature [79] setting the foundation on howchanges
in the institutional environment logics impact individual rationalities and organizational
structure [80, 81].

More recent communities (i.e., Topic 23) have focused on better understanding the
institutional logics approach and its qualitative analysis by explaining the ontological
assumptions and methodological techniques [82]. Furthermore, the concept of socio-
technical regimes (i.e., paradigmcore of a sector fromwhich co-innovation of institutions
and technologies come) is approached from an institutional perspective to explain the
tensions created by the contrasting institutional logics of a field [83]. Incorporating the
institutional logics in the concept of socio-technical regimes challenges the prevalent
logics of the field that hinder innovation (i.e., opportunity for change) and thus supports
the ‘structural system for innovation’ [84].
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Finally, some topics have lacked attention from the communities in recent years, such
as Topic 22 which focuses exclusively on revising the Human Resource age-related
practices using the Institutional Logics perspective [85, 86]; Topic 8 that deals with
institutional bricolage to comprehend institutional change from the introduction of new
environmental governance, such as PES schemes [87–89].

3.2 Main Path

The MP (see Appendix 2) starts with the seminal contribution by Havemann and Rao
[80] which studies the coevolution of organizations and institutions in the thrift industry
where the societal level logics are impacted by the formation of distinct organizational
forms. From this point on, the MP develops into two branches. The right side of the MP,
still focusing on tensions between multiple logics, develops different mechanisms of
change, such as identity, legitimacy, and theorization [50] related to social movements.
[90] study the organizational structures in the accounting context to show how institu-
tional entrepreneurs use the mechanism of rhetoric to reinterpret the prevailing practices
and symbols and “discredit the dominant logic which defined the legitimacy”.Moreover,
[64] theorize a model based on the key role of institutional logics to understand change
subsequent to a radical structural change due to healthcare reform. In fact, according
to Nigam and Ocasio [49], “new institutional logics emerge through a process of envi-
ronmental sensemaking which are triggered by attention to events that are relevant to
institutional actors in an organizational field”. These two papers serve as a foundation
for the works by [65] and [43] that focus on professions and themultiple logics present in
medical education, in exploring the change of the professional identity role through the
process of reinterpreting the multiple logics that exist and their relationships; the anal-
ysis is drawn on the comparison of the strength each logic has to the “ideal logic type”
as a constant [82]. Building further on the topic, unlike previous authors, [91] introduce
the mechanism of co-optation to explain the co-existence of multiple logics, which also
explains the reason why shifting logics shape the identity motives and identity work of
senior professionals in the healthcare sector [92].

The second branch expands further with studies relating to the healthcare system,
in particular [41] deals with the logic of managers’ professionalism in maintaining
organizational legitimacy during the US academic health centre mergers; [89] focus
on the re-composition of an organizational field where the radical change process in
medical professionalism is impacted by competing institutional logics (i.e., dominant
logic is subdued rather than eliminated); [93] study the planning of healthcare reforms
aimed at improving the quality for patients; and [66] conceptualize the professional work
as guided by a constellation of logics derived from society. The latest contributions to the
Institutional Logics perspective are applied to investigate change with the introduction
of new information technology [94]; in the incentive and accountability structure [95]; in
work practices [96]; in facilitating organizational sustainability initiatives [97]; leading
to shifts in the legal profession [98]; and where opportunities of professional logics
offer a new way to foresee and deal with challenges in implementing new organizational
models [99]; as well as understanding how the coexistence of multiple Institutional
Logics enables managers to adopt multinational corporate values that challenge local
value [100] (i.e., opportunity for organizational change). Finally, the last node [101]
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highlights the importance of the change agents’ interest in the context of coexisting
logics.

3.3 Global Citation Score

Only two out of ten papers are part of the MP, and they are both by the same author [43,
82]. Another intriguing aspect of this analysis is that the remaining ones are part of the
biggest connected component. The most recent papers [102, 103] focus on the tensions
and risks of scaling strategies in social entrepreneurship and how social enterprises,
when internationalized, become hybrid organizations responding to the host country’s
logic. Other recent developments include papers by (i) [104] addressing the challenge
of climate change and the efficiency of efforts of public and private actors in promoting
the voluntary certification standards for sustainable products and services; and (ii) [105]
focusing on regenerative change through the re-emergence of previous dominant logics
in organizational fields.

The authors of the most promising paper [69] position themselves in the non-profit
sector explaining the concept of hybridity and demonstrating how hybrid organizations
arise from the existence and interaction of plural logics with actor identity mediated
through professional structures.

The remaining works deal with the concept of the sharing economy and the fashion
market. The first work [70] states how the sharing economy sees the role of organi-
zations as infrastructure providers and thus assesses the plural forms (i.e., institutional
complexity) and practices (i.e., institutional work) in these organizations. Finally, the
last paper [75] applies the institutional logics perspective in the fashion market to inves-
tigate the participation of consumers in producing unintended market-level changes by
creating new logics, which are consumer-focused, while still supporting and promoting
pre-existing logics through institutional work.

3.4 Keywords Co-occurrence

The selected Scopus database includes a section entitled “Author Keywords” used to
perform the keyword co-occurrence analysis. The parameter setting regarding the min-
imum number of occurrences of a keyword is set so that the keywords occur together
in a minimum of 5 papers. The process generated seven clusters (see Appendix 3) that
represent different research focuses. Keywords were normalized for plural (i.e., Insti-
tutional Logics and institutional logic), and the spelling was normalized into standard
English (i.e., organizational change and organisational change).

Topic 1 focuses on the efficient implementation and integration of governance
changes and policies in pluralistic organizations - universities [106] and hospitals [93]
- through the system of accountability [107]. For example, some authors [108] study
the processes and practices enacted by institutional actors during the implementation
of an IT system in healthcare; and (ii) explore the impact that a reform policy has on
universities in accentuating the controversies which lead to a change brought about by
professionals [109].

Topic 2 explores the reciprocal relationship between institutions and fields and how
the interaction at the field level shapes institutions to understand the sources of constraint
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for organizational adaptation [110]. Examples include [111], who analyses the emer-
gence and development due to exogenous factors and endogenous interactions of news
media entities through an institutional logic perspective. Another example is [112], who
analyse how institutional entrepreneurs play a key role in the adoption of International
Public Sector Accounting Standards. Moreover, [113] focus on how leaders respond to
external pressure for change through institutional work and are able to transform the
organizational practices.

Topic 3 relies on the processes of sensemaking and framing to explain institutional
change, in particular [49] illustrate how the process of sensemaking leads to the emer-
gence and adoption of new logics in organizational fields (i.e., healthcare), whereas
[114] use the framing process to unpack professional norms and logics which shape the
organizational field, while the sensemaking process is used to understand how industry
actors legitimize their status archetype perceptions in the industry. Moreover, [89] focus
on “the re-composition of an organizational field where competing institutional logics”
drive the radical change process in medical professionalism. Finally, [115] focus on the
implications of value creation for organizations and governance strategies, which are
achieved through contrasting logics (i.e., institutional complexity).

Topic 4 emphasizes the importance of hybrid organizations as a frame for busi-
ness model innovation for sustainability in social entrepreneurship [116]. [20] and [117]
explore the concept of sustainability through the lenses of institutional logics to compre-
hended how sustainability can be observed and practised through socially constructed
actions and intentions. Furthermore, [118] and [119] study how the emergence of hybrid
organizations in highly institutionalized industries can successfully combine elements
of the dominant logic with innovation to facilitate radical change.

Topic 5 addresses the issue of climate change, such as reduction of greenhouse gas
[120, 121], and explores the role and implications of institutional entrepreneur as a
“climate broker” to deliver a shift in the climate change logics [122].

Topic 6 explores the contrasting logics that arise from the introduction of changes
impacting an organization’s corporate governance, such as the logics introduced by
the International Financial Reporting Standards (IFRS) [123] and the role of the internal
audit function in mediating the existing logics with those introduced by the ERP systems
[124, 125].

4 Discussion of Results

4.1 Existing Themes

The first mention of the concept of institutional logics goes back to 1985with the seminal
work by Alford and Friedland. Even after its introduction with a proper definition in
1991, authors seemed to shy away from this perspective in approaching change until
more recently when the number of published documents containing institutional logics
as keywords started to increase. The CNA shows how out of the 474 papers only 146
documents of the dataset are part of the unconnected cluster. The result suggests that even
though the topic of institutional logics is not yet completely explored, scholars’ interest
in further developing the perspective seems to be increasing. Both the community author
(i.e., CNA) and the keywords co-occurrence analysis show how the institutional logics
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perspective has been applied in several research domains, implying that the perspective
of institutional logics has been gaining increased attention from various scholars in
different disciplines in explaining change.

The main path analysis, author community and keywords co-occurrence analysis
show how early works focused on change mechanisms employed by actors to change
underlying institutional logics, such as theorization [49, 50], rhetoric [90] collaborations,
separate identities, event attention and representation [49]. Likewise, some communities
of scholars focused on studying the contrasting institutional logics between the already
existing logics and the logics arising from the introduction of changes affecting the
corporate governance of an organization as well as tackling the problem of climate
and environmental change through the underlying incompatibility of logics dominating
the field (i.e., Topic 5 and 6 keywords). Some other scholars were able to define and
analyse the reciprocal relationship between institutions and fields by emphasizing how
the interactions of the logics at the field level would shape institutions and bring about
change (i.e., Topic 2 keywords). Subsequently,more academics seemed to take an interest
in the perspective of institutional logics (i.e., Topic 1) making contributions to change
management, such as changes in roles and work practices [66, 96], and introduction
of a new incentives structure [95]. Such contributions further enhanced the interest
that organizational scholars had in explaining the changes in highly institutionalized
and pluralistic (i.e., coexistence of more than one dominant logic) organizations i.e.,
hospitals, universities, and banks (Topic 11 and 13 CNA).

The GCS analysis shows how all papers are part of the most connected component.
This means that recent trends are in fact connected to the already existing community of
authors, suggesting that the institutional logics perspective literature is on a path towards
consolidation. In addition, it underlines the interest of scholars in applying the perspec-
tive of institutional logics to social enterprises and climate change, as well as focusing
on the conceptualizations of hybrid organizations, institutional work, and institutional
complexity (Topic 2, 10, and 3 CNA) to try to tackle the analysis of organizations domi-
nated by plural logics (Topic 1 keywords). These results confirm that recent trends focus
on the coexistence of contrasting logics that arise (i) to explain the rationale behind the
existence of hybrid organizations and how they promote innovation for sustainability
(i.e., Topic 2–10 CNA; Topic 4 keywords); (ii) to foster successful initiatives for change
within organizations helping managers understand how to respond to the shift in logics
[93, 99, 100]; (iii) to manage the impact of institutional complexity on the organization
(i.e., Topic 3 keywords). This focus indicates that the approach of Institutional Logics
in explaining change is not limited only to organizational studies but has been gaining
increased attention from various scholars of different disciplines (Topic 15, 21, and 24
CNA; Topic 6 keywords).

4.2 Emerging Research Trends

Based on our results (see Table 1), the following section presents the emerging research
trends that serve as a map for new scholarly directions in the stream of institutional logic
and change. Some topics (i.e., Topics CNA 5, 7, 8, 18, and 22) have not been considered
as they are peripheral topics or no longer of interest for the community since the topics
have not been considered in the recent literature. The RTs are related to each other, and



Change Through the Lenses of Institutional Logics 155

they focus on the institutional complex which derives from a pluralism of logics that is
affecting the way organizations operate.

Table 1. Future research directions based on the systematic literature network analysis

Research trends Topics CNA Topics keyword co-occurrence

RT1: Managing institutional
complexity to achieve
sustainable change

Topic 1, 2, 3, 8, 9, 10 and 12 Topic 1

RT2: Pluralistic organizations
and institutional complexity

Topic 11, 13, 16, 17 and 19 Topic 3

RT3: The role of hybrid
organizations in institutional
complexity

Topic 2, 3, 15, 21 and 24 Topic 4

RT4: The role of institutional
entrepreneur and social
movements in achieving
sustainable climate change
through digital innovation

Topic 4, 6, 14, 20 and 23 Topic 2 and 5

RT2: Pluralistic organizations
and institutional complexity

Topic 11, 13, 16, 17 and 19 Topic 3

RT1: Managing Institutional Complexity to Achieve Sustainable Change. We sug-
gest literature should further investigate the reasons why studying how to manage insti-
tutional complexity is relevant to avoid organizational risk, and thus, presumably achieve
sustainable change. Furthermore, we suggest focusing on new types of filters (i.e., field
position, governance, structure) that organizations use to elaborate a response to insti-
tutional complexity. Understanding how organizational actors can manage institutional
complexity and the contrasting logics within the field can help cope with organizational
risk. Institutional complexity can lead to different types of risks for organizations, from
reputational to financial, and even human risk. For example, in hospitals, which are
driven both by the “medical profession logic” and “business logic” [64], when one of
the two logics becomes dominant, it can undermine the other logic leading to potential
ethical implications and impact on financial objectives. In other words, when the busi-
ness logic is undermined, it may be hard to achieve more operational objectives, whereas
when it is pursued it might make it difficult for professionals tomake decisions regarding
patient treatment. Therefore, to understand complexity at organizational level, the field
level should be taken into account [66] since its mechanisms are key to framing, filter-
ing and enforcing logics. Pressure that arises from institutional complexity affects each
organization differently, thus, each institutional logic that passes through organizational
fields is then filtered by the attributes of the organizations (i.e., governance, structure,
ownership, and field position) [126]. Therefore, we put forward the consideration of
culture as an additional organizational filter through which institutional complexity at
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the organizational level can be managed and can shape the responses that the organiza-
tion has to it. For example, Schein’s culture model states that basic assumptions shape
values, values shape practices and behaviour, where the latter is what the organization
displays to the external world. We could therefore consider organizational culture as a
filter for institutional complexity and in turn, organizational culture as a filter to shape
organizations responses for sustainable change.

RT2: PluralisticOrganizations and Institutional Complexity. Wepropose a focus on
universities since they are organizations playing a role in numerous fields with a certain
set of logics (i.e., pluralism), thus, highlighting the need to explore how stakeholders
and organizations deal with the tensions created by the plural logics (i.e., institutional
complexity) through change or adaptation [61]. In particular, higher education is torn
between two conflicting logics - professionalism logic and corporate logic - which has
led to consequences such as “increasingmanagerial control, quantification of faculty per-
formance using commensurable metrics, and the university’s financial climate, where
generating revenue is perceived to take priority over educational mission” [53]. These
consequences also have a spill-over effect on the research evaluation process since pro-
moting the use of metrics to measure performance, ultimately means that the quality of
the research output is also being evaluated. The corporate logic of using bibliometric
measures in the evaluation of research is in contrast with that of professionalism, where
the underlying principle is that research output should serve society through develop-
ment and dissemination of knowledge across disciplines, rather than targeting efficient
and effective performance goals, which are more related to the corporate logic. There-
fore, we encourage further studies to explore and analyse the effects that institutional
complexity has on pluralistic organizations (i.e., universities, hospitals, medical research
centres) through study cases (see PRIN)1.

RT3: The Role of Hybrid Organizations in Institutional Complexity. Hybrid orga-
nizations can combine institutional logics to try to generate innovation in complex issues
that they face due to institutional complexity. In fact, hybrid organizations emerge in
highly institutionalized industries as they successfully combine elements of the dominant
logic with innovation to facilitate radical change. Such organizations have been studied
in the context of social enterprises [68]; public and non-profit organizations [69]; sharing
economy [70]; and the challenges posed by global climate change (see RT4) [71]. We
think that the concept of hybrid organization deserves to be explored further, especially
its theoretical underpinnings and how it deals with the conflicting logics deriving from
institutional complexity to achieve sustainable innovation. For this reason, we suggest
further studies on hybrid organizations and their ability to successfully combine the log-
ics deriving from institutional complexity, in particular, in the light of digital innovation
and accounting practices.

RT4: The Role of Institutional Entrepreneur and Social Movements in Achieving
Sustainable Climate Change through Digital Innovation. Social movements simi-
larly to institutional entrepreneurs strive towards similar goals, such as that of tackling
the inevitable global warming. Social movements [104] and the role of institutional

1 http://prinvalutazione.ircres.cnr.it/.

http://prinvalutazione.ircres.cnr.it/
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entrepreneur [127] have already been used to discuss sustainability topics to tackle cli-
mate change issues. To add to the discussion, it would be relevant to study how social
movements and institutional entrepreneurs make use of digital technologies to reinforce
their user/followers’ adherence, reach more users, and ultimately achieve their goals in
a broader spectrum to tackle the challenge of climate change.

5 Conclusions

In this paper, we overviewed a substantial part of the literature associatedwith the institu-
tional logics perspective, using the SNLA approach, to highlight new research directions
that we believe could be promising. Institutional logics approach in management studies
has been criticised as it has mostly shown a static perspective. On the one hand, institu-
tional logics are conceived as ‘substantive’, thus identifying an endogenous dynamism
residing in the logics themselves, implying that changes are the result of competing log-
ics and their ‘hybridity’. On the other hand, institutional logics can be also considered
‘procedural’ which provide the opportunity to understand why they are pursued [128].
While there have been numerous papers published, most of the recent work has used
institutional logics merely to analyse the impact they have rather than further developing
the concept itself and providing explanation and clear connections among the concepts
which are associated with institutional logics. For this reason, we propose a map for
future research focusing on institutional complexity and how organizations manage the
impact of it. The aim of the agenda is to stimulate conversations on institutional logics
across many disciplines. In fact, even though it emerged over 30 years ago, the field
has yet to reach its maturity level, which leaves the opportunity for further studies, both
empirical and theoretical.

In concluding, the limitations of the research must be mentioned. First, the time
frame was derived from the first paper in the Scopus database that mentioned ‘institu-
tional logics’ (i.e., 1989) and the last relevant year (i.e., 2020). Limiting the time frame
to the most recent years could be beneficial to unveil more detailed analysis of the cur-
rent research trends. Second, only author keywords were considered, and not all papers
(i.e., only 18%) have the column of ‘Author Keywords’ filled, thus excluding possible
relevant studies. One may want to analyse the indexed keywords (i.e., only 20%) for
complete analysis as these represent synonyms, various spellings, and plurals, or key-
words reviewed by a subject specialist to define the appropriate term. Finally, due to the
“Matthew effect”, authors tend to cite seminal papers (i.e., with high citations), which
may overlook other valuable scientific contributions.

Appendix 1

Figure 1.
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Fig. 1. Network of papers

Appendix 2

Figure 2

Fig. 2. Main path – chronological knowledge building
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Appendix 3

Figure 3

Fig. 3. Keywords cluster

References

1. Friedland, R., Alford, RR.: Bringing society back in: symbols, practices, and institu-
tional contradictions. In: DiMaggio, P.J., Powell, W.W. (eds.), The New Institutionalism
in Organisational Analysis, pp. 232–267. University of Chicago Press (1991)

2. Meyer, J.W., Rowan, B.: Institutionalized organizations: formal structure as myth and cere-
mony. Am. J. Sociol. 83(2), 340–363 (1977). https://www.jstor.org/stable/2778293?seq=1#
metadata_info_tab_contents

3. Zucker, L.: The role of institutionalization in cultural persistence. Am. Sociol. Rev. 42(5),
726 (1977). /record/1978-27320-001

4. DiMaggio, P.J., Powell, W.W.: The iron cage revisited: institutional isomorphism and col-
lective rationality in organizational fields. Am. Sociol. Rev. 48(2), 147 (1983). http://www.
jstor.org/stable/2095101

5. Strang, D., Soule, S.A.: Diffusion in organizations and social movements: from hybrid corn
to poison pills. Annu. Rev. Sociol. 24, 265–290 (1998). https://www.annualreviews.org/doi/
abs/10.1146/annurev.soc.24.1.265

6. Thornton, P.H., Ocasio, W.: Institutional logics and the historical contingency of power in
organizations: executive succession in the higher education publishing industry, 1958–1990.
Am. J. Sociol. 105(3), 801–843 (1999)

https://www.jstor.org/stable/2778293?seq=1#metadata_info_tab_contents
http://www.jstor.org/stable/2095101
https://www.annualreviews.org/doi/abs/10.1146/annurev.soc.24.1.265


160 M. R. Stan and E. A. Minelli

7. Thornton, P.H., Ocasio, W.: Institutional logics. In: Greenwood, R., et al. (eds.) The SAGE
Handbook of Organizational Institutionalism, vol. 840, 2008, pp. 99–128 (2012). https://
doi.org/10.4135/9781849200387.n4

8. Thornton, P.H.: Markets from Culture: Institutional Logics and Organizational Decisions in
Higher Education Publishing, vol. 208. Stanford Univ Press. (2004); Available from: https://
books.google.com.br/books?hl=pt-BR&lr=&id=BH8dhYHM6CwC&oi=fnd&pg=PR1&
dq=patricia+thornton+2004&ots=TDr7il68o0&sig=g566oPV3hlaU3GV3SE2zT3yjANg

9. Fligstein, N., McAdam, D.: A Theory of Fields. Oxford University Press (2012). https://doi.
org/10.1093/acprof:oso/9780199859948.001.0001

10. Lounsbury,M.,Wang,M.S.: Into the Clearing: Back to the future of constitutive institutional
analysis. Organ. Theory 1(1), 263178771989117 (2020). https://journals.sagepub.com/doi/
full/10.1177/2631787719891173

11. Ocasio, W.: Organizational power and dependence. In: Baum, J.A.C. (ed.) The Blackwell
Companion to Organizations, pp. 363–385. Blackwell Publishing Ltd., Oxford, UK (2017).
https://doi.org/10.1002/9781405164061.ch16

12. Scott, W.R.: Institutional theory: onward and upward. In: Greenwood, R., Oliver, C.,
Lawrence, T., Meyer, R., Scott, W.R. (eds.), The SAGE Handbook of Organizational
Institutionalism, pp. 853–69. SAGE Publications (2018)

13. Lewis, A.C., Cardy, R.L., Huang, L.S.R.: Institutional theory and HRM: a new look. Hum.
Resour. Manag. Rev. 29(3), 316–335 (2019)

14. Tyskbo, D.: Competing institutional logics in talent management: talent identification at the
HQ and a subsidiary. Int. J. Hum .Resour. Manag. 32(10), 2150–2184 (2019). https://www.
tandfonline.com/action/journalInformation?journalCode=rijh20

15. Mees, B., Smith, S.A.: Corporate governance reform in Australia: a new institutional app-
roach. Br. J. Manag. 30(1), 75–89 (2019). https://onlinelibrary.wiley.com/doi/full/10.1111/
1467-8551.12298

16. Chung, C.-N., Luo, X.: Institutional logics or agency costs: The influence of corporate gov-
ernance models on business group restructuring in emerging economies. Organ. Sci. 19(5),
766–784 (2008). https://doi.org/10.1287/orsc.1070.0342. https://www.jstor.org/stable/251
46216?seq=1#metadata_info_tab_contents

17. Milosevic, I., Bass, E.: Legitimizing CSR enactment through institutional logics: a cross-
market comparison. Acad. Manag. Proc. 2020(1), 12901 (2020). https://journals.aom.org/
doi/abs/10.5465/AMBPP.2020.12901abstract

18. Diab, A., Metwally, A.B.M.: Institutional complexity and CSR practices: evidence from a
developing country. J. Account. Emerg. Econ. 10(4), 655–680 (2020)

19. Yan, S., Almandoz, J., Ferraro, F.: The Impact of Logic (In)Compatibility: Green Invest-
ing, State Policy, and Corporate Environmental Performance. Adm. Sci. Q. 66(4), 903–944
(2021). https://journals.sagepub.com/doi/abs/10.1177/00018392211005756

20. Silva, M.E., Figueiredo, M.D.: Sustainability as practice: Reflections on the creation of an
institutional logic. Sustainability 9(10), 1839 (2017); Available from: www.mdpi.com/jou
rnal/sustainability

21. Laasch, O.: Beyond the purely commercial business model: organizational value logics and
the heterogeneity of sustainability business models. Long Range Plann. 51(1), 158–183
(2018)

22. Bae, T.J., Fiet, J.O.: Imprinting perspective on the sustainability of commitments to com-
peting institutional logics of social enterprises. Sustainability 13(4), 2014 (2021). https://
www.mdpi.com/2071-1050/13/4/2014/htm

23. Oborn, E., Pilosof, N.P., Hinings, B., Zimlichman, E.: Institutional logics and innovation in
times of crisis: Telemedicine as digital ‘PPE.’ Inf. Organ. 31(1), 100340 (2021)

https://doi.org/10.4135/9781849200387.n4
https://books.google.com.br/books?hl=pt-BR&amp;lr=&amp;id=BH8dhYHM6CwC&amp;oi=fnd&amp;pg=PR1&amp;dq=patricia+thornton+2004&amp;ots=TDr7il68o0&amp;sig=g566oPV3hlaU3GV3SE2zT3yjANg
https://doi.org/10.1093/acprof:oso/9780199859948.001.0001
https://journals.sagepub.com/doi/full/10.1177/2631787719891173
https://doi.org/10.1002/9781405164061.ch16
https://www.tandfonline.com/action/journalInformation?journalCode=rijh20
https://onlinelibrary.wiley.com/doi/full/10.1111/1467-8551.12298
https://doi.org/10.1287/orsc.1070.0342
https://www.jstor.org/stable/25146216?seq=1#metadata_info_tab_contents
https://journals.aom.org/doi/abs/10.5465/AMBPP.2020.12901abstract
https://journals.sagepub.com/doi/abs/10.1177/00018392211005756
http://www.mdpi.com/journal/sustainability
https://www.mdpi.com/2071-1050/13/4/2014/htm


Change Through the Lenses of Institutional Logics 161

24. Frenken, K., Vaskelainen, T., Fünfschilling, L., Piscicelli, L.: An institutional logics perspec-
tive on the gig economy. In: Maurer, I., Mair, J., Oberg, A. (eds.) Theorizing the Sharing
Economy: Variety and Trajectories of New Forms of Organizing, pp. 83–105. Emerald
Publishing Limited (2020). https://doi.org/10.1108/S0733-558X20200000066005

25. Tilleman, S.G., Russo, M.V., Nelson, A.J.: Institutional logics and technology development:
Evidence from the wind and solar energy industries. Organ Sci. 31(3), 649–670 (2020).
https://pubsonline.informs.org/doi/abs/10.1287/orsc.2019.1320

26. Hinings, B., Gegenhuber, T., Greenwood, R.: Digital innovation and transformation: an
institutional perspective. Inf. Organ. 28(1), 52–61 (2018)

27. Strozzi, F., Colicchia, C., Creazza, A., Noè, C.: Literature review on the ‘smart factory’
concept using bibliometric tools. Int. J. Production Res. 55, 6572–6591 (2017). https://
www.tandfonline.com/doi/abs/10.1080/00207543.2017.1326643

28. Micelotta, E., Lounsbury, M., Greenwood, R.: Pathways of institutional change: an integra-
tive review and research agenda. J. Manage. 43(6), 1885–1910 (2017). https://journals.sag
epub.com/doi/abs/10.1177/0149206317699522

29. Falagas, M.E., Pitsouni, E.I., Malietzis, G.A., Pappas, G.: Comparison of PubMed, scopus,
web of science, and google scholar: strengths andweaknesses. The FASEB J. 22(2), 338–342
(2007). https://pubmed.ncbi.nlm.nih.gov/17884971/

30. Lin, J., Naim, M.M.M., Purvis, L., Gosling, J.: The extension and exploitation of the inven-
tory and order based production control system archetype from 1982 to 2015. Int. J. Prod.
Econ. 194, 135–152 (2017)

31. Zhao, D., Strotmann, A.: Analysis and visualization of citation networks. Synth. Lect. Inf.
Concepts, Retrieval, Serv. 7(1), 1–207 (2015)

32. Denyer, D., Tranfield, D.: Producing a systematic review. In: Buchanan, D.A., Bryman, A.
(eds.), The SAGE Handbook of Organizational Research Methods, pp. 671–689 (2009).
Available from: https://www.mendeley.com/catalogue/0ff0533c-01f2-338e-a1a9-6f60a2
8fa801/?utm_source=desktop&utm_medium=1.19.4&utm_campaign=open_catalog&use
rDocumentId=%7B8b821bd1-4e6e-4cce-8efd-130b29a0bf5b%7D

33. de Nooy, W.: Social network analysis, graph theoretical approaches to. In: Encyclopedia of
Complexity and Systems Science, pp. 8231–8245. Springer, New York, NY (2009). Avail-
able from: https://link.springer.com/referenceworkentry/https://doi.org/10.1007/978-0-387-
30440-3_488

34. Eck, N.J., Waltman, L.: Visualizing bibliometric networks. In: Ding, Y., Rousseau, R., Wol-
fram, D. (eds.) Measuring Scholarly Impact, pp. 285–320. Springer, Cham (2014). https://
doi.org/10.1007/978-3-319-10377-8_13

35. Alford, R.R., Friedland, R.: Powers of Theory. Cambridge University Press (1985). Avail-
able from: https://www.cambridge.org/core/books/powers-of-theory/57349666BDB45B0
F91A1287089133E2A

36. Comerio, N., Strozzi, F.: Tourism and its economic impact: A literature review using biblio-
metric tools. Tour. Econ. 25(1), 109–131 (2019). https://journals.sagepub.com/doi/full/10.
1177/1354816618793762

37. Khitous, F., Strozzi, F., Urbinati, A., Alberti, F.: A systematic literature network analysis
of existing themes and emerging research trends in circular economy. Sustainability 12(4),
1633 (2020). https://www.mdpi.com/2071-1050/12/4/1633/htm

38. Liu, J.S., Lu, L.Y.Y.: An integrated approach for main path analysis: development of the
Hirsch index as an example. J. Am. Soc. Inf. Sci. Technol. 63(3), 528–542 (2012). https://
onlinelibrary.wiley.com/doi/full/10.1002/asi.21692

39. Knoke, D., Yang, S.: Social Network Analysis, vol. 154. 132 p. 2455. SAGE Publica-
tions, Teller Road, Thousand Oaks California 91320 United States of America (2008).
Available from: https://books.google.com/books/about/Social_Network_Analysis.html?id=
buiJi6HtGusC

https://doi.org/10.1108/S0733-558X20200000066005
https://pubsonline.informs.org/doi/abs/10.1287/orsc.2019.1320
https://www.tandfonline.com/doi/abs/10.1080/00207543.2017.1326643
https://journals.sagepub.com/doi/abs/10.1177/0149206317699522
https://pubmed.ncbi.nlm.nih.gov/17884971/
https://www.mendeley.com/catalogue/0ff0533c-01f2-338e-a1a9-6f60a28fa801/?utm_source=desktop&amp;utm_medium=1.19.4&amp;utm_campaign=open_catalog&amp;userDocumentId=%7B8b821bd1-4e6e-4cce-8efd-130b29a0bf5b%7D
https://doi.org/10.1007/978-0-387-30440-3_488
https://doi.org/10.1007/978-3-319-10377-8_13
https://www.cambridge.org/core/books/powers-of-theory/57349666BDB45B0F91A1287089133E2A
https://journals.sagepub.com/doi/full/10.1177/1354816618793762
https://www.mdpi.com/2071-1050/12/4/1633/htm
https://onlinelibrary.wiley.com/doi/full/10.1002/asi.21692
https://books.google.com/books/about/Social_Network_Analysis.html?id=buiJi6HtGusC


162 M. R. Stan and E. A. Minelli

40. Sharma, G., Good, D.: The work of middle managers: sensemaking and sensegiving for
creating positive social change. J. Appl. Behav. Sci. 49(1), 95–122 (2013)

41. Kitchener, M.: Mobilizing the logic of managerialism in professional fields: the case of
academic health centre mergers. Organ. Stud. 23(3), 391–420 (2002). https://journals.sag
epub.com/doi/10.1177/0170840602233004

42. Kyratsis, Y., Atun, R., Phillips, N., Tracey, P., George, G.: Health systems in transition:
professional identity work in the context of shifting institutional logics. Acad. Manag J.
60(2), 610–641 (2017)

43. Reay, T., Goodrick, E., Waldorff, S.B., Casebeer, A.: Getting leopards to change their spots:
Co-creating a new professional role identity. Acad. Manag. J. 60(3), 1043–1070 (2017).
https://journals.aom.org/doi/abs/10.5465/amj.2014.0802

44. Lok, J.: Institutional logics as identity projects. Acad. Manag. J. 53(6), 1305–1335 (2010)
45. Bévort, F., Suddaby, R.: Scripting professional identities: How individuals make sense of

contradictory institutional logics. J. Prof. Organ. 3(1), 17–38 (2016). https://academic.oup.
com/jpo/article/3/1/17/2412495

46. Green, S.E., Babb, M., Alpaslan, C.M.: Institutional field dynamics and the competition
between institutional logics: The role of rhetoric in the evolving control of the modern
corporation. Manag. Commun. Q. 22(1), 40–73 (2008). https://journals.sagepub.com/doi/
10.1177/0893318908318430

47. Brown, A.D., Ainsworth, S., Grant, D.: The rhetoric of institutional change. Organ. Stud.
33(3), 297–321 (2012). https://journals.sagepub.com/doi/10.1177/0170840611435598

48. Ocasio, W., Loewenstein, J., Nigam, A.: How streams of communication reproduce and
change institutional logics: the role of categories. Acad. Manag. Rev. 40(1), 28–48 (2015).
http://dx.doi.org/10.5465/amr.2013.0274

49. Nigam, A., Ocasio, W.: Event attention, environmental sensemaking, and change in insti-
tutional logics: an inductive analysis of the effects of public attention to Clinton’s health
care reform initiative. Organ. Sci. 21(4), 823–841 (2010). https://www.jstor.org/stable/407
92477?seq=1#metadata_info_tab_contents

50. Rao, H., Monin, P., Durand, R.: Institutional change in toque ville: Nouvelle cuisine as an
identity movement in French gastronomy. Am. J. Sociol. 108(4), 795–843 (2003). https://
www.journals.uchicago.edu/doi/abs/10.1086/367917

51. Arjaliès, D.L.: A social movement perspective on finance: how socially responsible invest-
ment mattered. J. Bus. Ethics. 92(1), 57–78 (2010). https://link.springer.com/article/10.
1007/s10551-010-0634-7

52. Herremans, I.M., Herschovis, M.S., Bertels, S.: Leaders and laggards: The influence of
competing logics on corporate environmental action. J. Bus. Ethics. 89(3), 449–472 (2009).
https://www.jstor.org/stable/40295067?seq=1#metadata_info_tab_contents

53. Vican, S., Friedman, A., Andreasen, R.: Metrics money and managerialism faculty experi-
ences of competing logics in higher education. J. High. Educ. 91(1), 139–164 (2019). https://
www.tandfonline.com/doi/abs/10.1080/00221546.2019.1615332

54. Gawer, A., Phillips, N.: Institutional work as logics shift: the case of intel’s transformation
to platform leader. Organ. Stud. 34(8), 1035–1071 (2013). https://journals.sagepub.com/doi/
10.1177/0170840613492071

55. Dahlmann, F., Grosvold, J.: Environmental managers and institutional work: reconciling
tensions of competing institutional logics. Bus. Ethics Q. 27(2), 263–291 (2017). https://
www.cambridge.org/core/journals/business-ethics-quarterly/article/environmental-man
agers-and-institutional-work-reconciling-tensions-of-competing-institutional-logics/E0E
71BD4D56C690FD1C016DAD7E080A4

56. Carter, C., Clegg, S., Wåhlin, N.: When science meets strategic realpolitik: the case of the
Copenhagen UN climate change summit. Crit. Perspect. Account. 22(7), 682–697 (2011)

https://journals.sagepub.com/doi/10.1177/0170840602233004
https://journals.aom.org/doi/abs/10.5465/amj.2014.0802
https://academic.oup.com/jpo/article/3/1/17/2412495
https://journals.sagepub.com/doi/10.1177/0893318908318430
https://journals.sagepub.com/doi/10.1177/0170840611435598
http://dx.doi.org/10.5465/amr.2013.0274
https://www.jstor.org/stable/40792477?seq=1#metadata_info_tab_contents
https://www.journals.uchicago.edu/doi/abs/10.1086/367917
https://springerlink.bibliotecabuap.elogim.com/article/10.1007/s10551-010-0634-7
https://www.jstor.org/stable/40295067?seq=1#metadata_info_tab_contents
https://www.tandfonline.com/doi/abs/10.1080/00221546.2019.1615332
https://journals.sagepub.com/doi/10.1177/0170840613492071
https://www.cambridge.org/core/journals/business-ethics-quarterly/article/environmental-managers-and-institutional-work-reconciling-tensions-of-competing-institutional-logics/E0E71BD4D56C690FD1C016DAD7E080A4


Change Through the Lenses of Institutional Logics 163

57. Ezzamel, M., Robson, K., Stapleton, P.: The logics of budgeting: theorization and practice
variation in the educational field. Acc. Organ. Soc. 37(5), 281–303 (2012)

58. Lander, M.W., Koene, B.A.S., Linssen, S.N.: Committed to professionalism: organizational
responses of mid-tier accounting firms to conflicting institutional logics. Acc. Organ. Soc.
38(2), 130–148 (2013)

59. Guerreiro, M.S., Lima Rodrigues, L., Craig, R.: Institutional theory and IFRS: an agenda
for future research. Rev. Esp. Financ. y Contab. 50(1), 65–88 (2020). https://www.tandfo
nline.com/doi/full/10.1080/02102412.2020.1712877

60. Blaschke, S., Frost, J., Hattke, F.: Towards a micro foundation of leadership, governance,
and management in universities. High. Educ. 68(5), 711–732 (2014). https://www.researchg
ate.net/publication/271921712
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Abstract. In this study, we analyze research collaborations and their character-
istics in the higher education (HE) scientific community in recent years. Specifi-
cally, we focus on the most influential journals in the field according to the Aca-
demic JournalGuide 2021— theAcademy ofManagement Learning&Education,
the British Educational Research Journal, Management Learning, and Studies in
Higher Education—to create our dataset composed of 1,322 articles. Using a
bibliometric analysis technique, we design a comprehensive map of scientific
production and impact in recent years (2016–2021). We study authorship and co-
authorship in the HE field, highlighting the most productive authors and countries
and the collaborations that emerge through network analysis. We also perform
a citation analysis to examine the impact of the field. Finally, we conclude our
discussion with a call for an in-depth study of the most debated and emerging
topics in the field.

Keywords: Higher education · Bibliometric analysis · Scientific community ·
Most productive authors · Citations per country · Topic trend

1 Introduction

Higher education (HE) has always been considered a “major institution of modern soci-
ety” [2, p. 3]. It is a multidisciplinary field, so achieving a comprehensive picture of
its structure is a complex challenge. Nevertheless, the scientific community around HE
is increasing, and interest in the field should be monitored to better understand future
research opportunities and trends.

Attempts to describe the general situation of HE have been made over the last years
by independent institutions, such as the EDUCAUSEHorizon Report in its Teaching and
Learning Edition [10], which highlights the developments in the social, technological,
economic, and political trends related to HE. In particular, it underlines the critical
changes in trends related toHE, such as increased student diversity, the need for changing
degree pathways to accommodate new perceptions of employability, and opportunities
related to online education. All these dynamic elements have brought about fundamental
changes in HE research and, consequently, in the research community.
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Scientific literature made remarkable attempts to map the field of HE education
research. In their recent work, Daenekindt and Huisman [8] analyzed 17,000 articles
publishedbetween1991and2018 to extract all relevant topics discussed in thefield.Their
article, based on 28 journals focused on HE, showed 31 different topics, highlighting
the fragmentation of the field and the constant struggles among topics and themes.
Moreover, they found relative stability of the cluster structure and a decreasing level of
topic diversity.

In 2015, Kuzhabekova et al. [18]mapped the international higher education research.
In particular, they used bibliometric and social network analysis for mapping the publi-
cations on the topic from 2002 to 2011. The articles showed that international collabora-
tion among the authors of the fields was still rare. In particular, the research showed that
international collaborations were more common in developing countries, which were
becoming more relevant in the HE debate (e.g., China and South Africa).

Other publications tried to map the HE research in specific world zones. For exam-
ple, Zavale and Schneijderberg [29] studied the case of African HE research, consid-
ering a significant period, i.e., 1980–2019. They recognized that the discussion on this
specific field is quite new and emerging in the Continent. Other research considered spe-
cific aspects of HE research, such as international students [15], territory [23], graduate
employability, and career development [11].

HE research has grown exponentially in the last twodecades, and this trend continues.
A quick check in the SCOPUS database shows an increasing number of studies dealing
with HE and related subjects. Therefore, the need for a better comprehension of HE
research and the related scientific community needs to be considered a relevant issue.

This study aims to examine themost recent developments in the scientific community
around HE by considering the most productive authors, the impacts of their articles, the
most productive countries, and the collaborations between countries. After a description
of the methodology, this article presents the results of our analysis, which focuses on the
years between 2016 and 2021. Finally, we call for an in-depth examination of the most
relevant and emerging topics identified.

2 Methodology

Given that our objective was to understand the evolution of the HE scientific community
in recent years, we used bibliometric methods to extract and analyze data. In particular,
we utilized Scopus to extract articles concerning HE and related discourses. We used
the Bibliometrix package of R to complete the data analysis [1]. Our research followed
three main steps: (1) extraction of publications, (2) refining of the dataset (e.g., selection
of relevant publications and keyword refinement), and (3) descriptive analysis of several
aspects related to the publications [28].

First, we selected the four most influential academic journals for HE fromAcademic
Journal Guide (AJG) 2021. We focused on the following journals for our research:
the Academy of Management Learning & Education (AMLE), the British Educational
Research Journal (BERJ),Management Learning (ML), and Studies inHigher Education
(SHE).

Second, we used SCOPUS to gather the contributions and create the initial dataset.
We utilized the keyword (higher AND education) and other related concepts, such as
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universit*, academ*, and degree*. Given that we aimed to understand the most recent
changes in the HE scientific community, we limited our results to the last five years
(from 2016 to the first two months of 2021). After that, we limited our results to the four
mentioned journals. We eliminated false positives using the methodology suggested by
Keupp et al. [16] and Denyer and Neely [9]. At the end of this phase, a total of 1,322
articles were considered relevant for the analysis.

Finally, we extracted those keywords withmore than one occurrence, andwe homog-
enized all concepts that had the same meaning. In this process, we worked on 840 key-
words, obtaining and refining them and then reducing the sample to around 750. The
table with the conversion results is available upon request. Finally, the dataset was ready
for analysis.

3 Dataset Analysis

Table 1 shows the primary information of the datasetwe analyzed. The extraction resulted
in 1,322 articles from four journals. The time span of the articles was from 2016 to the
first two months of 2021. The average number of years since publication was 2.52,
and the documents had an average number of citations of 7.6. The average number of
citations per year per document was 1.838.

Table 1. Main information of the dataset

Data Value

Time span 2016–2021

Journals AMLE; BERJ; ML; SHE

Number of papers 1,322

Average number of years since publication 2.52

Average number of citations per document 7.6

Average number of citations per year per document 1.838

References 67,692

Author’s keywords 3,787

Authors 3,186

Author appearances 3,567

Authors of single-authored documents 269

Authors of multi-authored documents 2,917

Single-authored documents 290

Documents per author 0.415

Authors per document 2.41

Co-authors per document 2.7

Collaboration index 2.83
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The articles had more than 67,000 references, 3,787 keywords, and 3,186 authors.
In particular, there were 269 authors of single-authored documents, 290 single-authored
documents and 2,917 authors of multi-authored documents.

The average number of documents per author was 0.415, and the average number
of authors per document was 2.41. The average number of co-authors per document
was 2.7, and the collaboration index (i.e., the ratio between the number of authors of
multi-authored documents and the number of multi-authored documents) was 2.83.

In the following sub-sections, we analyze publication activities in terms of author
and then country. Next, we describe the impact of the contributions based on the citation
analysis.

3.1 Most Productive Authors

The total number of authors was 3,185. All authors contributed to HE research, with one
to seven publications for each author. In particular, one author published seven contribu-
tions, three authors published six contributions, four authors publishedfive contributions,
14 authors published four contributions, 41 authors published three contributions, 221
authors published two contributions, and 2,901 authors published one contribution. In
Fig. 1, we show the most prolific authors for the field during the period studied.

Fig. 1. Most prolific authors in the HE field (2016–2021)

Jeroen Huisman, from Belgium, is the most prolific author. He published seven
multi-authored contributions during the period examined. Specifically, he contributed
three studies in 2016 and four studies in 2019. The most cited paper among the first
group of publications had 31 citations and focused on international branch campuses in
Malaysia and Singapore [21]. The most cited paper in the second group of publications
had 15 citations and focused on issues related to performance management and burnout
[3], as well as on UK universities’ mission statements [20].

Three authors published six contributions. Hugo Horta, from Hong Kong, published
one multi-authored article per year except for 2019, when he published two multi-
authored contributions. He studied the HE community by exploring research agendas
[14], career performance [13], and collaborations outside academia [4]. His most cited
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paper was Kim et al. [17], which focused on cohesion and integration in the HE research
community in Hong Kong, Japan, China, and Malaysia, with a total of 17 citations.

Richard Watermeyer, from the UK, published six contributions in SHE, two single
authored and fourmulti-authored. His research interests aremarketization [7], evaluation
of research (e.g., [24]), and new public management (e.g., [26]). Watermeyer [25] was
his most cited paper, with 75 citations.

Christopher Hill, from Dubai, also published his six multi-authored contributions in
SHE. His research interests are employability (e.g., [6]) and internationalization [12].
His most cited paper was Cheong et al. [5], which focused on the employability of
Malaysian graduates, with 23 citations.

Finally, three authors published five contributions during the period analyzed.
Damtew Teferra, from South Africa, published two single-authored and three multi-
authored contributions. His research area was the study of early academic careers. His
most cited paper was Teferra [22], with six citations, which focused on the teaching
praxis of early academics in Africa. Naomi E. Winstone, from the UK, contributed to
the field with five multi-authored documents. Her main area of study is assessment and
feedback seeking, as well as recipience. One of her articles that focused on these themes
had 89 citations [27]. KathleenM. Quinlan, from the UK, published two single-authored
and threemulti-authored documents. Hermost cited paper focused on developing student
character through disciplinary curricula, with 11 citations [19].

In the next section, we explore scientific production at the country level.

3.2 Most Productive Countries

Figure 2 shows the most productive countries, arranged according to the number of
papers they published during the period considered. In particular, the graph depicts the
countries that contribute to the field with at least 20 publications. The graph shows, in
blue, the number of contributions in which all authors share the same affiliation (single
country paper [SCP]), and, in red, the number of papers in which the corresponding
author’s affiliation is the country considered, whereas the affiliation of the other authors
is a different country (multiple country paper [MCP]).

The UK was the most productive country, with 319 papers divided into 265 SCPs
and 54 MCPs. Australia followed the UK, with 125 papers divided into 108 SCPs and
17 MCPs. Therefore, the difference between the first and second countries in the dataset
was 194 papers—157 SCPs, and 37 MCPs. The UK overcame Australia by 155.52%.

The US published 72 SCPs and 15 MCPs for a total of 87 contributions. Spain
published 34 SCPs and 7 MCPs, for a total of 41 publications. Finland published 24
SCPs but no MCP. China published 24 SCPs and 20 MCPs. South Africa published
22 SCPs and 2 MCPs. Sweden and Germany contributed 21 SCPs each, but Sweden
published 4 MCPs, and Germany published 9 MCPs. The Netherlands published 23
papers divided into 18 SCPs and 5 MCPs. Portugal contributed 22 publications—12
SCPs and 10 MCPs. Canada and Italy published 21 papers each. In particular, Italy
contributed 16 SCPs and 5 MCPs, whereas Canada contributed 20 SCPs and 1 MCP.
Finally, Ireland and Hong Kong published 20 contributions each. Ireland contributed 12
SCPs and 8 MCPs, whereas Hong Kong contributed 15 SCPs and 5 MCPs.
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Fig. 2. Most productive countries. SCP: single country paper. MCP: multiple country paper.

Fig. 3. Most collaborative countries. MCP_Ratio: multiple country papers divided by the sum of
papers published by the country. SCP_Ratio: single country papers divided by the sum of papers
published by the country.

Figure 3 shows the most productive countries arranged by the MCP ratio, which
is the sum of MCPs divided by the sum of papers published by the country. The most
collaborative countries were China and Portugal, with a 45.45% MCP ratio. Germany
followed at 30%. Hong Kong, Italy, and the Netherlands all had ratios greater than 20%
(i.e., 25%, 23.81%, and 21.74%, respectively). Between 10% and 20%, we find the US
(17.24%), Spain (17.07%), the UK (16.93%), Sweden (16%), and Australia (13.60%).
Finally, SouthAfrica registered a ratio of 8.33%,whileCanada registered 4.76%. Finland
did not show any collaboration.

Figure 4 shows the country collaboration map built through the connections between
the countries of affiliation of the papers’ corresponding authors. The map shows that
Anglo-Saxon countries guided scientific production in HE. In particular, the most signif-
icant number of collaborations was between the UK’s corresponding authors and those
in Australia (23), followed by the UK’s corresponding authors and those in other coun-
tries. In particular, we identified 10 connections between the UK and the US and eight
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connections between the UK and France, Germany, Ireland, Italy, and Spain. Moreover,
the UK’s corresponding authors showed seven collaborations with those in China, six
with Norway, and five with the Netherlands, New Zealand, and Sweden. Finally, the
UK’s authors collaborated with those in 33 other countries. Australian corresponding
authors collaborated with those in the US (7), Germany and New Zealand (3), Denmark,
France, and Turkey (2), and nine other countries. The most significant number of US
collaborations was with France (6), followed by collaborations with Germany and New
Zealand (4), Chile and Korea (2), and 16 other countries.

Fig. 4. Country collaboration map

We also identified other relevant collaborations of China, the Netherlands, Spain,
Canada, and Germany. China’s corresponding authors showed collaborations with those
in the US (8), Hong Kong and Spain (5), Australia (4), Japan (2), and 10 other coun-
tries. Dutch corresponding authors collaborated mainly with those from Germany (8),
followed by those from Belgium (5), Norway (3), and four other countries. Spanish
corresponding authors had collaborations with those in Portugal (4), Chile and the US
(3), Brazil (2), and seven other countries. Canadian corresponding authors had collabo-
rations with US authors (8), German authors (2), and authors from five other countries.
Finally, German corresponding authors collaboratedwith those fromBelgian, Irish, New
Zealand, and Norway (2), as well as with authors from seven other countries.

In the following section, we explore the impact of HE scientific production in terms
of the total and average number of citations.

3.3 Citation Analysis

In Table 2, we show the total number of articles per year and the average total number of
citations per article and per year. The most productive year was 2020, with 390 articles.
In 2019, there were 308 contributions. In previous years, the number of publications was
less than 200 per year. Articles published in 2017 had the highest average total number of
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citations per article and per year at 15.53 and 3.88, respectively. The year 2016 followed,
with an average total number of citations per article of 15.01, followed by the year 2018
at 3.34.

Table 2. Total number of citations per article and per year

Year Number of
articles

Average
total number of citations
per article

Average
total number of citations
per year

2016 189 15.01 3.00

2017 198 15.53 3.88

2018 196 10.03 3.34

2019 308 4.83 2.42

2020 390 1.68 1.68

2021 41 0.68 –

The trend of article publication per year was relatively stable in 2016, 2017, and
2018, during which the data registered the values of 189, 198, and 196, respectively.
After that, the number of published articles increased over time. In 2019 and 2020, 308
and 390 articles, respectively, were published in the HE field, which is in line with our
initial discussion of the increased productivity and interest in HE scientific research.
Observing the publication trends in the following years will be interesting to understand
the future of the field.

The average number of citations per article decreased over time. This trend was due
to the increase in the number of years that passed from publication to the time of data
extraction. Nevertheless, the trend was stable in 2017 and 2018. This observation led
us to conclude that observing the number of citations per article in the following years
could be beneficial in understanding the future impact of the field. While the number of
articles may be increasing, the stability of citations can be an indicator of the stability of
the general impact of the field. An increasing number of authors interested in the field
does not necessarily mean an increase in scientific communities’ interest in HE.

The average total number of citations per year did not show a stable trend. In par-
ticular, it started at 3.00 in 2016, registered a peak in 2017 (3.88), and then decreased
over time. Nevertheless, the total number of articles in the dataset was 1,322. There-
fore, a difference of 0.88 between 2016 and 2017 seemed particularly significant. In this
sense, observing the trend of these data in the following years should lead to stronger
conclusions about the general impact of scientific research in the field of HE.

The UK, which had themost significant number of published papers, had the greatest
total number of citations (Fig. 5). This finding was not unexpected, given the difference
in the total number of published articles between the UK and the other countries. Never-
theless, there was a considerable difference between the second country, Australia, and
the following countries in terms of the total number of citations (e.g., US, Portugal, and
Spain).
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Fig. 5. Total number of citations per country

Comparing the total number of published articles and the total number of citations
per country was interesting. The UK, Australia, and the US were in the top ranks in
terms of the number of published articles and citations. China was ranked third in the
number of published articles, but it was ranked seventh in citations per country. Portugal
had a peculiar condition. It ranked 11th in the total number of published papers, but it
ranked fourth in the number of citations per country. Therefore, Portugal’s impact on
HE should be observed in the following years. Finland had a similar condition. It was
ranked ninth in the number of publications, but it was at the same time ranked sixth in
the number of citations.

There were different situations for other countries, such as Sweden and Italy. Sweden
was ranked seventh in the number of publications, but it was ranked 18th in the number
of citations. Italy was ranked 12th in the number of publications, but it was not on the list
of countries with more than 100 citations. A similar condition was observed for South
Africa and Hong Kong.

Figure 6 shows the countries’ average number of article citations. The graph displays
a consistent picture of the average number of citations in the HE field. Singapore had
the most significant average number of article citations (25.75), but it had only 103 total
number of citations. Malaysia and Denmark had similar conditions. Malaysia had 136
total number of citations, while it ranked second in the average number of article citations
at 12.36. Denmark had 108 total number of citations, while it ranked third in the average
number of article citations at 12.00. Portugal had a high impact, with 249 total number
of citations and an average at 11.32. Moreover, Portugal had the same average number
of article citations as Australia, one of the most productive countries in the HE field.

4 Discussion and Implications for Future Research

In this article, we used bibliometric analysis to understand developments in the HE
research community in recent years (2016–2021). In particular,we analyzed the scientific
papers published in the most influential journals of education listed in AJG 2021. We
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Fig. 6. Average number of article citations

performed an analysis of the most productive authors and countries. Furthermore, we
analyzed the impact of HE research through citation analysis.

The most productive authors have common research interests. Their papers focus
on academic careers, performance management in academia, research evaluation, new
public management, and internationalization. Moreover, interest in students’ employa-
bility has increased over time. The most productive countries in terms of publications
are the UK, Australia, and the US, but they are not the most collaborative countries.
China, Portugal, and Germany top the list in terms of collaboration.

Citation analysis shows a stable interest in the field. Considering an in-depth analysis
of the indicators of citation in the future is an excellent opportunity to improve research
on HE status.

Figure 7 shows the trend of significant topics, which was computed using the most
recurrent keywords in the database. From 2016 to 2018, we observed a stable interest in
academic achievement, both in terms of results and collaboration. From 2017 to 2019,
the data show an increasing interest in internationalization, both in general terms and
among international students. From 2018 to 2020, the graph shows a stable interest in
management education and related content, such as business schools and entrepreneur-
ship education. Finally, topics such as socioeconomic status, identity, gender differences,
and cultural capital also consistently drew attention.

A relevant implication of our work is underlining how collaboration plays a critical
role in defining the dynamics of the scientific community. There is an apparent dis-
crepancy between the exponential growth in the number of articles in the field and their
impact on citations, which seems relatively stable. Collaboration could provide an incen-
tive for the development of HE impacts. For this reason, this study highlights the need
to guarantee a more significant number of collaborations between different countries in
order to increase the scientific impact of the discipline.

Furthermore, the highlymultidisciplinary nature ofHE implies the need to integrate a
focus on article content. Although many attempts were developed to map the field from
the side of topics and themes development (e.g., [8]), more space should be devoted
to the recent evolution of the scientific debate. Therefore, we recommend that future
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Fig. 7. Trend of major topics

research be performed using mixed methods, enriching the quantitative aspects of the
conclusions.

The HE research community reveals increasing dynamism over time. Its multidisci-
plinary characteristics have led the field to attract an increasing number of researchers.
Moreover, the numerous topics debated have allowed the field to achieve an in-depth
exploration of a wide range of subjects. The changing external environment contributes
to the field’s development, but researchers’ essential topics do not seem to follow major
external trends, such as technology. The replication of our study could guarantee an
increasingly clear view of the status of HE research. Finally, further in-depth analyses
of emerging or declining themes in the field could integrate our research.
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S., Drăgoicea, M., Cavallari, M. (eds.) IESS 2017. LNBIP, vol. 279, pp. 3–11. Springer, Cham
(2017). https://doi.org/10.1007/978-3-319-56925-3_1

29. Zavale, N.C., Schneijderberg, C.: Mapping the field of research on African higher education:
a review of 6483 publications from 1980 to 2019. High. Educ. 83(1), 199–233 (2020). https://
doi.org/10.1007/s10734-020-00649-5

https://doi.org/10.1080/03075079.2015.1034261
https://doi.org/10.1080/03075079.2015.1130032
https://doi.org/10.1007/978-3-319-56925-3_1
https://doi.org/10.1007/s10734-020-00649-5


The Evolution of Hybrid Organisations’
Research: A Bibliometric Analysis

Asad Mehmood1,2(B) , Stefano Za1 , and Francesco De Luca1

1 Department of Management and Business Administration, University “G. d’Annunzio” of
Chieti-Pescara, Viale Pindaro 42, 65127 Pescara, Italy

{asad.mehmood,stefano.za,francesco.deluca}@unich.it
2 Department of Accounting, Finance and Economics, Lincoln International Business School,

University of Lincoln, Brayford Pool, Lincoln LN6 7TS, UK

Abstract. Hybrid organisations have become important due to their growing pop-
ularity based on their different and flexible forms and suitability for all the stake-
holders. We investigate the evolutionary trend of the research on hybrid organi-
sations discourse. For this purpose, we analyse a dataset composed of 471 papers
selected from the Scopus platform. Adopting a bibliometric analysis approach,
we perform descriptive and topic analyses. The results of the descriptive analy-
sis show the growing interest of researchers on this specific topic, specifically in
recent years. The topic analysis presents the main topics studied by the authors
in our dataset. We find that hybrid organisations topic has been linked with dif-
ferent themes and issues, including social enterprises, institutional logics, social
entrepreneurship, governance, sustainability, non-profit organisations and benefit
corporation.

Keywords: Hybrid organisations · Social entrepreneurship · Bibliometric
analysis · Topic mapping

1 Introduction

In the current era, firms are breaking stereotypes by focusing on a single aspect because
it has become essential for them to stay alive in the market. Therefore, there has been a
blurring of boundaries for both for-profit and non-profit firms in recent times between
financial and social goals [1–3]. This phenomenon fosters the hybridisation of those
organisations. Hybrid organisations are based on different elements, processes, logics,
and forms of two or more categories such as public, private, or non-profit [4–6] and
are characterised as an organisation with a variety of values. It is argued that hybrid
organisations combine the public sector with the private sector, third sector or both [7].
For instance, examples of hybrid organisations are partnerships between private and
public firms and contracting out [4, 8].

Unlike only for-profit organisations that focus on values concerned with the efficient
and profitable production of goods or services, hybrid organisations provide also care to
the community by breaking the traditional focus of profit generation only [9]. Based on
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the literature, a hybrid organisation can be defined as a type of organisation that is based
on at least two distinct sectors (public, private or non-profit), logics (social, market or
business) and value systems (social impact or profit generation) [4, 10].

The trend of hybrid organisations is increasing probably due to the growing and
evolving expectations of different stakeholders related to different values. In a way to
address these growing expectations, companies are called to deal with multiple val-
ues. Examples could be the need for companies to adopt sustainable behaviour and the
necessity to meet UN SDGs (United Nations Sustainable Development Goals).

In the earlier literature, social enterprises, discussed mainly in organisation studies
[11], are the most studied and representative category of hybrid organisations [1, 4, 12].
Moreover, non-profit organisations could be seen as a hybrid organisation when they
become business-like, studied mainly in management and organisation studies [13].

So far, scholars from critical accounting and interdisciplinary fields have scantly
focused on the relationships about how the goals of hybrid organisations are affected
by the different actors and their individual values and what role they play in developing
management accounting practices [14]. Nonetheless, in the literature, there is limited
research on the role of different actors in hybrid organisations in designing and imple-
menting accounting and accountability practices [15, 16]. Hence, future studies can be
conducted inside the hybrid organisations [17] to seek further thorough insights about
internal operational and accounting practices (e.g. [18–20]) instead to perform external
examinations or interpreting some official documents [21].

So in away to better address the investigation about the drivers, hurdles, and pressures
in diverse hybrid organisations for creating value and the accounting implications, as
well as to explore the role of different actors and accounting practices for measuring
and disclosing multiple values created by hybrid organisations [13], we believe that a
detailed picture of all the studies already done through a systematic literature review is
necessarily preparatory.

In past and recent literature, researchers have performed systematic literature reviews
(SLRs) on hybrid organisations such as non-profit organisations becoming business-like
[13] and the role of performance measurement systems in social enterprises to manage
multiple logics [22]. Similarly, in the recent literature, the SLR is conducted on the
relationship between multinational corporations and the concept of corporate social
innovation to investigate how the concept of corporate social innovation has evolved
[23]. Further, the SLR is performed on social entrepreneurship organisations [24] and
social entrepreneurship and social innovation in the third sector [25].

The earlier SLRs conducted are based on specific phenomena. They do not provide
the evolutionary trend on hybrid organisations as a general, even though an SLR [13]
is based on the time period from 1972 to 2014. However, their focus was to confront
the challenges in studying the field of non-profit organisations becoming business-like.
Therefore, the earlier literature lacks the examination of the emergence of hybrid organi-
sations topic. Nevertheless, the topic of hybrid organisations has recently received much
attention from researchers due to the growing trend of hybrid organisations. There has
been a tremendous increase in studies on hybrid organisations in recent years. Specif-
ically, we have the majority of the studies on hybrid organisations in the last decade.
Therefore, a thorough examination of previous studies on hybrid organisations topic is
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necessary to highlight the most prevailing and significant topics that have been studied
concerning hybrid organisations topic.Mainly, it is essential to assess the trend of studies
on hybrid organisations from the start to the present. Therefore, based on these research
gaps, we aim to conduct a bibliometric analysis on the topic of hybrid organisations and
to explore its evolutionary trend. According to our best of knowledge, this is the first
study that performs bibliometric analysis to examine the emergence of hybrid organisa-
tions. Further, we aim to describe the main phenomena in this field of study to provide
a fruitful research agenda.

The results based on descriptive analysis show the growing interest of researchers
on the hybrid organisations topic, and interestingly the trend is further increasing in the
present. The topic analysis is based on the trend of the top 34 used keywords and co-
occurrences of the authors’ keywords. This analysis presents that hybrid organisations
topic has been linked with different themes and related challenges. Specifically, the
main studied topics are social enterprises, institutional logics, social entrepreneurship,
governance, sustainability, non-profit organisations and benefit corporation.

The remainder of the paper is structured as follows. Section 2 discusses the research
method and Sect. 3 presents the descriptive bibliometric analysis. Section 4 discusses
the main topics investigated in the dataset. Lastly, Sect. 5 presents the conclusion.

2 Research Method

We applied a bibliometric method to examine the evolutionary research trend of hybrid
organisations topic [26, 27]. The bibliometric analysis describes, evaluates and monitors
published research using the quantitative approach. This technique is potential enough
to introduce a systematic, transparent, and reproducible review process and, therefore,
improves the review quality [28, 29]. This method is advantageous as it has no subjective
bias and provides aid in reviewing literature even before the formal analysis by indi-
cating the influential studies and mapping the research field [30, 31]. The bibliometric
method has two primary uses, including performance analysis and sciencemapping [32].
Performance analysis examines the performance for research and publication of both
institutions and individuals while sciencemapping uncovers the structures and dynamics
of the investigated scientific field [30].

In bibliometric research studies, it is essential to ensure both validity and consistency,
and for this reason, the selection of the literature is considered a crucial factor. For this
purpose, we adopt a procedure of three-step for selecting the literature and analysing
the results as presented in Fig. 1. First, we select the database containing bibliometric
data and then filter the set of core documents. In the second step, after completing the
procedure of dataset identification, we refine the data where we cleaned and standardised
the content of selected fields in the dataset. In the last step, we perform the data analysis,
which comprises two analyses:

1. descriptive analysis,wherewe highlight the indicators of the descriptive performance
of the dataset; and

2. topic analysis, where we provide the conceptual structure of the dataset and explore
major themes based on social network analysis tools.
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We use the R and Bibliometrix package to perform bibliometric analysis [27, 33].

Fig. 1. Research protocol (adapted from [34])

2.1 Data Collection and Refinement

We select the Scopus database to extract the data as this database extensively provides
coverage for peer-reviewed journals [35]. This database is considered one of the most
reliable databases for a similar kind of study, and also it offers data that is valuable
and has a high impact [35]. We collect the data by performing a research query on the
database.

The research query process is established based on the key papers related to hybrid
organisations [36]. We perform a number of iterations to define a research query to
get all the relevant manuscripts related to the research field. The final query we ran was:
(“hybrid organisations”). We run the query on the selected keywords in titles, abstracts
and keywords, and we get a total of 632 contributions.

In the next step, we restrict the search and consider only journal articles published
in English for the time span from 1985 to 2021. We made this choice for quality control
due to the process of peer-review. This filtration resulted in a sample of 494 articles.

We next move toward cleaning the dataset as necessary for data analysis. In the
cleaning phase, first, we went through all the articles to make sure if there is any paper
not related to the topic of hybrid organisations. This step resulted in the exclusion of 23
articles that were out of the topic. Therefore, our final sample is based on 471 articles.
Further, in cleaning the dataset, we also homogenised the keywords appearing in the
research papers by replacing terms indicating a similar concept with a unique word.
For instance, we replaced “Benefit Corporation” and “Benefit Corporations” as “Ben-
efit Corporation”; “Hybrid Organising” and “Hybrid Organizing” as “Hybrid Organ-
ising”; and “Hybrid Organisation”, “Hybrid Organisations”, “Hybrid Organization”,
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“Hybrid Organisations”, “Hybridorganization”, “Hybridorganizational Type” and “Or-
ganizaciones híbridas” as “Hybrid Organisations”. At the end of this step, we reduce the
initial number of authors’ keywords from 1331 to 1238.

3 Descriptive Bibliometric Analysis

3.1 Publication by Year

Figure 2 shows that the research on hybrid organisations dates back to 1985. According
to Fig. 2, the trend of research publications can be divided into three phases over the
years. The first phase ranges from 1985 to 2000, the second phase from 2001 to 2011,
and the third phase from 2012 until 2021. The first phase remains consistent as in the
entire period, only 1 or 2 papers were published each year, andwe have 0 publications for
5 years. It represents that the topic was really new and remained unpopular even though
the time period was extensive. In the second phase, we see a slight increment in the
publications as in this phase, the minimum and maximum number of publications were
1 and 9 for 2003 and 2006, respectively. In this phase, we further identify both increasing
and decreasing trends. Overall, the topic became popular among the researchers in this
phase. The third phase, the most significant one among all phases, shows a remarkable
trend. There was a huge increment in the number of publications where a minimum of
13 articles were published in 2012 while a maximum of 85 articles were published in
the year 2020. It depicts that the topic has received much popularity from 2012, and

Fig. 2. Number of publications year-wise since 1985
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there was unprecedented growth in this phase both in the research publications and the
topic importance. Overall, we can identify an increasing trend in this phase. It implies
that the topic of hybrid organisations has become important for organisations and their
stakeholders worldwide due to its growing trend.

3.2 Citations by Year and Most Cited Papers

In the scientific community, the popularity of any publication and its influence in a
specific field can be identified considering the number of citations it has received, thus
indicating the accurate picture of any published document [37, 38]. In our corpus, the
paper with the most citations is [39] with 1127 citations, followed by [1, 4, 17] and
[40] with 804, 622, 548 and 489 citations. Interestingly, these five papers with the most
citations follow the same order regarding the impact based on the average total citations
per year. It represents that these papers received the most citations, and their impact is
also remarkable.

By examining the papers with the most citations in our dataset, we can identify
that the focus of these studies was based on different themes and challenges related to
hybrid organisations. Some researchers explored how the hybrid nature can be developed
and maintained new forms of hybrid organisations, combining institutional logic in
an unknown way, without the presence of a “ready-to-wear” model that is necessary
to handle the troubles in combining logics process [39]. The authors explored how
competing institutional logics are internally managed by the hybrid organisations [17]
and provided a selective coupling strategy to manage competing institutional logics.

The authors also introduced and developed the notion of hybrid organising, where
an organisation combines multiple organisational forms based on activities, structures,
processes and meanings [1]. They provided that a social enterprise is an ideal form
of hybrid organisation [1, 4]. Some authors’ focused on examining the critical gover-
nance challenges social enterprises face, known as hybrid organisations [41]. These chal-
lenges include accountability of the objective for dual performance and accountability
to multiple key stakeholders to avoid drifting of a mission and maintain hybridity.

The authors performed a systematic analysis to categorise forms of tensions that
occur between social missions and financial missions in the social enterprises and then
emphasised the prevalence and variety of these tensions [42]. They also explored how
four distinct organisational theories offer insight into these tensions [42]. Some authors
examined which factors of hybrid organisations affect their social performance by study-
ing work integration social enterprises (WISEs) [43]. They provide the effective usage
of spaces of negotiation between the groups for social and economic activities in hybrid
organisations to maintain tension with productive attributes [43].

[40] developed a process model to navigate paradoxes of performing [44] for hybrid
organisations specifically for change and innovation. [45] provided the understanding of
organisations with hybrid forms by analysing the recent development. Authors also con-
sidered state-owned enterprises as hybrid organisations [46]. They provided the ground-
work based on studying state-owned enterprises for management scholars to understand
these organisations in the future better [46]. Authors also performed SLR on hybrid
organisations such as non-profit organisations becoming business-like [13], where they
mapped the field and provided suggestions for further research.
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Figure 3 displays the number of citations year-wise with the minimum, maximum
and average number of total citations. This analysis helps understand the impact of the
manuscripts published in a particular year as it presents in which years the average is
representative and/or distorted. The accurate representation of average means that all
the papers published in a specific year received almost the same number of citations.
Therefore, it represents the greatest impact of published articles. On the contrary, the
distortion of average means that a single manuscript has several citations combined with
other papers having few citations. For instance, in our dataset, the years 2010, 2013 and
2014 represent the distortion. In these three years, we have a paper with most citations
and other documents with low citations for each year. Therefore, the average number
of citations are low. In contrast, the year 2004 represents publications with the most
significant impact concerning the average number of citations.

Fig. 3. The average number of citations of papers published year-wise

3.3 Most Productive Authors

Figure 4 shows the production of 23 out of 973 authors’ year-wise based on at least two
papers in the dataset. The dot size represents the number of documents, whereas the
colour intensity shows the total citations year-wise. Figure 4 displays that Battilana J.,
Grossi G. and Haigh N. have the most contributions in terms of the number of published
articles. Interestingly, each author has published 6 papers from 2010 to 2021. The second
most contribution in terms of the number of published articles in the field of hybrid
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organisations is made by Lee M., Mcmullen J.S., Schröer A. and Vakkuri J. as each
author has four contributions. However, the authors with higher impact are Battilana J.,
Lee M., Doherty B. and Pache A.-C. Another aspect we can identify from this analysis,
as explained previously, is that the research on hybrid organisations topic has grown
from 2012 and in recent times, there has been remarkable growth.

Fig. 4. Most productive authors

3.4 Journals’ Publishing Activity

Several scholars have conducted research on hybrid organisations topic and have suc-
cessfully published them in numerous journals. In Table 1, we present the 21 out of
261 sources with the most number of publications by a journal by considering that
each journal has at least five publications. We further provide metrics of each journal
for measuring the impact and productivity of any published document, including the
h-index, g-index and m-index. The h-index allows measurement of both the impact and
productivity of any publication by the researcher. In actuality, the g-index and m-index
are versions of the h-index where the g-index provides the information of papers having
more citations in a dataset. The g-index is always equal to or more than the h-index. In
contrast, the m-index presents the h-index year-wise since the first published work. We
further provide total citations and the first publication year of each journal.

We also provide the ranking of each journal based on the Academic Journal Guide
(AJG 2018, https://www.charteredabs.org), which is published by CABS (Chartered

https://www.charteredabs.org
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Association of Business Schools). The reason for providing ranking details is that it
allows for the information regarding their general recognition in the field of business
based on both impact and citations. Further, we also include journals respective fields
according to AJG.

Table 1 shows that the most productive journal is Voluntas, with 19 out of 471
publications, followed by Sustainability (Switzerland) with 16 publications. The other
journals that appear at the top of the tablewith respect tomost publications are the Journal
of Business Ethics andAccounting, Auditing andAccountability Journal, with 12 and 11
publications. However, if we consider journal rankings as per AJG-2018, the top journals
appear at the bottom of the table due to fewer publications. For instance, Organization
Science and Academy of Management Journal are top-ranked journals as 4* each has 5
publications. It depicts the importance of hybrid organisations aswe identify publications
in top journals. Further, if we consider the field of journals, it appears that the papers
on hybrid organisations are published in a range of fields, showing the importance of
the topic. Interestingly, the hybrid organisations topic is still growing as the significant
growth started in 2012. In this short period, several journals based on different fields
have considered this topic due to its relevance in today’s world.

In terms of total citations, according to Table 1, theAcademy ofManagement Journal
has the most number of total citations, with 2775 citations, and the rest of the journals
are too far. Further, the California Management Review is the journal with the second
most total citations, with 417 citations. Voluntas also appears on the top if we consider
metrics including the h-index and g-index as both indexes are high, which shows higher
productivity and impact and papers withmost citations. However, in the case of m-index,
California Management Review and Journal of Business Research have high m-index.
The Academy of Management Journal has higher total citations. However, its metrics
are not high due to the fewer publications as it has five publications. On the other hand,
Voluntas has higher productivity having high metrics.

Table 1. Most recurring journals, their metrics, total citations, ranking and field.

Journal title h-index g-index m-index TC No.
of
pub.

PY
start

AJG-field AJG
2018

1 Voluntas 8 16 0.50 285 19 2006 SECTOR 2

2 Sustainability
(Switzerland)

4 6 0.67 52 16 2016 – –

3 Journal of
Business Ethics

6 10 0.50 106 12 2010 ETHICS-CSR-MAN 3

4 Accounting,
Auditing and
Accountability
Journal

5 9 0.56 95 11 2013 ACCOUNT 3

(continued)
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Table 1. (continued)

Journal title h-index g-index m-index TC No.
of
pub.

PY
start

AJG-field AJG
2018

5 California
Management
Review

7 8 1.00 417 8 2015 ETHICS-CSR-MAN 3

6 Journal of Social
Entrepreneurship

3 5 0.50 34 8 2016 ENT-SBM 2

7 Journal of
Management
Studies

6 7 0.25 347 7 1998 ETHICS-CSR-MAN 4

8 Nonprofit and
Voluntary Sector
Quarterly

4 7 0.57 301 7 2015 SECTOR 3

9 Organisation
Studies

5 7 0.23 236 7 2000 ORG STUD 4

10 Public
Management
Review

3 7 0.14 66 7 2001 PUB SEC 3

11 Housing Studies 4 6 0.40 154 6 2012 – –

12 Journal of
Cleaner
Production

4 6 0.67 60 6 2016 SECTOR 2

13 Public
Administration

4 6 0.20 45 6 2002 PUB SEC 4

14 Academy of
Management
Journal

5 5 0.42 2775 5 2010 ETHICS-CSR-MAN 4*

15 International
Review of Public
Administration

2 2 0.29 7 5 2015 – –

16 International
Studies of
Management and
Organization

2 4 0.29 20 5 2015 ETHICS-CSR-MAN 2

17 Journal of
Business
Research

2 3 1.00 11 5 2020 ETHICS-CSR-MAN 3

18 Journal of
Business
Venturing

3 5 0.75 88 5 2018 ENT-SBM 4

19 Organization
Science

3 5 0.50 50 5 2016 ORG STUD 4*

20 Public Money
and Management

4 5 0.80 38 5 2017 PUB SEC 2

21 Strategic Change 1 1 0.20 3 5 2017 – –

Notes: h, g, and m-index are metrics for research impact, TC is total citations, No. is number, Pub.
is publications, PY is publication year, and - indicates that the journal is not in the AJG
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3.5 Publishing Activity by Country

The research on hybrid organisations is not limited to only one region or a specific
region of the world, as this topic has been studied worldwide. Table 2 shows the list of
38 countries based on the affiliation of 973 authors’ in the dataset. This analysis shows
each country’s output concerning the topic and respective citations.

Table 2 displays different aspects with respect to each country. In the first instance,
the volume of the total articles. Second, the Single Country Publication (SCP) indicates
authors belong to the same county. Third, theMultipleCountry Publication (MCP) shows
authors belong to different countries. The articles based on the authors from multiple
countries are related to the corresponding author country. Fourth, the total citations
received and fifth, average article citations.

Table 2 indicates that most publications are from the USA with 61 papers, followed
by the UK with 44 articles. The publications from countries including Germany, Italy,
and the Netherlands are few compared to the USA and UK. However, all three countries
have the same number of publications, each with 21 publications.

The analysis further indicates that the USA is also leading the chart in terms of
collaborations. It has 16 MCP, followed by the UK with 13 MCP, Denmark with 6 MCP,
and Italy with 5MCP. Overall, the analysis represents that the most productive countries
are also the most collaborative ones. 13 out of 38 countries have only SCP publications,
whereas New Zealand has only MCP publications.

The analyses of total citations and average article citations provide valuable insights
to get an accurate picture of the publications concerning the impact and the influence.
The analysis indicates that the USA is the most productive country with more citations.
However, in terms of average article citations, Austria, France, the UK, Germany, and
Costa Rica have the higher number of average article citations.

Table 2. Most productive countries, total citations and average article citation per country

Country Articles SCP MCP TC AAC

1 USA 61 45 16 1285 21.07

2 United Kingdom 44 31 13 1092 24.82

3 Germany 21 18 3 508 24.19

4 Italy 21 16 5 195 9.29

5 Netherlands 21 19 2 421 20.05

6 Sweden 20 19 1 228 11.40

7 Finland 13 11 2 60 4.62

8 Australia 12 8 4 147 12.25

9 France 10 8 2 652 65.20

10 Norway 10 7 3 85 8.50

(continued)
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Table 2. (continued)

Country Articles SCP MCP TC AAC

11 Belgium 9 6 3 81 9.00

12 Canada 9 7 2 63 7.00

13 Denmark 9 3 6 65 7.22

14 China 8 4 4 50 6.25

15 Spain 7 4 3 96 13.71

16 Switzerland 7 4 3 24 3.43

17 South Africa 6 3 3 12 2.00

18 India 5 4 1 2 0.40

19 Israel 5 5 0 39 7.80

20 Portugal 5 4 1 81 16.20

21 Brazil 4 2 2 31 7.75

22 Austria 3 2 1 235 78.33

23 Korea 3 3 0 8 2.67

24 Costa Rica 2 1 1 44 22.00

25 Hong Kong 2 1 1 23 11.50

26 Ireland 2 2 0 31 15.50

27 Japan 2 2 0 0 0.00

28 Malaysia 2 2 0 18 9.00

29 New Zealand 2 0 2 0 0.00

30 Poland 2 2 0 22 11.00

31 Thailand 2 1 1 1 0.50

32 Chile 1 1 0 12 12.00

33 Egypt 1 1 0 3 3.00

34 Iran 1 1 0 3 3.00

35 Pakistan 1 1 0 6 6.00

36 Romania 1 1 0 0 0.00

37 Singapore 1 1 0 4 4.00

38 Slovakia 1 1 0 0 0.00

Notes: SCP is Single Country Publication, MCP is Multiple Country Publication, TC is Total
Citations, and AAC is Average Article Citations.
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4 Exploring the Main Topics Investigated in the Dataset

We examined the authors’ keywords with the most frequent usage to identify the most
important topic discussed in the corpus. The keywords analysis sheds light on both the
content and major concerns on hybrid organisations topic that have been addressed in
471 articles of our dataset. We provide topic analysis on hybrid organisations is based
on the following two steps:

3. the trend of the most used keywords (top 34); and
4. co-occurrences of the authors’ keywords

4.1 Top 34 Most Used Keywords

This analysis presents the most used keywords the authors’ defined in their respective
papers on hybrid organisations with at least 6 occurrences. According to Fig. 5, the most
recurred keyword is hybrid organisationswith 229 occurrences, followed by social enter-
prises with 81, institutional logics with 44, social entrepreneurship with 39, governance
with 21, and hybridity with 21 occurrences.

Fig. 5. The main thirty-four keywords used in the dataset over the years

The other most frequent keywords are sustainability, accountability, and corpo-
rate social responsibility, with 17, 12, and 11 occurrences. The keywords including
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entrepreneurship, innovation, institutional theory, organisational identity, social innova-
tion, and the third sector have the same number of occurrences as each has 10 occur-
rences. Business models, organisational theory, paradox, public private partnerships
keywords also have the same number of occurrences, each with 9 occurrences. The
keywords of corporate governance, hybridisation, institutional complexity, and sustain-
able development recurred 8 times. The keywords with 7 or lower occurrences include
case study, non-profit organisations, performance, tensions, business model innovation,
China, collaboration, cooperative, hybrid, social business and stakeholders.

We further identify irregularity in the appearance of the top 34 keywords except for
the hybrid organisations as it has been recurring almost regularly since 2000. Interest-
ingly its intensity has been increased over the years. For instance, in 2020, its occurrence
reached up to 40, which shows its importance over the years and further growth in recent
times. The second most frequent keyword is social enterprises which first appeared
in 2006, and it frequently appears from 2011 until the present. However, its intensity
increased in 2020. Institutional logics is the third keyword with the most appearances,
first appeared in 2012 and is regularly recurring. Similarly, social entrepreneurship first
appeared in 2013 and since then appeared frequently.

We observe that governance is the first keyword that appeared along with the hybrid
organisations in 2002. The second keyword that appeared for the first time is public
private partnerships in 2004, which did not appear from 2006 until 2011 and from 2013
until 2015.However, it appeared regularly from2016 until 2020. The other keywords that
appeared for the first time are social enterprises, innovation and collaboration, as all the
three keywords first appeared in the year 2006. However, among these three keywords,
we observe that social enterprises is the keyword that appears quite frequently. Regarding
the most recent keywords, cooperative is the most recent one, which appeared in 2019,
and then we have tensions and business model innovation keywords which appeared in
2018 and 2017, respectively.

We also observe that most of the keywords first appeared in 2012 and are still
appearing due to the vital role of hybrid organisations. Most of the keywords, among
these, are appearing regularly from 2017.

As earlier discussed, hybrid organisations is the keyword the authors used most in a
specific year, specifically in 2020. In the same year, social enterprises is also used most
compared to the rest of the years. The other keywords that appeared most in a specific
year are institutional logics twice in 2017 and 2019, social entrepreneurship in the year
2020, governance in 2016, hybridity in 2021, the paradox in 2020, performance in 2017,
sustainability twice in 2020 and 2016, innovation in 2017, institutional theory in 2019,
organisational identity in 2020, tensions in 2019 and business model innovation in 2021.
Most occurrences of the number of keywords in recent years present the greater interest
of authors’ addressing the issues of hybrid organisations due to their relevance in today’s
world.

4.2 Authors’ Keywords Co-occurrences

We further analyse the links between the major topics studied in the corpus. This anal-
ysis provides a better understanding of hybrid organisations discourse. We create the
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co-occurrences network based on the most used authors’ keywords with at least 5 occur-
rences (appeared at least in five papers), as shown in Fig. 6. In Fig. 6, the keywords are
the nodes, and there is a link between two of them if those are used in the same paper
together, known as a co-occurrence. Furthermore, the appearance of the pair of keywords
in a certain number of publications is represented by the thickness of the connection.
Lastly, we delete those keywords without any connection in the diagram, removing any
isolated node. According to Fig. 6, we can recognise different clusters of keywords based
on their connections:

5. the pink cluster represents the link of hybrid organisations with social enterprises,
cooperative, social business, organisational identity and tensions;

6. the dark green cluster represents the relation of hybrid organisations with institu-
tional logics, theory, collaboration, and public private partnerships;

7. the light green cluster shows the connection among hybrid organisations and social
entrepreneurship, innovation, value, business model innovation and institutional
complexity;

8. the navyblue cluster relates hybrid organisationswith governance, entrepreneurship
and innovation;

9. the sky blue cluster shows the relation among hybrid organisations and sustainabil-
ity, corporate social responsibility and business models;

10. the orange cluster focuses on the link between hybrid organisations and non-profit
organisations; and

11. the red cluster links hybrid organisations with benefit corporation.

Fig. 6. Authors’ keywords co-occurrence

Starting fromFig. 6,we can recognisemultiple themes related to hybrid organisations
discourse studied in the earlier literature. In the first instance, we identify the social
enterprises’ theme. In this theme, researchers have considered it an ideal form of hybrid
organisations to study the challenges and issues in hybrid organisations. The social
enterprises embed the social purpose along with the financial mission. Therefore, this
type of organisation is similar to the hybrid organisation.
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The second stream is based on institutional logics in which the authors’ identified
how to combine institutional logics of two different forms of organisations converging
in a hybrid one. Each organisation type has distinct institutional logics, and hybrid
organisations are based on two different forms. Hence, there exists a complexity between
the institutional logics. Therefore, investigating how to combine institutional logics in a
better way seems to be quite relevant.

The third stream is related to social entrepreneurship and innovation. In this
stream, authors have presented driving forces, challenges, and opportunities for social
entrepreneurship to provide solutions to social, cultural, or environmental issues. Simi-
larly, the authors seem to better discuss social innovation to meet social needs than tra-
ditional solutions. Hence, it could be interesting to investigate how hybrid organisations
focus on social entrepreneurship and innovation due to their social mission.

The fourth stream is related to governance, where the authors explored governance
challenges in hybrid organisations. These organisations are not traditional ones, mainly
because they combine multi-organisational forms, therefore they need to deal with more
challenges related to governance issues. Consequently, it could be essential to identify
the main governance challenges to govern hybrid organisations efficiently.

The fifth theme is related to sustainability, where the authors focused on companies’
sustainable behaviour. The authors explored building sustainable hybrid organisations
to cope with economic, social and environmental issues.

Researchers have focused on non-profit organisations or the third sector in the sixth
stream. This sector is based on the social mission, and when it tries to become business-
like, it is closely related to hybrid organisations.

Scholars considered a benefit corporation as a hybrid organisation in the last
stream. The benefit corporation focuses on public benefit, sustainable value, and
profit-generating mission.

5 Conclusion

We examine the evolutionary trend of hybrid organisations by performing a bibliometric
analysis. For this purpose, we select a sample of 471 papers from the Scopus database
and perform descriptive analysis on the dataset. Further, we perform topic analysis to
identify the key topics in the corpus. The results of descriptive analysis depict the growing
interest of researchers on the hybrid organisations topic, specifically in the recent past.
The progressive growth in publications over the years supports the evolutionary trend
of the topic. Interestingly the trend is further developing in the present.

The results of papers with most citations allow us to distinguish articles on different
groups based on their examination of hybrid organisations topic based on different
themes and challenges. Some authors explored the challenges of combining institutional
logics in developing and maintaining the hybrid nature of the hybrid organisations.
Other authors present social enterprises as the most representative and ideal form of
hybrid organisations. Some authors explored the governance challenges faced by hybrid
organisations, whereas others examined which factors affect the social performance of
hybrid organisations.

The topic analysis presents the most used keywords by the authors’ and their co-
occurrences in our dataset. This analysis is helpful to identify the major topics in the
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dataset. We observe that the topic of hybrid organisations is still growing, and scholars
have highlighted different themes and challenges in hybrid organisations. Based on this
analysis,we highlightmultiple research themes related to hybrid organisations for further
research based on the topic analysis. Specifically, the main debated topics are social
enterprises, institutional logics, social entrepreneurship, governance, sustainability, non-
profit organisations and benefit corporation.

This study contributes theoretically and practically as well. From a theoretical per-
spective, this study provides insights into the research on hybrid organisations topic over
the years. Specifically, this study presents the most cited papers and papers with the most
impact that contributed to the discourse. We further present topic analysis by providing
the most used keywords and co-occurrences that highlight the important topics stud-
ied in the literature. Hence, this study contributes to the literature by highlighting the
emergence of hybrid organisations topic. This study further highlights the more relevant
topics concerning hybrid organisations and new phenomena emerging in the field.

For practical implications, we provide insights for the management of hybrid organi-
sations by presenting the different themeswithmultiple challenges addressed by scholars
in recent years. Therefore, they could enlarge their perspective considering these issues
and challenges.

This is a preliminary study exploring the hybrid organisation discourse and has some
limitations. The current study focused only on the Scopus database to gather the papers’
data. Future studies can also consider other databases, such as WoS, integrating the cur-
rent dataset for the broader analysis. Moreover, this study considered journal articles
only for the analysis. Future studies can consider conference papers, case studies, and
other publication types. Furthermore, our study is also limited to authors’ keywords
only. Hence, further analyses could be performed in future studies, such as the analysis
of collaboration between authors, the co-citations analysis, the investigation of the con-
ceptual structure map, identifying a set of clusters of papers and performing an in-depth
analysis of the relevant contributions representing each cluster.
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Abstract. Robotic process automation (RPA) has by now for years been viewed
as a disruptive innovation that will have a significant impact on accounting, HR
and payroll services, and yet the rate of adopting the innovation has not reached a
level anticipated in past predictions. As several elements have a negative impact
on the organization’s rate of adopting RPA, passive resistance to change has a
significant impact in the form of constant dithering. Resistance to change can
emerge at any stage of the Innovation-Decision process and fluctuate throughout
the continued adoption, causing wasted investments, capabilities and resources.

Keywords: Disruptive innovation · Resistance to change · Technology
adoption · Diffusion of innovation · Robotic process automation

1 Introduction

Earlier studies of adopting and accepting technological innovations have been heavily
centered on consumers’, citizens’, or organizations’ initial decisions on adoption. Con-
tinued adoption is a much less known and theorized phenomenon. Later stages of the
lifecycle of an information system are not clearly, if at all, portrayed in the established
theories such as Diffusion of Innovation (DOI). A technological innovation which is
not capitalized even near its full potential is a wasted investment, and it may impair
the process of making other strategic decisions. Robotic process automation (RPA) was
identified possibly to be one of these innovations when several job announcements for
accountants were being spotted. This was related to one of such advertisers, and it was
found out that they suffered from a constant lack of accountants and that the need for
them had not decreased.

Customers of accounting and payroll services on the public sector expect inexpensive
services with high quality while their services need continually to be increasing due to
such demands asmore advanced economic analyses and forecasts, or because of new reg-
ulatory and legislative requirements. Robotic process automation has been on the market
for a while as a solution to the urge to increase organizations’ economic efficiency and
productivity by reducing manual work and transferring routine tasks from accountants
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and payroll experts to robots and thus freeing time for tasks which require compe-
tent understanding of financial services, such as customer interaction, substance-related
problem solving and economic analysis. It has been viewed as a disruptive innovation
that will have a strong effect on jobs and working methods. While many organizations
may have initially adopted the RPA, the rate of adoption within the organization may
be lower than initially anticipated, and thus the desired economic efficiency, improved
quality of services or the desired range of offered services is not achieved.

This paper presents the research insights of an interpretive case studyof adoptingRPA
among accounting and payroll services in the public sector when the role of resistance
to change is considered as a part of the Innovation-Decision process of Diffusion of
Innovation theory. Reviewing available earlier studies shows only a small number of
articles centering on continued adoption, discontinuance, and especially on what role
resistance to change is playing in continued adoption when it stops or progresses at
a slow rate. This paper is primarily interested not in understanding or evaluating the
technological potential of RPA itself but in understanding the critical elements of the
slow rate of continued adoption of an innovation and especially examining the role
of resistance to change on organizational level. An auxiliary interest lies in examining
possible accelerating factors of the adoption processwithin the organization. This is done
with the purpose of identifying possible factors that may impact the continued adoption
of disruptive innovations in organizationswhich rely on both ICT and professional labour
to offer their crucial services.

2 Adopting an Innovation

2.1 The Theoretical Background to Adopting Technological Innovations

Several theories and frameworks aim to explain how individuals and organizations adopt
and accept innovations, including TRA, TAM, TPB and Diffusion of Innovation (DOI)
theory. Theory of Reasoned Action (TRA) can be applied to explain behaviour in adopt-
ing technology. It emphasizes intention and personal attitudes and also the subjective
norms which prescribe the intention [1, 2]. Technology Acceptance Model (TAM) is a
further developed model from TRA and emphasizes perceived usefulness and perceived
ease of use as a positive influence on the adoption process. Though widely used, some
scholars argue that TAM has significant theoretical limitations because it neglects fac-
tors that dominate social, institutional, and individual behaviour [1]. Theory of Planned
Behaviour (TPB) is an adaptation of TRA as well. Perceived behavioural control is a
key factor of TPB, which has been widely used and further developed into such models
as decomposed TPB, which furnishes even more attributes or factors for behavioural
models, such as relative advantage, compatibility, the influence of significant others,
and risk [1].

Diffusion of innovations [3] and its different models and frameworks is widely used
in research relating to diffusion and adopting technological innovations.

The adoption of new technology is influenced by three key elements: the character-
istics of the innovation, the aspects of the organization making the decision to adopt,
and the prevailing social system [3, 4]. Slow adoption of technology results from several
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factors, such as financial costs, resistance to change and slow diffusion of the innovation
[5]. Patterns of adoption vary between countries, cultures, and subcultures [6].

Innovations that are based solely on information, the “idea-only” innovations, are,
according to studies, adopted at a slower rate due to a lower degree of observability
compared to hardware and software-based innovations [3]. The study of RPA adoption
encompasses the diffusion of software-based RPA technology as well as the idea of a
change in the roles and operating modes of professionals. A fundamental concept of
DOI is the Innovation-Decision process where the adopting unit processes information
with the purpose of reducing uncertainty about the advantages and disadvantages of the
innovation, forming an attitude towards it and deciding either to adopt or to reject it.
The Innovation-Decision model has five main stages: 1. Knowledge, 2. Persuasion, 3.
Decision, 4. Implementation and 5. Confirmation [3].

Perceived characteristics of the innovation play an essential role in the adoption
process. Organizations may be divided into different adoption categories based on their
innovativeness [3, 11], and, based on their adoption category, various characteristics of
an innovationmay be important to them [13]. DOI includes five attributes for innovation:
relative advantage, compatibility, complexity, trialability and observability [3]. Volun-
tariness and external pressure are included in some research [7]. Relative advantage has
often been found to be the key attribute in explaining the factors influencing the adoption
[8]. Perceived risks have been found to influence the decision of adopting technologies
as well [9], while the original DOI hardly touches the topic. Scholars have introduced
several other attributes to cover comprehensive research of adopting and accepting tech-
nologies, such as trust [10], image and result demonstrability [11], and price, problem
solver, standards and technological edge [12].

2.2 Resistance to Change and Insecurity

Resistance to change is an emotional reaction to either real or imagined threats to estab-
lished practices [14]. Although resistance is a natural tendency in people, not all react
equally or at the same degree [15]. Some scholars presume that the more innovations
shape our everyday life and technology and science become a more central part of it, the
more controversial is their impact on society [6].

The resistance to change may take many forms from direct resistance, such as quar-
relsome behaviour and even sabotage, to indifference and passive behaviour, for instance
dawdling and withholding information [15, 16] or refusing to accept new responsibil-
ities or tasks [17]. In multi-level categorizations, even more passive actions are called
apathy [17]. Resistance to new technologies in organizations varies depending on the
market and society in which they operate [6]. Different types of resistant behaviour are
not entirely similar in customer and organization studies. Thus earlier case studies and
their research findings inform the possible outcomes of the new research at hand when
adoption in organizations is being studied. Group dynamics and sub-group characteris-
tics are important factors to consider. Individuals may for example abandon a technology
because of solidarity towards their colleagues even if they are initially willing to adopt
it [17].

Resistance may emerge at different stages of the process of change – and not only
in the beginning. For example, in a debate on change relating to software development



204 H. Sarilo-Kankaanranta and L. Frank

it was observed that just as the dialogue was beginning to stabilise a new actor joined
the discussion in order to undermine the consensus [18]. Change agents and opinion
leaders, such as early adopters and widely respected persons within the organization as
well as at the management level, have been key actors in generating positive response to
change and mitigating the resistance [16, 19]. Positive experiences such as work-related
improvements may nudge groups and sub-groups towards adoption [20] and work as
triggers to change [17, 20].

Lower levels of resistance have been observed in processes of change when a given
change is compatible with existing practices, the methods are visible and transparent
[21], and people can participate in the process [2]. On group level, the loss of control has
led to non-adoption and resistance [20]. Without a motivation for change, change itself
can be seen as a threat. Its risks are estimated higher than its benefits, and notmuch trust is
placed on the successfulness of the change [15, 22]. For example, it was discovered quite
some time ago that e-governance projects tend to fail more often when no preassessment
is conducted related to readiness for change, in comparison with projects which examine
both readiness for change and the cultural factors of the target organization [23].

On an individual level, resistance to change may be caused by unfulfilled expec-
tations, lack of participation and interest, and the lack of IT skills. On group level,
dispersion of interest, power structure and complexity are significant reasons. [2] Resis-
tance to change may vary within an organization both vertically and horizontally, and it
is beneficial not just to consider the organization as a whole but to examine its different
subgroups. Not only management and specialists may have opposing opinions, but also
other teams involved in the change. For example, differing views on the characteristics
of an innovation, such as relative advantage, compatibility and price-quality ratio, may
cause disagreements between users and developers [24].

Different demographic groups within the organization may also react differently,
and it is tempting to assume that younger workers are more tolerant to change, but
age cannot be seen as the only determining factor. Individual characteristics such as
IT skills mentioned above have an effect and, among others, it has been indicated that
technologically savvy digital natives and flexible thinkers are less inclined to resist
change [25].

The results of a scoping review drawing on several research databases seem to sug-
gest a shortage of published research on the process of adopting RPA technology and
resistance to change, especially in organizations that provide financial or payroll services
to external customers. However, some studies related to attitudes towards disruptive tech-
nologies and job insecurity do exist, but resistance to change has not been discussed in
them. In Portugal, an RPA study on shared service centres indicated that RPA became
institutionalized less on the basis of “normatively rational decision making” but rather
“the taken-for-granted norm of increased efficiency”, and the speed of adoption was a
significant factor [26]. A study among service sector employees in New Zealand indi-
cated that they did not feel particularly worried about their jobs and felt “there is little
change forthcoming while their employers appear to be considering the potential cost
benefits” of Smart Technology, Artificial Intelligence, Robotics, and Algorithms [27].

Official statistics of Finland show that in 2020 only 7% of Finnish companies in
the administrative and support services sector used service robots [28]. While official
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work-life studies in Finland assert that 23% of employers in workplaces that had laid
off workforce within past few years felt that digitalization and robotics were contribu-
tory factors in their workplaces [29], the studies do not indicate whether robotics were
considered as a threat. Nevertheless, studies show that RPA and AI are on the increase
in accounting and auditing and are believed to have a significant impact [30].

3 The Case Study of a Publicly-Controlled Company

Public bodies in Finland have established private companies under their control to pro-
vide financial, HR and payroll services for theirs owner-customers – such as municipal-
ities, social and health care districts, and public utilities. The case study was carried out
in one of such Finnish service centres owned by several municipalities and other public
agencies. The organization under the inspection provides ICT services to its owners
along with the financial, HR and payroll services, and the ICT department is responsi-
ble for both internal and external ICT services. The ICT department is also responsible
for the implementation of robotics for its internal customers, for example the payroll
service, as well as providing RPA infrastructure services to its customer organizations.
The actual coding of the robots has been outsourced to a contractor. The organization
has established a sort of loose, virtual team including payroll and financial services and
ICT specialists to survey and evaluate new automatization ideas and to coordinate the
development. The company went through a merger in 2019 when three such publicly-
controlled companies merged into one and have since been harmonizing its services,
processes, and tools.

A case study was conducted to explore this process in its context. It focussed on one
company, and semi-structured interviewed were held between February and April 2021
for the purpose of gathering data. The case organization provided process documentation
as supporting evidence. The method was chosen because it is suitable for the early stages
of building a theory and can be used to understand the phenomenon – a new topic – in
context [31]. A case study is a suitable research strategy for “capturing the knowledge
of practitioners and developing theories from it” [32].

The interviews consist of discussions with eleven key persons. The interviewees are
listed in Table 1, and the interviews lasted between 45 and 90 min. Before the interviews
proper some pre-discussions were carried out with interviewees A, B and K so that the
interviewer could familiarise themselves with the background information, identify the
target services of the case study (accounting and payroll services) and determine who
are the correct key persons to be interviewed. People were chosen from all levels of
organization to ensure different points of view.

The pre-formulated questions were put together based on the pre-research so as to
provide a handbook for the interviews, and some new questions emerged during the
interviews. The questions were carried out in an order which best matched the natural
flow of the dialogue, and they also varied a little depending on the role of the interviewee.
The sample size was chosen to include people from all levels of the organization and only
people who had been active in decision-making or the implementation stage or working
among robot colleagues. The possibility of adding other interviewees was left open in
case the previously selected ones suggested any, but the number of interviewees did not



206 H. Sarilo-Kankaanranta and L. Frank

increase while collecting data as common themes began to emerge from the interviews
and the interviewees did not identify anyone else. The saturation point was considered
as reached when no more new themes came out of the interviews.

Table 1. Interviewees from the case organization

Interviews

Interviewee A ICT architect, technology leader in RPA (among other technologies)

Interviewee B Project manager in HR and payroll services, responsible for coordinating
cross-organizational, virtual RPA and Automation team

Interviewee C HR services specialist, works with robots and contributes to the
development project as substance expert

Interviewee D ICT specialist, works in automation technology

Interviewee E Service manager in payroll services, leads the team (internal client)
adopting robots as co-workers

Interviewee F Service director in HR and payroll services, one of the decision makers on
questions relating to making use of robots

Interviewee G HR services senior specialist (responsible), works with robots and
contributes to the development project as substance expert

Interviewee H Accountant, works with robots

Interviewee I Accountant, works with robots

Interviewee J Service manager in accounting and financial planning, manages
accountants, internal client

Interviewee K Service manager in ICT development, responsible for the RPA service

The interviews were recorded and written down as interview notes, with key parts
of the discussion transcribed word for word. The notes and transcriptions were first
divided into themes directly after the interviews, the first results organized into a table
of themes and descriptions. These results were then re-examined by re-analysing the
notes and listening to the interviews, the themes iterated and adjusted, and the final
results construed from this iteration. The earlier theory which was used as theoretical
framework when preparing this study (and as introduced in Sect. 2 of this paper) was
also revisited during the analysis in order to find out whether it was still in line with
earlier studies. Though we did not build heavily on any a priori hypotheses, we used
the theoretical framework, and thus the results add to the earlier theories as the analysis
of the results expands the Innovation-Decision process and some of the key concepts of
DOI. We conclude with a conceptual framework [33].

4 Findings

The interviewees, in general, were not satisfied with the level of robotics used in service
processes. Adopting robotics had taken its time, and as Interviewee B recalled, they
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had “a bumpy start”. The first robots were taken into use approximately four years ago.
Some of the earlier robots had already been retired, as one of the interviewees (A)
explained. By the time the interviews took place, the organization had only two robots
in use to automate financial and HR & payroll services, and around 40 ideas were under
general evaluation, ten of which had advanced to a more comprehensive technological
evaluation. The organization’s management was not in general satisfied with the current
state of the undergoing change.

The robots currently used by accounting and payroll serviceswere developed to solve
problems in VAT logging and data matching for the national income registry introduced
in Finland on 1 January 2019. Neither of the robots’ tasks should be considered minor
ones – it used to require several days per month from the personnel responsible for these
tasks.

The case organization wishes to use robotics to transfer time-consuming work, such
as data matching and manual error search (based on knowledge and visual inspection)
to robots and to free its’ experts working time to such tasks as development, analysis
and problem-solving while relieving the overall workload. Accountants and their direc-
tors had pointed out during the pre-discussions that they wished that accountants, for
example, could use their time and deep customer knowledge to help those customers
who themselves had few resources for analysing financial figures. Other automation
technologies were in use, for example, to automate batch jobs, and software developers
were sometimes keen to develop automation with IS supplier directly on the IS itself
even if it meant delays. The customers were moderately interested in robotics, but in
some circles enthusiasm had already waned, possibly because the service centre side
had not supplied any, as Interviewee K pointed out. The organization was hesitant to
promote robotics to its customers.

Based on the interviews, the organization was, in general, in consensus of the reasons
which had led to the slow rate of adopting RPA. The most common reasons highlighted
by interviewees were:

• lack of resources (experts) and knowhow at both ICT and financial & payroll services
• lag in establishing structures needed in RPA development
• lack of viableRPAdevelopment targets, i.e. ideas, possibly due to resistance to change,
lack of trust in technology or general passivity

• prioritizing other projects, e.g. customer projects or general harmonization of service
processes after the merger

• technological problems either in RPA projects or in the enterprise architecture (other
IS, infrastructure etc.)

Most interviewees discussed resistance to change. The topic was not introduced to
them through a specific question, but rather they were asked what positive and negative
memories they had relative to the adoption.Many of the interviewees alsomentioned that
they themselves had not been active enough and/or had not taken time to be interested
in and learn about the technology. As opposed to some earlier studies [e.g. 17, 34], we
did not note any resistance that would have been heavily related to normative status or
peer pressure, at least so that this could have explained the slow rate of adoption.
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Other essential sub-elements were found beside the factors given above, but in this
paper we concentrate on those which are related to subtle forms of resistance to change,
apathy, and the overall concept of resistance within the adoption process. As described
earlier, resistance to change was explicitly mentioned in the majority of the interviews,
but what was interesting is that the interviewees did not draw particularly direct connec-
tions between resistance and meagre use of RPA. They, however, brought up the dearth
of viable RPA ideas from the teams and general lack of interest in actively participating
in the projects. When analysed, the interview memos and records led to the conclusion
that general apathy and dithering were a major factor in slowing the speed of adoption
and causing vicious circles of other difficulties such as the factors listed above.Dithering
is considered in this paper as a specific, hidden type of resistance to change.

4.1 Resistance to Change and Its Impact

Some of the managerial level interviewees mentioned that they had heard, either directly
or indirectly, that the personnel saw robots as a threat to their jobs and had even trouble
finding a motive to participate if it would lead to loss of employment. Managers felt that
this resistance could at some points be sensed in the atmosphere even when no one told
them anything directly. As expected, professional level employees were more likely to
hear about their peers’ fears and attitudes.

Themanagement had observed, again either directly or indirectly, resistance to adopt-
ing RPA but emphasized that it was more prominent at the earlier stages of the adoption
process. They talked about resistance on service team level, not on management level.

“[On a team level] Probably some sort of fear for one’s own job, that is there
enough work for us? But maybe people have now realized that we have just a
terrible lot of work, even if some of it was automatized. But it was this type of thing
at least in the beginning, that now the robots are coming and taking our jobs.”
Interviewee G.

“When the RPA group started, people were maybe feeling expectant and curious,
but some remained indifferent – it does not consider them, they are not interested.”

“It was a challenge that it took time – for me as well – to see the possibilities in
robotics. Also, here still prevails some fear that robotics will eat up our jobs.”
– Interviewee J.

“Directors, managers, they understood the ideology of what we were doing. But
let’s say on staff level it is understandable that if you come and say that could you
teach a robot in your place, it may have adverse effects on motivation. And I don’t
know how much it has affected the effective implementation of automation, but I
would argue that if not directly, then at least by proxy. The level of commitment
may be lower. This point of view has not in my opinion been recognized enough
by the management in many organizations, namely that people are actually afraid
of losing their jobs.” – Interviewee K.

While interviewees typically believed resistance to be more common in the more
senior age group of employees, it was considered to depend on other characteristics of
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the individual as well, such as general interest towards new ideas and technologies and
willingness to give up routines. Yet they felt that resistance to change, while prominent,
was not one of the most substantial reasons for the slow rate of adoption. None of the
interviewees were openly against the RPA technology.

People may also have been unwilling to give tasks to robots at earlier stages of
adopting robotics during the proofs of concept. The types of resistance and attitudes
towards robotsmentioned earlier in this paper indicate that resistance experiencedwithin
teamsmay lead to a lack of viable ideas for targets ofRPAdevelopment. The organization
thought it essential that teams are active in generating ideas as managers often do not
have comprehensive knowledge about everyday tasks carried out by the services, and
the ICT personnel and robot developers were even more unfamiliar with the topic. A
small group of enthusiasts could not gather and further refine ideas, because they were
often involved in other development projects and had critical roles in service delivery.

Resistance was implicitly found to be more prominent among such personnel who
did not actively participate in the process of change. Unfortunately no one discussed
how the resistance from peers and subordinates was affecting the motivation of key
personnel to promote the change. They however did bring out how little time they had to
allocate for development even when they were motivated to participate and wished that
more experts would participate in the change. Managers felt guilty for not being able to
prioritize the RPA development over their other tasks.

Problems with the robots and shortcomings of the technology itself were often men-
tioned as reasons why not only the project was time-consuming but also why some ideas
were rejected during evaluation.As there are other companies in the same sector that have
been able to proceedmore swiftly, it should be considered whether negative observations
were overemphasized, whether there prevailed a general lack of interest in prioritizing
problem-solving in RPA cases over other tasks, or whether the chosen model of produc-
tion (outsourcing) was suitable for the organization or not. Overall, the consensus was
that RPA was not prioritized over different projects and services. Decision-making had
taken its time on all levels, and the focus had shifted to other areas.

Though the personnel was generally welcoming the robots they were at the same
time critical towards RPA as technology, and especially the ICT team could not wax
particularly enthusiastic about it as they considered it as just one tool among others
(and possibly preferring others) – maybe even outdated before it was even properly
implemented. Interviews hinted at compatibility issues with information systems and
technological traditions.

“You might think that this [interview] sounds cynical, but I have been seeing this
for so long now and I consider RPA as a basic tool. And as a tool it is not a top
priority in certain cases of automatization. Nowadays we can take care of it in
many other ways.” – Interviewee A.

“Maybe we senior specialists are somewhat critical about automatizing all the
controls and so our efforts are still needed… We need slowly to teach the robot
and teach it about the errors. We cannot trust it completely for a long time yet.”
– Interviewee G.
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4.2 Factors Behind Resistance

The interviewees who were the most enthusiastic about robotization were either those
whose work the first robots had taken or their managers. It is essential to realize in this
context that robots were of help to the specialists. They welcomed robots to help them
with the time-consuming work of cross-checking, which required an understanding of
the task but could be taught to the robot by using a set of rules. For the most part they
were also satisfied with the quality of the robots’ performance. HR and payroll experts
had ever since the introduction of the national income registry faced constant, time-
consuming problems matching the data from payroll systems with the data sent to the
registry. When the idea of solving the problemwith robots came up, it was being lobbied
and eventually resulted in one the desired robots that were developed into production.

Beside general knowledge of what kind of robots can be used, HR and accounting
experts mooted the lack of knowledge about the practical exploitation of robots as a
critical factor that both prevented ideas and caused increased criticism towards robots
and their potential. For instance, one of the experts said that a substantial idea had been
suggested, but they had been critical whether the robot was capable of such tasks as they
did not fully understand the capabilities and limitations of RPA. Another expert pointed
out that only after the VAT project they had begun to understand what can be done with
robotics and would still need more knowledge to fully participate. One manager told of
having being quite indifferent until a certain technological presentation had opened their
eyes and created what they called a “wow effect”.

“Wehave constantlymorework to doat a certain pace, and jobdescriptions change
all the time… I don’t know whether this is some sort of treacherous measure, to
give us more work so we will realize that hey, we should use robots. I at least
feel that my work will go smoother if I can use automation and robots in certain
tasks.” – Interviewee G.

The ICT department had the necessary knowledge of technical issues related to RPA,
and compatibility with the target systems was often the main cause for resisting further
development of robots or automation tasks in general. Technical personnel also took
into consideration information security and data privacy in the development and thus
sawmore risks in automated assignments. The ICT department was lacking professional
resources to develop the actual robots themselves and relied heavily on outsourcing.

“We have proceeded with implementation taking cautious steps… None of us has
been released from other tasks, and especially the IT department is always lacking
resources.”- Interviewee C.

“People were very positive. In the beginning, when an [Automation and RPA]
group was established, we got ideas. Now there is a quiet phase as nothing ends
up in production.”

Interviewees said that there had been internal campaigns to promote robots and
automation in general, and in those times ideas came in bursts. But when ideas did
not soon lead to production, people lost interest. Interviewees expected that attitudes
would change towards a more positive direction when more success stories were made
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public, such as the VAT and income tax registry robots. The robots were somewhat
anthropomorphized during the interviews. For example, Interviewee B wished that the
teams would always give robots a human name, such as Pekka or Elina (typical Finnish
names). Interviewee A used the term “old age pension” about a robot that was not needed
any more.

The factors which had a negative impact and caused slowness or resistance can be
summarized as:

1. Problems with the compatibility of RPA with enterprise architecture and techno-
logical traditions.

2. Lag in processes when organizing RPA development and putting new ideas into
production.

3. Scarcity of professional resources and knowledge creating hesitance to move
forward with development and to suggest new ideas.

4. Fear of robots taking jobs and distrust of their capabilities.

Based on the interviews, resistance to change is reduced when:

5. Relative advantage is seen high either on individual (e.g. personal workload and
interests) or organizational (e.g. ROI) level;

6. The organization can advertise internal success stories which bolster trust in the
innovation and motivate people to participate;

7. Indirect external obligations which substantially weaken the status quo shift atti-
tudes towards the original change into more positive directions (e.g. new, substantial
workloads generated from changes in legislation).

4.3 Resistance to Change Fluctuates and Has an Impact on Every Stage
of the Innovation-Decision Process

The conclusion drawn from the earlier findings (see Fig. 1) is that resistance to change
can be prominent even when the original Innovation-Decision process has led to the
adoption of an innovation: it takes place on every level of the organization by reducing
the speed of adoption. The findings of this study are placed in Fig. 1 into the context
of Rogers’ Innovation-Decision Process [3] and its basic stages. Resistance takes many
forms, often passive ones, and it occurs in pulses or fluctuates throughout the initial
adoption process as well as its continuation stage. Resistance may re-emerge even after
a period of time when a more positive spirit has prevailed, should the process of change
take more time than anticipated, if the overall solution, including the innovation as
well as the enterprise architecture, is not as compatible as expected and if professional
resources and knowledge, especially knowhow related to the innovation, are scarce and
people experience fear or general distrust.

It should be borne in mind that individuals within the organization may go through
the process of adapting innovations at a pace that differs from organization as whole.
Also such a technology as RPA consists of several stages of its implementation, i.e.
there a several robots, and thus the stages in Fig. 1 are repeated over and over during the
continued adoption. According to the findings of this case study, resistance to change
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Fig. 1. Innovation-Decision Process (Rogers 2003) and resistance to change. Factorswith positive
impact reduce the resistance.

can manifest itself at different stages of the Innovation-Decision process as follows:
at knowledge stage resistance manifests itself as fear or distrust, at persuasion stage
as unwillingness to take interest in or learn about the technology, at decision stage as
active resistance or by delaying the decision, at implementation stage as dithering and
overemphasizing problems, and at confirmation stage as emphasis on critical views or
as cynicism and refusal to adopt new practices.

5 Conclusion and Suggestions for Further Research

The findings of this study include themes of a priori knowledge but also new observations
from which can be concluded a concept that does not completely follow any established
theoretical frameworks of IS research. We found out that while the case organizations
see many reasons that explain a slow adoption rate RPA after the initial decision to adopt
and the first actual use of software robots, these reasons culminate in organization-wide
dithering, which can be viewed as a passive type of resistance to change. While more
active resistance may emerge within the organization, this dithering is the key problem
which not only slows the adoption process down considerably but also creates vicious
circles of other problems. This dithering and dwelling on problems, which yet were not
deemed insurmountable or significant, caused bottlenecks withmay have impacted other
projects as well.

We found out that an organization needs a steady flow of success stories to build
up trust in technology and reduce resistance. Success stories generate much-needed
new ideas for robots from the teams. In order to expand properly, RPA requires cross-
organizational adoption and also learning from the part of IT and those service teams
which are its target. If the development of a single RPA item takes too much time, the
adoption process regresses and confidence in the innovation declines. The organization
lapses back to apathy which may eventually lead to discontinuity.

The most important factor to accelerate the process of adopting a new robot appears
to be an indirect obligation to make other changes.When faced with an external impulse,
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a new problem, it seems that motivation is improved and attitudes towards the original
change become more positive. RPA is viewed more as a tool for problem-solving than
as means for the targeted services to achieve better cost-efficiency or productivity.

We also found out that resistance fluctuates both during the different stages of inno-
vation decision process and the continued adoption phase. Success stories and activity
reduce resistance, but if the pace of implementing projects is not brisk the organiza-
tion may relapse into apathy. Unfortunately, the strongest motivator to pick up adoption
speed was an indirect force. Thus circumstances were already tough resource-wise, and
the new demands made it necessary to seek out solutions from existing technologies. In
this situation it was still difficult to proceed with the projects due to insufficient working
time and personnel to allocate for the projects.

Some of the findings in this study are in line with previous DOI-oriented research
or adoption theories. We found that the innovation characteristics of compatibility
and relative advantage play as important a role in attitudes towards technology in the
later decisions to continue as in the initial decisions to adopt. The Innovation-Decision
process with its five stages was seen as a suitable basic framework on which to build
the key findings of the study. Relative advantage works on both organizational level
and individual level. On individual level there is an interest in using robots as a tool
towards smaller personal workloads but also sometimes as an opportunity to take a new
professional direction in work. Accountants and payroll experts found robots to be a
welcome improvement when the baseline of workload was optimized.

We come to the conclusion that passivity in taking actions may create vicious circles
which have an effect on the further continuance of the adoption process and possibly
even on the adoption of new disruptive innovations in the future. Hesitation on all levels
has several costs. As Interviewee A put it into words, there was a lot of “waste” and the
robots were “underemployed”. Thusmoney and time had already been spent on investing
in the technology, business relations with the subcontractor, establishing structures and
training employees, but robots were underemployed while human employees were over-
worked. The waste of potential and investments was considerable. While interviewees
from the ICT emphasized that other, possibly more desirable options were available,
it was commonly believed that the overall automatization of HR and financial services
was not on the desired level, and, as a result, neither were competing technologies used
to satisfy the requirements.

Organizations should deepen their understanding of the elements which characterize
the organization as a whole and its different departments as well as the management
level and delay their processes of change. They should proactively seek solutions that
may be exploited during future changes and that prevent wasting investments and other
resources. This is developed from the observation that not all forms of resistance to
change manifest themselves actively, and yet they have a negative effect on the entire
process of change. Management should not be forgotten either. As a conclusion for
organizations and IT managers we suggest that:

• Seniormanagement should put effort intomanaging change throughout thewhole life-
cycle of the technology onwhich they have invested andwhich is deemed strategically
important.
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• Costs of a single implementation project should be put into a wider context, and it
should be taken into consideration whether hesitation inmaking extra investments and
going forward feeds general incapability of progressing and meeting other strategic
goals. Projects that do not go forward are still a waste of resources, such as working
time and expertise of personnel lost in dithering and money in terms of the basic
investment.

• Organizations should investigate whether they have tendencies towards passive resis-
tance, such as constant dithering, and address this topic actively to avoid waste. Con-
stant dithering may easily lead into a vicious circle of problems and shortages that is
difficult to undo.

• Process of change can be kept active and the teams’ attitudes nudged towards positivity
and trust when even small success stories are steadily introduced. When trust and
enthusiasm is gained, it needs to be fed.

The conclusions of this study were based on one case study, and they are partly
supported by other scholars and their earlier studies. While discussing and analysing
the reasons for the slow speed of adoption, the critical finding discussed in this paper
is that when adopting disruptive technology, resistance to change should be taken into
consideration even when there is no active opposition, and an organization should take
active measures to reduce it and build trust during every stage of Innovation-Decision
process and not just at the initial stages of change. This finding is in line with some
earlier studies [20], but much research is to be done to understand better the patterns on
organizational and sub-group level as well as group dynamics in organizations that are
not highly normative.

This research has its limits as it focusses on one interview-based case study of
one organization and one technology. Further research on the role of dithering, a type
of passive resistance, in the continued Innovation-Adoption process of organizations
is needed to build up and validate the theory. Thus, these findings should be tested
against a larger sample or a wider array of technologies with slow rates of adoption
within organization. We also realize that the company in our case study had undergone a
merger two years earlier and recognize that thismay have an impact on the findings.More
comprehensive research into the innovation-adoption ofRPA infinancial, HRand payroll
services may be beneficial when assessing adoption processes of artificial intelligence
as well as when determining the next steps in either expanding or discontinuing the use
of RPA.
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Abstract. Enterprise architecture (EA) is an approach that manages complexities
such as organizational structure, technology, and business by providing a holistic
view of the organization to coordinate digital transformation efforts. While pre-
vious research has highlighted several challenges in taking advantage of EA, few
empirical investigations explained how organizations should manage EA attempts
to avoid failure. This paper aimed to explore the root causes of organizational
challenges for EA management (EAM) by conducting a case study. Our findings
illustrate inadequate legitimacy as a root cause of the organizational challenges,
such as lack of shared understanding, stakeholders’ engagement, and financial
and management support, that needs to be managed over time. Particularly, we
demonstrate that although pragmatic legitimacy can positively affect the EAM
at early stages, regulatory legitimacy plays the primary role in EAM success. In
addition, contradictory views and organizational bureaucracy are recognized as
significant barriers to achieving normative and cultural-cognitive legitimacy.

Keywords: Enterprise architecture (EA) · Enterprise architecture management
(EAM) · Organizational challenges · Legitimacy theory

1 Introduction

As organizations continue to invest in digitalization and transformation, ITmanagers and
IS scholars alike seek structured strategies and approaches for managing the increasing
complexity of their digitalization initiatives and addressing the uncertainty associated
with an enterprise-wide transformation roadmap [1, 2]. Enterprise Architecture (EA) is
an approach that has gained great interest in both research and practice. EA is described
as the collection of an organization’s IT (and business) components and their interdepen-
dence, as well as efforts to align local and short-term investments with enterprise-wide
and long-term strategic imperatives [1, 3, 4]. Moreover, the holistic process of manag-
ing activities such as planning, and development of EA is called enterprise architecture
management (EAM) [5–8].
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Despite EA’s benefits, only a few studies have focused on the enterprise architecting
process [9]. Other than that, a large number of studies on EA demonstrate that it is more
difficult and challenging [10–18]. Unsurprisingly, the majority of EA-related issues
identified in this literature are organizational and social in nature rather than technical
[e.g., 10, 12]. Additionally, considering the numerous difficulties associated with EA,
the primary question is how can organizations better manage such processes to avoid
failure? Moreover, to what extent can EA at all be managed in contexts of emergent
use and continuous development of new digital solutions? Hence, this paper aims at
exploring why EAM fails. We accomplish this through a case study of one of the largest
Norwegianmunicipalities (Gov)wherein EAwas introduced to the organization in 2012,
and EAM activities are currently stopped.

Theoretically, we use the legitimacy concept [19] from institutional theory to shed
light on how EA processes and management need legitimacy at various organizational
levels among stakeholders in order to succeed. Indeed, the process of obtaining orga-
nizational support for IS projects is referred to as legitimization [20]. As a conse-
quence, achieving an appropriate level of legitimacy reduces stakeholder resistance to
IT initiatives, which is a critical factor in achieving IS success [21].

Investigating the EA organizational challenges that led EAM to fail in our case
study, we contribute to this growing research area by exploring the root cause of these
challenges and illustrating how it led EAM to fail. We also argue that recognizing the
root cause of EA organizational challenges is not only essential, but also need to be
managed over time to reduce the chance of failure in EAM. The paper’s remaining parts
include a brief overview of EA’s recent history and its challenges, the theory and method
sections, empirical findings, and discussion section.

2 Research Background

The existing understanding of EA in the literature is diverse [22]. Moreover, the recog-
nized definitions of EA are not necessarily complementary but sometimes in conflict. It
is nowwell-established from various studies that EA integrates with other organizational
practices, while EA itself consists of a variety of diverse activities [23–25]. EA’s orga-
nizational practices consist of different levels, such as top management level, middle
management level, portfolio level, and project implementation level [26].

There are several descriptions for EA practices in organizations, including EA devel-
opment, which refers to the process of developing initiatives, EA implementation, which
refers to the process of implementing models and frameworks, and EA adoption, which
refers to the way EA practices are incorporated in organizations [27]. Additionally,
enterprise architecture management (EAM) [8, 28–30] is a term that has been used in
the literature to refer to the management activities associated with the installation, main-
tenance, and development of an organization’s EA [16]. Indeed, EAM is a management
approach that provides a holistic understanding of the EA and coordinates EA activities
such as planning, developing, and controlling [5, 31] to ensure organizations meet EA
principles properly [6, 8].

EAM is not only a technological issue; it is also a social and political one to a
large extent [28]. Due to the broad scope of EAM, a large number and diversity of



Towards an Explanation for Why Enterprise Architecture Management Fails 219

stakeholders are involved in EAM processes [32, 33], which has impact on EAM’s
institutionalization in organizations. As a result, organizations find various challenges in
achieving the benefits of EAM. Thus, actually paying attention to the quality of the EAM
product, EAM infrastructure, EAM service delivery, and EAM organizational anchoring
are identified as critical factors need to be considered for the success of EAM [34].

Researchers have been interested in EA challenges, and several have been identi-
fied, including a lack of management commitment, insufficiently experienced architects,
difficulty of understanding requirements in EA teams, insufficient tool support, rapidly
changing environmental conditions, EA consultant-related issues, outdated organiza-
tional statutes, and communication challenges [10, 12, 26, 35]. In addition, the root
causes of the EA challenges in the public sector are also discovered as problems related
to organizational structure, problems from the political influence, legislation and policies
problem, and users’ readiness problem to adapt EA products [36].

Although extensive research has been carried out on EA challenges, little attention
has been paid to discovering how EA organizational challenges accumulate and some-
times lead to EAM failure. Indeed, this knowledge can provide us a fundamental insight
into the most effective ways of EAM, as adopting IS innovations are always surrounded
by different challenges that need to be managed.

Following studies on other IS phenomena [e.g., 37, 38–40], institutional theory has
gained considerable attention in EA research to explore assimilating and institutional-
izing EA practices in order to achieve the promised outcomes of EA [e.g., 41, 42–44].
Along with previous studies, we also examine the concept of legitimacy [19], which is
central to institutional theory [45]. Legitimacy is widely recognized as a vital concept
for accepting IS phenomena/practices in their context [e.g., 46, 47]. Organizations must
establish an appropriate level of legitimacy for their IS initiatives to secure the accep-
tance of initiatives in their context. To demonstrate how EAM fails in an organizational,
we use four types of legitimacy criteria to develop our theoretical framework.

2.1 Theoretical Framework

Legitimacy can be classified into four genetic stages: accepted, proper, debated, and
illegitimate [48]. The accepted state denotes a more passive evaluation state that reflects
taken-for-grantedness, while the proper state denotes conclusions made by a more delib-
erate process. This distinction demonstrates that accepted organizations, in comparison
to proper organizations, are those that are not evaluated actively or recently. The term
“debated” refers to a state inwhich there is an ongoing disagreementwithin the social sys-
tem. Disagreements often occur in this state between conflicting stakeholders or between
dissident stakeholders and organizations. Debated also includes stakeholder questions
or challenges regarding the organization’s activities or underlying values. Finally, an
organization is deemed illegitimate when the social system deems it inappropriate. In
this case, the organization should be fully reformed or terminated.

Internal and external stakeholders determine and assess the legitimacy of the sub-
ject, whether consciously or unconsciously, by contrasting them to specific criteria or
standards [49]. The term “legitimacy provider” refers to stakeholders that assess legiti-
macy [20, 50], while the term “legitimacy seeker” refers to those who attempt to legit-
imize a particular phenomenon [51]. In IT projects, legitimacy seekers include project
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executives, project team members, and the project leader, while legitimacy providers
include the IT project’s beneficiaries, which include business partners, users, and top
management [20]. To evaluate legitimacy, four basic types of criteria are used including
regulatory, pragmatic, normative/moral, and cultural-cognitive. Different types of legit-
imacy (e.g., moral legitimacy) gain when specific criteria (moral value) are commonly
accepted upon within the social system [48].

Regulatory Legitimacy: Considering that legitimacy is established by associating a
social object with a specific feature of the institutional field, regulatory legitimacy is
established by associating a new activity with symbolic systems [49]. This alignment
is typically accomplished by establishing new practices that conform to the domain’s
existing legal and quasi-legal rules and regulations [52]. IS scholars have used regu-
lative legitimacy in a variety of ways in their research, for example, by emphasizing
that innovation succeeds when it is consistent with government and/or international IT
policies and directives [53], or by emphasizing that it aids in gaining agreement with
relevant non-IT regulations and alleviates pressures placed on the adopter organization
by resource-dominant organizations [47].

Pragmatic Legitimacy: Pragmatic legitimacy is built on the self-interest of an organi-
zation’s most immediate stakeholders [54]. These estimations can range from a straight-
forward evaluation of the subject’s anticipated benefit to stakeholders to more nuanced
objectives [19]. Sometimes, pragmatic legitimacy is followed by an evaluation of the
subject’s usefulness [54]. Organizational science has shown a great deal of interest in
pragmatic legitimacy [e.g., 55]. It has been demonstrated that pragmatic legitimacy can
influence the early stages of IT innovation diffusion considerably [e.g., 46].

Normative Legitimacy: Normative (or moral) legitimacy refers to a collection of crite-
ria used to determine whether a new practice adheres to and/or respects moral standards
and values endorsed by a specific social audience [19, 56–58]. In effect, the term “nor-
mative legitimacy” does not refer to whether a given procedure benefits the evaluator;
rather, it refers to the practice being assessed as the correct course of action [19].

Cultural-Cognitive: Cultural-cognitive legitimacy has been deemed the most robust
type of legitimacy. Due to the fact that cultural-cognitive legitimacy is based on our in-
depth knowledge of practice, it is the most powerful form of legitimacy, but it is also the
most difficult to obtain and exploit [e.g., 19, 59]. Cultural-cognitive legitimacy is con-
cerned with acts that facilitate or help in decision-making, resulting in problem-solving.
In other words, cultural-cognitive legitimacy is achieved by the internalization of a belief
system established by practitioners and scientists to define and codify knowledge about
a particular practice [60].Through gaining cultural-cognitive legitimacy, the practice can
be taken for granted as a foundation for daily routine activities [e.g., 46]. As such, it is
extremely difficult to achieve during the early stages of innovation diffusion [46].

3 Research Method

According to the aim of our research to understandwhy EAM fails, we opted for a single-
case study to have an in-depth understanding of how a phenomenon occurs in a real-life
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setting [61]. Thus, we considered the criticality and relevance of the case organization
in order to extract illuminating insights [61]. To address our research question, we
needed to select a case in which (1) EA practices had previously been incorporated
into organizational practices, (2) EA practices were no longer being conducted, and
(3) adequate historical information was available, especially through knowledgeable
members of the organization.

3.1 Case Description

We chose Gov, a largemunicipality in Norway, based on the case selection criteria. Since
the Norwegian government is committed to achieving the goal of a “one digital public
sector”, municipalities have committed to providing digital services to their residents as
well. Gov is divided into six sections, each of which is in charge of a different aspect
of municipal services. The administration section is the central organizational unit that
manages and provides services to all other sections. The Digitalization Program is a
temporary program established in 2013 in response to a government recommendation
to coordinate all Gov’s IT projects.

Each organizational section, according to the Gov structure, has its own IT depart-
ment in charge of managing its IT needs and projects. Additionally, the administration
section houses a central IT department. The central IT department coordinates all small
IT departments within the various sections and handles the Gov’s local projects. The
central IT department, and thus the IT manager, has a considerable influence on the
administration section manager’s decisions due to the operational role. Two other actors
who contribute to decision-making in the administration section are the portfolio man-
ager, who is responsible for allocating financial resources to projects, and the leader
of the Digitalization Program. The central IT department lacks sufficient internal IT
architects to handle all IT projects across various departments. As a result, each project
manager has employed a temporary IT architect to work on the requirements of the cor-
responding local project. A big challenge concerning external IT architects is a lack of
organizational knowledge. Over 30 (internal/external) IT architects work with the Digi-
talization Program to coordinate project activities. To do this, the central IT department
collaborates with the Digitalization Program.

Adopting EA to coordinate digitalization processes had been proposed before the
establishment of the Digitalization Program; however, the establishment of the Digital-
ization Program prompted Gov to adopt EA. As a result, EA practices were incorpo-
rated into the Digitalization Program’s work. Gov employed several enterprise architects
between 2013 and 2019 to implement TOGAF principles. However, Gov no longer con-
tinues in conducting EA practices. Enterprise architects were hired to take central focus
on enterprise-wide topics and to incorporate local IT projects. Nonetheless, they have
been more involved in recent years in IT project tasks (as of 2016). As a result, there
have been no considerable EA practices conducted since this date.

Numerous changes have occurred in recent years that have affected digitalization
processes. For instance, the initial leader of the Digitalization Program was promoted to
portfoliomanager. Hewas one of the first to work on implementing TOGAF principles in
Gov.Additionally, the ITmanagerwas replaced, and the central IT department’s structure
was changed. In 2013, there were no subsections within the IT department, and the IT
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manager supervised all architects directly. Following the change in IT management, the
central IT department created a new subsection called the architecture department to
house both enterprise and IT architects.

Apart from this, three distinct types of organizational plans are used to coordinate
organizational activities: long-term, mid-term, and short-term. The 12-year long-term
plan has a major effect on the Gov’s digitalization strategy. As of 2020, Gov is preparing
a new long-term organizational plan.

Gov collaborates with another public sector organization on a large-scale collabora-
tive initiative that resulted in creating a new organization. Due to Gov’s responsibility
to support this new organization, one enterprise architect has been assigned to imple-
ment Gov’s requirements for the project (new organization). This enterprise architect
is responsible for adhering to the Gov’s principles and standards. It’s worth noting that
Gov only had one enterprise architect at the time. Currently, an information architect
holds the title of the enterprise architect. S/He is handling several tasks and therefore
cannot allocate sufficient time to EA practices.

3.2 Data Collection

The data collection period began in September 2019 and finished in October 2020. We
gathered data through semi-structured interviews and focus group workshops (primary
data collection), as well as existing documentation (secondary data collection).

The collection and processing of internal and public documents on digitalization,
architectural practices, and principles was the first step in the data collection process.
Internal documents totaled 600 pages and contained project reports, presentations, histor-
ical emails, and the internal portal. Public documents contained statements, regulations,
and policies by national authorities relating to digitalization from 2009 to 2020, focus-
ing on the last three years. This step gave us the historical background for EA practices,
especially at Gov and the Norwegian public sector.

In addition, we collected data through semi-structured interviews [62]. To begin, an
informal interviewwith theDigitalization Program’s leader provided uswith background
for the case. 14 semi-structured interviews ranging in duration from 80 to 150 min were
performed in total. Every interviewwas recorded and transcribed. Before the interviews,
informants were given a consent form as well as an outline of the key topics of the
interview questions. We began the interviews with one enterprise architect and then
selected the remaining informants using snowball sampling [63].We explicitly contacted
informants involved in implementing EA practices in Gov because information about
the previous seven years (since EA was implemented in Gov) was needed. Finally,
among the informants were the Digitalization Program’s leader (1), portfolio manager
(1), project managers (3), architecture department manager (1), IT architects (5), and
enterprise architects (3).

We have organized three focus group workshops in Gov. These workshops aimed
to supplement our understanding of the case by fostering discussion among a variety of
informants on relevant topics. The first two workshops focused on sharing our interpre-
tation of the case situation based on the study of Gov’s documents and recent discourses
in the EA literature. Later in the study, we held a third session in which we presented our
findings to participants and requested their input. We conducted 6 h of workshops with
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15 participants (11 individuals), including the portfolio manager, the Digitalization Pro-
gram leader, IT architects, the architecture department manager, and project managers.
Furthermore, with permission, these workshops were recorded and transcribed.

3.3 Data Analysis

We collected and analyzed data in parallel using our qualitative approach [62]. That is,
the early analysis of the first step interviews prompted the posing of new or additional
questions in the following round of interviews. Nonetheless, because of our theory-
informed approach based on the notion of legitimacy in institutional theory, data analysis
was guided throughout by a coding scheme built from our theoretical framework. We
also developed a coding guideline (based on the coding scheme) that includes definitions
and examples for each of the coding scheme’s constituent items.

To code the data, we imported all of the interview and workshop transcripts, as well
as any relevant existing documentation, into NVivo 12 pro. The coding scheme was used
to guide the data coding. In addition to the constituent items of the coding scheme, we
categorized architectural practice data into two categories: project and enterprise. At
the project level, architectural practices assist in fulfilling the requirements of local IT
projects. At the enterprise level, architectural practices give suggestions and decision-
making materials for IT strategy and portfolio management processes that are ready
for signature. As a result, we were able to follow the reasons that caused architectural
practices at the enterprise level (EAM) to fail. After reaching an agreement on the
definitions of each of the coding scheme’s constituent items, the coding was carried out
by themain author. The co-authors then played the role of the devil’s advocate, proposing
alternative interpretations and counterarguments. The data coding was completed once
a sufficient level of agreement was reached.

4 Empirical Findings

Lack of common understanding of the EA practices was the first serious challenge
observed in this study’s earliest stages. When asked about EA, the participants were
not unanimous in the view that what the responsibility or application of EA for Gov
was. In particular, we identified several diverging views. On the one hand, the portfolio
manager commented that EAmust come from the business side, and then IT capabilities
should support the business goals. On the other hand, the IT department believed EA
is part of the IT strategy, and it comes from the IT side to help organizational goals.
Moreover, enterprise architects’ opinionwas something in between those ideas.Although
in this study, enterprise architects worked in the IT department, they had different views
from most colleagues in the IT department. Therefore, when we mention IT department
opinion, we mean the general idea supported by influential people in this department,
while enterprise architects had their own idea.

“When we are talking about TOGAF and EA, people are thinking about IT more.
An enterprise architect is a person closer to the management level. It should not
be seen as an IT person; it should be more a strategic person. Now architects are
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in the third or fourth (organizational) level, in the IT department, and it is very
complicated to bring it up to the strategic level” (Portfolio Manager).

“Enterprise architects needs more power; I see some issues in the projects, and
I am sure it can make a problem in the future; But, I cannot stop the project (…)
only budget and schedule are important for the project managers” (Enterprise
Architect).

This ambiguity in the EA understanding had different consequences. For example,
some architects felt that the IT manager supported the EA activities and other managers
also understood the architectural concerns very well. Thus, they were satisfied with the
architects’ position, while enterprise architects, who perceived EA practices beyond IT
tasks, deemed EA must be placed in the decision-making process. As such, they felt no
one pays enough attention to the consequence of the lack of EA consideration in Gov.
Therefore, enterprise architects’ role was also unclear in organizational processes.

“The challenges of enterprise architect’s role are not just related to where it should
work; rather there is a question that we (Gov) really need?” (EnterpriseArchitect).

Also, in this study, no clear response was achieved when asked about how or who
confirmed the enterprise architects’ tasks. The Digitalization Program’s leader believed
the enterprise architects could approve their work, and in case they need approval from
the upper level, the IT manager or portfolio manager should do it. However, when we
asked Digitalization Program’s leader why they did not supervise enterprise architects’
work, we received this response: “Although the IT department manages all architects;
I think because the IT department lends the architects to the projects, IT manager does
not feel that S/he should supervise their task”.

Moreover, the portfolio manager, who was not the architects’ direct manager, did
not supervise enterprise architects’ tasks due to the organizational bureaucracy. Despite
believing that EA deliveries were major input for his work, he did not engage in the
architectural work due to the disagreement with the IT manager on EA positioning.

In addition, in response to the question ‘why have the EA practices been stopped?’,
different answers were given. Digitalization Program’s leader felt that the financial lim-
itation was the reason, while the portfolio manager considered that the main issue was
related to how we look at EA. One enterprise architect also commented that EA was not
a priority for the individuals in Gov.

The evidence from this study suggests that although the majority of individuals
theoretically knew the difference between IT architecture and EA, they practically did
not differentiate between the architectural activities at the project and enterprise level.
We received that due to the IT management’s support, the architectural activities at
the project level were appropriately accepted. Each project manager assigned sufficient
resources to fulfil the architectural needs. In addition, the architectural group also had
a great collaboration with the project managers. Yet, the importance of architectural
activities at the enterprise level was in a debate which resulted in their being stopped. In
this way, the EA practices were neglected, and no one, except enterprise architects, was
willing to assign time or resources on them.
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Having discussed how EA was understood and individuals reacted towards it, the
next part, based on different legitimacy criteria introduced in the theoretical framework
section, addresses how it was driven to the current state over time.

4.1 Regulatory Legitimacy

Regulatory legitimacy refers to the situation where the object under the study has
obtained its legitimacy from, for example, legal rules. In this circumstance, following the
rule is coercive for the organization. From this point of view, the some said the main idea
for creating Digitalization Program comes originally from a governmental statement,
where it was recommended to follow architectural principles in digitalization projects.
Therefore, they argued EA also should be at the core of the Digitalization Program.
Yet, based on the historical document analysis, we found that both Digitalization Pro-
gram and considering IT architectural principles were governmental recommendations.
However, nowhere pointed directly to EA.

Despite the fact that EA practices had stopped, everyone noted that continuing EA
is essential for Gov. For example, Digitalization Program’s leader, who thought the
financial limitationwas themain barrier for EA, expected by emphasizing the importance
of EA’s role for Gov’s IT strategy, in the new organizational plan, they could provide
more resources for EA.However, the portfoliomanager, who did not assume the financial
limitation as a barrier, asserted the only solution to making EA aGov routine, is bringing
it up close to the management level. The portfolio manager also referred to the latest
governmental statement and said now it is the time of “a big change”. Since he witnessed
a similar organizational structure change for IT information security in the past, he
hoped the possibility of a new change became more likely through this statement, which
recommended Norwegian municipalities to consider EA principles.

“Without solving the challenge between IT and Business view, we can place EA
in the right position. We should solve it officially. We had this challenge with IT
information security, it was solved by changing the position” (PortfolioManager).

4.2 Pragmatic Legitimacy

From the pragmatic legitimacy perspective, which considers the individuals’ self-
interested calculations in the organization,we received evidence that the prior ITmanager
introduced EA to Gov and supported it.

“At that time (2011 or 2012), the IT manager defined an IT evaluation project in
Gov. (…) They (consultants) suggested recruiting two enterprise architects and
creating an Enterprise Architecture Section and…” (Enterprise Architect).

The prior ITmanager accepted this suggestion, but the point is that his organizational
role changed after a while. The new IT manager also supported the IT department well.
However, compared with the prior IT manager, the new IT manager supposed the EA
practices as a part of IT activities.

At the time of this study, the enterprise architects were the main individuals who
actively tried to highlight EA concerns in Gov. Yet, they were more engaged with the
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projects. Indeed, although they preferred to spend more time on EA, rather than project
activities, they could not change the condition because theywere not part of the decision-
making board.More correctly, we can say that Gov did not have any enterprise architects
at the time of data collection.

“When we contribute to making a better alignment between IT and Business, we do
it because we want it, not because it is measured! (…) Many people are measured
by, you are very successful by leading the project to live. (…) but how are your
successes in EA measured? It is not easy!” (Enterprise Architect).

One participant commented, architects themself also have a significant role in under-
standing the importance of paying attention to architectural principles. As he said, one of
the architects who worked there several years ago did not deliver any task. That person
only attended meetings and gave some feedback to others. After a while, others felt the
architectural work is not very important. But, after he left Gov and a new architect was
hired, this new person, by doing a great job, determined how architects could help others
in the projects’ activities.

4.3 Normative Legitimacy

The portfolio manager was the first leader of the Digitalization Program and had an IT
background. He started to implement EA in Gov. However, after being assigned to the
portfolio manager role, he had spent no more time on the EA. He believed EA practices
should particularly include business concerns. Thus, enterprise architects needed to be
placed at the management level, and they should actively contribute to the decision-
making process. Although the portfolio manager aimed to bring EA up close to the
management level, he did not achieve it. The portfolio manager assumed two reasons for
not succeeding in convincing the section’s manager to make an organizational change to
bring EA up close to the management level. First, EA concepts were hard to understand.
Second, the term “architect” was used to refer to IT specialists in Gov.

Surprisingly, although both enterprise architects and the portfoliomanager presumed
a similar role for EA, they had never spoken together about this topic. On the one hand,
the architects said they invited the portfolio manager to their architectural meeting, but
he did not attend. On the other hand, the portfolio manager mentioned all architects, who
worked there, were IT architects. The portfolio manager emphasized that they needed
enterprise architects who considered business goals. It was interesting because they both
(portfolio manager and enterprise architects) mentioned a similar matter. For example,
one enterprise architect offered a virtual structure or a change in the organizational
structure. In this suggestion, he proposed the idea of “The Architect Elevator” [64], and
explained how it could facilitate the digitalization and innovation process in Gov. He
told us, after sending the proposal to the IT manager, he received only one sentence as a
response that “it is a good idea, but it is not the right time.” The portfolio manager did
not know about this proposal. We understood that the conflict between the IT manager
and portfolio manager and how the portfolio manager perceived all architects’ tasks and
abilities, were significant barriers to developing some organizational rules and standards
regarding EA practices.
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4.4 Cultural-Cognitive Legitimacy

Arecurrent theme in the interviewswas a sense amongst interviewees that their outcomes
measured their job. Since the consequences of the lack of EA consideration were unclear
to the managers, the enterprise architect’s job evaluation was challenging.

“We should show to others that we (Gov) need EA. The challenge is that even with-
out EA, the digitalization processes have progressed. Therefore, this is very difficult
to explain to others that, yet in this situation, we need EA. (…) we should show
that by bringing EA here, after for instance three years, through standardization,
we will obtain more efficiency” (Enterprise Architect).

Totally, the architectural activities were under discussion at all levels. The architects
believed they should fix problems that others had not seen yet. They had to hold different
workshops, attendmeetings, and participate in the projects to introduce the importance of
architectural principles for digitalization processes. However, the overall organizational
culture did not support them properly.

“People are too busy with tasks they are hired for. This is a big pressure. (They) do
not use effort to look at the work outside their work. This is a reason people don’t
feel willing to do a job that is not part of their job description” (IT architect).

Together, these findings provided important insights such as understanding how EA
came into Gov, the extent to which it was accepted, and why architectural activities
stopped at the enterprise level. In the next section, we discuss how EA organizational
challenges accrued and led EAM to be failed.

5 Discussion and Conclusion

There is a growing body of research in the EA literature on EA challenges associ-
ated with organizational adoption. Several challenges have been identified, including
a lack of management commitment, insufficiently experienced architects, the difficulty
of understanding requirements in EA teams, insufficient tool support, rapidly changing
environmental conditions, EAconsultant-related issues, outdated organizational statutes,
and communication challenges [10, 12, 26, 35]. However, in order to reduce as many
challenges as possible, it is critical to understand the underlying reasons for EA chal-
lenges. Consequently, the problems related to organizational structure, problems from
the political influence, legislation and policies problem, and users’ readiness problem
to adapt EA products are all recognized as root causes of EA challenges in the public
sector [36]. In complementing the studies about the roots of EA challenges, we exam-
ine the root of EA’s challenges through a legitimacy lens. Legitimacy is a key element
and foundation of institutional theory [19], as it explains how a particular phenomenon
obtains or loses acceptance in its institutional context [65].

To do this, we developed a theoretical framework based on four distinct criteria
of legitimacy: regulatory, pragmatic, normative, and cultural-cognitive. We evaluated a
failed EAM case to determine why EA was unable to maintain its acceptance within the
studied organization, based on these distinct but complementary criteria of legitimacy.
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The findings reveal that a lack of adequate legitimacy was the primary reason for the
emergence of several challenges, including lack of shared understanding [10, 35], stake-
holders’ engagement [15], and financial [10, 15, 16, 26, 36] and management support
[10–12, 16, 35], all of which drove to EAM’s failure. However, as IT architectural activ-
ities gained adequate legitimacy, they were not challenged with the abovementioned
problems.

5.1 Theoretical Implications

Appropriate legitimacy has been identified in the organizational literature as a factor
in organizational survival [45] and can be a key element in resource competition [66].
We observed EAM efforts at the time of this study were at a debated legitimacy state,
where the disagreement about EA existed among different stakeholders and led to its
stoppage. Thus, one can also consider a lack of adequate legitimacy as the root cause of
the organizational challenges encountered by EAs in this study. However, the question
is how the state of architectural activities, which were previously legitimized at both
levels (project and enterprise), has changed over time to the point where they have lost
their enterprise legitimacy.

This study’s findings confirm that pragmatic legitimacy is important in bringing
EA into an organization at an early stage [e.g., 46]. Moreover, whereas normative and
cultural-cognitive legitimacy are essential for IS adoption [66], they were never obtained
for EAM in this study. Furthermore, this study found that regulatory legitimacy was a
major factor in achieving adequate legitimacy. It is observed that regulatory legitimacy
significantly reduces organizational actors’ pressureswhen it comes to gaining IT-related
innovation [47]. While regulatory legitimacy was never achieved at the enterprise level,
this study showed that IT architectural practices gained appropriate legitimacy as a result
of the government recommendation.

Although both levels of architectural activities were introduced concurrently to the
organization, the lack of regulatory legitimacy hindered the emergence of other types
of legitimacy criteria for EA. Likewise, the evidence demonstrates that pragmatic legit-
imacy is inadequate to sustain enough legitimacy. However, as a result of the impact of
regulatory legitimacy on the organizational context, we observed that IT architectural
activities could obtain additional types of legitimacy that ensure their survival.

5.2 Practical Implications

The legitimacy lens has significant implications for practice. According to institutional
theory, if all regulatory, pragmatic, normative, and cultural-cognitive criteria aremet, EA
can obtain legitimacy in its institutional setting. This indicates that institutionalization
of EA is a function of not only EA governance, principles, and standards, but also of
consensus among key stakeholders regarding the expected value of EA and the spread-
ing of architectural thinking to include EA procedures into the organization’s norms and
routines. This may be evidence of numerous EA failures. In many situations, despite
significant effort invested in establishing governance procedures, EA failed to achieve
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the desired objectives due to the existence of competing belief systems within the orga-
nization or because EA remained in its ivory tower, ignorant to the everyday routines of
stakeholders.
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Abstract. Even though organizations may plan for long-term enterprise-wide
objectives, they are shaped by local decision-maker’s actions. The latter tend to
have conflicting goals, such as short-term and immediate satisfaction of local busi-
ness needs over organization-wide objectives. While local and diverse decision-
making enables specialized products and services, ungoverned behavior may lead
organizations that are hard to control and manage. Hence, the challenge is to
harness, rather than eliminate decentral autonomy by reaping its benefits while
limiting its downsides. Pursuing this purpose, thisDesign ScienceResearch (DSR)
study presents the creation and evaluation of a governance mechanism: a nudge-
based label. It also contains a set of design features, which are evaluated quanti-
tatively and qualitatively with expert surveys and discussions. The contributions
include design knowledge about labels and the investigation of nudging as an
intra-organizational governance mechanism.

Keywords: Complexity management · Local-global conflict · Behavioral
alignment · Choice architecture · Nudging

1 Introduction

While increasing complexity of an organization’s information systems (IS) inhibits its
ability to adopt technological innovations, to innovate business models, or to satisfy new
regulatory requirements [1], it can also enable products and services that are tailored to
the needs of individual actors in such socio-technical systems [2]. Especially in large
organizations, the mutually adaptive nature of business requirements and information
technology (IT) enablement leads to an emergence of hardly controllable growth in
complexity [3, 4]. Thereby, the arising challenge in IT governance (ITG, the processes
that ensure effective and efficient use of IT to reach organizational goals [5]) does not
consist of the elimination or suppression of local decision authority, but rather of finding
effectiveways to address the problems caused by the latter such as the inhibiting effect on
controllability and manageability of enterprises [6]. Possible solutions should therefore
reap the benefits of local decision authority, while moderating the evolution of the IT
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landscape [2], to achieve efficiency and effectiveness. Therewith, the research problem
can be summarized as the need for means to guide individual and local decision-makers
within organizations to act and decide in line with system-wide objectives in the context
of hard-to-manage organizational systems.

This class of problems can be observed in non-organizational environments as well.
Such domains include public health management, promoting political engagement, and
societal welfare [7], where locally effective behavior is misaligned with system-wide
interests. In these domains the application of insights from psychology to decision-
making has gained significant interest, under the term of behavioral economics [8].
Therein, a general solution approach for guiding dispersed and unaligned behavior is to
address the automatic systemof the brain.The literature stream that specifically addresses
the alignment of individual decision-making and behavior with system-wide objectives
is choice architecture, as popularized by Thaler and Sunstein [7] and their nudge theory.
Choice architecture reflects that individuals’ specific choices depend upon the decision
environment and thus the presentation of a choice [9]. Nudge theory advocates for small
choice architecture interventions (nudges) to achieve desirable behavioral outcomes,
based on reliably observed psychological effects [7].

Even though nudging has been found to be easy to implement, inexpensive, and
applicable to a wide variety of domains [10], there is barely any research on how this
solution could be applied in the intra-organizational environment. (One exception we
found is [11].) Using the DSR approach, we design a nudge-based general solution to
the issue of intra-organizational behavioral governance, by designing and evaluating
a theory-informed label, for which we specified a suite of design features (DF). The
contribution to practice includes ideas of implementation through both the visualized
DFs and insights gathered from experts during the evaluation cycle. At the same time,
there is a knowledge contribution to research in designing and evaluating a set of DFs
and therefrom deducing design propositions, as well as in exploring the idea of using
nudging in the intra-organizational context.

2 Theoretical Foundations

2.1 IT Governance

IT governance has become a vital part of businesses as they increasingly invest in tech-
nology [12]. These investments in IT and IS as well as the gain in size of organizations,
increases complexity [13, 14]. The latter materializes in resistance, increased effort,
and likelihood of failure to changing business models, operational processes, or IS [1,
6], thereby inhibiting adaptability of organizations and increasing the cost for changes.
The latter is detrimental, since organizations need to be both efficient and flexible to
survive in their environments [15]. However, complexity may also be a lever to adopt
environmental changes [2] and to enable continuous innovation, which is why it may be
harnessed, rather than eliminated [16, 17].

In corporate governance the focus of ITG is on the definition and implementation
of “processes, structures, and relational mechanisms in the organization that enable
both business and IT people to execute their responsibilities in support of business/IT
alignment and the creation of business value from IT-enabled business investments”
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[18]. Thus, ITG not only provides structure, but more importantly, effective ITG should
include considerations as to how human behavior brings the whole together [19]. Opera-
tionally, ITGmechanisms are used to produce IT-related decision and behavioral patterns
that align with organizational goals [20]. These mechanisms include decision process
designs, policies that guide these processes, definition of accountabilities, etc. [20]. It is
believed that ensuring compliance with sanctioned policies, procedures and guidelines
yield effective ITG outcomes [20]. Thus, reflective thought processes have been thought
to be effective levers to induce behavioral change [8]. However, this leaves substantial
parts of the behavioral variance in individuals unexplained [21]. Behavioral economics
can bridge the gap by applying evidence from psychology to models of decision-making
[8]. In that regard, nudging may be an effective solution to align dispersed behavior in
the sense of ITG goals.

2.2 Nudge Theory

The issue of dispersed behavior that may negatively affect a system if it is not properly
aligned with system-wide interests, is known in various domains such as politics, pub-
lic health, and social security systems. In those environments, the concept of decision
architecture, as a means of shaping decision making, has been readily used over the
past decade as an alternative local view. The nudge theory [7] posits that habits and
cognitive limitations may be strategically used to change decision environments ever
so slightly to achieve desirable outcomes. The theory thereby relies on insights from
reflexive cognitive processes [22], also known as heuristics and cognitive biases [23],
or psychological effects [24]. Unlike traditional control-based interventions, nudges
only marginally change the decision environment to alter “people’s behavior in a pre-
dictable way without forbidding any options or significantly changing their economic
incentives” [7]. While nudging seems to be an effective and efficient way of guiding
individual behavior in various domains [10], current research on nudging does not cover
intra-organizational environments yet. However, based on its underlying premise that
nudges take advantage of human heuristics and biases, it seems reasonable to expect
nudging to work on employees in intra-organizational environments as well.

2.3 Psychological Effects in Nudging Literature

Mirsch et al.’s [24] comprehensive literature review on relevant psychological effects
for nudging in the physical and digital sphere revealed the twenty most frequently used
psychological effects in extant literature. For the design of our nudge-based intervention
we have selected all effects that were used at least in five publications. Upon further
investigation, we found that the effects of ‘hyperbolic discounting’ and ‘discounting’
are of low relevance to our use case, and we therefore excluded these two effects. This
has left us with these seven psychological effects:

Framing, governs decision-makers by means of a purposefully designed decision
frame that takes advantages of psychological principles to induce a predictable shift in
decision preferences [25]. As an example, [25] framed a decision problem by describing
it in two semantically different ways. One was positively framed (save X of Y lives),
whereas the other was negatively framed (Z of Y people die). While the outcomes where
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the same (Y – X= Z), people responded differently depending on how the question was
framed. Since then, many studies confirmed this effect [e.g., 26, 27–29].

The status quo bias, makes use of individuals’ tendency to maintain the current
status. The strong desire to remain with the current status quo is rooted in the tendency
to overestimate the discomfort of accepting change as well as to underestimate the
potential benefits that change may bring [30]. Providing default options is a typical [24]
and effective [31] application of how this effect is used to nudge decision-makers.

Social norms is a term to describe “rules and standards that are understood by mem-
bers of a group and that guide and/or constrain social behavior without the force of
laws” [32]. As a result, people “orient towards the behavior of others” [24] in order
to avoid sanctions form their social networks [32]. A well-known example of a social
norm nudge is the “Most of us wear seatbelts” campaign by the Montana Department
of Transportation, which led to higher use of safety belts in cars.

Loss aversion refers to a psychological effect that individuals’ decisions tend to be
influenced more strongly by the prospect of negative outcomes than positive ones [30].
Nudging implementations include a statement on the popularity of certain limited offers
or adding that a certain offer is only available on a specified day. This may trigger a
feeling of loss, unless the opportunity is grasped and the purchase is made [24].

Anchoring and adjustment refers to the fact that individuals lacking reference points
tend to estimate values based on cues in their decision environments [23]. Providing
individuals with reference points allows them to compare different situations and choices
[24]. Whereas a person may not know whether a specific dishwasher is efficient or not,
when provided with an efficiency label as a starting point (see Sect. 2.4), they ‘anchor’
their judgments on relative distances to that reference point [e.g., 33].

Priming is an effect that “can be described as the preparation of individuals for the
decision moment by gently leading them to the decision” [24]. One operationalization
of this effect is to elicit intentions beforehand [e.g., “Do you intend to vote?”, cf. 34].

Lastly, availability heuristics describe changes in individual perceptions based on
the ease at which one can recall a certain event [24]. People perceive the probability of
a certain event to occur as higher if the latter is mentioned frequently or recently [35].

2.4 Energy Efficiency Labels

In this paper, the term label is used to refer to decision information nudges [36] that
intend to alter individual decision outcomes by providing succinct disclosure on certain
decision-relevant aspects [37]. One of the most successful label types are standardized
energy efficiency labels for e.g., dishwashers, washing machines, or fridges [38]. They
have been found to be particularly effective in aligning individual decisions with desir-
able societal goals [39]. Therefore, and because labels (as a low intrusive intervention)
were found to have high acceptance, we used generalized design knowledge on energy
efficiency labels as a starting point for our design.

The developments and findings on energy labelling research were synthesized from
[39] and the design knowledge can be summarized as follows:

1. New energy labels should be designed through end-user-based market research.
2. Comparative energy labelling is perceived as being helpful in decision making.
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3. Comparative scales are more easily understood than technical information only.
4. Discrete categories illustrate comparisons more effectively than continuous scales.
5. Adding primary consumption figures (e.g., kWh) comparative scales is helpful.
6. Using colors to exploit their strong connotations is helpful to foster understanding.
7. Information should be carefully organized to avoid overload and poor structure.
8. The adoption of a well-known label design cannot be assumed to be effective in a

new environment. It should be confirmed through research beforehand.

Since labelling was found to solve the generic problem class, and energy efficiency
labels seem to be highly effective, the subsequent artifact construction will take these
findings as a foundation for designing principles that guide the design of the artifact.
The next section addresses the past efforts that exist in bringing the label from its public
application environment into organizations as a tool to align employee behavior.

2.5 An Example of a Label Used in the Intra-organizational Environment

Little qualified research on the design and use of labels within organizations exist.
The same is true for nudging (see above). Study [11] addresses this gap between very
successful use cases in the public domain (i.e., guiding individual behavior for the public
good) and the lack of exaptation of such solutions to the intra-organizational domain (i.e.,
guiding employee behavior toward organizational goals). They designed an Enterprise
Architecture (EA) label that nudges local decision makers to opt for choices that favor
an enterprise-wide perspective. Similar to the case of a label for ITG, the EA label was
designed to solve the local-global conflict where local decision makers should opt for
IS design alternatives that are aligned with EA goals.

Paper [11] emerged with design knowledge that is also relevant to this paper’s objec-
tives. First, in order for the label to be perceived as a nudge rather than a measure-
ment system for quantified performance, designers should favor simplicity over abso-
lute accuracy. Second, they employed several measures, which were aggregated with
equal weights to an overall score. The equal weighting created transparency for local
decision-makers, which was perceived as beneficial.

3 Method

Todesign an ITGmechanism for aligning individual decisionmakingwith organizational
objectives, we opted for a research approach that follows DSR principles. DSR is well
established in the field of IS [40–42], and its purpose is to extend organizational and
human capabilities through the creation of new artifacts [43].

3.1 The DSR-Approach

The DSR process builds on existing theory, where established knowledge serves as an
input informing the design [41, 43]. Thereby both descriptive and prescriptive knowl-
edge is used to inform the researchers about the object of investigation and the design
process respectively. While there are various reference processes and guidelines on how
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to conduct DSR [40, 42], the framework from Hevner, March [43] is the most cited one
[44]. Hevner’s three cycle view [45] is an improved and more detailed version of that
framework [46], which is why rely on the latter. The process consists of three research
cycles: the relevance, rigor and design cycle [45].

The relevance cycle initiates DSR by providing research requirements and an appli-
cation context. In this paper, the application context is motivated in the introduction and
conceptually discussed in Sect. 2. Some researchers explicitly translate the knowledge
of the problem into (meta) requirements [47], whereas in other papers the inclusion is
implicit [48]. In a later step this cycle defines acceptance criteria to evaluate the research
results [45, 46]. According to Dresch, Pacheco Lacerda [42] the implementation of an
artifact in DSR is not a mandatory step. Due to the great effort in terms of time and costs
to field test the artifact, this study does not yet include the evaluation in an application
context but features a conceptual evaluation with practitioners.

The rigor cycle is a feedback loop to “provide past knowledge to the research project
to ensure its innovation” [45]. Grounding DSR can be achieved by including additional
knowledge on the problems, existing artifacts, analogies/metaphors, and theories [45].
For this paper, the knowledge base is provided in Sect. 2 and its inclusion in design and
development activities is reported on in Sect. 4. The knowledge base will be enhanced
by extensions to existing theories (nudging) and design knowledge (labels).

The design cycle represents the core of the DSR model [45] and requires the most
effort. In this step, artifacts are designed and rigorously evaluated before releasing them
to field testing as part of the relevance cycle. The design is explicated in more detail in
Sects. 3.2 and 4, while the evaluation is presented in Sects. 3.3 and 5.

3.2 Design and Development Procedures

The procedures that led to the designed artefacts (i.e., design features and design prin-
ciples) followed four phases: First, (1) we harnessed the existing knowledge bases by
searching the literature on the problem (intra-organizational behavioral alignment, see
Sect. 1, and ITG, see Sect. 2.1), a possible solution approach (nudging, see Sect. 2.2),
known design options within nudging (see psychological effects in Sect. 2.3), and known
prescriptive knowledge about a suitable carrier for such nudges (energy efficiency labels,
see Sect. 2.4). In the second phase (2) we derived an initial set of design principles for
creating a label. Thereafter, (3) we compiled the existing knowledge and an existing
label design [11] (see Fig. 1) as a starting point for the design and development of our
own label. The actual design phase (4) was based on several workshops during which we
iterated between brainstorming and evaluation phases. Thus, design ideas were freely
shared, before comparing the knowledge bases from step 3 with these ideas, which
ultimately led to the emergence of the designed artefact.

3.3 Evaluation Procedures

To evaluate our artefact (i.e., the design features) and to solidify our design principles,
we have opted for two types of evaluation: A quantitative survey and a qualitative expert
discussion.Both tookplace at practitionerworkshops,where the artefact and a scenario of
its applicationwas presented, before inviting the experts to partake in an electronic survey
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with evaluation questions on each of the design features (measurements on 7-point Likert
scales). To enhance the insights from the quantitative evaluation, a qualitative discussion
ensued directly after the collection of the data. We simultaneously visualized the results
and used the visualizations to spur discussions to make sense of the data together. We
implemented this explanatory mixed-method design at three workshops with experts
frompractice in the domains of enterprise architecturemanagement, information systems
management, and production management—all of which are regularly confronted with
managing the local-global conflict within their organizations. The same procedure was
used in all workshops (more detail in Sect. 5).

4 Artefact Development

4.1 Transfer of Existing Knowledge

Based on the knowledge outlined in Sect. 2, we initially transferred the learnings from
existing research to the specific case an ITG label by deriving design principles. The
following design principles (DP) emerged (in parentheses, the number of the respective
statement from Sect. 2.4 is provided).

• DP1: Comparative elements should be included. (2)
• DP2: Comparison should not be solely based on technical information. (3)
• DP3: Discrete categories for comparative elements should exist. (4)
• DP4: Quantitative measures outlined in addition to comparative scales should be
included. (5)

• DP5: Colors with strong connotations should be used to foster understanding. (6)
• DP6: Information should be carefully organized. (7)
• DP7: Excessive information should be avoided. (7)

4.2 Starting Point

The starting point for developing the set of DFs was the knowledge base as described
above, including the most commonly used psychological effects, knowledge on nudging
and the creation of a label, the derived DPs, and a label for a related context [11]
(see Fig. 1). Based on the psychological effects presented above, we analyzed that
existing label and identified three different underlying psychological effects: The overall
rating represented as a classification (A to F) and the belt (red to green), are graphical
representations of anchoring and adjustment, since they provide reference points. The
second effect is loss aversion, which can be seen in the display of the trend. Displaying a
(negative) trend can nudge people to exert additional effort to prevent losing their current
rating. Lastly, the whole label can be considered to contribute to a framing effect as the
choice of the contents of the label frames the interpretation of its message. With this
information stack as a starting point, we have iteratively designed the following set of
ten design features.
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4.3 Design Features

As described in Sect. 3.2, we have had several workshops among the co-authors of this
paper, during which we iteratively developed the design features of our proposed label.
The final result can be seen in Fig. 2. Its constituents are the following:

DF1 is adapted from [11] and the Energy Label of the European Union [39]. It relies
on the anchoring and adjustment mechanism. It displays the overall rating of the local
entity and summarizes the individual measurement items in discrete categories (DP3).
Its meaning is underlined by a color scale where red is associated with a bad, and green
with a good score (DP5).

DF2 provides an overview of the rating distribution among the different local entities,
allowing individuals to more accurately compare their rating with peers (DP2–3).

DF3 is a quantitative measure that indicates the likelihood to lose the current rating
for the worse (DP4), which represents the psychological effect of loss aversion.

DF4 is a multitude of measurement items (in this case two are displayed for illustra-
tion, DP4). This informs users about the underlying mechanisms that lead to the overall
rating, which establishes understanding and clarity, while also framing the label such
that certain sub-aspects are made explicitly salient. Thereby, each measurement item is
delimited by a box, which should help structure and organize the contents (DP 6).

The boxes with measurement items contain DF5, DF6, and DF7. In DF5, a belt
ranging from red to green color (DP5) indicates a low or high performance and makes
it possible to evaluate the achieved value XY. Therefore, DF5 is a graphical display for
the anchoring and adjustment effect (DP1). DF6 (grey triangle) is an operationalization
of the social norms effect and shows the average performance of the peer group for the
specific performance indicator. This allows for additional comparison (DP1–2) and, in
case of comparably poor scores, motivates individuals to increase their effort to reduce
social pressure. The last feature in the boxes of measurement items are the trends (DF7),
which implement the effect of loss aversion. The arrows aim at displaying the trend
for an individual performance indicator over the last periods (DP2). Thereby, colors are
used to indicate their desirability (DP5).

DF8–DF10 are mainly text-based. DF8 is a default selection for corrective actions
and will be set by the global entity (e.g., enterprise architects) (DP2). The local entity
(i.e., the decision-maker) then has to actively opt for another action, if it is not willing
to implement the suggestion. Hence, DF8 represents the status quo bias. However, DF8
can also be seen as a form of priming, since it prepares the local entity for a decision.

DF9 displays best practices and is an example for social norms and the priming effect.
It aims to nudge local entities towards an action that has been performed successfully
by peers, by raising social pressure and preparing for a specific decision (DP2).

DF10 is an operationalization of the psychological effect of availability heuristic,
as it shows past incidents and raises awareness among local entities. Thus, individuals
may judge the probability of such incidents occurring as higher than others (DP2) and
are more likely to work against them.

To keep the label understandable, trustworthy, and simple (DP6, DP7), the different
DFs are arranged by following a top-to-bottom approach: First displaying the DFs that
show an overall rating. Next, single measurement DFs elaborating on the overall rating,
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followed by additional informational DFs that are not necessarily relevant for the overall
rating. This arrangement itself has the psychological effect of framing.

Framing 

Loss Aversion 

Anchor & Adj. 

Fig. 1. Identification of psychological effects, see
Schilling, Aier [11]

1 2 

3 

5 
6 
7 

8 

9 

10 

4 

Fig. 2. Label with the ten DFs

5 Evaluation

Our evaluation of the DFs comprises quantitative and qualitative analyses. We quanti-
tatively surveyed experts on the perceived effectiveness of the DFs, before confronting
them with the results of the survey in a qualitative group discussion to interpret the data.

5.1 Quantitative Expert Survey

To evaluate the effectiveness DFs in aligning local actors’ decisions with global
objectives of an organization, we created an electronic survey and proceeded as follows:

Phase 1: General Introduction. In the first phase the participants were shortly intro-
duced to the problem of behavioral alignment in ITG by means of nudges in general and
a designed label in particular. In case of unclarities, the experts could ask questions.

Phase 2: Provision of a Scenario. In order to increase the shared understanding for the
specific application of the label and thus the potential usefulness and effectiveness of the
DFs, the participants were provided with a scenario that operationalizes the problem.
In that scenario, two decision options (A vs. B) were presented, where B aligned with
organization-wide goals and A primarily serves local decision-makers.
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Phase 3: Data Collection. Each individual DF was presented and explained by one co-
author such that its operationalization for the specific scenario became apparent. For
each DF, the participants were asked to respond anonymously through an online survey
to the following question: “Is this design element effective and thus suitable to nudge
local decision makers to opt for the enterprise-wide desirable outcome (option B)?”
Responses were gathered on a 7-point Likert scale ranging from 1 (very ineffective) to
7 (highly effective).

The workshops took place in October and November 2019 in Switzerland and Ger-
many. Since participation was voluntary, not all participants responded to the survey
(workshop 1: 44/52 attendants (84.6%); workshop 2: 10/12 (83.3%); workshop 3: 11/15
(73.3%)). The experts were highly experienced, with many of them having more than
ten years (45%) and most of them (72%) having more than five years of experience in
their current field of work. The overall average of the ratings for the DFs was 4.87 out
of 7 and each question was answered by 63 to 66 experts. The descriptive statistics of
the individual effectiveness assessments of the DFs are ordered according to the mean
effectiveness votes in Table 1.

Apart from DF3, all DFs were assessed to be above average (>4.0). However, it is
apparent that DF1, DF4, and DF5 are judged to be highly effective and DF6 and DF7 are
also highly rated. Together, these DFs engender the design principles DP1-DP6. DP7
(not featuring excessive information) is necessarily dependent on the combination of
DFs. In that regard, the question of how much information is ‘excessive’ needs to be
determined. This, among others, was part of the qualitative discussions.

Table 1. Description of quantitative survey data including results from the factor analysis.

Effectiveness rating N Mean STD F1 F2 F3 F4

DF4: Split into individual items 66 5.47 1.459 0.61

DF1: Rating 64 5.33 1.624 0.93

DF5: Colored belt 65 5.26 1.482 0.93

DF6: Average of all entities 66 5.02 1.583 0.60

DF7: Trend 66 5.00 1.608 0.59

DF8: Measures for improvement 66 4.86 1.654 0.76

DF2: Comparison of rating distribution 63 4.86 1.848 0.81

DF10: Issues in the past 66 4.52 1.825 0.67

DF9: Best practice suggestion 65 4.40 1.748 0.82

DF3: Probability of losing current rating 63 3.97 1.732 0.73

A factor analysis to identify types of DFs has yielded four factors (F): F1 contains
DF8–DF10, which are the text-based DFs. F2 contains DF2–3 and DF6–7, which are
the comparative DFs (between periods and/or entities). F3 contains DF4–5, which split
the overall rating (DF1) into more detailed measures. F4 only contains DF1, the overall
rating, underlining its relevance and unique nature.
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5.2 Qualitative Expert Discussion

The responses from the quantitative survey were visualized as histograms (distribution
of votes on the 7-point Likert scale per DF) and bar diagrams (relative effectiveness
rating between the DFs) as the foundation for the discussions to interpret the data. At
each of the three workshops, two of the co-authors took notes on the insights provided
by the participants. In case of unclarity, the participants were asked to elaborate. The
qualitative data gathered in this way was thereafter summarized and aggregated into
four additional design principles. Hence, the main findings from the qualitative expert
discussions can be summarized as follows:

• DP8: It should be clear to users how the components of the rating are built. (Explana-
tion: If employees do not understand how the rating is built, the credibility and thus
the effectiveness of the label is low).

• DP9: A label should be very simple. (Explanation: Understandability is more impor-
tant than completeness. A focus on some objectives, e.g., 3–4 design elements, may be
beneficial in gaining approval of the measures and to avoid selection and discussions
about relevance (DP7). As a minimum, DF1 and DF5 may suffice).

• DP10: Text-based DFs must be relevant for the specific local entity. (Explanation:
While the ideas of measures for improvement (DF8), best practice examples (DF9),
and information about incidents (DF10) are perceived to be conceptually interesting,
their implementation was judged to be difficult, since their success depends on their
suitability for each individual. It is crucial that users can directly relate to them).

• DP11: Each label has to be designed with and for the intended userbase. (Explanation:
Finding the right measurement items was deemed a core difficulty in operationalizing
the DFs shown at the workshops. This seems challenging, not only for text-based DFs,
but DFs in general. Our findings back the earlier finding that labels are more effective
when designed in collaboration with its target audience [39]).

The idea of introducing a label into the intra-organizational context has been well
perceived. However, participants voiced concerns regarding the operationalization of the
DFs. This is in line with previous findings requiring new labels to be designed along
with end-user-based market research [39].

6 Discussion

This studyhas set out to create design knowledge toward solving the problemofmisalign-
ment between individual (local) behavior and organizational (global) goals, which—in
the context of mutually adaptive business requirements and IT enablement—leads to a
hardly controllable growth of complexity in IT governance. Therefore, extant knowledge
on how to influence individual decisions toward system-wide objectives was combined
with design knowledge on how this problem class is addressed in other domains to
develop DFs for a governance label that carries nudges.

The design process has yielded a label with ten distinct DFs, based on well-
established psychological effects in the choice architecture literature and knowledge
on how to create an effective label. The evaluation of the DFs was conducted at three



Intra-organizational Nudging 243

workshops with experts in managing such local-global conflicts within organizations.
At each workshop, the effectiveness of the artifacts (DFs) was quantitatively assessed
first, and qualitatively discussed afterwards.

The main findings of this DSR study includes the design of ten semi-abstract design
features (see Fig. 2) that may serve as a baseline set of features for label designers.
However, the latter must adapt and specify these DFs together with prospective users to
the specific application context.

Furthermore, this study has brought forward a set of eleven design principles (DP) for
the design of labels in the intra-organizational environment. Seven DPs were transferred
from the existing bases of knowledge (Sect. 4.1). The remaining four DPs stem from the
qualitative discussions with experts (Sect. 5.2).

The main findings furthermore include that visually implemented DFs are more
effective than text-based ones, and the expected effectiveness for the ten DFs created in
this study is heterogeneous. Furthermore, a label should be simple and therefore lim-
ited in scope. Otherwise, local decision-makers may distrust the label’s accuracy, argue
about the various DFs’ relative importance, misunderstand it, and potentially disregard
it. Combining the findings on the relative expected effectiveness of the DFs (quantitative
surveys) and the strong request to focus on a lower number of DFs (qualitative discus-
sions), as well as the design principles that informed the label design in the first place, we
conclude that an effective label should focus on a small selection of simple-to-understand
DFs.

Having positioned the abstraction level of the artifact such that the DFs are not
directly applicable but must first be ‘translated’ to a specific setting is certainly a limita-
tion of this study. The evaluation revealed that the effective operationalization of the DFs
(and in particular the text-based ones) is highly challenging. Furthermore, the findings
are limited to solve the problem of guiding individual behavior towards organizational
objectives. The creation of a full-blown design theory (level 3 contribution) is out of
scope for this paper and the design knowledge created from a very situated solution
(level 1) would not sufficiently contribute to solving the research problem. Therefore,
the level 2 contribution type was deemed suitable for this paper [41].

Another major limitation, due to time and effort constraints, is the fact that the
artifacts were not translated and tested in the real application domain.

In future studies, these limitations may be addressed by translating the design knowl-
edge created throughout this DSR project (i.e., the design principles and the suggested
design features) together with organizations to test its effectiveness. Since this would
entail interventions with real employees, ethical concerns should be addressed as well.
Based on the insights that may be drawn from such studies, a more complete design
theory for the design of a nudge-based ITG mechanisms may arise.
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Abstract. This paper proposes a methodology for business process analysis,
conceived in the context of business process (BP) management. The proposal
addresses business process analysis with a knowledge management approach,
adopting an Agile philosophy. It is based on the progressive, iterative construction
of a knowledge base about the business organization and, specifically, the pro-
cess to be innovated. The methodology proposes a set of information structures,
in the form of a sequence of seven different knowledge artefacts that starts with
a simple, intuitive process specification and then evolves towards richer models.
The method has been conceived to be easily adopted by business experts, allow-
ing them to acquire, model and manage business knowledge without the need of
knowledge management experience. In this way, business experts are kept at the
centre of the business analysis process and the created business models can be eas-
ily transferred to a Low-code platform for a seamless development of enterprise
information systems.

Keywords: Business process analysis · Agile method · Business process
modeling · Knowledge representation · Glossary · Lexicon · Class diagram ·
Ontology

1 Introduction

In the last decade the economic system underwent a significant transformation, due
to several factors: from the globalization to the digital revolution, to the fight against
the climate change with the green transition. In addition, the advent of the Covid-19
pandemic and the post-pandemic phase, that (hopefully) is ready to start, are further
increasing the speed at which enterprises need to change, redesign their processes and
organizations.

Within enterprise innovation, Business Process (BP) [1] innovation plays a central
role, in fact a BP cannot be considered in isolation with respect to other elements of the
enterprise. Even if our initial focus is on the innovation of a specific business process, we
need to consider other related business elements, such as documents, enterprise structure
and organization, roles and skills of the involved people. Conversely, if our focus is on,
say, product innovation, then we are forced to change the involved processes as well.
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For the above reasons, BP innovation is one of the most strategic field of a dynamic
enterprise [10]. It consists in the transformation of an existing BP from its current con-
figuration (AsIs) to a future, improved configuration (ToBe). Business Process Analysis
(BPA) [2] represents the first phase of any digital transformation: it requires a deep
understanding of the target business processes and the building a set of models.

Business Process Analysis is a territory of research and practice that traditionally
belongs to business experts, who are supported by methodologies that provide, mainly
in an informal mode, schemes and guidelines for their activities. Such methodologies
lack of a formal grounding and the absence of a formal approach concerns also the
documents to be released at the end of the analysis process [3]. Due to the informal
nature of the produced documents, often containing imprecise statements or missing
information, traditional methodologies demonstrated a number of shortcomings that are
often propagated in the successive development of enterprise information systems. One
consequence is the well-known Business/IT Alignment problem [4], i.e., the misalign-
ment between business needs and the services offered by the information system. Several
efforts have been deployed to find a solution, but yet with a limited success [5].

To solve the issue, one idea was to establish an early cooperation between business
and IT experts and the adoption of a rigorous approach in BPA. Moving earlier the
adoption of formal methods would improve the quality and the reliability of the released
business models. Along this line, the adoption of a semantic approach started to emerge,
proposing knowledge-based solutions centered on business ontologies [6], yielding to
ontology-based enterprise models [7]. However, such solutions appeared too complex
and were not well received by the business community, and today there is not yet a
winning solution for business experts to build and manage formal specifications of a
business scenario.

This paper proposes a knowledge-driven approach to business process analysis con-
sisting in a progressive construction of knowledge artefacts, in a sequence that starts
from simple, narrative models, and then proceeds building semantically richer models,
eventually achieving an ontology of the business scenario. All the models, except the
final ontology, can be built without specific knowledge engineering competences. To
improve its effectiveness and further ease the BPA process, the proposed methodol-
ogy adopts an Agile approach [8], therefore we named this methodology ABPA (Agile
Business Process Analysis).

One of the main characteristics of ABPA is the paradigm shift that moves the focus
of the business process analysis from the ‘how’ to the ‘what’. In essence, the traditional
methods are focussed on how to carry out the analysis, providing a number of best
practices, rules, recipes to be followed (the ‘how’). Conversely, we consider business
analysis as a ‘knowledge management affair’, therefore we put at the center of the stage
the knowledge artefacts that are produced during the analysis (the ‘what’), leaving a
great freedom on how to proceed in building them.

In essence, the ABPAmethodology is based on three main pillars: (i) the adoption of
anAgile philosophy [9], characterised by an iterative, incremental approach and frequent
delivery, in the construction the of knowledge artefacts; (ii) the progressive introduction
of a formal approach in the creation of anAgile Business Process Ontology (ABPO); (iii)
the positioning of business experts at the center of the whole business analysis process,
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giving them full control on the business models that are built and relegating technical
expert tasks to the final coding of the ontology.

Now we introduce three research questions that have guided our work, the answers
are reported in the last section.

RQ1 - Research question 1: Is it convenient to adopt an Agile approach for the analysis
of business processes?
RQ2 - Research question 2: Is it handy for business experts to adopt a systematic
knowledge management method in the construction of business process models?
RQ3 - Research question 3: What are the advantages of involving business experts in a
systematic, formal business process analysis?

The rest of the paper is organized as follows. In the next section we provide a short
review of the literature in the area of agile methodologies and knowledge management
for business process analysis. Section 3 describes the proposed methodology, by means
of a running example. In Sect. 4 some conclusions are reported.

2 Related Work

As anticipated, the paper is rooted in two key scientific areas, Agile methodology and
knowledge-based business process analysis. At the intersection of these two areas we
have agile business analysis, with a further focus on business processes.

A literary review highlights a lively scientific and practical activities in the area of
Business ProcessManagement (BPM), however, little results are focused on knowledge-
based BPA that is the focus of this paper. BPA can be seen as a supporting activity for
BPM, considering that the former is more focussed and the latter has a wider scope.
In particular BPM includes the operational aspects, the monitoring, improvement and
redesign of business processes. All these activities require a solid knowledge about the
business context where the BP takes place. Here we briefly review some of the key
principles of the Agile philosophy, then its adoption in the BPA and, finally, some of the
proposals for knowledge-based BPA, yielding to an BPA ontology.

2.1 Agile Methodologies for Business Analysis

The Agile philosophy [11] continues to attract the attention of scientists and practition-
ers, for the advantages it presents when developing software systems in a fast and ever
changing world. It started in the software development area, then its popularity expanded
beyond the software development. One promising area is represented by business analy-
sis. However, the existing proposals tend to address the topic in an informal way, mainly
providing good practices, advices and guidelines [12]. There are some contributions
towards a more systematic approach, such as the Agile Modeling Method Engineering
(AMME) proposal [13]. This proposal, that has a wider scope than ABPA being targeted
to enterprise modeling, provides some interesting indications but its four stages organi-
zation remains at a descriptive level, failing to provide precise directions for business
experts.
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Another interesting proposal is the agile methodology referred to as Integrated BPM
(IBPM) [14]. Within its wide scope, IBPM proposes a very rich framework based on
the idea of combining process-oriented and service-oriented approaches. The frame-
work proposes five project phases: Planning, Analysis, Business Design, Implementa-
tion Design and Implementation, with best practices and modeling guidelines. The key
result is represented by BPMN (Business Process Modeling and Notation) process dia-
grams. The key difference between the ABPA and IBPM is that the later focuses on the
‘traditional’ Agile principles concerning the management of the projects, i.e., the ‘how’,
while ABPA has the primary focus on the deliverables, i.e., on ‘what’ the project should
produce, in terms of business models.

2.2 Knowledge-Based Business Process Analysis

The quest for a systematic method for BPA produced a relevant literature where, in
particular, several ontology-based solutions for BPA have been proposed. Among them,
we may recall COBRA, a Core Ontology for Business pRocess Analysis [15], that is
based on a Time Ontology. Another research line, with a wider scope, is represented
by the adoption of ontologies and semantic web services for BP management, such as
Semantic Business Process Management (SBPM) [16]. All such proposals appear to be
more inclined towards the formal aspects than the ease of use by business experts.

A different research line, rooted in the business culture, starts from a business stan-
dard, the Universal Business Language (UBL) [17]. In essence, UBL is an open library
of business data components, such as Address, Price, Quantity, and business templates of
the most common documents, such as Invoice, Order, Receipt, plus a number of standard
process models. An interesting proposal [18] is based on the association of a business
ontology to UBL. It proposes a formal modeling the UBL components and templates,
including the UBL process flow, with an ontological formalism (essentially OWL: Web
Ontology Language). Probably due to an excessive formalization, the proposal was not
accepted by the business community.

Another interesting proposal is represented by BPMO [19], a Business Process
Modeling Ontology that besides UBL considers also other business modeling stan-
dards, including ebXML1. BPMO has been mainly conceived to allow the exchange of
information among cooperating enterprises rather than to support BPA.

It is widely recognised that the existing proposals had a limited practical impact,
failing in the objective of convincing business experts to adopt more rigorous and formal
businessmodelingmethods.We believe that there are several causes. The first is the clash
of the business and the ontology cultures, with the pragmatism of the former and the
formal approach of the latter. Then, the idea of building large, encompassing, enterprise
ontologies turned out to be too complex, difficult to be achieved and to bemaintained over
time. We believe that starting with local solutions, e.g., a departmental or an application
ontology, would have more chances of success. Also, the idea of pushing extensive
competencies of ontology principles and theories in the business world appears not
practical. Then, there is a need for a ‘soft’ methodology that supports business experts

1 ebXML: Electronic Business using eXtensible Markup Language, an international standard
aimed at representing business concepts with the XML notation.
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with a progressive approach, from informal to formal, to knowledge modeling. For these
reasons, the ABPA method starts by building simple intuitive models, in the form of
textual descriptions, that are progressively enriched producing structured, semantically
tagged artefacts and, eventually, a business ontology. Only the last step, prepared and
supported by the previous ones, requires ontology engineering competences.

3 An Agile Method for Business Process Analysis

BPA requires a thorough understanding of the business domain, achieved by a com-
prehensive analysis and modeling of the current state of play. As anticipated, such an
analysis goes beyond the given BP and considers also other business elements, such as
the actors who operate or superintend on the process, documents that are exchanged
among the actors, data and information that are managed during the process. ABPA
proposes seven models, with a preliminary (informal) analysis of the static facets of the
business scenario (i.e., without considering the actual business flow), and then a progres-
sive formalization. ABPA is a preparatory work for the full-fledged Business Process
Reengineering (BPR) that includes the diagrammatic modeling of the business flow,
yielding detailed BP diagrams. In essence, ABPA focuses on the structural elements
of the BP, including activities, operation, and the links with the other cited elements
(document, actors, etc.), avoiding the formal modeling of temporal sequencing.

In ABPA, the models that represent the enterprise knowledge can assume various
forms, with different levels of details and formality. In particular, we have: (i) plain text,
a narrative form of knowledge representation; (ii) structured text, e.g., itemised lists
(bullet points, numbered lists, etc.) that collect and organise short statements; (iii) tables,
typically providing a systematic visualization of knowledge items; (iv) diagrams, where
the knowledge is graphically represented, according to a given standard; (v) a formal
representation of the business domain by means of a reference ontology.

3.1 A Running Example

The methodology proposes the acquisition, modeling and management of structural
knowledge concerning the current business process scenario, building the following
knowledge artefacts.

a) BPSignature.The first knowledge artefact, in the formof a table, aimed at providing
a synthetic description of the business process, gathering key information about it.

b) BP Statement.A preliminary plain text description of the business scenario and the
business process, described in general terms (i.e., at an intensional level).

c) BP User Story. A plain text description of an exemplar execution of the BP (i.e., at
an extensional level). In essence, it represents an instance of the BP Statement.

d) PBGlossary.A collection of terms, with their descriptions, that characterise the BP
domain.

e) OPAAL Lexicon. This is a structured terminology that provides a first semantic
tagging of the key terms used in the previous structures.
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f) UMLClassDiagram.The construction of theUMLClassDiagram (CD) starts form
the knowledge collected so far, modeling it in a graphical form. Such a graphical
representation is particularly useful to exchange the knowledge among people.

g) BPA Ontology. This is a formal representation of the analysed business process. It
is the final knowledge artefact of the methodology.

Below we illustrate the details of the listed knowledge artefacts. To this end, we
adopt a running example concerning a pizza shop. The example will help to show the
progression in complexity and formality of the business knowledge artefacts to arrive,
eventually, to the definition of the BPA (Business Process Analysis) ontology.

BP Signature. The Table 1 gathers the key knowledge aimed at providing the essential
information about the BP.

Table 1. BP signature scheme.

Knowledge items Description

BP name <The name of the business process>

Trigger <The event that causes the BP to start>

Key actors <The most relevant actors that operate in the BP>

Key objects <The most relevant objects involved in the BP>

Input <The objects required to start the BP>

Objective <The objectives that the BP intends to achieve>

Output <The final deliverables released at the end of the BP>

Then we provide the first description of the pizza shop BP (Table 2).

Table 2. Pizza shop BP signature.

Knowledge items Content

BP name Home Pizza Delivery

Trigger Order Arrived

Key actors Customer, Cook, Delivery Boy

Key objects Order, Dough, Pizza, Delivery Vehicle

Input Order

Objective Cook and deliver pizzas to customers

Output Pizzas Delivered, Customer happy

BP Statement. The text of the BP Statement is the synthesis of an interview to a
(fictitious) pizza shop owner, whose business has name PizzaPazza (Fig. 1).
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My business, PizzaPazza, is a home delivery pizza shop. The customer fills in the 
order and then submits it to the shop, with the payment, by using our Web site. Making 
good pizzas requires good quality dough, produced in-house, and a careful baking of 
the pizza. To make clients happy, we need to quickly fulfil the order and the delivery 
boy needs to know streets and how to speedily reach the customer’s address. 

Fig. 1. BP statement text box

BP User Story. This text reports a specific execution of the BP, i.e., it represents an
instance of the PizzaShop BP (Fig. 2).

John connects to the PizzaPazza Web site and places his order of two Napoli pizzas, 
providing also the payment. On the arrival of John’s order at PizzaPazza, Mary, the 
cook, puts the order on the worklist. When the John’s turn arrives, Mary prepares the 
ordered pizzas, cooks them, and then alerts the delivery boy Ed to come and pick up 
the pizzas. Thus, Ed takes the pizzas and starts his delivery trip, eventually achieving 
the delivery to John’s home. 

Fig. 2. BP user story text box

3.2 Building the BP Glossary

This knowledge artefact is built starting from the textual models that have been produced
so far. It is created extracting from the BP Signature, the BP Statement and the BP
User Story the relevant terminology, i.e., the terms that represents entities, attributes,
and activities that are representative of the analysed business context. For each term, a
short description is provided. Below an excerpt of the Pizza Shop Glossary (note: the
descriptions have been derived from The Free Dictionary) (Table 3).

3.3 Building the BP Semantic Lexicon

Here, we start introducing the first semantic elements, organising the terms of the Glos-
sary according to five semantic categories. Then, we build a lexicon structured following
the OPAAL scheme.

(i) Object: any passive entity with a lifecycle that follows to the CRUDA paradigm,
i.e., the traditional Create, Read, Update, Delete [20], to which we add Archive
that is particularly relevant in business processes;

(ii) Process: a partially ordered set of tasks aimed to enact CRUDA operations on one
or more business objects;

(iii) Actor: any active entity involved in one or more processes;



254 M. Missikoff

Table 3. PizzaShop glossary.

Terms Descriptions

… …

Customer One who buys goods or services, as from a store or business

Cooking To cook food with dry heat, especially in an oven

DeliveryBoy One that performs the act of conveying or delivering

Order A request made by a customer at a pizza shop for food

PizzaKind Different types of pizza the customer can chose to order

… …

(iv) Attribute: a property (simple or complex) associated to one of the former concepts;
(v) Link: a relationship between two of the above listed items.

Table 4 reports an excerpt of OPAAL Lexicon. Please note that here we do not mean
to be complete, the reported structures have mainly an illustrative purpose.

Table 4. The OPAAL Lexicon of Pizza shop.

Categories Business terminology

Object Order, Pizza, Margherita, Dough, Topping, …

Process Cooking, MakingDough, PlacingOrder, AcceptingOrder, DeliveringPizza,
ReceivingPizza, …

Actor PizzaShop, Customer, Cook, DeliveryBoy, …

Attribute Price, Quantity, PizzaKind, Address, …

Link Customer-Order, Order-Pizza, DeliveryBoy-Pizza, Customer-Address, …

To better clarify the elements of the Table 4, we provide a formal account of its
content, introducing five predicates, each of which corresponds to a row of the table,
and a set theoretic notation for the content.

– object(x), evaluate true if x is an object;
– process(x), evaluate true if x is an activity, an operation, a task, a process;
– actor(x), evaluate true if x is an actor;
– attribute(x), evaluate true if x is an attribute;
– linked(x, y), evaluate true if the concepts represented by x and y exhibit a form of
relatedness in the application domain.
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Assuming that we have the full application lexicon L that gathers all the terms used
to describe a Pizza business, then we define the four subsets of L:

O = {o ε L : object(o)};
P = {p ε L : process(p)};
A = {a ε L : actor(a)};
AT = {t ε L : attribute(t)}

and the relation L:

L = {(x, y) ε L × L : linked(x, y) ∧ ((actor(x) ∧ actor(y))

∨ (object(x) ∧ object(y)) ∨ (actor(x) ∧ object(y)))}
Please note that the above formalization does not intend to be complete, for sake

of brevity we left out the attributes that can be associated to all the entities. In the Link
category we listed only the domain dependent terms, giving for granted the general
conceptual modeling constructs, such as partOf, ISA (the generalization operator), etc.

3.4 Building the Pizza Shop Class Diagram

Starting from the above knowledge artefacts, and in particular from the semantic OPAAL
Lexicon, we proceed in drawing the UML-Class Diagram (CD) [21] of the Pizza shop
BP. The CD is built according to the following rules:

• Class boxes are labelled with one of the terms in the Object or Actor sections.
• Attribute terms are listedwithin the box of the corresponding concept (not reported
in the figure).

• Pairs of terms in the Link section are represented by arrows (with or without head)
connecting two boxes. Such arrows can be representative of:

– ISA, if linking an object, an actor or a process with its more general concept.
– PartOf , if linking an object, an actor or a process that is a component of a
more complex assembly to which it is part of.

– Action, if linking an actor with another actor or an object. The action name is
one of those listed in the Process section (we recall that the term Process in
OPAAL is more general than ‘business process’, including various behavioral
notions, such as task, operation, action, activity, function) (Fig. 3).

Please note that the knowledge artefacts have been described in a sequence, but in
building them we proceed back and forth, and in a spiral way. For instance, all the labels
used in the UML-CD need to be already identified and reported in the Glossary. In the
case that, when drawing a UML-CD, new labels not yet identified should emerge, we go
back to the Glossary and the semantic OPAAL Lexicon adding the new labels to them,
in order to keep the different models aligned. Then, when we involve the stakeholders
of the business process for a validation, their comments and observations may cause the
models to be updated and a new version of the knowledge artefacts is achieved.

The next knowledge artefact, the BPA ontology, represents the final outcome of the
ABPA methodology.
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Fig. 3. Excerpt of PizzaShop class diagram

3.5 PizzaShop BPA Ontology

To build the BPA ontology we revisit the knowledge collected so far encoding it in the
Turtle formalisms (a jargon of OWL). A formal representation offers various advantages,
from the ease of querying the knowledge artefact (e.g., to discover which actors perform
what actions) to the possibility to apply a reasoner (we adopted Protégé) to prove the
absence of (formal) inconsistencies.

ThePizza shopBPAontology is built starting from theClassDiagram.As anticipated,
only this last step requires an ontology engineer, who will be supported by the following
rules for ontology building.

• Object and Actor terms are modelled as OWL classes
• Attribute terms are modelled as datatype Properties (not reported in the example)
• Processes are modelled as Object Properties, having Actor as Domain and Object

or Actor as Range.
• Links are modelled as Object Properties, where Domain and Range are defined
by the pair of boxes reported in the CD and the property name is the label of the
link connecting the two boxes. Then (assuming that the actions are not in a passive
form):

– If the domain (i.e., the source of the arrow) is an Actor, the link represents an
action on another Actor or Object (i.e., the range).

– If the domain is an Object, than the range is another object and the label will
be, for instance, partOf , subClassOf , or another relation among objects (e.g.,
nextTo).

Figure 4 reports a fragment of the Pizza shop ABPA ontology, built by using the
Protégé platform. For sake of space, it is a small fragment, but we believe that it can
provide at least an intuition of such a knowledge artefact that concludes the ABPA
activities.
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… 
:Customer  rdf:type  owl:Class; 

rdfs:subClassOf   :Thing ; 
rdfs:label "Customer". 

:Order   rdf:type   owl:Class ; 
rdfs:subClassOf  :Thing  ; 
rdfs:label   "Order" . 

:Pizza   rdf:type    owl:Class ; 
rdfs:subClassOf   :Thing ; 
rdfs:label   "Pizza". 

:PlacingOrder   rdf:type   owl:ObjectProperty; 
rdfs:subPropertyOf   :Process ; 
rdfs:domain   :Customer ; 
rdfs:range   :Order ; 
rdfs:label   "PlacingOrder". 

:Including   rdf:type     owl:ObjectProperty ; 
rdfs:subPropertyOf   :Link ; 
rdfs:domain   :Order ; 
rdfs:range   :Pizza ; 
rdfs:label   "Including”. 

 …

Fig. 4. An excerpt of the Pizza shop BPA ontology encoded with the Turtle notation

4 Conclusions and Discussion

In this paper we presented ABPA, an agile methodology for business process analysis
based on the acquisition,modeling andmanagement of business knowledge.With respect
to previous proposals, this methodology has three main innovations: (i) it is based on
the Agile approach; (ii) it is rooted in the knowledge management discipline, modeling
BP knowledge with a focus on ‘what’ rather than ‘how’; (iii) its progression of model
building, from informal to formal, has been conceived to facilitate business experts in
assuming a central role.

In brief, theABPAmethodology proposes a set of knowledge artefacts represented by
models to be progressively built, from simple to complex ones, from informal to formal
ones. Such a progression has been conceived so that the first six out of seven models can
be easily built by business experts without the need of specific technical competences.
Only the final artefact, the ABPA ontology, requires ontology engineering competencies.
We believe that giving to business experts a central role has a number of advantages,
first of all it contributes to solve the long-standing Business/IT alignment problem [5].
Then, the proposed knowledge management approach appears easy to be adopted also
by SMEs that, traditionally, lack competencies and resources required to carrying out BP
innovation, supported by advanced methodologies [22]. On a more technical ground, the
ABPA ontology, and the associated semantic services (e.g., semantic search, automatic
reasoning, etc.), are fundamental to achieve a high quality business process analysis.

On the practical ground, the ABPA methodology is currently being experimented
in a real world business context, an office of the central Italian Public Administration,
Ministry of Economics and Finance, State General Accounting Department (Ragioneria
Generale dello Stato). The first feedbacks encourage us to continue along the lines
illustrated in this paper.

Below we provide the answers to the research questions reported in the introduction.

(RQ1) Is it convenient to adopt the Agile approach for the analysis of business processes?
The answer is positive andwe believe that a complex endeavor like business process anal-
ysis, and the corresponding construction of business models, need incremental achieve-
ments with frequent deliveries to involve users and stakeholders in the validation of the
produced knowledge artefacts. This is further facilitated by the ABPA philosophy that
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focuses on the ‘what’ (structural business models) and not on the ‘how’ (behavioral
knowledge) in carrying out the analysis activities.
(RQ2) Is it handy for business experts to adopt a rigorous knowledge management
method in the construction of business process models?
Despite the failure of previous attempt to bring formal modeling methods in the business
community, ABPA is primarily based on the production of a set of intuitive business
models. It starts from simple intuitive models, using natural language specification and
tabular organization of the collected knowledge, progressively evolving towards more
complex and semantically rich ones. Only the last of the seven models requires specific
ontology engineering competences. ABPA proved to be largely manageable by business
experts without a specific education in formal knowledge management and, from the
first experiment on the field, it appears to be well accepted by business experts.
(RQ3) What are the advantages of involving business experts in a systematic, formal
business process analysis?
In developing an information system, business analysis is a fundamental phase and
ABPA offers to business experts the possibility to thoroughly manage it. Furthermore,
the business reality is a ‘moving target’ since it constantly evolves, therefore, information
systems, starting from their underlying business models, need to be periodically revised,
updated, and improved.WithABPA, suchoperations remainunder the control of business
experts, with the advantage that, seen the tight connection between formal business
models and the enterprise information systems, ABPA guarantees a timely update of the
information systems and a substantial reduction of the Business/IT misalignment. On a
more technical ground, the availability of a computational knowledge base (in particular,
and ontology encoded in OWL) provides several advantages, such as the possibility
of exploring, navigating and querying the business process models; another important
advantage is the possibility of running a semantic checker to prove its consistency. Last
but not least, the adoption of a Low-Code platform [23], an emerging technology capable
of transforming businessmodels into running software,will provide a progressive control
of business experts also on the development of the software implementing an enterprise
information system.

Our work will continue along two main lines. The first intends to continue the
development of the ABPAmethodology to include the temporal sequencing of activities
and tasks in the form of BP diagrams. In particular, we are experimenting the adoption
of the international standard BPMN (BP Modeling and Notation) [24].

The second line is represented by the development of a digital platform aimed at
supporting business experts in building the ABPA knowledge artefacts. The platform
will be primarily based on Natural Language Processing services, aimed at analyzing
the first three artefacts (BPSignature, Statement, andUser Story) to automatically extract
the terminology, proposing a first semantic tagging in accordance to OPAAL. A second
set of services will be devoted to the (semi) automatic construction of the UML-CD
diagram starting from the OPAAL Lexicon. Another set of services will be devoted to an
automatic support of ontology building guided by the UML-CD, eventually extending
the participation of ontology experts in the ontology management tasks. The ultimate
objective is the interoperability of the ABPA platformwith a Low-Code platform, for the
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seamless generation of enterprise information systems software. A preliminary study,
adopting the BonitaSoft Low-Code platform [25], is on the way.

The absence of a supporting platform currently represents one of the main obstacle
for the adoption ABPA, since today the consistency of the different business models
needs to be achieved manually. Another obstacle may be represented by the resistance
of enterprises to embrace the new Low-Code technology, pushing business experts to
assume a higher responsibility in the development of an enterprise information system.

The work presented in this paper is the continuation of the work carried out in
the context of the European Project BIVEE (Business Innovation in Virtual Enterprise
Environment) where a first proposal of knowledge-based enterprise analysis has been
proposed [26].
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Abstract. The purpose of this study is to analyze the adoption of practices and
tools finalized to support smart workers to improve their work conditions during
the Covid-19 pandemic. Indeed, we believe that such a peculiar situation has
represented an important “opportunity” for companies to reaffirm the centrality
of the wellbeing of their people and the need to take care of it, to put at the
heart of internal policies wellbeing and inclusion reinforcing - and in some cases
redesigning - their already existing systems. In detail, our research aims to examine
how some practices even more fostered through electronic channels have been
used and how these are expected to change the usual people management with an
impact on future organizational behaviours. The analysis was carried out on the
case study of a big MNC. During the pandemic, this company has implemented
an ongoing survey articulated in three waves (April 2020, July 2020, and October
2020) to understand employees’ feelings toward working in the new situation and
their perception of organizational inclusion in conditions of physical distance –
being aware that the “new” approach represents a no-return point in the evolution
of HRM. These results offer interesting stimuli for practitioners and scholars in
the field of HRM and OB towards the new normal.

Keywords: Smart working (SW) · Covid-19 · Pandemic · Organizational
support ·Wellbeing ·Multinational company

1 Introduction

International literature [1–3], as well as Italian one [4–6], have introduced smart working
(SW) as a new approach to work organization. It is based on greater flexibility [7, 8] and
larger discretion inwork activities, in place and time they are carried out, and on increased
responsibility towards results that workers are requested to provide. Technologies play
the role of enabler for SW; their features in terms of portability and connectivity have
opened new possibilities concerning where and when people can work.
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Some enterprises have been practicing SW for some years as a feasible response
capable of balancing often conflicting needs, such as efficiency and productivity on the
company’s hand, and flexibility and work-life balance on the individual’s hand [9, 10].
Combined solutions were usually proposed, so that workers continued to go to work for
most days of the week as usual and, for the other few days, they worked remotely as
smart workers [5, 6].

Notwithstanding the attention devoted to this newmodel of work organization, smart
workers still represented a small percentage of the total workers in Italy even if they
were slightly increased in the last few years [11]. At the same time, it was underlined
that the enterprises, where SW was normally used, appreciated it for its many benefits,
confirming literature suggestions [4, 12, 13].

During the Covid-19 pandemic, the Italian government fostered SW diffusion (also
introducing some exceptions to the law prescriptions - namely the law n. 81/2017, which
represents the regulatory framework in Italy on agile work in the field of subordinate
work - so to facilitate its implementation), as a good solution able to allow people to
work as better as they could, but granting limitations to physical contact, considered
as a potential source of virus diffusion. So, SW became the “new” way of working for
most workers. Enterprises with consolidated experiences in managing this model were
facilitated in organizing it at a large scale, but all at once, they had to develop more
intense practices to support workers - and their superiors too - in a context where the
whole work and connected relationships were run at distance.

This new scenario offered the possibility of observing the dynamics traditionally
associated with SW in a context characterized by the absence or weakness of certain
conditions, which are considered as fundamental for the success of such work practices
[14]. Among these: the specific preparation for the transition to the “smart” mode, the
character of voluntariness, the agreement between employer and employees, finally the
complementarity between working time in the company and remotely.

Psychological challenges and risks for remoteworkers have been largely investigated
in the last years by a number of scholars, e.g. [15]. However, very few studies, so far,
have been conducted in working contexts when remote working was practiced at such a
large scale - as it has been during the pandemic - and in which its discretional nature was
replaced by an almost mandatory feature. So, as suggested by [16] a need in the shift of
research focus is requested to understand “how to get the most out of remote working”
rather than whether to implement it as it previously was.

In this vein, our present study aims at shedding light on the role played by organiza-
tional practices in supporting employees’ success at work, as a result of fostering their
positive feelings, wellbeing, and perception of inclusion, coherently with the traditional
perspectives of analysis of SW experiences, focused first on the benefits in terms of a
better balance between work, family, and leisure, and its relationship with individual
wellbeing.

In particular, we think that interesting stimuli could be offered by investigating the
relationship between the supportive practices created or improved in the new context -
for which the usage of electronic channels was the standard dimension - and the taking
care of employees’ wellbeing and sense of inclusion. Indeed, these two latter represent
some of the most critical features for the evolution of work. In detail, we wonder if and
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to what extent those practices devoted to employees’ support were perceived and were
able to foster their attitudes toward the organization and the work, in the SW experience
run during the lockdown.

To pursue our goal, the paper is organised in the following manner. The second
section introduces the theoretical background and our research questions. The third part
presents an explorative case study and its most relevant results. Specifically, a qualitative
method for the analysis was chosen because of the pioneering nature of the investigated
phenomenon [17] and to better understand which and how supportive practices are
applicable for organizations in the specific pandemic context. The data were collected
on a sample of about 1800 workers of an MNC in Italy through three online structured
questionnaires administered at different times: at the beginning of the pandemic, when
the pandemic situation was thought to be over, and in October, with a view to new
restrictions. In the last section, some preliminary suggestions about our research question
are established and the main limitations it shows; also, considerations useful for future
development of the study are proposed.

2 Theoretical Background

2.1 Telework Towards Smart Working as an Evolving Way of Working

The new important evolutions in information and communication technologies have
enabled the change of work [18–20]. Also, this evolution was led by increased work
digitalization, both in terms of skills requested by employees [21] and organizational
design interventions [22]. As well, the general attitude toward the use of technology at
work has been analysed, and its changes over the years emerged [23].

Among authors, there is general recognition of the first milestone. Indeed, Nilles [24]
coined the term “telecommuting”. After some decades, Bailey and Kurland [25] propose
this definition: “working outside the conventional workplace and communicating with it
by way of telecommunications or computer-based technology” (384). Many labels have
been used to identify “unconventional” ways of working in the years to come, such as
telework, distance work, e-work, mobile work, remote work, and smart working: the
most recent label.

In literature, telework is defined as “the substitution of communication technologies
forwork-related travel and can include paidwork fromhome, a satellite office, a telework
centre or any other workstation outside of the main office for at least one day per week”
[26]. It regards different forms related to work contents, depending on its nature (more
executive or more conceptual). In a focused perspective, it is strictly associated with
working from home [27]. This has been the most diffused meaning when technologies
were characterized by stationary status, allowing to work only in specific conditions.

Kim and Oh [28] suggest that SW is an “extended version” of telework, and they
describe it as telework, that individuals perform upon convenience smartly and innova-
tively using ICT and mobile devices and “regardless of time and place”. On the other
hand, SW is intended as a new approach to work organization, challenging the traditional
logic of hierarchical control and the conventional models of work design [2], in which
technology seems to be a simple enabler and not a constitutional element.
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Several distinguishing dimensions characterize SW; one is related to flexibilitywhich
is declined in terms of working spaces, time, and tools; also, it is remarked that the
new way asks for more discretion in work activities and more responsibility for results
provided [4, 7, 8, 14].

Studies have so far demonstrated that these features foster employees’ better perfor-
mances and organizational competitiveness [29, 30], organizational survival, and devel-
opment [31]. In the end, they reinforce the perceived importance and the usefulness of
this newly adopted model [32].

In managerial practice, SW was introduced marginally, particularly in the Italian
context [11]. Among the organizations that adopted this working solution, the way
mostly applied foresaw a few days of remote work – on average around three and four
per month - so that a limited usage did not require an intense preparation for doing it
and specific support to manage it by workers themselves and superiors [5, 6].

2.2 Managing Employees Working Remotely During Lockdown for Wellbeing
and Inclusion

Recent studies concerned with the Covid-19 pandemic highlighted the relevant role of
HR Departments and HR practices in helping employees handle the current changes
affecting employees’ conditions in their workplace [33]. Some studies identify the rele-
vance of work design practices for managing remote workers; it was especially demon-
strated that social support, job autonomy, and workload prevent workers’ challenges,
loneliness, and procrastination [16]. In the same context, other studies demonstrated the
increased effects of digital transformation atwork and the need for upgrading employees’
digital skills and developing their abilities in the use of new technologies. Further, HR
professionals were requested to help employees to arrange the new way of working by
enabling them to handle automated tasks and make decisions [34], cooperating in teams,
promoting knowledge sharing [35] and, most important, arranging their wellbeing [34]
in the new virtual work environment.

The rapid spread of the Covid-19 pandemic has resulted in a sudden and forced
change in the working space-time modalities from one day to another. So, the particular
and contextual circumstances forced companies to focus on employees’ perceptions
about their sense of inclusion and the support they could offer during the lockdown first,
and for the period of the pandemic as well, in a condition where a gradual and proper
preparation and planning for change had not been possible.

The perception of the sense of inclusion by employees represents a critical topic for
organizations. This is true, especially when considering the current work scenario char-
acterized by the pervasiveness of digital transformation and the recent pandemic crisis.
In this context, because of increased work digitalization, the physical and psychological
distances between employees and the employer improved dramatically; this happened
in a context characterized - as well and because of the pandemic - by a general social
discomfort.

Several studies on work digitalization, still before the pandemic, raised concern on
critical issues related to employees’ sense of inclusion such as professional isolation
due to telecommuting and the importance of “social” support systems as essential to
improving employees’ sense of belonging [36, 37].
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First studies on inclusion at work define inclusion as “the degree to which individuals
feel a part of critical organizational processes such as access to information, connect-
edness to co-workers, and ability to participate in and influence the decision-making
process” [38].

Some authors suggest the presence of relevant outcomes arising from employees’
inclusion, such as job performance, job satisfaction, organizational citizenship, organiza-
tional commitment, and affective outcomes [30]. Also, contextual determinants favoring
employees’ perception of inclusion in a specific working context are highlighted. In par-
ticular, Shore et al. [40] underline the importance of some “organizational inclusion
practices” such as communication and sharing of knowledge among members of the
same working group, participation in decisions making, group discussion, and in the
end, caring and support from the direct supervisor and his/her critical role in promoting
a culture of inclusion [41].

The practices to enhance employees’ inclusion can be considered belonging to the
organizational support dimension, which lies in the theoretical domain of the social
exchange theory [42, 43]. Some examples of these practices can be coworking space
and fab lab, internet cafè, innovation time off, hackathon, but also “dogfooding” and so
on [44].

The perceived organizational support is recognized as being very close to the one of
organizational wellbeing. Indeed, in a definition provided by Eisenberger and colleagues
[45] perceived corporate support is reported as employees’ “beliefs concerning the extent
to which the organization values their employees’ contributions and care about their
wellbeing”. Further, the authors add that: “perceived organizational support is assumed to
increase the employee’s [actual] attachment to the organization and his or her expectancy
that greater work effort will be regarded” [45].

Evidence is found of relationships between support perception, firm performance,
and workers’ wellbeing. For example, authors remark a positive relationship between
organizational supportwith organizational citizenship behaviours, affective commitment
[46] job satisfaction, and job performance [47, 48]. Moreover, it is suggested that per-
ceived support from the organization reduces employees’ psychological strain and social
isolation [47]. In the same vein, Kowalski & Swanson [49] demonstrate the importance
of a relationship based on trust between employees and the employer on the performance
and satisfaction of teleworkers.

In our perspective, organizational support does also include the job design dimen-
sion since we consider the choice of implementing mechanisms that enable and favour
workers’ activity – making work more sustainable even in the “humane” dimension - as
evidence of the organizational willingness of supporting employees’ even if its evidence
might be hidden, in reality, to the employees’ perception. So, can the choices behind
the design of integration mechanisms be considered as supportive of the action of the
employee? Our answer is positive.

In conclusion, our research question is how and bywhich practices can smart workers
be supported to increase their organizational wellbeing and inclusion perception within
a corporate setting?
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3 Empirical Analysis

3.1 Method

A qualitative method for the analysis was used here. In particular, the case study [50]
seemed themost suitable methodology to answer our research question. Indeed, it allows
us to correctly answer a “how” question in a specific context [51] (in particular: which
and how supportive practices are applicable in the particular pandemic context; so that,
peculiarity and uniqueness of an organizational setting can be understood [52]. This
methodology is also adequate because the scientific research on support practices during
a pandemic is necessarily still in a pioneeringphase [17], as shown in the previous section.

The case analysed was that of the Italian branch of an MNC operating in the food
and beverage sector. This case was considered particularly significant because it was
representative of an extraordinary situation, both for the number and type of applied
home working activities (from teleworking to smart working), for the attention that the
company showed in supporting workers during the pandemic, for monitoring wellbeing
and organizational inclusion trough the Sustainable Engagement Index (SEI).

This case study was also chosen because of the privileged situation of one of the
researchers, who had access to data collection so facilitating the in-depth analysis. These
data were collected through three online structured questionnaires. The questionnaires’
results were analysed by the HR managers of the MNC to decide what to do for moni-
toring and improving the new working activities asset caused by the pandemic, just like
a survey. For this reason, the words “questionnaire” and “survey” are considered and
used, in this case, as synonyms. The first survey – made up of 10 questions, of which six
single-answer, three open, and one multiple - was administered on 9 April, at the begin-
ning of the pandemic, when the lockdown in Italy forced most of the workers to work
from home. The second was proposed in July 2020, when the pandemic was thought to
be over. The third survey was launched in October with a view to new restrictions.

The sample was composed of about 1800 workers, working in commercial functions
(themajority,more than 63%), supply chain related functions (i.e., Production, Logistics,
QSE, SC Planning, and procurement; about 20%), financial function (approximately
7%), human resources function (2%), legal, and others to a minor extent. For the first
survey, the respondents were about 1500, with a response rate of 86%, divided intomales
(72%) and females (28%); 26% of them were line managers. The second survey was
answered by approximately 1.130 people, 60% males and 31% females, and 9% not
stated; 24% of them were line managers. In October, about 1450 people participated,
which corresponds to 81% of the sample, to the survey; 67% were males and 33% were
females; the line managers answered were about 25%.

The HRM team of the company then processed the results. Through a group of work
and discussion, the researchers selected the most interesting and relevant contents from
the incoming materials and, when necessary, transcribed these contents with a word
processor to build a homogeneous archive for the analysis.

3.2 The ‘MNC’ Case Description

The company we studied has about 1900 employees, distributed in several regions
across Italy. It operates in the food and beverage sector, in consolidated markets, and
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is responsible for product merchandising, customer relations, promotions, Corporate
Social Responsibility activities, and public and institutional relations. The actions of the
Italian branch are based on three fundamental pillars: vision, purpose, and values. The
vision expresses the strong desire to “be the most respected company in the beverage
sector and lead growth in all the categories in which it is present”. The purpose declares
its commitment to invest and consolidate the link with the community it belongs to, both
environment and people. Finally, the values of organizational culture are part of a holis-
tic vision, that includes customers, employees, the communities in which this branch
operates; they are integrity, continuous learning, and teamwork and are considered as
essential ingredients for success.

The company has a robust policy of attention to its collaborators that puts “people
first”; it considers training, professional development, safety, and employees’ wellbe-
ing as fundamental elements for value creation; therefore, it supports creating a work
environment based on the enhancement of diversity and inclusion, promoting the devel-
opment of equal opportunities. Its clear conviction is that success comes from the ability
to attract and retain talented people in a stimulating environment, given that people’s
wellbeing is considered a primary driving force to harmonize positive results, produc-
tivity, and people’s work-life balance. Coherently it obtained a certification from an
Institution, which globally certifies companies that stand out for the excellent working
conditions reserved for their employees.

Our branch has been experimentingwith teleworking since 2011 to promote a greater
balancebetweenworkers’ private life andprofessional activity, allowing them to combine
flexibility, security, quality of performance, and reconciliation of workwith personal and
social life. The use of information and communication technologies and more flexible
ways of working could also constitute a response to important environmental needs by
reducing CO2 emissions and social needs, with positive effects on family management
and community.

Telework represented only a change of the place where work is performed, not
affecting the integration of the worker in the company organization and allowing the
employer the normal exercise of the powers of direction, management, and control.

The worker was requested to correctly use the equipment granted on loan for free
use (laptop, a printer, a Wi-Fi line dedicated to working, and a mobile phone) by the
technical instructions provided, as well as, moreover, take care of their safety inside
the home intended as a place of work. To facilitate the maintenance of interrelationship
with colleagues, the activation of teleworking (especially if indefinitely), required the
presence at the workplace for at least four days a month. Of course, training played an
important role.

Smart Working
In September 2014, three years before the law n. 81/2017, a “Policy on remote working”
of the company has been defined with the related guidelines.

This way of working implies the possibility of carrying out one’s job from a loca-
tion other than the workplace or one’s office of reference, in an impromptu and non-
continuous manner, everybody can voluntarily adopt it so to manage at the same time
betterwork performance and a satisfactorywork-life balance.As afirst experiment, smart
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working could be performed for amaximum of three days amonthwhere, however, there
were elements of “Job Eligibility”.

Another essential factor to carry out remote work extemporaneously was to have, in
the chosen place to work, a Wi-Fi network that was able to guarantee confidentiality and
processing of data to ensure the same precautions expected by the carrying out work at
the company offices. After a year of monitoring, the possibility of agile work was also
extended to the “credit” and “treasury” departments, defining at the same time the need
to start new monitoring to carefully assess the possible effects of this expansion over a
longer period.

In June 2017, in consideration of the positive evidence that emerged during the
monitoring period, the maximum number of days usable in SW during the r month went
from three to five. At the beginning of 2020, an agreement was signed to increase to
seven days per month. Further, in May 2021, another important step was implemented
by adding another five days, the effect of which will take place at the end of the pandemic
state of emergency.

A central aspect in developing the smart way of working was the reference to the
workplace safety regulations in the signed agreement. To ensure the health and safety of
its employees, an annual report is shared with the workers’ safety representatives (RLS)
in which both the general and specific risks are associated with the method of execution
of the employment relationship. This particular attention was specifically intended to
ensure that the worker cooperates in the implementation of the prevention measures
prepared by the employer to face the risks associated with the execution of the service
outside the company premises and take all possible steps to avoid accidents at work or
occupational diseases.

Regarding the company assets for carryingout the activity, the equipmentwas granted
on loan for use. The prohibition to use the above-mentioned work tools for purposes
unrelated to the work activity was clarified, also providing that any damage caused by
negligence by the assignee during the remote service would be borne by the same and
had to be repaired at his care and expense.

Starting from March 2020, the company management and the workers’ represen-
tatives have defined by mutual agreement and to the satisfaction of both the parts, to
increase further the days that can be spent remotely, passing from five to seven days a
month for each person, normalizing the improved solution adopted during the pandemic.

3.3 Analysis and Results

Our branch monitored the workers’ feelings over the pandemic three times, as reported
before.

The data analysis showed that in October 2020, 40% of people felt good in their work
and family situation, but less than in July,when 65%ofworkerswere serene and satisfied,
and in April, when 42% felt well. The 92% of workers felt well informed on how the
COVID-19 situation has been managed in their company, without significant changes
(−3% versus July, +4% versus April). 76% of the respondents felt supported by their
manager in their current situation, a little less than in July when the pandemic seemed to
have been resolved. 82%ofworkers felt connected to their teamand colleagues during the
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day, and 98% of people answered theywere aware of health and safety policies/protocols
that their company put in place due to the COVID-19 pandemic (see Fig. 1).

Do you feel well informed on how COVID-19 situa on is 
managed in our company?

Do you feel supported by your manager in your current 
situa on?

Do you feel connected to your team and colleagues during 
the day?

I am aware of health and safety policies/protocols my 
company put in place as a result of the COVID-19 

pandemic.

92%

76%

82%

Positive
Response
Oct 2020

95%

97%

Positive
Responsa
July 2020

84%

98%

Positive
Response 
Apr 2020

88%

75%

81%

n/a

Overall how do you feel these days in your work and 
family situa on? 40% 65% 42%

HOW OUR PEOPLE 
FELT OVER PANDEMIC

80%

Fig. 1. Data analysis of survey (Source: MNC elaboration)

Based on these data, the HRM team thought and planned, and designed some specific
actions to maintain the sense of belonging of workers and their inclusion.

All the actions were implemented following the surveys and were a response to the
main areas to improve the critical situations that emerged during the pandemic. They
have been deferred over time and created because of the needs of the moment.

Regarding information and connection, they suggested aGeneralManagers’monthly
update, a weekly update from Human Resource Director, Questions and Answers ses-
sions managed by HR with all functions, Sales weekly calls, and no-contact meetings in
Plants. A good practice to encourage remote workers to interact in an office was virtual
coffees.

Our company offered free psychological sessions andCovid-19 insurance to improve
organizational wellbeing, both for workers and their families, free anti-flu vaccines, and
a free sport@home app.

A smart working etiquette was another response to the request for a better work-life
balance that emerged in the first survey; finally, anti-fragility coaching was implemented
for the out-of-home teams right after lockdown.

Moreover, support and engagement were improved through several actions: moni-
tor & chairs at home, five virtual Family Days with Netflix free subscriptions, Virtual
Learning sessions, a new discounts platform, a flat rate for smart workers, and also some
vouchers & gifts to spend with their families.

Most of the actions were designed and implemented for the occasion, but the HRM
team also re-communicated, enhanced, or digitalized some initiatives already in place
(the Christmas party, for example, completely transformed it into a digital event). A
series of agreements for employees were available but, in the pandemic, the company
signed another agreement to access many more opportunities, in the same way, and
provide economic support for workers in layoffs.

Measuring the Sustainable Engagement Index (SEI) 2020 and comparing it with
that of the previous year (2019) and of the year before (2018), our company was able to
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verify the success of the adopted actions. The SEI 2020 was 87%, and it had remained
unchanged since 2019, in which it was increased by 5% from 2018. SEI was measured
through six sub-indicators which showed the following trends: ability to sustain the
level of energy at work decreased slightly (−5%) during the last year, but it was stable
compared with the previous year’s results; possession of equipment/tools/resources to
do the job effectively has growht since 2018 (+6% versus 2019, +4% versus 2018);
willingness to help each other by people of their team, increased by 4% since 2019 and
1% since 2018; trust in the company’s strategic priorities has decreased by 3% during
the pandemic, but it grew by 9% compared to 2018; company sense of belonging equal
to 2019, and grown over 2018; recommend <the company> as an excellent place to
work, approximatively the same of 2019 (−2%) and more than 2018 (+9%).

Despite the stability of the SEI index, between 2020 and 2019, some of the sub-
indicators might have been directly and negatively affected by the pandemic (e.g., the
ability to sustain the level of energy I need throughout the workday); so overall the
positive tightness of the SEI demonstrates a positive effect of policies implemented.

4 Conclusions, Limitations, and Further Research

As it has been underlined, “HR without technology is hard to imagine nowadays” [53].
This has become particularly true after the full immersion we lived during the pandemic.
As our case has shown.

We had wondered if and how the practices devoted to employees’ support in SW,
especially during the lockdown, were really and effectively perceived by workers and
were able to foster their attitudes toward organization and work. The herein described
results show that supportive practices implemented– somealready existing, but increased
and finalized, and others identified newly by the company - represented a successful
manner for our company to cope with the potentially detrimental effects arising from
the new working condition, even if they had already experimented both teleworking and
smart working, in ordinary times.

Especially three complementary areas of intervention can be considered as key
drivers for the company’s success. First is represented by actions devoted to implement-
ing coordination and communication among workers that favours work integration and
communication among employees by rethinking, formalizing, and granting interaction
mechanisms and suitable channels. The second area referred to the care of employees
by pointing to the current emergency and promoting initiatives devoted to their health
and safety, which represented a critical issue and a priority. In the end, the third area
was specifically devoted to promoting employees’ engagement. Based on the system
already existing in the company, the MNC operated mainly by redesigning events and
interventions in a more usable mode – that is mainly through electronic channels - given
the new working condition.

It is important to underline that these three lines of intervention were implemented
systemically so that coherency among the single initiatives and their provision at the
same time was granted. This again might be a further element that acts for the success
of all the developed actions.

The main limitation of our work is the infancy of our study; the description is quite
detailed, thanks to the high number of answers, and shows the trend on which the HR
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managers were able to base their actions, but we didn’t yet correlate all the variables.
Also, the analysed timeframe, despite the three times survey, is less than a year.

Future research could be directed to deepen managers’ opinions and judgments con-
cerning the necessary tools and their best use according to their experience and attitude.
Moreover, it would be very interesting to understand which are the most significant
workers’ and managers’ competencies able to contribute to their organizational well-
being and inclusion. Also, more analyses might be developed to deepen how the use
of digitalisation at work will change with the gradual relaxation of restrictive measures
and how supportive systems will evolve in the various phases of the return to the new
normal.
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Abstract. Following the Covid-19 pandemic emergency, the number of remote
workers has increased exponentiallywith a large proportion of theworkforce oper-
ating from home in April 2020. After the first lockdown period, the percentage of
remote workers decreased radically, and was estimated to be around 35–40% in
2021. However, doubts and criticisms have arisen as to whether organizations are
carrying out remote working practices effectively. Adopting the socio-technical
system (STS) perspective, this paper aims to investigate the specific characteris-
tics of remote working in order to identify the major factors which might affect
the adoption of agile working, rather than simply remote working, in organiza-
tions. A causal-effect path will be depicted to explain the evolution of remote
working adoption in organizations, and the need for task and job redesign, busi-
ness processes reingeneering, innovative eHRM policies, cultural changes, and
new organizational roles. The paper describes the new organizational roles, tasks
and competences aimed at enabling an effective adoption of agile working in
organization.

Keywords: Remote working · Agile working · Socio-technical system analysis ·
New organizational roles · Pandemic Covid-19

1 Introduction

This paper focuses on the combined effects of two main phenomena that have been
impacted by the innovations of digital technologies since the 1990s:

– Flexible and remote work: many organizations introduced flexibility in managing the
time and geographical location of work by defining and introducing organizational
practices referred to as teleworking [19]. Over the past two decades, remote working,
conceived asworking elsewhere other than in the office [18], has become awidespread
practice. Recently agile working (flexibility about where, when, and how practitioners
do their work) is increasingly common across all production fields [17, 38].
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– Knowledge management and the role of a knowledge worker: knowledge, in its differ-
ent forms, has been increasingly recognized as a crucial asset inmodern organizations,
and knowledge management refers to the process of creating, codifying and dissem-
inating knowledge within organizations through the deployment of corporate-wide
intranets. This ensures physical accessibility to information, the design of contri-
bution processes which enable employees and knowledge workers to codify their
knowledge in the corporate language, and the development of enterprise knowledge
portals which provide a simple interface through which people can provide, share,
and retrieve information and knowledge.

Before the SARS-COV-2 (commonly called Covid-19) pandemic emergency, the
average adoption of work-from-home practices, under the names of remote, agile, or
smart working in Europe was: 20.2% in UK, 16.6% in France, 8.6% in Germany, and
only 2% in Italy, with a total of 570,000 employees [2, 12, 13, 24]. Various decrees issued
by the ItalianGovernment (Decreto del Presidente del Consiglio deiMinistri –D.P.C.M.)
during the ongoingCOVID-19 emergency have facilitated this neworganization ofwork,
and remote and smart working have been indicated as the preferred, in some case the
compulsory, method of carrying out work as a remote service.

Because of the situation generated by the spread of Covid-19 and the enforcement of
public health measures to contain the virus, many companies shut down operations thus
forcing the adoption of remote working [4, 33]. In March, April, and May 2020, 65.9%
of Italian companies shut down and half of the remaining active companies (17.1%)
decided to adopt smart working with the involvement of 2,205,000 employees [16, 26,
27]. In Italy, the diffusion of smart working increased from 3.9% (1,124,754 employees,
13thMarch 2020) to 7.6% (2,179,000 employees, 25thMarch) rising to 28% (8,000,000
employees, 20thMay2020). The ItalianNational Institute of Statistics (ISTAT) estimated
that in June 2020, 90% of large enterprises (more than 250 employees), 73% of medium-
sized enterprises (50–249 employees), 37.2% of small business (10–49 employees) and
18.3% of micro-enterprises (2–9 employees), introduced or extended the possibility for
their employees to engage in smart working during the emergency period [16].

One year after the first pandemic wave (2021), 40% of the workforce was willing
to continue to work remotely. However, numerous doubts and criticisms exist about
whether organizations are carrying out remote working practices effectively and in a
profitable manner. According to various nationwide surveys1 and recent studies, a lack
of strategy, policies, practices, and incentives badly affected the remote work [20, 38].
In particular the following issues were raised:

– Spaces: only one third of workers has a dedicated space and around 20% of workers
practised home nomadism, moving from one room to another;

– Work wellbeing: little or no attention is paid to the right to disconnect and immense
stress is caused by remote monitoring (considered a form of control);

1 https://www.assolombarda.it/centro-studi/smart-working-2021; last retrieved
30/08/2021.https://intranet.unige.it/survey-sul-lavoro-agile-epoca-pandemia/ last retrieved
30/08/2021.

https://www.assolombarda.it/centro-studi/smart-working-2021
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– Organisation of work: only half of the workers have changed part of their job, mainly
in the relationship with a direct superior/manager;

– Technologies: no proper tools and platforms/software for remote work were available
to one third of the workers.

Discussions have arisen between big players on how to deal with remote and agile
working, since most of the workforce has gotten used to working from home or abroad.
Google recently backtracked from its plan to make all employees return to the office
and allowed many to work remotely. Apple’s plan to force its staff back to the office
has caused many to leave the company and led to substantial internal opposition2. Jack
Dorsey, CEO of Twitter, had stated a few weeks after the outbreak of the pandemic that
company staff could work from home forever if they wished to do so. Contrarily, Reed
Hastings, CEO and founder of Netflix, stated that home-working is “a pure negative”.
In February, David Solomon, CEO of Goldman Sachs, called it, “an aberration” and in
June, Morgan Stanley’s CEO stated, “we want you in that office”3.

This disagreement reflects the current uncertainty about the impacts of the pandemic
on the future of the workplace.

Adopting the socio-technical system (STS) perspective, this paper aims to investigate
the implementation of remote working in organizations in order to identify the major
factors influencing a successful adotion of agile working. Each factor will be clarified
in nature and aim. According to the STS approach, which follows a cross-disciplinary
perspective, because of the strong link betweenwork systems and the peoplewho interact
with each other and/or with machines, a human-centered design perspective is required
for making any changes within organizations [3].

In the following sections we will provide data regarding the state of the art of smart
working, how it has changed in the last few years, and we will sketch out the research
question. Thenwe describe the framework of analysis, taking into consideration themost
common variables of the STS analysis framework. These variables will be used to study
the process of digital transformation and how remote working adoption is evolving as a
result of the exogenous tension caused by the Covid-19 pandemic. From a research point
of view, the paper demonstrates that a STS framework can be used to unveil a list of
critical aspects and interdependences between social and technical aspects which enrich
the model, and improve innovation and change management in a more evolutionary
perspective. From a more practical point of view, the paper underlies the needs for a new
set of organizational roles.

2 https://fortune.com/2021/06/08/return-remote-work-hybrid-model-surveys-covid/ last
retrieved 1/06/2021.

3 https://forbes.it/2021/06/18/se-potete-andare-al-ristorante-potete-venire-in-ufficio-il-ric
hiamo-alle-armi-del-ceo-di-morgan-stanley/ last retrievd June 2021.
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2 Theoretical Framework

Over the last decades, the prefix “smart” has gradually been recognized as a term to
qualify the innovative use of digital technologies in numerous business areas, and even
remoteworking. Studies nowpropose conceptual frameworks that highlight the semantic
differences between the term teleworking, flexible working, smart working, and agile
working. An analysis of trends in flexible working was conducted by Yu et al. [42]
and Sullivan [39]. Grant [14] introduced the basic notions, concepts, and measurement
of agile working, while Torre & Sarti [36, 41] analyzed the trends in smart working
in academia. All these studies shed light on cases, practices, policies but only a few
do so regarding the regulatory framework, with the exception of Rymkevich [35]. In
addition, a socio-technical theoretical approach was proposed to effectively analyze the
phenomenon [3] and described in Cuel, Ravarini & Varriale [9]:

– Teleworking or remote working refers to the ability to work in a place other than the
company office, such as another office, coworking areas, home, park or any other
location that has internet connections and online platforms (e.g. Skype, Hangout,
Slack, Hibox, Asana) which would ensure communication and coordination.

– Flexible working refers to flexibility in locations, hours, and/or contracts. It may
include teleworking, compressed weeks, part-time and project work or other contrac-
tual agreements.

– Agile working refers to practices that allow organizations to optimize work by
emphasizing proactivity, agility in managing activities and coordinating with others.

– Smart working refers to a new approach for designing work to address the efficiency
and effectiveness of activities ultilizing a combination of flexibility, autonomy, agile
collaboration and coordination, and the optimization of work tools. Bednar & Welch
[3] found that in smart working, organizations and workers are invited to substantially
rethink their relationships by creating new jobs, acquiring new and more innovative
skills (multitasking, virtual team work, etc.), choosing spaces, hours and work tools
more independently, and acquiring greater responsibility for outcomes.

Unfortunately, the above-mentioned terms are widely used as synonymous in the
managerial lexicon and in organizational practices because of the lack of widespread,
shared best practices.

This paper aims to shed light on the real implementation of remote, flexible, agile, and
smart working by identifying the critical variables for the management of organizational
change.

The evolution of remote work practices, as described in the previous sections, pro-
vides an exemplar use case - and possibily themost representative during the coronavirus
pandemic - of organizational change driven by technology. Indeed, the literature on this
topic is very broad and still rests on the basis of studies carried out long before the
advent of the internet. Recently, Pasmore and collegaues [28] effectively reviewed the
progress of the research in this field, concluding that, in the current times of social
and technical disruption (possibly made even harsher by the pandemic), the principles
of STS represent a compass to interpret the transformation of organizations. Similar
considerations arise when adopting the lens of the fourth industrial revolution [21]: the
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changes synthesized in the concept of Industry 4.0 find an appropriate representation by
“considering the socio-technical systems impact on people, infrastructure, technology,
processes, culture and goals” [31: p. 1]. However, Purser and Pasmore [30] did show the
applicability of STS to non-routine knowledge work, and leveraging this and other foun-
dational research, Bednar and Welch [3] proposed to extend the result of the research
using STS for Industry 4.0 to knowledge-intensive activities, and more specifically to
smart working.

In smart working, the worker is seen as a provider of a service, located in non-
predefined places, delivered at intervals that change over time, and who operates in a
continuously evolving relationship with the organization. Coherent with this definition,
smart working is claimed to be based on three fundamental pillars [32]:

– the social dimension, concerning the human resource management practices and the
behaviors of workers within organizations;

– the technological dimension, referring to digital technologies that enable employees
to work remotely;

– and the physical dimension, related to the layout and ergonomics of the environment
where the work takes place.

Therefore, the conceptual framework of STS represents an excellent basis for inter-
preting smart working as decomposable along both technical and social dimensions
which are strictly interdependent and complementary to each other. Complementary, in
this case, refersmainly to communication processes, workflowmanagement, co-creation
of knowledge and competence, balance between private and work life, leadership ori-
ented towards work flexibility and knowledge sharing, autonomy and proactivity, and
workers empowerment [11].

The STS approach is based on the assumption that change requires a human-centered
design perspective since work systems see the participation of one or more people
who interact with each other and/or with machines [3]. This approach, following a
cross-disciplinary perspective, suggests combining variables that are typically the sub-
ject of distinct disciplines into a single representation [25]. Figure 1 shows the typical
representation of an STS [5, 7, 8, 40, 43]:

– a technical subsystem, including organizational variables interacting in business pro-
cesses (subdivided into activities and tasks) converting inputs to outputs; and techno-
logical variables, i.e., technologies, resources and tools recognized as the main engine
for implementing processes;

– a social subsystem, that includes human variables relating to the characteristics of the
people who operate in the organizational system (qualifications, attitudes, motivation,
personality); and social variables, i.e., the set of interpersonal relationships that peo-
ple create within the organizational system and formalize through the organizational
structure.
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Fig. 1. Socio-technical systems (Source: Adapted by [9])

3 Main and Expected Findings

By observing the evolution of smart working through the lens of the STS framework, the
four components described above can be recognized, and in the following sub-sections
we analyze and discuss them respectively.

Smart working requires a radical change that should drive institutions to move from
a logic of fulfilment towards a logic of service. In this perspective, the objective of
smart working is to enable workers to balance work and private life, while encouraging
productivity through more efficient processes but also reducing the time associated with
commuting. To protect workers, the weakest category in the loop, an agreement between
the employee and the employer is required regarding:

– the alternation of work outside the company boundaries and onsite;
– the direct interaction with superiors and the socialization with colleagues at certain
times of the day;

– the compliance with the maximum limit of daily working hours;
– the right to disconnect from work electronic devices;
– the control and evaluation of the workers aimed at measuring their results.

Therefore, to adopt remote, flexible, agile, and smart working, organizations should
ideally, on the one hand, study and approve an implementing regulation involving theHR
division; on the other, they should train executives and other employees within different
office locations to deal with IT, administration, and technical professionals.

During the pandemic emergency all these activities were sorely lacking and replaced
by the mere recommendation to employese to stay home and work using the digital
devices, both company or personal, already available to them [6, 12, 13, 29].
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3.1 Technical System

From the point of view of the structure of IT systems supporting smart working, a
key issue is to ensure workers easy access to these systems. This can be achieved by
utilizing technological solutions, like the integration of platforms and the improvement
of the user experience of software applications, especially workplace collaboration and
video-conferencing applications, or with organizational solutions, such as the provision
of help desk services [10].

At the individual level, the choice of the technological equipment should primarily
take into account - with regards to the applications - the familiarity with digital tech-
nologies and the different acquired technical skills in the use of the software. Therefore,
a one-size-fits-all model could prove highly inadequate [15]. Concering the hardware
infrastructure, during the pandemic organizations were only concerned with providing
employees with a personal computer, a mouse and a keyboard.

The core issues during the pandemic were to provide tools, IT services and instru-
ments to allow employees to work from home or elsewhere. No recommendation was
provided, at the outset, onHR trainingwith executives regarding communication, behav-
iors, task performances and measurements: nor was training to monitor and empower
agile work. Much attention was paid instead to the strengthening of security by improv-
ing Virtual Private Network (VPN) connections, and purchasing new IT devices and
cloud services.

In previous studies, we found that in organizations where smart working had already
been discussed, developed, or introduced, the pandemic emergency had accelerated
the processes of internal socialization. In all these cases, the emergency facilitated the
formalization of agreements between organizations and workers without officially nego-
tiating with the trade unions. Paradoxically, the lack of rules facilitated and streamlined
the implementation process of remote and smart working by enabling people to attend
to their own work dynamics, and the institutions to deal with their own self-regulations.
From an operational point of view, one of the enabling factors was that the remote, agile
and smart working activity was addressed at an individual level.

The adoption of smart working is associated with [3, 36]:

– the recognition of greater control of workers over their activities;
– the reduction of phenomena of alienation and routine at work;
– the creation of a more articulated and creative professional network;
– and job enrichment and greater involvement in work activities (empowerment).

All of these precepts were introduced a few months after the massive introduction
of remote working, during what we can identify as the second phase of the emergency.
Work did not change radically, but a series of factors - such as the pressure on work-
ers’ performance, the need for remote supervision, the issue of well being in a stressful
situation, (the so-called zoom fatigue), and the need of an adequate space to work from
home - brought to the fore the debate on the implications of remote working and which
specific solution would be ideal in which organization. Only recently has smart work-
ing been considered as a new model of work organization based on trust, goal-oriented
approaches, restoring flexibility to people, and the higher autonomy and empowerment
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of employees. In addition, in the managerial shere the greater virtualization and delo-
calization of work require innovative leadership models based on an agile, mindfulness
approach targeted at coordinating remote workers and virtual teams.

3.2 Social System

In the second half of 2020, duringwhat we can identify as the third phase of the pandemic
emergency, it was quite clear that remote work entailed drawbacks and risks, such as
a larger gap between employees with or without digital skills, a lack in organizational
trust and organizational culture, the isolation of workers, and digital overload.

As a result, radical changes would also be required in the organization of the work
and in the formulation of the roles. For remote workers, their personal and working lifes
often overlapped, and digital tools have become, for some, the only point of contact with
the outside world. Employees were catapulted into a new way of working without the
time to provide them with adequate training. Furthermore, the replacement of physical
interaction with digital interaction, combined with a culture of constant connection, is
compounding digital overload which had already been identified as one of the defining
problem of today’s workplace [34]. In addition, following the strong pressure to digital-
ization driven by the pandemic, researchers and executives have now been questioning
how business processes should be redesigned to make remote work effective and more
sustainable in the long term. Some issues to consider are [1, 37]:

– to redesign the set of tasks of a process and their allocation across the involved
individuals;

– to take into account the constraints on interpersonal communication arising from
the physical distance between individuals, the allocation of tasks, the increase in
autonomy in the management of activities, the temporal distribution of the tasks for
each individual to ensure a proper work-life balance, and the management of diversity
and disabilities;

– to favor the management of work spaces at home;
– to reduce the digital skill shortage due to increasingly complex technological tools;
– and to manage communication and the sense of belonging of workers.

Companies should develop abilities in the design, planning and control of objectives
[22, 23]. Moreover, HR managers have to manage relationships between employees,
unions,managers, and team leaders, and doing this remotely certainly requires innovatire
skills and tools.

In a massive virtualization and relocation of work, employees need to learn how
to define and plan tasks and activities and schedule them, to optimize time and process
management, and cope with the overload associated with the sheer quantity and high rate
of information received in pushmode frommultiple sources likeworkplace collaboration
applications, corporatemessaging tools, video-conferencing systems, andwork/personal
devices.

They also need proper skills to master new digital collaboration tools, to run digital
meetings and provide management feedback as required.
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Moreover, managers should be trained in their new role to work by objectives by
strengthening employee skills for effective virtual interaction with colleagues, and more
effective communication.

4 Discussion: The Need of a Head of Remote Work?

The classic distinction between the technical and social components of the STS refers to
a static representation of an organization. However, in this paper the STS model is used
as a compass to describe the dynamics of organizations adopting remote working. As
mentioned in the previous paragraphs, it is possible to analyze the experiences of remote
working adoption from a time span perspective. It is therefore possible to recognize four
phases in which technical and organizational components play different roles. First, a
pre-emergency and experimentation phase where both technical and social aspects are
taken into consideration. Then an emergency phase with the massive introduction of new
tools and methods, and when the technological aspects are more relevant than the social.
Finally the post-emergency phase, or rather a phase of consolidation in which human
and organizational aspects become more and more pertinent. In each phase, common
elements emerge.

1. Pre-emergency/experimentation phase: Generally the process of innovation is slow
since it takes into consideration both organizational and technical issues. In this
phase, discussions usually emerges since workers prefer to maintain the status-quo.
Innovators need to negotiate with unions aimed at protecting the workers’ benefits
and rights. The experimentation usually involves a very limited number of individ-
uals with a voluntary willingness to innovate and test the new solution. Changes are
incremental and often refer to a small and non-significant part of the whole organi-
zation such as a few individuals, minimal changes in the tasks, etc. Technology is
an enabling factor but the effects of its introduction are controlled and delimited.

2. Emergency/sizable introduction of new tools and methods: Innovation is mainly
drivenby the technological variable. The social and individual variables formally take
a back seat, and task changes are limited only where new services for citizens/users
are required. The attempt is to replicate the previously well-established behaviours
in the new technological settings. Some tensions may occur because the new settings
have generated a substantial change in the work-life balance and in worker habits.
Themore autonomous and empoweredworkers craft their job, adopt tools tomeasure
and assess the activities, and change the nature of their job, but the majority continue
to carry out the well-established behaviours.

3. Post emergency/consolidation phase: The technological variables are consolidated
but a stronger need for social aspects arise. The development process can take two
directions: keep the changes and improve the social side, or return to the previous
pre-emergency state reinstalling pre-emergency behaviours, attitudes, incentives,
tasks, and processes. The choice of institutionalizing change and improving the
organization seems the most challenging since workers, at all levels, need to learn a
new form of work organization.
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In the third phase the need for a new managerial role emerged and in medium-large
US companies, a new role ‘hit the market’: the Head of Remote Work4. The numerous
examples available provide an interesting variety of job titles and C-level positions:
Director of Remote Work, Head of Dynamic Work, Head of Remote, and Director of
Remote Work. According to a study by T3 Advisors5 12% of companies in the US
tech sector created a managerial role with organizational ownership for remote working,
while in 39% of the analyzed cases the role was created within the Human Resources
function.

Despite the lack of a standard definition of these roles, some common features can
be defined. As the job title would suggest, it is safe to assume that this role oversees
the remote share of a workforce: however, the role is more complex than that. A head
of remote work should display good communication skills, be able to channel complex
decisions to a broad audience, to act on a constant stream of feedback, and demon-
strate a proactive attitude for innovation, problem-solving, and self-starting. The most
difficult and technical competencencies required appear to be project and program man-
agement, business processes and design principles, user experience in design tools and
methodologies, ability to understand howpeople operatewhenworking remotely, and the
knowledge of organizational development and organisation design principles. The head
of remote work should also be experienced in management level roles, like Business
Operations, People Operations or Human Resources, with business process redesign,
change management and communication, and with planning, design and delivery of
digital internal communication events.

Analyzing online job postings for this role, we identified the following filled or
vacant posts:

– Director of Remote Work (shared with Head of remote learning) by Facebook
– VP of Real Estate & Workplace and Remote Experience by Twitter
– Head of Remote (shared with Work HR specialist) by Quora
– Head of Dynamic Work by Okta
– Head of Remote by Hopin, GitLab, AngelList, Prezi, Oyster
– Remote Hub Site Lead by Stripe
– Director of Remote Work by Gong
– Head of Virtual First (shared with VP of Design) by Dropbox
– Senior Director Colaboration & Productivity by VMWare
– Head of Distributed Work by CloudFlare
– Remote Communications Manager by Zapier
– Manager of Remote-First by Vistaprint/Cimpress
– Director of Remote Workforce Solutions by Cleveland Clinic
– SVP & Director of Remote Work by Avalon Consulting Group
– Director of Remote Operations by Strata Solar
– Remote Operations Manager by iTech Media

The following are a sample of the responsibilities required:

4 “The three new executive roles that define 2020”, The Economist, December 8th, 2020.
5 https://www.t3advisors.com/ retrieved June 1st, 2020.

https://www.t3advisors.com/
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– Lead a team of “cross-functional” leaders across the company to help make the
transition to remote work (Head of Remote Work @Facebook)

– Work with company leaders on strategy, structure, and process around the hiring and
management of remote teams (Head of Remote Work @Gitlab)

– Audit and pressure test all existing workflows, policies, and cultural underpinnings to
ensure that they are adapted for remote-first (Gitlab Remote Playbook)

– Collaborate with all functions of the business to support clients and partners seeking
guidance on mastering remote workflows (Head of Remote Work @GitLab)

– Collaborate with the HR Department to improve on-boarding and manager training
to operate with remote-first workflows (Head of Remote Work @Gitlab)

– Champion a company-wide all-remote culture and initiatives through content cre-
ation, interviews, webinars, case studies, podcasts, and partnerships with external
organizations (e.g. universities; industry board; etc.) (Head of RemoteWork@Gitlab)

5 Conclusions

The presence of a strong external contingency factor, such as the Covid-19 pandemic
emergency, forced organizations to massively adopt technological tools and implement
new forms of remote, flexible, agile, and smart working practices. As often happens, a
crisis situation becomes a trigger for radical innovation. After the imposition of working
remotely during the lockdowns, companies realized the need to introduce flexible, agile
and smart working practices. In this paper, this evolution is described using the STS
approach as a conceptual reference framework. As a last but current phase in aforemen-
tioned evolution, organizations are now aware of the need to acquire and develop new
competences, procedures, and, in particular, new managerial roles. These more recent
requirements are described in the last section.

Further research is needed to investigate if and how the different approaches dis-
cussed so far by the most advanced organizations will converge into new templates or
organizational models. However, our study is able to provide interesting insights from
the practice viewpoint. It is clear that organizations should invest much more and pay
attention to: on the one hand, the new and digital competenecs and skills required for
developing and introducing these innovative forms of remote, flexible, agile, and smart
working practices as well as the new, different needs of the workforce in terms of sources
of work-related stress or tools required for their regular job. Effective training and learn-
ing programs are required, including focused interventions to improve leadership skills
for top and middle managers and the overall governace of the organizations, adequate
corporate welfare policies (work-life balance, support for disability relatives, fast wifi
connection, etc.) and practices to mitigate the risks of digital overload.
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Abstract. Blended and online learning environments continue to grow, trans-
forming higher education. The motivation behind this study is to explore blended
and online learning environments, from the perspective of students, through the
lens of Activity Theory (AT). Based on 12 virtual semi-structured interviews with
Master’s (MSc) students at one University in England, the paper sheds light onto
some of the findings with respect to student motivation underlying engagement,
as well as tensions and contradictions in the activity system.
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1 Introduction

This paper presents research-in-progress exploring a blended and online learning envi-
ronment at one University in England, from the perspective of students, via the lens of
Activity Theory (AT). This theoretical framework helps researchers gain insights into
tool-mediated human activity, within its natural environment [1, 2]. Compared to other
social theories, AT’s distinguishing contribution is the acknowledgement of tensions
and contradictions, which interrupt the flow of an activity, as a means of change and
understanding [3]. AT was applied in this study to investigate the underlying student
motivation(s) that result in class attendance and engagement, as well as illuminating
examples of four levels of tensions and contradictions in the activity system.

This qualitative research was conducted as a single case study based on one Masters
(MSc) Course. The structure of the course included multiple lectures in the form of pre-
recordedmaterial and/or activities, andLive class discussions held on aweekly basis. The
data were gathered over a one-semester period and data collection methods included 12
virtual semi-structured interviews (via Zoom or Google Meet), observation of the face-
to-face and online activities, and document analysis (e.g. resources for students, course
outline and information, activity statistics, and University guidelines/regulations).
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Digital technology has transformed society and, in particular, the landscape of higher
education during the pandemic [4]. First, therewas a requirement for essential short-term
crisis management, but now there is a broad recognition and acceptance that there is a
need to commence working toward a ‘new-normal’ as the Covid-19 disruption continues
[5, 6]. For the 2020–2021 academic year, many UK universities have initially decided
to adopt Blended Learning (BL) approaches in order to deliver modules, courses, and
programmes. However, due to the Covid-19 cases increasing and the third national lock-
down (January 2021–March 2021), institutions have been ‘forced’ to revert to complete
online delivery (with an exception for a few disciples).

The introduction and implementation of technology in learning and teaching is not a
new paradigm [7]. Indeed, the number of online and blended learning classes will most
likely increase in the near future and, hence, there is a need to gain a deeper understand-
ing of such contexts, and in relation to how student interactions and engagement could
be improved and maintained. Furthermore, discussions regarding ‘value for money’ has
increased over the past year [8], meaning that there is a pressing need for Universities
to provide ‘value’ to students by improving their learning experience. This could be
achieved by understanding potential tensions and how they could be addressed effec-
tively, along with identifying factors that influence student engagement and motivation
during the course.

The remainder of the paper is structured as follows: the next section presents the
background and related literature, followed by a description of the theoretical framing.
Next, the preliminary findings are presented and discussed. Finally, we offer a brief
conclusion and outline the future plan for the study.

2 Background

In this section, a short overview of blended and online learning environments is provided
in order to present the research context, along with student engagement, motivation, and
challenges associated with both modes of delivery.

2.1 Blended and Online Learning Environments

Over the past two decades, educational institutions have adopted Blended Learning (BL)
for various reasons. However, BL has recently received significant interest due to the
Covid-19 pandemic [5, 6].

BL appeared in the late 1990s and refers to an approach in education that combines
face-to-face elements with online learning [9]. This approach can consist of implement-
ing face-to-face delivery with educators, followed up with online activities with peers.
Alternatively, online learning may be delivered first (i.e. in the form of pre-recorded
lectures/activities), followed by face-to-face interactions. This latter approach is usually
termed as ‘flipped teaching’ [10, 11]. Although there does not appear to be a single defi-
nition to the term, BL is essentially a model that combines different forms of media such
as video, audio, and text at different time scales (such as asynchronous, synchronous)
with a face-to-face element in the same course [12]. Usually, this is supported with
the adoption of Learning Management Systems (LMS), which enable the facilitation
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of asynchronous and synchronous activities, whereby students have the flexibility to
engage in learning activities in terms of place and time. Such systems also facilitate
interaction and collaboration between students (e.g. in the form of discussion forums).

A number of studies have identified the advantages of BL. For example, the combi-
nation of computer-mediated instruction and face-to-face delivery enables gaining the
benefits of both approaches [13]. Furthermore, scholars assert that it may potentially
enhance student learning performance, and allow them to become more engaged in the
learning process [14].

2.2 Student Engagement

While the pandemic has resulted in higher education institutions rethinking future edu-
cation and the role of technology, many scholars have revisited the notion of student
engagement pre-, post-, and during the pandemic [4, 15].

Engagement and interaction are closely related, and in some instances, the terms are
used interchangeably. It is argued that, in the learning context, engagement describes the
active involvement of the learner and is directly related to a potential learning outcome
[16]. According to Moore [17], three types of interactions are significant in effectively
delivering learning via online methods; (a) learner-to-learner interaction, (b) learner-to-
instructor1 interaction, and (c)learner-to-content interaction (Fig. 1).

Fig. 1. Illustrating the relationship between different entities described by Moore [17]

Although Moore [17] recognises the three fundamental entities involved in learning
environments, he does not explain the ‘type’ of interaction involved. He emphasises
that online or distance programmes should be designed in a way that maximises the
“effectiveness of each type of interaction” [17:23], and to ensure that a suitable type of
interaction is selected for the learners and the teaching task. Hillman et al. [18] extended
thismodel to include learner-interface interaction since distance and online environments
involve learners interacting with a medium/tool. In line with this, research concludes
that there are three major types of engagement; cognitive, behavioural, and emotional
[19].

Student engagement lies on a continuum ranging from disengaged to engaged, and
in-between lies varies degrees of engagement. There is confusion as to whether the

1 The literature uses the terms ‘instructor’, ‘teacher’, ‘lecturer’, ‘educator’, and ‘academic’ almost
interchangeably. However, to remain consistent with the terminology adopted by the University
in this study, the term ‘lecturer’ will be adopted hereafter.
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terms engagement and motivation should be used interchangeably. However, there is an
understanding among scholars that motivation is usually a moderator or an antecedent to
engagement. Motivation is the unobservable force or intent that drives behaviour, while
engagement is the effort and energy in action, which is observable [20].

2.3 Motivation

Originating from the Latin word for “to move”, motivation is considered as the fuel
for action. “To be motivated means to be moved to do something” [21:54]. Scholars
interpret motivation as the process by which an individuals’ desires and needs are set
in motion. Usually playing a role in satisfaction and success, motivation is fundamental
to learning. Undeniably, motivation is a crucial factor to address in enhancing student
learning outcomes and performance [9, 22] and has received increased interest from
scholars during the pandemic [4, 15].

The literature highlights two types of motivation associated with learning: extrinsic
and intrinsic. Intrinsic motivation focuses on the inherent pleasure and satisfaction from
undertaking a specific activity. On the other hand, extrinsic motivation is linked to goal-
driven behaviours and reasons from undertaking an activity, including rewards gained,
benefits, or recognition. Together, extrinsic and intrinsic motivations affect individual
intentions and behaviours with respect to an activity. Some scholars argue that intrinsi-
cally motivated students are more likely to show better performance and complete tasks
compared to extrinsically motivated students.

Ryan and Deci’s [23] Social-Determination Theory (SDT) suggests different forms
of extrinsic and intrinsic motivation (Fig. 2) and is argued to be a valuable framework in
understanding students’ self-determination during a learning task, the quality of effort
evidenced, and, hence, engagement. For example, research shows that self-regulated
students are generally more motivated to learn regardless of the content covered in the
course.

Fig. 2. Self-determination theory (based on Ryan and Deci [23])
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2.4 Challenges

Recent studies highlight a number of challenges experienced by students in blended
and online learning environments, such as challenges associated with self-regulation,
technological literacy and competency, and student isolation [13]. Similar findings were
reported in studies conducted over the Covid-19 pandemic across multiple disciplines
[24, 25]. From a content and technology perspective, studies have alluded to the need of
creating an infrastructure that enables locating ‘learning-objects’ and resources effec-
tively and the development of protocols or standards that support this [26]. Furthermore,
[27] highlight that lecturers’main challengeswere associatedwith learning the new tech-
nology tools and the discomfort with implementing, and indeed understanding, online
pedagogy, in addition to the difficulty in sustaining student engagement in the online
component of the programme.

3 Theoretical Framework: Activity Theory

ATwas selected as a theoretical framework to investigate student motivations and under-
stand the tensions and contradictions experienced in a blended and online learning envi-
ronments. Scholars argue that AT is one of several practice-based approaches that has
evolved into a cross-disciplinary and global approaches and is useful when aiming to
frame and comprehend complex activities [1, 2] and understand how new technologies
can impact educational change [28]. The model allows the analysis of complex and
evolving practices by providing a multi-dimensional and systematic approach, which
considers aspects such as tools, motives, always-present dynamics of history, culture,
and the wider community [3]. Figure 3 depicts the activity system studied in this paper
in the form of the second generation AT model.

3.1 Principles of Tensions and Contradictions

Allen et al. [2] highlight that an ‘activity’ is under continuous development due to the
impact and effect of instability, subject and community needs, tensions, and contradic-
tions. Contradictions are not considered the same as problems, but are recognised as
tensions, which occur between and within activity systems.

Four levels of contradictions are proposed by Engeström [1]:

• Primary contradictions – takes placewhen tension is brought by one construct/element
within an activity system (found within a component such as the ‘rules/norms’,
‘subject’, etc.).

• Secondary contradictions – takes place when there is tension between two elements
(e.g. between the division of labour and object). For instance, strictness or flexibility
of the rules to achieve the objective.

• Tertiary contradictions – takes placewhen there is tension between the original activity
(before change) and a more advanced form.

• Quaternary contradictions – takes place when there is tension between the activity
and another co-existing or concurrent neighbouring activity.
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*Duration of class/ duration 
of presentation 
*Student rules & norms  

*Peers 
*Lecturer  
*Other academics  

Student responsibilities (i.e. 
facilitating a discussion; 
team work, presenting)  

*Applicable 
knowledge  
*Sense of commu-
nity  
*Enhanced quality 
of delivery method   

Student  

Moodle (LMS), face-to-face delivery, YouTube, discussion fo-
rums, Zoom/ online delivery, feedback mechanisms 

Learning/ 
presenting   

Extrinsic/ In-
trinsic  

Fig. 3. Activity system using the second generation AT model

This theoretical framework, and the notion of tensions and contradictions, has
been adopted in previous studies exploring the inter-relationship between the physi-
cal classroom and the virtual classroom, further supporting its adoption in this study
[29].

4 Findings

A total of 12 virtual semi-structured interviews were conducted with students under-
taking an MSc course specialising in Information Systems (IS) and digital technology
at one university in England, over a period of one semester. All students enrolled on
this course were contacted via email (total of 23 students). Interview questions were
framed in line with AT and sought to understand students’ initial expectations from
studying this degree during Covid-19 and their motivation in terms of engagement and
attendance in both blended and online classrooms, along with the challenges they had
experienced in either mode of delivery. The interviews were very open and students
shared their opinions in an open manner. They did not hesitate in expressing their opin-
ion about the challenges they experienced and their expectations. Checking against their
activity statistics in the LMS, they did not ‘hide’ or ‘cover’ their non-engagement, but
instead spoke freely about their experience. Each interview lasted between 60–90 min
and all responses were audio-recorded, transcribed, and annotated. Table 1 highlights
the demographics of the participants.
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Table 1. Interviewee details.

Code Gender Nationality
Home (UK) or
International

Code Gender Nationality
Home (UK) or
International

Student 1 M Home Student 7 M International

Student 2 F Home Student 8 F International

Student 3 F Home Student 9 M International

Student 4 F Home Student 10 M Home

Student 5 M International Student 11 F International

Student 6 M International Student 12 F Home

4.1 Main Findings of the Semi-structured Interviews and Document Analysis

The data that emerged shows contrasting views of motivation. Table 2 illustrates exam-
ples of intrinsic and extrinsic motivations revealed when asked about attendance and
class engagement. In some student responses, it was difficult to distinguish whether
students were intrinsically or extrinsically motivated, since both types were found to
co-exist.

Table 2. Student motivation towards attendance and engagement.

Theme Example of quotations

Intrinsic Motivation “It’s something new for me…So it is new knowledge” (Student 1)
“There’s always hints and tips that your professor [instructor] gives you.”
(Student 7)
“If you’re paying for something, you want to get your money’s worth … but
not everyone does that. Finance [for the MSc degree] – I see it come out of
my bank account, I know that it is coming out of my bank account and it
can be a lot but it is not a factor I consider every time I log in to a session.
It’s more of ‘I want to do it’.” (Student 2)
“For a Master’s course, you can get behind very quickly if you don’t attend.
And because it is quite in-depth and specific knowledge, it can be difficult
to teach yourself if you do miss a session. I always thought if I always
attend, then it meant that I didn’t have to do that amount of catch-up to get
to the same level as everyone else” (Student 3)

Extrinsic Motivation “Missing a session meant that you would be missing what you would have
learnt that day. And that is not really an option because you are paying for
this degree.” (Student 2)
“I didn’t want to miss the classes and material for which I am paying high
fees. I would feel that it is a waste of money, I paid for it and didn’t use this
opportunity.” (Student 10)

Opportunities “…then every seminar, every lecture, every conversation in English for me
is practice to improve my English language. For me, it is also like training
for my brain and my English skills” (Student 6)

(continued)
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Table 2. (continued)

Theme Example of quotations

Norms that govern behaviour “That’s what I’m used to. I went straight from Undergrad where we had to
go in [attend] because we have to tap our [student] cards. So that was
already built in.” (Student 2)
“My motivation is that I’ve been doing it for years.” (Student 1)
“If it is in your schedule, then you do it.” (Student 11)
“I would say I’ve been groomed to attend class from day 1.” (Student 3)

Moving on to consider the second major theme in this paper, Table 3 presents exam-
ples of four level contradictions observed in this case study. Some contradictions were
specific to a blended learning environment where there is an element of online deliv-
ery and face-to-face contact, while others were observed across both blended and fully
online learning environments.

Table 3. Four levels of contradictions observed in this case study

Contradiction level Observation from the case study Example of quotations

Level 1
Primary contradiction

• Not all students are motivated
to the same extent or for the
same reason

(blended and online learning
environments)

“…because I applied to this
postgraduate course, I still like
to feel like a student and have a
student life and I wanted to
experience this so I needed to
attend lectures and seminars for
that one year” (Student 6)

• Different objects among
students

(blended and online learning
environments)

“…attending meant that I wasn’t
necessarily missing gap in
knowledge by teaching myself
and if I did have any questions,
then I could just ask rather than
having to catch-up again with a
lecturer [instructor] at a later
date” (Student 9)

“For me, it depends on what I
am going to do that
session”(Student 11)

“Well, I stopped attending those
face-to-face sessions only
because other students wouldn’t
follow the rules, you know
wearing a mask and all that”
(Student 12) - *Blended learning
environment

(continued)
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Table 3. (continued)

Contradiction level Observation from the case study Example of quotations

Level 2
Secondary contradiction

• Interaction between the
subject and community (peers
and/or lecturer)

(blended and online learning
environments)

“But if I was in the position if I
was on Zoom and not physically
in the classroom, I might miss
out on what someone else was
saying because they talk to you
[instructor] and not talking to
the screen.” (Student 2)
– *Blended learning
environment

• Different culture, rules and
norms between students in a
class (blended and online
learning environments)

“…so it became a bit difficult
that you were put into two
worlds. You’re trying to listen
and interact but you’re also
trying to listen and interact with
those online so you are kinda
torn between the two.” (Student
9) – *Blended learning
environment

“breakout rooms are enjoyable
until you are working in a group
where no one contributes or all
the work is on you” (Student 7)

Level 3
Tertiary contradiction

• Pre- and post- activity system
– after-session activities/
behavior

(blended and online learning
environments)

“I have the opportunity to visit
the Library straight after and do
some work. Also, if I wanted to
speak to the lecturer for a quick
question, I could catch them at
the end of the class.” (Student 4)

Level 4
Quaternary contradiction

• University-wide regulations
(blended and online learning
environments)

“I know people who, to have a
good [Wi-Fi] connection, need
to attend the class from the
Kitchen and they have their mum
cooking, there’s a TV on and
they can’t do much, and it is a bit
discouraging for them to put
their camera on and having to
deal with many things going on.
Same thing with the microphone
if they are in a place with a lot of
noise, for example, if they live in
a small house.” (Student 5)

The following section contains a more in-depth discussion of the findings.
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5 Discussion

The findings revealed a variety of student motivations underlying their attendance and
engagement in classes, in addition to several contradictions occurringwithin andbetween
elements of the activity system.

5.1 Student Motivation and Engagement

The selection of quotes in Tables 2 and 3 reveal that a wide variety of motivations exist
in a classroom [also known as ‘poly-motivation’] [30, 31], driven by either intrinsic
or extrinsic motivation or both. In our study, we identified that while some students
engaged in classes due to the content/topic being delivered or their desire in broad-
ening their knowledge, others engaged, or merely attended classes, due to extrinsic
factors such as course finance and attendance recoding. Research shows that students
who are intrinsically motivated achieved higher grades, showed higher levels of persis-
tence, and processed reading materials more deeply [22, 23], compared to those who are
extrinsically motivated.

The findings also indicate that some students only engaged in classes if their peers
showed some level of interaction, and/or if the instructor was “enthusiastic” about the
session or had prior experience in using the specific tool to deliver the session [4, 27].
We argue that peer interaction in our research refers to learners contributing to the class
and not the development of a ‘learning community’. Research shows that feeling part of
a learning community positively influences student engagement [32]. In some instances,
this was observed in this research, and in other instances, the findings do not support this
argument. In fact, it was found that such learning communities resulted in some students
missing classes because they were certain that their ‘friends’ would catch them up with
the content.

Interestingly, some International studentswere driven by the opportunities associated
with engagement in terms of enhancing language skills, learning, communication, and
broadening their networks. However, one must take into account when the research was
conducted as studies have shown that near the end of the semester and/or course, students
become results-focused [33] and may not be driven by such opportunities.

Furthermore, students who have undertaken the MSc course straight after Under-
graduate study (i.e. graduated from Undergraduate study in the same year/did not take
a ‘gap’ year), whether Home or International, indicated that it was the ‘norms’ that
governed their behaviour that drove them to attend and engage in classes.

Our research has alluded to the importance of ‘managing student expectations’ [34]
as students have a set of expectations based on their educational experience to date, as
well as from messages made by the University regarding teaching (i.e. expectations are
influenced by the socio-cultural environment and norms). It appeared that the disparity
between their expectations and the actuality of blended and online learning affected how
students approach their studies and their motivation to engage in classes as expectations
influence what is and what is not tolerated/seen as appropriate.

On the other hand, in some student responses, it was difficult to distinguish whether
students were intrinsically or extrinsically motivated, and that both types were found
to co-exist. One must also highlight the importance of ‘motivation for what purpose?’,
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as the student may exhibit intrinsic motivation for one aspect of the course, while not
another. This reflects what is and what is not valued and that motivation varies based
on contextual and situational factors. This, in turn, sheds light onto ‘what does it mean
that some students were engaged?’, ‘what do they appreciate?’, and ‘what were their
expectations?’. For example, two students may state that they are motivated to study,
but deeper analysis would reveal different objectives; one may be driven by wanting to
obtain a ‘good’ degree outcome but with the least possible learning, while another may
be genuinely curious about the subject and their inherent enjoyment and interest [23].
In line with AT, this suggests that students may appear to share similar understandings
of the object by demonstrating similar behaviours on the surface, but on a deeper level,
the object is meaningful in different ways. This demonstrates that each student can have
multiple and competing motivations that remain unresolved and increase the complexity
of the activity system. This could be explained by the Argyris’ [35] theory-in-use and
theory of action espoused. Although this was not investigated in much detail in this
research, it could explain some of the findings.

Going back to the discussion on Moore [17] and Hillman et al. [18] in Sect. 2, this
research highlights a number of entities influencing the activity system and we propose
an extension to their discussion. We argue that the type of interactions and engagement
between the entities are either direct or indirect.

Key  
Indirect  
Direct   

Learner 

Experience  

IS Services 

Administrative 
Staff 

Other Key Players (e.g. 
academics/ instructors, 
Student Union)

Informal
Learner 

Content  Instructor  

Tool 

Instructional 

Environment 

Fig. 4. Proposedmodel of the entities and the relationship between them that influence the learning
environment, whether online or blended

Our findings reinforce Engeström’s [1] argument that an activity is a historically,
socially, and culturally contextualised phenomenon. We argue that motivation is a
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dynamic entity, influenced by a number of contextual factors (e.g. peer support, the lec-
turer, task, etc.), and students will most likely exhibit various degrees of the motivation
continuum [23] throughout the semester.

5.2 Tensions and Contradictions

Primary Contradictions
AT suggests that a subject has ‘motivation(s)’ towards achieving an ‘object’ [1, 2].When
asked about motivations, a variety of responses were obtained. This created tensions as
some students’ engagement was dependent on peers’ level of interaction and/or the
interaction of the lecturer. This finding complies with the literature and other studies
that have highlighted that students value interaction in a class, which is usually evident
in traditional classrooms.

Another primary contradiction witnessed was that the ‘object’ was different among
students. For some students, the object was deep understanding of the concepts/ topic,
while for others, itswasmore surface-level understanding and the aimof passing themod-
ule. The former approach involved ‘studying for understanding’, and the latter involved
‘studying for the assessment’. An analysis of the log statistics for each student revealed
that those who were more prepared to invest reviewed almost all course material and
participated in all the quizzes or learning opportunities available on the LMS, compared
to those who invested minimal effort to meet the requirements of the course.

Secondary Contradictions
With respect to the blended learning aspect, tensions experienced were related to the
delivery method chosen by the lecturer. Due to some students not being able to join
physically (for reasons such as self-isolating, shielding, Visa issues, quarantine, etc.),
the lecturer decided to deliver the class to all students simultaneously, insteadof arranging
separate classes. The literature refers to this approach as a ‘hybrid classroom’. Although,
compared to other methods, students believed this was a successful model of delivery,
some students attending the class virtually experienced tensions associated with the fact
that they could not hear other students attending the class physically as they were more
inclined to speak to the lecturer in the classroom rather than to the Zoom platform.

Other tensions included the availability of pre-live session material and timetabling,
and the availability of necessary information that could influence decision-making with
respect to attending classes face-to-face in a blended learning environment.

All students identified benefits regarding the tools used in both an online and blended
learning environment, such as those associatedwithZoom/Zoombreakout rooms, Padlet,
feedback mechanisms, Moodle/Moodle Books, and discussion forums. Some students
believed that the ‘breakout rooms’ imitated face-to-face interaction which allowed them
to undertake group activity, with the fundamental difference of the activity occurring
online. They also appreciated the “variety included in the course overall” (Student 3). For
example, some modules relied heavily on pre-recorded material, while others consisted
of designing Moodle Books that included a range of different activities. Furthermore,
Padlet and discussion forums allowed students to discuss their thoughts with their peers
and undertake “a mini research on a thought-provoking question or topic” (Student 4).
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Having said that, tensions were evident in terms of break-out room student compo-
sition and the non-contribution of some students. Nevertheless, the opposing argument
here is the advantage of working with students with different skill sets, abilities, back-
ground, and experience, in order to enhance skills and challenge students further [7].
This also raises the significance of the lecturer role in facilitating discussions in break-out
rooms.

Tertiary Contradictions
A number of students stated that they preferred to attend classes face-to-face due to
the ability of going to the University Library or the ability to speak to a lecturer on a
one-to-one basis straight after the session, which was not possible when classes were
conducted online as a lecturer, for example, would ‘end the session’ immediately when
the class ends. One solution students stated is requesting the possibility for instructors to
say to students that they will be available at the end of an online lesson for 5–10 min for
any queries. This strategy, although it may create further tension from the perspective
of the lecturer (e.g. if they need to deliver another class immediately after the session,
workload issues), is perhaps an attempt to imitate face-to-face delivery or aid in the
transition.

Furthermore, some students mentioned that the blended learning environment pro-
vides themwith a high degree of flexibility [9] in terms of reviewing pre-recorded lectures
and materials. However, despite this feature being considered as an advantage, some stu-
dents recognised this as a challenge because it removes the structure that would have
normally been present if courses were delivered face-to-face (i.e. traditional learning set-
tings). In addition, this meant that student motivation and engagement were dependent
on deliverable deadlines as blended and online learning created an illusion that students
could review materials at any time rather than studying/ working regularly. To resolve
such an issue and provide structure to students, a lecturer “could request timetabling to
add a ‘lecture’ slot in student timetables” (Student 3), where students will be able to
view the pre-recorded material at that time. This also highlights that there is a need for
students to understand the set-up of a blended and online learning environment and all
components (e.g. lecture materials, quizzes).

Quaternary Contradictions
There is a debate regardingwhether student cameras andmicrophones shouldbe switched
on during classes. While some students thought that it was necessary to have “at least
microphones on” (Student 9), as it facilitates collaboration, interaction, and engagement,
others believed that it would be “inconsiderate to force such a rule” (Student 5). This
is because there are many reasons as to why students might not be able to switch on
their cameras and/or microphones, and it is inappropriate to assume that their ‘home’
environment is the same as a face-to-face classroom environment [4].

According to Bednar and Welch [36], change does not only involve technological
adoption or changes in an organisation, but also involves the disruption of work and
community. Consequently, subjects need to ‘control the process of transformation’, and
re-create and revise their perceptions and understandings to positively impact all those
concerned in the activity system. Smart working offers a number of benefits that go
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beyond saving on fares for commuters and accommodation costs. However, it is cru-
cial that these benefits are communicated across the organisation in order to support
meaningful practice.

It is noteworthy to emphasise that these tensions do not only depend on the nature of
the delivery, but also on the ‘type’ of class being delivered and the nature ofmodule under-
taken (i.e. a technical module/topic, where students are learning a software/application,
or a more theoretical module based on theory and case studies).

6 Conclusion, Limitations, and Future Research

With the number of blended and online learning courses and programmes continuing
to increase [4–6], lecturers will need to be aware of the tensions and contradictions,
or ‘challenges’, students experience in both forms of learning environments in order
to improve the student learning experience. This research has highlighted several con-
tradictions occurring at various levels of the activity system, and illuminated a wide
range of student motivation that drive attendance and engagement. Our findings rein-
force Engeström’s [1] argument that an activity is a historically, socially, and culturally
contextualised phenomenon.We argue that motivation is a dynamic entity, influenced by
a number of contextual and situational factors (e.g. peer support, the lecturer, task, etc.),
and students will most likely exhibit various degrees of the motivation continuum [23]
throughout the semester. However, it is important to note some students may demon-
strate similar behaviours on the surface, but on a deeper level, the object is meaningful in
different ways, as explained and suggested by Argyris’ [35] theory-in-use and theory of
action espoused. We also emphasise the significance of managing student expectations
as they are influenced by the socio-cultural environment and norms and were found to
impact student motivation underlying attendance to, and engagement in, classes.

Although all students recognised that blended and online learning environments
offer them a high degree of flexibility, almost all noted that this removes the level of
structure that would have normally been present in a fully face-to-face environment.
Hence, students appeared to prioritise certain tasks based on deadlines rather than reg-
ularly studying/ working, which in turn drove their motivation and engagement. An
unexpected finding in our research is that students did not mention the importance of
pre-recorded videos, but instead reported that their engagement was associated with the
interaction in the class and that they highly valued classes that involved a high degree
of interaction, even if no pre-material was provided for them to prepare.

Based on our data and analysis, we propose an extension to the discussion offered by
Moore [17] and Hillman et al. [18], highlighting entities, and the relationship or ‘type of
interactions’ between them, that influence blended and online learning activity systems
(Fig. 4).

The limitations of this study include the sample size used and the focus on the
context of a single course, during one semester. Therefore, research should continue to
investigate these areas, further extending the sample to not only include students, but
also lecturers in order to capture a full picture of the activity. This could ultimately lead
to the identification of entirely new, or possibly, overlapping tensions in the activity
system. In addition, it may be beneficial to extend the interviews to a larger cluster of
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students (from different courses and disciplines) to provide better insights and allow
comparisons. By understanding the learning and engagement process, lecturers may be
able to enhance the quality of delivery in blended and online learning environments.

References

1. Engeström, Y.: The future of activity theory: a rough draft. Presented at the International
Society of Cultural-historical Activity Research Conference, San Diego, CA, USA (2008)

2. Allen, D., Karanasios, S., Slavova, M.: Working with activity theory: Context, technology,
and information behavior. J. Am. Soc. Inf. Sci. 62(4), 776–788 (2011)

3. Dennehy, D., Conboy, K.: Breaking the flow: a study of contradictions in information systems
development (ISD). Inf. Technol. People 33(2), 477–501 (2019)

4. Chiu, T.K.: Applying the self-determination theory (SDT) to explain student engagement in
online learning during the COVID-19 pandemic. J. Res. Technol. Educ. 54, 1–17 (2021)

5. Mahaye, N. E.: The impact of COVID-19 pandemic on education: navigating forward the
pedagogy of blended learning. Research online (2020)

6. GOV.UK. Actions for FE colleges and providers during the coronavirus outbreak
(2021). https://www.gov.uk/government/publications/coronavirus-covid-19-maintaining-fur
ther-education-provision

7. Rasheed, R.A., Kamsin, A., Abdullah, N.A.: Challenges in the online component of blended
learning: a systematic review. Comput. Educ. 144, 103701 (2020)

8. De Main, L., Wolstencroft, P.: Value for money or a transformative experience: what do
students actually value about university? (2021)

9. Law, K.M., Geng, S., Li, T.: Student enrolment, motivation and learning performance in
a blended learning environment: the mediating effects of social, teaching, and cognitive
presence. Comput. Educ. 136, 1–12 (2019)

10. Davies, R., Dean, D., Ball, N.: Flipping the classroom and instructional technology integration
in a college-level information systems spreadsheet course. Educ. Technol. Res. Dev. 61(4),
563–580 (2013). https://doi.org/10.1007/s11423-013-9305-6

11. Kim, M.K., Kim, S.M., Khera, O., Getman, J.: The experience of three flipped classrooms
in an urban university: an exploration of design principles. Internet High. Educ. 22, 37–50
(2014)

12. Ibrahim,M.M.,Nat,M.:Blended learningmotivationmodel for instructors in higher education
institutions. Int. J. Educ. Technol. High. Educ. 16(1), 1–21 (2019)

13. Lee, J., Lim, C., Kim, H.: Development of an instructional design model for flipped learning
in higher education. Educ. Tech. Res. Dev. 65(2), 427–453 (2016). https://doi.org/10.1007/
s11423-016-9502-1

14. Chen Hsieh, J.S., Wu, W.C.V., Marek, M.W.: Using the flipped classroom to enhance EFL
learning. Comput. Assist. Lang. Learn. 30(1–2), 1–21 (2017)

15. Wester, E.R.,Walsh, L.L., Arango-Caro, S., Callis-Duehl, K.L.: Student engagement declines
in STEMundergraduates duringCOVID-19–driven remote learning. J.Microbiol. Biol. Educ.
22(1), ev22i1-2385 (2021)

16. Donnermann, M., et al.: Social robots and gamification for technology supported learning: an
empirical study on engagement and motivation. Comput. Hum. Behav. 121, 106792 (2021)

17. Moore, M.J.: Three types of interaction. In: Keegan, D. (eds.) A Typology Of Distance
Teaching Systems. Distance Education: New Perspectives, pp. 19–24. Routledge, New
York(1993)

18. Hillman,D.C.,Willis, D.J., Gunawardena, C.N.: Learner-interface interaction in distance edu-
cation: an extension of contemporary models and strategies for practitioners. Am. J. Distance
Educ. 8(2), 30–42 (1994)

https://www.gov.uk/government/publications/coronavirus-covid-19-maintaining-further-education-provision
https://doi.org/10.1007/s11423-013-9305-6
https://doi.org/10.1007/s11423-016-9502-1


302 F. Zaghloul and P. Bednar

19. Fredricks, J.A., Blumenfeld, P.C., Paris, A.H.: School engagement: Potential of the concept,
state of the evidence. Rev. Educ. Res. 74(1), 59–109 (2004)

20. Payne, L.: Student engagement: three models for its investigation. J. Furth. High. Educ. 3(2),
1–17 (2017)

21. Deci, E., Ryan, R.: Cognitive evaluation theory. In: Deci, Edward L., Ryan, Richard M. (eds.)
Intrinsic Motivation and Self-Determination in Human Behavior, pp. 87–112. Springer US,
Boston, MA (1985). https://doi.org/10.1007/978-1-4899-2271-7_4

22. Ngan, Shing-Chung., Law, K.: Exploratory network analysis of learning motivation factors in
e-learning facilitated computer programming courses. Asia Pac. Educ. Res. 24(4), 705–717
(2014). https://doi.org/10.1007/s40299-014-0223-0

23. Ryan, R.M., Deci, E.L.: Intrinsic and extrinsic motivations: classic definitions and new
directions. Contemp. Educ. Psychol. 25, 54–67 (2000)

24. Paudel, P.: Online education: Benefits, challenges and strategies during and after COVID-19
in higher education. Int. J. Stud. Educ. 3(2), 70–85 (2021)

25. Aboagye, E., Yawson, J.A., Appiah, K.N.: COVID-19 and E-learning: the challenges of
students in tertiary institutions. Soc. Educ. Res. 2, 1–8 (2021)

26. Bednar, P.,Welch,C.,Graziano,A.: LearningObjects and their implications on learning: a case
of developing the foundation for a new knowledge infrastructure. In: Harman, K., Koohang,
A. (eds.) Learning Objects: Applications, Implications & Future Directions, pp. 157–185.
Informing Science Press (2007)

27. Shand, K., Farrelly, S.G.: The art of blending: benefits and challenges of a blended course for
preservice teachers. J. Educ. Online 15(1), n1 (2018)

28. Bellamy, R.K.: Designing educational technology: computer-mediated change. Context and
Consciousness: Activity Theory and Human-Computer Interaction, pp. 123–146 (1996)

29. Murphy, E., Rodriguez-Manzanares, M.A.: Using activity theory and its principle of con-
tradictions to guide research in educational technology. Australas. J. Educ. Technol. 2(4)
(2008)

30. Uden, L.: Activity theory for designing mobile learning. Int. J. Mob. Learn. Organ. 1(1),
81–102 (2007)

31. Zaghloul, F.: Managing Inter-organisational Collaboration in Information Systems in the UK
Public Sector (Doctoral dissertation, University of Leeds) (2019)

32. Love, A.G.: The growth and current state of learning communities in higher education. New
Dir. Teach. Learn. 132(132), 5–18 (2012)

33. Fagan, M.H., Neill, S., Wooldridge, B.R.: Exploring the intention to use computers: an empir-
ical investigation of the role of intrinsic motivation, extrinsic motivation and perceived ease
of use. J. Comput. Inf. Syst. Spring 31–37 (2008)

34. Newlands, D.A., Coldwell, J.M.: Managing student expectations online. In: Lau, Rynson W.
H., Li, Qing, Cheung, Ronnie, Liu, Wenyin (eds.) Advances in Web-Based Learning – ICWL
2005, pp. 355–363. Springer Berlin Heidelberg, Berlin, Heidelberg (2005). https://doi.org/
10.1007/11528043_37

35. Argyris, C.: Theories of action that inhibit individual learning.Am. Psychol. 31(9), 638 (1976)
36. Bednar, P., Welch, C.: Socio-technical perspectives on smart working: creating meaningful

and sustainable systems. Inf. Syst. Front. 22(2), 281–298 (2019). https://doi.org/10.1007/s10
796-019-09921-1

https://doi.org/10.1007/978-1-4899-2271-7_4
https://doi.org/10.1007/s40299-014-0223-0
https://doi.org/10.1007/11528043_37
https://doi.org/10.1007/s10796-019-09921-1


Author Index

A
Aier, Stephan, 232

B
Badr, Nabil Georges, 1
Bednar, Peter, 69, 287
Bertello, Alberto, 19
Bonomi, Sabrina, 261
Braccini, Alessio M., 41
Brune, Philipp, 103
Budde, Lukas, 232

C
Cacciatore, Emanuele, 274
Cahenzli, Marcel, 232
Castelnovo, Walter, 133
Cuel, Roberta, 274

D
Dankar, Maha J., 1
De Bernardi, Paola, 19
De Luca, Francesco, 181
Deitermann, Ferdinand, 232
Depaoli, Paolo, 55

F
Forliano, Canio, 19
Frank, Lauri, 87, 201

G
Gewald, Heiko, 103
Grimaldi, Salvatore, 41

H
Haki, Kazem, 232
Hanesch, Antonia, 103
Hult, Helena Vallo, 118

I
Iacovone, Laura, 55
Islind, Anna Sigridur, 118

J
Juujärvi, Tanja, 87

K
Kemppainen, Tiina, 87
Khodambashi, Soudabeh, 217
Kohansal, Mohammad Ali, 217

M
Makkonen, Markus, 87
Mehmood, Asad, 181
Minelli, Eliana Alessandra, 146
Missikoff, Michele, 247

N
Nardi, Fernando, 41
Norström, Livia, 118

P
Pascarella, Lucia, 69
Pizzolitto, Elia, 29, 168

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2022
R. Cuel et al. (Eds.): ItAIS 2021, LNISO 57, pp. 303–304, 2022.
https://doi.org/10.1007/978-3-031-10902-7

https://doi.org/10.1007/978-3-031-10902-7


304 Author Index

R
Ravarini, Aurelio, 274
Ricciardi, Francesca, 19
Rolland, Knut-Helge Ronæs, 217

S
Sarilo-Kankaanranta, Henriika, 201
Sarti, Daria, 261
Sorrentino, Maddalena, 55
Spasiano, Andrea, 41
Stan, Maria Rucsandra, 146

T
Torre, Teresina, 261

V
Varriale, Luisa, 274
Verna, Ida, 29

W
Willermark, Sara, 118

Z
Za, Stefano, 168, 181
Zaghloul, Fatema, 287


	Exploring Digital Resilience Challenges for People and Organization: An Introduction
	Contents
	Humanoids at the Helm of the Nursing Profession in Elderly Care: Critical Review
	1 Introduction
	1.1 Motivation

	2 Background
	2.1 Assistive Healthcare Robotics and the Sociotechnical System Perspective
	2.2 Elderly Assistive Care Robots Join the Nursing Job Function

	3 State of the Literature
	3.1 Potential Benefits in Use
	3.2 Potential Challenges and Drawbacks

	4 Reflections and Critical Review
	4.1 Evidence of Value in Use
	4.2 Unintended Consequences of Benefits
	4.3 Value Co-creation Opportunity Involving Users in Care Robot Design
	4.4 Care Robots, Viable Actors in Optimizing Health System Performance

	5 Conclusion and Further Research Prospects
	References

	How Do Individuals Engage in Open Innovation? Unveiling the Microfoundations of Relational Capabilities
	1 Introduction
	2 Microfoundational Approach in Strategy and Organization Studies
	3 Methodology
	4 Findings
	5 Summary of Results and Conclusions
	References

	Resource Orchestration Theory and the Configuration of Electronic Human Resources Management
	1 Introduction
	2 Strohmeier’s Framework: The Configuration
	3 RBT as a Conceptual Basis for ROT
	4 ROT and e-HRM Configuration
	5 Use of ROT in the Literature
	5.1 ROT and Strategies
	5.2 ROT, Activities, and Processes
	5.3 ROT, Technology, and Innovation

	6 Theoretical and Practical Implications
	7 Conclusions
	References

	Engagement of Online Communities Within a Citizen Science Framework for Improving Innovative Participation Models: Insights from Hydrology and Environmental Monitoring
	1 Introduction
	2 Theoretical Framework
	3 Research Gap
	4 Insights from Citizen Science in Hydrology and Water Resources Management
	5 Digital Platforms for Engaging Communities in Hydrology and Environmental Monitoring
	6 Final Considerations
	References

	Co-production and Nudging: The Enabling Role of ICT
	1 Background
	2 Research Approach and Theoretical Framework
	3 User Involvement in Public Service Delivery
	3.1 Co-production
	3.2 Nudging
	3.3 Critical Voices

	4 Framing the Debate
	5 The Roles of ICT
	6 Conceptualizing the Citizen Journey
	7 Managerial Implications
	8 Final Remarks and Contribution
	References

	Systemic Sustainability as Multiple Perspective Analysis
	1 Introduction
	2 Background
	2.1 Methodology

	3 Empirical Study
	3.1 Stakeholder Analysis
	3.2 Multiple Perspective and Contextual Analysis
	3.3 Sustainability in Practice

	4 Discussion and Conclusions
	References

	Gender, Age, and Generational Differences in the Use Intention of Mobile Payments and Its Antecedents
	1 Introduction
	2 Research Model
	3 Methodology
	4 Results
	4.1 Indicator Reliability and Validity
	4.2 Construct Reliability and Validity
	4.3 Model Estimates and Model Fit
	4.4 Gender, Age, and Generational Differences

	5 Discussion and Conclusions
	6 Limitations and Future Research
	References

	Will They Like It? – Understanding Customer Adoption of Connected Car Services within Automotive Aftersales
	1 Introduction
	2 Literature Review
	3 Research Methodology and Data Collection
	4 Results
	4.1 Moderators

	5 Discussion
	6 Limitations and Conclusion
	References

	Getting the Job Done: Workarounds in Complex Digital Infrastructures
	1 Introduction
	2 Related Research and Theoretical Framing
	2.1 Workarounds
	2.2 Digital Infrastructures and Infrastructuring

	3 Method
	4 Results and Analysis
	5 Discussion
	6 Conclusion
	References

	Does Social Innovation Matter for Government? An Exploratory Study
	1 Introduction
	2 Social Innovation as a ‘Game Changer’
	3 Objectives of the Paper and Research Methodology
	4 Exploratory Analysis of the Sample
	5 Discussion
	6 Conclusions and Limitations of the Study
	References

	Change Through the Lenses of Institutional Logics: A Systematic Literature Network Analysis
	1 Introduction
	2 Materials and Methods
	2.1 Locating Studies
	2.2 Bibliographic Network Analysis and Visualization

	3 Reporting Results
	3.1 Citation Network Analysis (CNA)
	3.2 Main Path
	3.3 Global Citation Score
	3.4 Keywords Co-occurrence

	4 Discussion of Results
	4.1 Existing Themes
	4.2 Emerging Research Trends

	5 Conclusions
	Appendix 1
	Appendix 2
	Appendix 3
	References

	Exploring Collaboration and Productivity in the Higher Education Scientific Community
	1 Introduction
	2 Methodology
	3 Dataset Analysis
	3.1 Most Productive Authors
	3.2 Most Productive Countries
	3.3 Citation Analysis

	4 Discussion and Implications for Future Research
	References

	The Evolution of Hybrid Organisations’ Research: A Bibliometric Analysis
	1 Introduction
	2 Research Method
	2.1 Data Collection and Refinement

	3 Descriptive Bibliometric Analysis
	3.1 Publication by Year
	3.2 Citations by Year and Most Cited Papers
	3.3 Most Productive Authors
	3.4 Journals’ Publishing Activity
	3.5 Publishing Activity by Country

	4 Exploring the Main Topics Investigated in the Dataset
	4.1 Top 34 Most Used Keywords
	4.2 Authors’ Keywords Co-occurrences

	5 Conclusion
	References

	The Slow Adoption Rate of Software Robotics in Accounting and Payroll Services and the Role of Resistance to Change in Innovation-Decision Process
	1 Introduction
	2 Adopting an Innovation
	2.1 The Theoretical Background to Adopting Technological Innovations
	2.2 Resistance to Change and Insecurity

	3 The Case Study of a Publicly-Controlled Company
	4 Findings
	4.1 Resistance to Change and Its Impact
	4.2 Factors Behind Resistance
	4.3 Resistance to Change Fluctuates and Has an Impact on Every Stage of the Innovation-Decision Process

	5 Conclusion and Suggestions for Further Research
	References

	Towards an Explanation for Why Enterprise Architecture Management Fails: A Legitimacy Lens
	1 Introduction
	2 Research Background
	2.1 Theoretical Framework

	3 Research Method
	3.1 Case Description
	3.2 Data Collection
	3.3 Data Analysis

	4 Empirical Findings
	4.1 Regulatory Legitimacy
	4.2 Pragmatic Legitimacy
	4.3 Normative Legitimacy
	4.4 Cultural-Cognitive Legitimacy

	5 Discussion and Conclusion
	5.1 Theoretical Implications
	5.2 Practical Implications

	References

	Intra-organizational Nudging: Designing a Label for Governing Local Decision-Making
	1 Introduction
	2 Theoretical Foundations
	2.1 IT Governance
	2.2 Nudge Theory
	2.3 Psychological Effects in Nudging Literature
	2.4 Energy Efficiency Labels
	2.5 An Example of a Label Used in the Intra-organizational Environment

	3 Method
	3.1 The DSR-Approach
	3.2 Design and Development Procedures
	3.3 Evaluation Procedures

	4 Artefact Development
	4.1 Transfer of Existing Knowledge
	4.2 Starting Point
	4.3 Design Features

	5 Evaluation
	5.1 Quantitative Expert Survey
	5.2 Qualitative Expert Discussion

	6 Discussion
	References

	An Agile Approach to Business Process Analysis with Knowledge Management Support
	1 Introduction
	2 Related Work
	2.1 Agile Methodologies for Business Analysis
	2.2 Knowledge-Based Business Process Analysis

	3 An Agile Method for Business Process Analysis
	3.1 A Running Example
	3.2 Building the BP Glossary
	3.3 Building the BP Semantic Lexicon
	3.4 Building the Pizza Shop Class Diagram
	3.5 PizzaShop BPA Ontology

	4 Conclusions and Discussion
	References

	Supporting Smart Workers During a Pandemic. Lessons Learned from a Case Study
	1 Introduction
	2 Theoretical Background
	2.1 Telework Towards Smart Working as an Evolving Way of Working
	2.2 Managing Employees Working Remotely During Lockdown for Wellbeing and Inclusion

	3 Empirical Analysis
	3.1 Method
	3.2 The ‘MNC’ Case Description
	3.3 Analysis and Results

	4 Conclusions, Limitations, and Further Research
	References

	Do Organizations Need a Head of Remote Work?
	1 Introduction
	2 Theoretical Framework
	3 Main and Expected Findings
	3.1 Technical System
	3.2 Social System

	4 Discussion: The Need of a Head of Remote Work?
	5 Conclusions
	References

	Blended and Online Learning Environments: Motivations, Contradictions, and Influencing Factors
	1 Introduction
	2 Background
	2.1 Blended and Online Learning Environments
	2.2 Student Engagement
	2.3 Motivation
	2.4 Challenges

	3 Theoretical Framework: Activity Theory
	3.1 Principles of Tensions and Contradictions

	4 Findings
	4.1 Main Findings of the Semi-structured Interviews and Document Analysis

	5 Discussion
	5.1 Student Motivation and Engagement
	5.2 Tensions and Contradictions

	6 Conclusion, Limitations, and Future Research
	References

	Author Index

