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Foreword

The dawn of the digital age has utterly transformed multiple domains of life. Health 
is no different, and mental health is being transformed in the digital age. Digital 
approaches offer promise in diverse domains of health care from assessment to 
diagnosis to treatment, and across a diversity of different disorders. This book cap-
tures the cutting edge of an emerging discipline and provides a contemporaneous 
overview of the field of digital mental health to guide clinicians, practitioners, and 
researchers.

Several secular trends have accelerated the drive to digital mental health assess-
ment and interventions. Firstly, there has been a global increase in mental health 
help-seeking behaviour which in even first world countries has exceeded the capac-
ity of the existing mental health system. This has been greatly accelerated by the 
COVID pandemic particularly amongst youth. While this is a welcome consequence 
of decades of work on health literacy and de-stigmatisation, it has led to demand for 
care that is often unable to be met within already stretched resources. Unsurprisingly 
this has catalysed interest in models of care that are a scale unlimited and modest in 
cost, with digital interventions at the forefront. Secondly, over the past several 
decades the scope of mental health help-seeking and care has expanded from seri-
ous mental illness to incorporate much milder but much more common phenotypes. 
These generally require more psychosocially orientated therapies than serious men-
tal illness which generally requires more somatic approaches to care. The move 
towards community care thirdly has put an unintended burden on caregivers, and 
existing face-to-face models of care are not resourced for, and generally unable to 
meet the needs of supporting caregivers. This is a domain ideally suited to digital 
interventions. Lastly in almost all disorders, the benefits of psychological therapies 
are recognised and increasingly supported by an abundant evidence base. The prob-
lem is that even in first world countries, there will never likely be the workforce to 
deliver such therapies at scale and this is unequivocally true at a global level. The 
ability to deliver interventions at scale and at low cost makes the Internet extremely 
attractive.
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Health however is complex. The healthcare system is fragmented and poorly 
integrated in most countries. Consequently, it is economically, politically, and 
bureaucratically complex to embed digital systems into routine clinical care. Most 
interventions are not embedded into routine care and, like nutraceuticals, are 
accessed by consumers in a way that is often disengaged from structured care. There 
are now a blizzard of interventions and apps for diverse conditions. As a likely over- 
simplification, many commercially available and actively marketed apps and inter-
ventions are not well validated and supported by evidence, and conversely, many 
apps and interventions that are validated in academic practice do not have a business 
plan or translational strategy to embed them into clinical care.

Psychotherapy itself is complicated with many competing models, but the one 
common active element to existing psychotherapeutic models is the therapeutic alli-
ance. This remains a significant challenge for the development and implementation 
of digital interventions. Many digital interventions were initially developed as 
standalone, but this understanding has led to a shift from stand-alone digital to 
hybrid or digitally supported models of care. Across digital interventions, time on 
site is often low, and much lower than in face-to-face psychotherapeutic interven-
tions, corresponding to a low dose of the active ingredient. At the level of research 
methodology, there are many complexities in designing studies that control for non- 
specific operative variables. Blinding is a particular problem. Equally control groups 
are complicated, with many widely used choices such as treatment as usual or wait 
list risking exaggerated effect sizes; there is good evidence that the aforementioned 
are nocebo conditions and risk providing spurious evidence of efficacy. Consequently, 
study quality and the consequent evidence base are often suboptimal.

Nevertheless, digital interventions offer huge promise. Most of the work to date 
has gone into adapting face-to-face psychotherapeutic models to digital delivery. As 
the most mature element in the digital healthcare space, this is the most widely 
evidence-based and the most widely used application. Digital devices are also 
increasingly used for tracking and monitoring. This includes digital diary-based 
mood monitoring for example, but automated actigraphy-based monitoring is 
increasingly being explored for its clinical validity. Assessment is also possible 
using more sophisticated techniques; for example, linguistic text and speech-based 
digital assessments honed by artificial intelligence techniques are being explored to 
calibrate mood. The large scale of data available through digital mining lends itself 
to artificial intelligence analytic techniques; these have shown promise in areas like 
suicide risk detection.

The various chapters in this book take the reader through several applications of 
digital approaches from diagnosis to assessment, from apps to websites, chatbots 
and to artificial intelligence, and across several of the high prevalence and burden-
some conditions. The book navigates the balance between presenting the promise, 
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potential, and evidence around digital interventions while being mindful of the early 
state and tentative nature of much of the science. But in aggregate it provides an 
essential overview of a digital healthcare future in which we will all be living.

 Michael BerkDeakin University,  
IMPACT—The Institute for Mental  
and Physical Health and Clinical Translation,  
School of Medicine, Barwon Health
Geelong, VIC, Australia

Orygen, The National Centre of Excellence  
in Youth Mental Health,  
Centre for Youth Mental Health,  
Florey Institute for Neuroscience  
and Mental Health and the Department of Psychiatry,  
The University of Melbourne
Melbourne, VIC, Australia
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Preface

This is the first book to describe how mental health will change with the arrival of 
new digital technologies, such as smartphone applications, chatbots, wearable 
devices, telepsychiatry, and artificial intelligence.

Smartphones are ubiquitous, and they will enable information to be gathered and 
processed in real time, thereby providing us with objective measures and digital 
phenotypes, which could potentially help us to better understand illness trajectory 
at an individual level. For instance, variations in symptoms and behaviour are com-
mon between medical appointments in patients with mental disorders. However, 
when a patient or a caregiver is asked about symptoms, she/he tends to rely on the 
current symptoms and extrapolate this perspective to the whole period between the 
two appointments. It is impossible for a professional to constantly assess a patient’s 
condition to obtain better measures because of the costs involved, both in logistic 
and financial terms. Computers, however, have no such problem, and in fact there is 
potential for the development of continuous real-time monitoring, where the clini-
cian will have access to this information in graph format on his or her computer. 
Indeed, from the active collection of data through digital scales to the passive col-
lection of data regarding the amount of time a patient spends on his or her smart-
phone and how she/he interacts with social media, all could become digital 
biomarkers, which can be used by a clinician to assess a patient’s behaviour.

Digital devices also pave the way for patients’ empowerment. Many researchers 
have pointed to the smartphone as a great instrument to empower patients to manage 
their own health daily. People who the health system cannot reach would most cer-
tainly benefit from a cheap, secure, and fast approach to obtaining clinical insights. 
This puts patients first and democratises health. Additionally, chatbots, devices 
based on natural language, have been increasingly used for mental health promotion 
and care, and telepsychiatry became popular in the context of the COVID-19 pan-
demic due to the unavailability of face-to-face consultations. In fact, nowadays tele-
psychiatry is already recognised among several cultures as a substitute for 
face-to-face consultations. Studies have shown that telepsychiatry has been success-
ful in terms of patient and clinical satisfaction, decreasing no-show rates and reduc-
ing logistic barriers. It is important to note that these digital strategies would not 
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remove the clinician from a patient’s treatment, but rather would enable the patient 
to follow their health more closely and leave more complex decision making to the 
clinician.

Besides monitoring and providing insights to patients regarding his or her own 
health, another interesting angle of the digital mental health landscape is the use of 
smartphone-based treatments. Recently, the United States Food and Drug 
Administration (FDA) approved apps to treat insomnia and substance use disorders, 
beginning the new era of digital prescriptions. Additionally, an increasing number 
of scientific studies, including meta-analyses, showed the efficacy and limitations of 
these kinds of interventions for other mental disorders, such as anxiety, depressive, 
and bipolar disorders. These apps use mainly strategies based on psychoeducation, 
cognitive behaviour therapy, dialectical behaviour therapy, among other types of 
structured psychotherapy.

Digital mental health also includes artificial intelligence techniques, such as 
machine learning algorithms to build risk calculator to predict clinical outcomes in 
mental disorders, such as suicide attempts or psychosis. An elusive goal in modern 
psychiatry is the prediction of the propensity for developing mental disorders and 
potentially preventable poor outcomes. It is important to consider whether the very 
way we currently think about causality in psychiatry is preventing us from achiev-
ing more accurate predictions. The linear association between risk factors and clini-
cal outcomes is important to understand the course of chronic disorders. However, 
linear patterns do not accurately stratify what patient will have a specific disease or, 
if a patient already has it, what will be his or her prognosis. By theoretically being 
able to model any function, machines can find complex nonlinear patterns relating 
predictors to outcomes. In the present book, we also describe how big data, machine 
learning techniques, sensors, and other devices started to play a role in unravelling 
the abovementioned clinical dilemmas.

This volume has a total of 15 chapters, which are structured as follows: Chap. 1 
introduces the concept of digital psychiatry and provides theoretical perspective of 
how patient-clinician relationship will work in the digital clinic. Chapters 2 and 3 
explore how passive collection of data will generate digital biomarkers to help clini-
cians. Chapter 4 describes the psychometric properties of some instruments assess-
ing depression, anxiety, post-traumatic stress, drug abuse, panic disorder, and 
general mental health in digital formats. Chapter 5 provides a systematic review of 
smartphone-based treatment in psychiatry, while Chapters 6 and 7 propose a deeper 
look at these interventions in the fields of insomnia and bipolar disorder respec-
tively. Chapter 8 presents an overview of the use of chatbots in mental health care, 
highlighting its potential contributions to clinical practice. Chapter 9 addresses an 
important pragmatic question: how to evaluate a mobile app and advise our patients 
about it? Chapter 10 discusses how telepsychiatry and telepsychology facilitate the 
access of patients to the mental health clinicians and can also assist general practi-
tioners in remote areas to better evaluate and treat patients with mental disorders. 
Chapters 11, 12, 13, and 14 explore predictive models, including the ones using 
artificial intelligence, to address several outcomes in mental disorders. In addition 
to describing the potential beneficial effects, all abovementioned chapters describe 
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limitations and ethical concerns, such as data security and privacy, related to these 
digital strategies. Lastly, Chapter 15 identifies the harm related to the immersive and 
rewarding experience of gaming and the problematic use of social media.

The present book focuses on potential, limitations, and recommendations for the 
digital mental health landscape. Invited authors are true leaders of this emerging field 
and synthesised existing literature on the validity of digital health technologies.

Porto Alegre, Brazil Ives Cavalcante Passos  
London, UK  Francisco Diego Rabelo-da-Ponte  
Hamilton, ON, Canada  Flavio Kapczinski  

Preface



xiii

 1   The Dawn of Digital Psychiatry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .    1
Aline Zimerman, Bruno Braga Montezano,  
Giancarlo Franceschi Dalla Vecchia, Flavio Kapczinski,  
and Ives Cavalcante Passos

 2   Digital Biomarkers and Passive Digital Indicators of Generalized  
Anxiety Disorder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   13
Michael V. Heinz, George D. Price, Seo Ho Song,  
Sukanya Bhattacharya, and Nicholas C. Jacobson

 3   Digital Phenotyping in Mood Disorders . . . . . . . . . . . . . . . . . . . . . . . .   35
Lauro Estivalete Marchionatti, Nicole da Silva Mastella,  
Vitória Dall Agnol Bouvier, and Ives Cavalcante Passos

 4   Mental Health Assessment via Internet: The Psychometrics  
in the Digital Era . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   49
Jéferson Ferraz Goularte and Adriane Ribeiro Rosa

 5   Smartphone-Based Treatment in Psychiatry:  
A Systematic Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   69
Maria Faurholt-Jepsen, Morten Lindbjerg Tønning,  
and Lars Vedel Kessing

 6   Digital Therapies for Insomnia  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   95
Melinda L. Jackson, Hailey Meaklim, and Elizabeth C. Mason

 7   The Efficacy of Smartphone-Based Interventions in Bipolar 
Disorder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  115
Gerard Anmella, Diego Hidalgo-Mazzei, and Eduard Vieta

 8   Chatbots in the Field of Mental Health: Challenges and 
Opportunities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  133
Anna Viduani, Victor Cosenza, Ricardo Matsumura Araújo,  
and Christian Kieling

Contents



xiv

 9   How to Evaluate a Mobile App and Advise Your Patient  
About It?  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  149
Timothy Dy Aungst

 10   Telepsychiatry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  163
Alice Castro Menezes Xavier, Mariane Bagatin Bermudez,  
Gisele Gus Manfro, and Carolina Blaya Dreher

 11   Prediction of Suicide Risk Using Machine Learning and Big Data . . . 173
Thiago Henrique Roza, Thyago Antonelli Salgado,  
Cristiane Santos Machado, Devon Watts, Júlio Bebber,  
Thales Freitas, Francisco Diego Rabelo-da-Ponte,  
Flavio Kapczinski, and Ives Cavalcante Passos

 12   Electronic Health Records to Detect Psychosis Risk . . . . . . . . . . . . . .  189
Dominic Oliver and Paolo Fusar-Poli

 13   The Use of Artificial Intelligence to Identify Trajectories of Severe 
Mental Disorders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  207
Francisco Diego Rabelo-da-Ponte, Taiane de Azevedo Cardoso, 
Flavio Kapczinski, and Ives Cavalcante Passos

 14   The Use of Machine Learning Techniques to Solve Problems  
in Forensic Psychiatry  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  223
Devon Watts

 15   Gaming Disorder and Problematic Use of Social Media . . . . . . . . . . .  237
Thiago Henrique Roza, Lucas Tavares Noronha,  
Matheus Amaral Makrakis, Daniel Tornaim Spritzer, Ary Gadelha, 
Felix Henrique Paim Kessler, and Ives Cavalcante Passos

 Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  255

Contents



1

Chapter 1
The Dawn of Digital Psychiatry

Aline Zimerman, Bruno Braga Montezano, 
Giancarlo Franceschi Dalla Vecchia, Flavio Kapczinski, 
and Ives Cavalcante Passos

 Introduction

The digital world has been growing exponentially for decades now [1]. More and 
more people join the World Wide Web each year, smartphone numbers have already 
surpassed the six billion milestone, social media is an ingrained part of life for most 
of the population [2], and the amount of digital data produced as of 2020 would fill 
almost six trillion 8 GB flash drives [3]. Such staggering growth comes with new 
challenges, but it also opens up unique opportunities in various fields, like in the 
mental healthcare department, that must be seized in order to improve patients’ 
quality of life [4].

Moore’s Law states that the number of transistors in an integrated circuit doubles 
every 2 years, getting ever so small [5]. For example, the Intel Pentium processor 
had 3.1 million transistors in 1993; by 1995, the same processor had 5.5 million 
transistors; and by 2003, that same piece of technology, updated through the years, 
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had 55 million transistors in it. Nowadays, processors have around 50 billion tran-
sistors per chip [6]. This directly correlates with faster processing speed and larger 
storage units, especially for smaller devices: with transistors nearing the size of 
atoms, we can fit a world of knowledge in a smartphone, which is able to reach a 
significant part of the population that would not benefit from such information oth-
erwise [7].

However, fair distribution across the board has not been reached yet. For exam-
ple, less than half of the people with depression have access to mental healthcare 
worldwide [8]. Smartphones and gadgets could lead to a revolution in the democra-
tization of access to those pieces of information regarding their anguishes and 
needs, especially through apps specifically designed to help people in such situa-
tions. Notoriously, Dr. Eric Topol compares mental healthcare apps to Gutenberg’s 
printing press [9], which introduced the notion of books to the general population; 
in a similar way, smartphones and digital mental healthcare apps will make it so the 
laymen population can access and act upon their own healthcare situation.

But it is not just hardware evolution that has exploded in the last decades: data is 
being created by everyone and about everything. The era of Big Data is defined by 
the “Five V’s”: volume, velocity, variety, veracity, and value [10]. Volume refers to 
the almost infinite amount of data that is collected; velocity refers to the increasing 
speed in which we collect such data; variety refers to the diverse nature of the data, 
which relates to sociodemographic, molecular, genetics, clinical information, etc; 
veracity refers to the importance of the data reflecting the true state of things; value 
refers to the intrinsic value generated towards the community and patients through 
the usage of the data. Aside from that, machine learning (ML) is another defining 
characteristic of the era of Big Data: ML is the method used to analyze big data 
through pattern recognition among variables, in order to make sense of an unending 
amount of information that could not be looked over manually [11].

The advances made in the technological field in the past decades have undoubt-
edly shaped our world and the way we experience it. New technology is sure to arise 
in the next few years and that too will have to be analyzed and incorporated into the 
mental healthcare field. For example, it could be argued that the newest hype from 
the industry as of now is the Metaverse, a digital counterpart to our physical world, 
where people can interact in a virtual reality space [12]. We do not know how that 
will impact people, but we do have to be prepared to deal with it. Most importantly, 
we must utilize such technology in our favor, the same way we must utilize smart-
phones, digital mental health apps, and big data to better treat patients.

 Digital Mental Health

Due to the progress of technological resources, some utilities within the field of 
digital mental health have emerged. Mobile interventions to deliver psychoeduca-
tion and psychotherapies have already been developed, along with tools to assess 
patient’s current condition through digital monitoring. Digital phenotyping can also 
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allow better screening of mental disorders at the population level by taking into 
account health conditions outside the clinical context [13], especially when captur-
ing real-time data that could potentially be used by the mental health professional.

Chatbots are another technology that could possibly help mental health profes-
sionals manage patients’ symptoms [14]. They consist of digital systems that can 
interact with people in their natural language. Despite being at the beginning of its 
development in the field of mental health, it is a promise to democratize access to 
psychotherapeutic care. Perhaps, the main problem today with these conversational 
agents is still the lack of standardization in studies on the topic [15]. These 
approaches, however, do not rule out the presence of mental health professionals 
and curators who will work on translating the insights provided by each of these 
technologies to other professionals and patients. Considering that data findings 
sometimes require specific technical knowledge to fully understand the informa-
tion, these skilled curators can devise more accessible ways of visualizing, manag-
ing, and applying the findings.

When it comes to psychotherapy and psychiatric visits, these mental health inter-
ventions in the virtual environment, also called telepsychiatry and telepsychology, 
became popular in the context of the COVID-19 pandemic due to the unavailability 
of in-person consultations. Today, the practice is already recognized among several 
countries as a substitute for face-to-face consultations [16]. Studies have shown that 
the practice has been successful in terms of patient and clinical satisfaction, diag-
nostic reliability, professional guidance [17], as well as decreasing no-show rates 
and reducing logistic barriers that could allow higher volume of patients in treat-
ment [18].

In 2019, the United States Food and Drug Administration (FDA) released a doc-
ument guiding for regulation of mobile medical applications due to the increase of 
smartphone usage in the medical field, aiming to avoid harm to patients and ensure 
proper functionality [19]. In addition, during the COVID-19 pandemic, the FDA 
released new guidelines on the use of digital health devices for treating psychiatric 
disorders, as many people were suffering from mental-related symptoms during that 
period [20].

Currently, there are mental health digital tools that were approved by the 
FDA.  One of them is Somryst, a software-based medical device that, through a 
mobile application, aims to treat chronic insomnia using cognitive behavioral ther-
apy for insomnia (CBT-I). The FDA approval was based on two clinical trials using 
a web-based CBT-I platform [21]. Another approved tool is Reset, a software-based 
medical solution for complementary substance use disorders (SUD) treatment. 
Although the application has not been suitable to treat opioids dependence, or solely 
alcohol dependence, data from a 12-week clinical trial showed significant increase 
in adherence to abstinence in alcohol, cannabis, cocaine, and stimulant SUD on 
patients that used Reset compared to the patients who did not [22].

In the year 2018, the FDA started a new innovation challenge named “Devices to 
Prevent and Treat Opioid Use Disorder” to improve treatment devices for opioid use 
disorder, since there is a profound public health crisis because of this disorder in the 
USA. The program selected eight developer teams of the candidate devices to work 
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together with FDA’s Center for Devices and Radiological Health (CDRH) to accel-
erate the development of these solutions [23]. Given this scenario, we can expect 
more and more digital tools helping psychiatry and psychology professionals in the 
diagnosis, care, and follow-up in the clinic. These technologies, however, despite 
being very promising, often need a clinician giving meaning to their outputs, sup-
port in their interventions, and a human and empathetic look at their own patients.

 Digital Clinic

The patient-clinician relationship as we know it is expected to change in the Digital 
Clinic, with the integration of new technologies in the clinical setting (Fig. 1.1). 
Until now, clinicians mainly rely on symptoms patients remember to address, and 
symptoms from the period between two appointments suffer from biases, in which 
many are forgotten. In addition, providers diagnose and treat based on their own 
subjective judgment over these biased information. Continuous patient self-moni-
toring can give clinicians more data on their patient’s real condition, and both self-
monitoring and mobile interventions can empower patients in their own 
treatment [24].

One of the changes that is expected in the Digital Clinic is the inclusion of real-
time monitoring of symptoms, using smartphones and other sensors. This can be 
done both in an active manner, with the patient filling out questionnaires or report-
ing changes in symptomatology through an app, and passive, through heart rhythm, 

Therapy sessions,
online or in-person, in

which provider can
actually focus on patient

Curator
to give help with
technology and

simplify collected data

Accessible
Shared 

decision-making
Data-driven care

Active data Passive 
data

Mobile interventions

Real-tim
e m

onitorin
g

Fig. 1.1 Digital clinic flowchart

A. Zimerman et al.
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microphone, or number of steps registered [25]. This way, not only do clinicians 
have access to more reliable information on their patients, but also have access to 
clinical calculators, so that their decisions are more data-driven [26].

For a more intuitive view of the data collected, the presence of curators mediat-
ing the patient-clinician relationship is expected. Curators are mainly scientists and 
engineers with big data, health sciences, predictive modeling and analytic skills, 
who have access to data collected by patients’ devices outside of sessions and create 
graphs with the data for clearer interpretation, leading to more clinical insights. The 
easier interpretation of data will allow providers both to propose treatment modifi-
cations in a more effective way, and also to discuss treatment history and perspec-
tive more directly with the patients, as the curated data is also designed for 
laypeople [27].

In addition, mobile interventions can allow patients to work on themselves even 
outside of the office. These interventions, such as symptom monitoring, meditation, 
and psychoeducation, have been proven to improve outcomes, mainly in mood dis-
orders [24, 28]. In the treatment of bipolar disorder and major depression, mobile 
applications can be used in order to improve self-management of the disease, 
improving the patient's ability to self-monitor symptoms through reminders and 
providing early identification of depressive or manic episodes [24]. A recent study 
by Faurholt- Jepsen shows that voice features from phone calls, used as supplemen-
tary markers, can both distinguish bipolar patients from healthy controls and also 
provide state classification within bipolars [29].

With access to curated data, self-monitoring, and mobile interventions, patients 
gain more power over their own treatment, as they can understand their condition 
and symptoms better and work on themselves outside of the office. With more data 
and curators facilitating the patient-clinician relationship, not only will interven-
tions in the office be more effective and data-driven, but also providers will be able 
to have a stronger connection with patients, since their time and energy towards 
treatment decisions may diminish, leaving more time to actually focus on the 
patients themselves. With all of these changes, it is expected that patients can gain 
insights on their own conditions, and maybe in the future AI can even alert them, 
based on certain patterns or changes of behavior, when it is time self-monitoring is 
not enough and they should go see a provider [30].

 Regulation of Mobile Apps

The regulation of mobile health apps is of utmost importance because of the sensi-
tive data they collect and utilize, the clinical nature of the information provided, 
which has to be reliable for the patient’s sake, and the efficacy and risks attached to 
the treatment provided by such apps.

The first question regarding the regulation of mobile mental health apps that 
should be addressed is why these apps should be assessed and rated in the first 
place. As the interest in mobile mental health apps rises, a plethora of new apps are 
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developed and released in app stores across all platforms, targeting different psychi-
atric illnesses and with various therapeutic objectives in mind. However, regulation 
is still lacking [31], leaving the user to distinguish between a good and a bad app 
based on a frail system of non-verifiable reviews. This can harm patients and the 
general healthcare community if, for example, the app offers incorrect or mislead-
ing information, or the app is not secure and manages sensitive data improperly. 
Thus, a systematic method for rating mental health apps was put in place, allowing 
users to better assess the apps they desire to utilize [32].

The second question regarding the regulation of the apps is how to evaluate them 
and create an objective ranking method for assessing different apps. The American 
Psychiatric Association (APA) has developed an evaluation model to do such assess-
ment based on “accessibility, privacy and security, clinical foundation, engagement, 
and interoperability” [33]. The model is supposed to be used by the patient and the 
health professional so that they, together, make an informed decision on which app 
better suits the patient's needs. The comprehensive model has five steps (namely 
Access and Background, Privacy and Security, Clinical Foundation, Usability, and 
Data Integration towards Therapeutic Goal), and it is comprised of 37 questions, 
such as “Has the app been updated in the last 180 days?” or “What are the relevant 
sources or references supporting the app use cases?”. It is important to note that this 
model does not generate a hard, static rating, but a case-dependent ranking that is 
supposed to make the subjective process of choosing an app as objective as possible.

Besides the need to assess and rate mental health apps, there are also legal obli-
gations that must be followed in order for an app to be considered viable. Laws 
regarding the use of sensitive data vary from country to country, but there is one 
piece of legislation that effectively rules above or in the absence of national statutes: 
the European Union’s General Data Protection Regulation (GDPR). The GDPR is 
the ruler for digital data handling across the globe because of the so-called Brussels 
effect, which refers to the unilateral power the EU has to regulate global markets 
[34]. For example, the GDPR does not directly apply to US-based businesses; how-
ever, if that business tracks and analyzes any EU citizen’s data, the provisions of the 
GDPR must be observed for them [35]. That way, any business that aspires to hav-
ing European customers must follow the European rules—and since they will have 
to put in place such a rigid protocol for certain users, it just makes sense to apply 
those same rules for every customer of theirs. That way, indirectly, the GDPR is 
legally binding to businesses all over the world.

The GDPR personal data principles revolve around six axes: data must be secure, 
specifically collected for legitimate purposes, adequate and limited to what is neces-
sary, accurate and up-to-date, identifiable only for as long as necessary, and trans-
parently processed. In that sense, one would expect mental health apps to follow 
GDPR guidelines when dealing with patients’ sensitive data, such as providing 
clear privacy notices explaining how the user’s data is handled, capturing the user’s 
consent before tracking them, encrypting data, and allowing users to withdraw their 
consent and delete data related to them at any point in time [36]. Nevertheless, the 
majority of mental health apps do not abide by GDPR rules, and security measures 
must be implemented in order to ensure that users’ sensitive data are being correctly 
handled [37].
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 Artificial Intelligence

Over the years, artificial intelligence within the medical space has only grown [38]. 
By dealing specifically with use of machine learning in the context of mental health, 
the implementation of classification models for prediction of psychiatry-related out-
comes and elaboration of risk calculators show themselves with an important role in 
clinician assistance.

These classification models use supervised machine learning to predict a cate-
gorical response (Fig. 1.2). The technique consists in receiving existing data to gen-
erate a model that can be used to make predictions about the future of an outcome 
(e.g. suicide attempt, psychiatric diagnosis, treatment response) [39], and conse-
quently creating risk calculators—in addition to the use of unsupervised models for 
cluster analysis and dimensionality reduction [40]. One advantage about more com-
plex machine learning models when compared to classic statistical learning meth-
ods is the capability of capturing various nonlinear relationships between the 
variables in a given dataset [41].

In recent years, several studies have been published reporting models able to 
predict mental health outcomes with good performance. Considering a few exam-
ples, using a representative sample of the US population with sociodemographic, 
psychiatric disorders’ diagnosis, and stressful events data, Machado et al. developed 
a model capable of predicting suicide attempts in the general population with great 
accuracy (82%) [42].

Another good example was reported by Berni et al., where a text classification 
model was created to identify patterns in Virginia Woolf writing that could charac-
terize her suicide behavior. The model was capable of identifying the period of 
2 months preceding her suicide with 80% of accuracy [43]. Regarding the psychiat-
ric diagnosis, recent studies demonstrate attempts to identify such disorders through 
artificial intelligence. Historically, these diagnoses have been carried out based only 
on the clinical perception of the health care professional without the aid of compu-
tational techniques. In this perspective, the study of Dean et al. reported the use of a 
support vector machine model with 28 biomarkers to diagnose warzone- related 

Machine
learning
algorithm

Training
set Model Test set

Trained
model Predictions

(5)(4)(3)
(1) (2)

Fig. 1.2 Machine learning model flowchart. The following steps can be adopted to achieve a 
standard machine learning approach: (1) Data are split into training and test sets. (2) A machine 
learning algorithm (e.g. linear regression, decision tree, support vector machines) is chosen to be 
applied into the training dataset. (3) A model is fitted to the training data. At this point, hyperpa-
rameters could be tuned through a data resampling method in order to accomplish better model 
performance. (4) After the final model fit, the test set (unseen data) is brought to have the model 
applied to it. (5) The model generates predictions based on test data. These predictions should be 
based on the outcome: continuous values in regression problems, and probabilities or classes in 
classification problems
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post-traumatic stress disorder with an accuracy of 81% [44]. Focusing on mood 
disorders, a meta-analysis published in 2020 aimed to verify the evidence in identi-
fying BD through structural magnetic resonance imaging (MRI) with ML methods 
using data from 13 cohort studies. Regardless of large sample size, the study 
reported an area below the receiver operator characteristic (ROC) curve of 71%, a 
result that indicates progress but also need for improvement in ML approaches for 
such complex outcomes such as BD [45].

Concerning the treatment response, we can point out a study from Nunes et al. 
that aimed to train a random forest model that classifies lithium response in patients 
with BD using 180 clinical predictors. The model presented an ROC curve of 80% 
accompanied by a low false-positive rate, showing itself as a promising tool in clini-
cal practice [46].

As anything, machine learning is not always a bed of roses. In general, one of the 
problems being pointed out within the validation of machine learning models pub-
lished in the literature is the lack of testing in independent samples. Often, there are 
models that present great performance in the original study test data, but are never 
tested in real life datasets with different patients, cultures, and contexts. This phe-
nomenon may end up masking bad statistical models because of a bias of the data 
themselves. A good practice that can lead to better results and more robust models 
in the long-term is the creation of standard pipelines for ML use in mental health, 
with a uniform step-by-step that can ensure good computational, clinical, and meth-
odological routines [47].

Therefore, in the case of artificial intelligence in mental health, we must under-
stand its potentialities, which are many, and also its limitations. Nowadays, artificial 
intelligence already helps a lot, diagnoses can already be observed being aided 
through risk calculators, treatments being evaluated through statistical learning 
models, cognitive performance being predicted by MRI, patients being helped by 
chatbots, among other capabilities. However, some models can become complex 
when capturing nonlinear signals, outputting results less and less human-friendly, 
causing an interpretability problem. So the improvement of these ML models should 
be focused on predictive power but also on interpretability, in view of not losing the 
ability to be an assistant that walks alongside the clinician and losing its initial 
purpose.

 Future

With new technologies, the Digital Clinic is expected to change and to expand, add-
ing more people and tools to the equation, for a more effective and human approach. 
Apps tend to bring several advantages for diagnosis and treatment, such as acces-
sibility, affordability, easier access to information to both clinicians and patients, 
engagement, and lack of stigma.

However, the rise of digital psychiatry must also be seen through the lens of its 
limitations. One of the main concerns lies on ethical issues that may arise with the 
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huge amount of data and information being processed. Questions about data secu-
rity, privacy, and anonymity of the researched population are extremely relevant 
issues that must be discussed to enable a healthy evolution of these technologies.

Users of these new technologies must have the autonomy to decide whether to 
have their data collected and used, their prognosis predicted by machine learning 
models, or their participation in any other intervention that may affect them directly 
or indirectly. In addition, regulations must continue to be held to guarantee any 
intervention or data collection is effective and worthwhile.

Considering these precautions, the addition of artificial intelligence to the world 
of psychiatry may take mental healthcare inside our homes, with tools such as our 
smartphones or even Alexa detecting behavior change and warning a patient to go 
see a doctor. Possibilities are limitless and, although no one is sure of what it will 
look like in the future, the promise is of a world with much more data, information 
closer and clearer than ever and focus on who really matters, in a patient-clinician 
relationship with much more humanity involved.
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Chapter 2
Digital Biomarkers and Passive Digital 
Indicators of Generalized Anxiety Disorder

Michael V. Heinz, George D. Price, Seo Ho Song, Sukanya Bhattacharya, 
and Nicholas C. Jacobson

 Introduction

Consider John, a fictional 29-year-old man with undiagnosed generalized anxiety 
disorder (GAD). John has a 2-year history of uncontrollable worry and anxiety 
about work, school, and family. It interferes with his relationships, and he finds 
himself so focused on his worries that he is significantly distracted from important 
activities. He has associated sleep problems, fatigue (taking frequent naps during 
the day), and generalized muscle aches.
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John uses social media (Instagram and Twitter) regularly. He has a smartwatch 
that connects to his Android phone. He sees a local primary care physician (though 
never with the complaint of anxiety) who keeps an electronic health record (EHR). 
(How) can we use this information to best support John’s mental health care?

Let us first imagine the wealth of information that we could learn about John, and 
likely his anxiety, by triaging these data sources (i.e., medical record, mobile and 
wearable devices, and social media, summarized in Fig. 2.1). We might learn about 
dysfunctional sleep patterns considering movement, light, and sound collected by 
his wearable/mobile device; we could infer changes in his physical arousal, consid-
ering heart rate and data derived from this (like heart rate variability [1]); we might 
be able to get a glimpse into real-time anxious thoughts considering content from 
social media posts and text messages; we might even gain insight into nonspecific 
physical complaints like muscle tension and restlessness. Since these data types are 
longitudinal and often collected in real-time, albeit frequently existing below our 
threshold of awareness, curating and analyzing this information grants us access to 
a descriptive mosaic of time courses and symptom fluctuations, which are otherwise 

Fig. 2.1 The figure shows an overview of types of passively collected data, including medical 
record data, social media data, and mobile and wearable data

M. V. Heinz et al.
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unavailable. If we collected passive data from a large group of people with GAD 
like John, we might also find novel variables from the EHR, mobile sensors, or 
social media that could inform GAD assessment.

The focus of this chapter is on improving and personalizing the assessment of 
generalized anxiety disorder (GAD) with the use of passively collected data.

In this chapter, we define passively collected data to include data generated as 
individuals go about their daily lives, not requiring additional effort on their part. 
Sources of such data which we will discuss in this chapter include electronic health 
records (EHR), mobile and wearable device sensors, and social media activity. All 
of these contain rich information, which may be used to inform assessment of 
GAD. We will discuss current research which does this, as well as investigate the 
theoretical basis for understanding GAD through passively collected data. We will 
begin with overviews of (1) GAD, (2) how GAD is assessed currently, and (3) 
potential areas where passively collected data may complement current assessment.

 GAD as a Diagnostic Category

GAD is defined by prolonged (>6 months), excessive worry and anxiety about mul-
tiple events or activities, leading to functional impairment and/or a significant 
degree of distress. The worry is difficult to control and is associated with a combina-
tion of sleep problems, easy fatigability, concentration difficulties, irritability, mus-
cle tension, and restlessness [2]. The prevalence of GAD among adults in the USA 
is estimated at 3% annually and 9% over a lifetime [2].

GAD is associated with significant burden for individuals and society, including 
an estimated 4–8 days lost to disability per person per month [3] and significant 
impairments in role functioning and quality of life, comparable to those associated 
with major depressive disorder [4]. It is associated with significant treatment delays, 
in excess of 7 years and is misdiagnosed, estimated as high as 71% of cases in pri-
mary care [5]. Measures such as the GAD-7 [6] and GAD-Q [7] may be completed 
by patients or embedded in clinical interviews to guide screening and assessment of 
GAD. Instruments like the Structured Clinical Interview for the DSM-5 (SCID-5) 
[8] may also be used to guide the diagnosis of GAD.

 Current GAD Assessment

The Diagnostic and Statistical Manual of Mental Disorders (DSM), now in its fifth 
edition, has enabled advancements in clinical and research domains of mental 
health. For GAD, as well as other mental illnesses it has allowed for (1) identifying 
prevalence rates to guide mental health services, (2) identifying patient cohorts for 
translational and basic science research, and (3) documenting public health statis-
tics, like morbidity and mortality [2]. DSM constructs for GAD are embedded in 
measures like the GAD-7 and the GAD-Q IV, which have been well validated [6, 9, 
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10] and widely used for illness screening and diagnosis. While the GAD classifica-
tion has made possible standardization of diagnosis for guiding treatment and prog-
nosis, current assessments have limitations worth discussing.

 Reliance on Retrospective Self-Report

Screening and diagnosis in GAD heavily rely on retrospective self-report known to 
be limited by recall bias [11–16]. In addition, self-report measures require patient 
time and effort in recalling past symptomatology. In the case of the GAD-Q IV, for 
instance, patients must recall symptoms varying across metacognitive (e.g., control-
ling worry), behavioral (e.g., sleep, restlessness), and physiologic (muscle tension, 
fatigue) domains over the previous 6  months [7]. For the GAD-7, patients must 
recall similar features over a 2-week span [6].

 Limitation in Accounting for Contextual 
and Time-Dependent Factors

GAD is known to be chronic and fluctuating [17]. Assessment measures, like the 
GAD-7 and GAD-Q have limited capacity to account for the time course of GAD 
and naturalistic environmental, behavioral, and physiologic co-occurrences [6, 18]. 
Consider the anxious patient, John, completing the GAD-Q IV prior to his visit with 
his primary care provider (PCP). He must attempt to recall what his sleep has been 
like over the last 6 months and then (even if recalled accurately) reduce this rich 
longitudinal data to a single “yes” or “no.” He must repeat this for other factors, like 
muscle tension, “uncontrollable worries,” and restlessness, reducing each to a binary 
“yes” or “no.”

 Heterogeneity in GAD

GAD presentation is heterogeneous with wide individual variability and significant 
symptom overlap with other mood disorders [19]. This is complicated by the lack of 
observed features that are sufficiently specific for reliable diagnosis with most 
empirical findings or symptoms—employed by most diagnostic algorithms—yield-
ing an area under the curve less than 0.7 in a receiver operating characteristic curve 
[19]. This is despite the robust sensitivity of diagnostic platforms to detect charac-
teristic symptoms of GAD such as intolerance of uncertainty, excessive worry 
among others [20]. Additionally, these symptoms lack the specificity to adequately 
discriminate GAD from other anxiety disorders [21]. These collectively present a 
diagnostic challenge for specifically confirming GAD and highlight the need for 
novel symptomatic associations to optimize this diagnostic pipeline.
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This unique challenge in the diagnosis and assessment of GAD prompted us to 
spotlight this prevalent mental condition as the theme of this investigation. Insofar 
as GAD presents in an amorphous—often in a highly individualized—fashion, 
designing better detection strategies for GAD will lay the foundations to improve 
our abilities to spot other, more specific anxiety disorders, let alone other mental 
health conditions.

 Potential for Improvements with the Use of Passively 
Collected Data

Self-report screening and assessment (including such measures as the GAD-7, the 
GAD-Q IV, and the structured clinical interview) may be complemented with objec-
tive, passively collected data. Herein, we explore data collected from the electronic 
health record (EHR), personal mobile devices, and social media to inform clinical 
assessment. Such data have the potential to complement subjective self-report by 
capturing real-time, highly dimensional behavioral, physiologic, and environmental 
data. Importantly, these data are captured, naturalistically, as an individual goes 
about his daily life.

 Machine Learning Models Applied to Passive Data

Fundamentally, a machine learning model is a mathematical expression that takes 
one or more inputs, changes them in some way, and produces one or more outputs. 
In psychological and behavioral sciences, such models can represent (potentially 
complex) relationships in human-driven data generating processes, like those that 
result in heart rate, sleep, and activity. With a sufficiently large and broad dataset, 
such a model learns to generalize (i.e., making predictions with new data). A 
machine learning model learns implicitly from data, without explicit programming 
by humans. With powerful computers, such models can handle multi-dimensional 
datasets like those from mobile passive sensors and EHRs. Table 2.1 exemplifies 

Table 2.1 This table 
displays a hypothetical 
dataset with sleep 
(hours), time spent at 
home (hours), and 
presence of GAD (yes or 
no) for each 
subject in rows

Sleep (h) Time spent at home (h) GAD diagnosis

5 20 Yes
4 18 Yes
8 14 No
6 No

: : :
9 Yes
8 23 Yes
7 19 Yes
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Fig. 2.2 The figure shows 
a graphical display of the 
hypothetical data presented 
in Table 2.1. The data are 
plotted in 2 dimensional 
space with sleep (h) on the 
horizontal axis and time 
spent at home (h) on the 
vertical axis. A simple 
classification model is 
represented by the dashed 
line, separating GAD 
subjects from non-GAD 
subjects

such a (hypothetical) dataset that includes individuals with and without GAD. For 
each individual, we know sleep (in hours, determined by passive sensors on a wear-
able device), time spent at home (in hours, determined by GPS location on a mobile 
phone), and GAD diagnosis (“yes” or “no”). We might train a model to learn rela-
tionships in the data, which can be visualized in Fig. 2.2. The model is essentially a 
nonlinear equation, which—in our case—sorts GAD patients from healthy controls. 
Such a model illuminates and associates sleep and time spent at home with GAD. We 
might also use the model to predict GAD in a new patient for whom we know sleep 
and time spent at home.

Greater computing power allows for the use of larger datasets with more vari-
ables and subjects. Models trained from large datasets can be used to predict out-
comes in new data, complementing cross-sectional self-report. Such models offer 
epidemiologic benefits by identifying novel risk factors, behaviors, environmental 
factors, and physiologic factors associated with GAD. These could ultimately be 
used to shape clinical guidelines for GAD. For the individual, deep learning offers 
a digital GAD “fingerprint” or a personalized representation of GAD.

The following sections will provide the framework for a deep learning approach 
to GAD, as well as provide an overview of the studies which have investigated this 
domain. Figure 2.3 shows some of the connections between passively collected data 
(including that from mobile and wearables, social media, and EHR) and the current 
understanding of GAD.
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GAD Symptom Criteria
Adapted From DSM-S

Mobile & Wearable DevicesMobile & Wearable Devices

Empirically Supported
GAD Models

Adapted From Behar et al, 2009,
and Newman and LIera 2012

Social Media

Electronic Health Record

Images
Clinical Notes
Labs
Medications

Friends
Followers
Images
Posts

Activity
Location
Calls & Texts
Heart Rate

General Anxiety and Worry

Lasting More than 6 months

Restlessness

Irritability

Easy Fatigability

Concentration

Muscle Tension 

Sleep Problems

Leading to Distress or Impairment

Not better explained by something else

Acceptance-Based
(e.g., behavioral restriction)

Emotion Dysregulation
(e.g., emotional hyperarousal)

Metacognitive
(i.e., “worry about worry”)

Intolerance of Uncertainty

Contrast Avoidance

Fig. 2.3 The figure above displays DSM-5 GAD criteria (left), domains of passively collected 
data (middle), and empirically supported GAD models (right). The connecting lines display ways 
of indexing various GAD features (DSM-5 features + features from empirically derived GAD 
models) using passively collected data

 Passive Sensing of GAD with Data from the Electronic 
Medical Record

Electronic health records (EHRs) are oceans of data (see Table 2.2 for examples of 
data types in the EHR) with vast potentials to facilitate the passive sensing of GAD, 
let alone a multitude of mental health conditions. With 85.8% of providers using 
EHRs (recorded in 2017) [22] and each patient generating 80 megabytes of data in 
the EHR annually [23], the pressure to optimize EHRs as diagnostic platforms is 
larger than ever. Despite these potentials, few studies have explored data embedded 
in EHRs as a source for detecting GAD via passive sensing. This is in spite of the 
rich literature that details the heterogeneous topology through which GAD can 
manifest. To stay true to the use of EHRs as a platform for facilitating passive sens-
ing, we focused primarily on investigations that involved data extracted from EHRs.

Diversity and depth of data are key strengths of an EHR that can facilitate passive 
sensing of GAD. EHRs are centralized data repositories that support an organiza-
tional architecture for efficiently browsing and classifying information. Assuming 
consistency in data curation, EHRs also serve as a nexus where diverse content, 
ranging from qualitative notes to objective measures such as laboratory tests and 

2 Digital Biomarkers and Passive Digital Indicators of Generalized Anxiety Disorder



20

Table 2.2 Data types in EHR

Data collection type What is measured?
Structured or unstructured 
format

Patient notes Patient subjective experience (filtered 
through clinician)

Unstructured

Laboratory results Chemicals in bodily fluids Structured
Imaging Anatomy Unstructured
Electrophysiology Electrical/physiological recordings Unstructured
Demographics Age, gender, and others Structured
Medications Patients’ documented medication history Structured
Problem list and 
diagnoses

Patient’s past medical problems Structured

imaging results converge. Such an organizational advantage is observed in the 
increased sensitivity towards detecting GAD in family medicine practices following 
the comprehensive consideration of clinical data facilitated via EHRs [24]. While 
these improved recognition rates were understandably accompanied by higher false 
positive rates, the evidence suggests—with high ecological validity—that EHRs 
support and streamline clinical decision making permitting the recruitment of all 
relevant data [24]. This includes data that were collected for reasons unrelated to a 
formal evaluation of GAD, directly representative of passive sensing. Insofar as the 
purpose of screening is detecting concerns for GAD, the higher false positive rates 
observed above are tolerable outcomes given the screening benefits that EHR usage 
accommodates. Accordingly, the capacity for passively sensing GAD via charting 
documentation in EHRs opens opportunities to detect and monitor mental health 
outcomes in populations with high vulnerabilities or barriers to adequate or equita-
ble health care access. For instance, incorporation of EHRs into transgender care 
has identified higher than normal prevalences—and therefore risks—of GAD within 
this population, signaling the need to practice greater vigilance in screening and 
monitoring GAD among this specialized and potentially vulnerable population [25]. 
Unique—often non-conventional—presentations of GAD, or other mental health 
conditions, observed in specific subpopulations are appropriate opportunities for 
passive sensing to identify diagnostic trends that will aid clinicians to spot, assess, 
and serve the needs of these individuals. Thus, the impressive content and breadth 
of data stored in EHRs provide opportunities to telescope between broad and spe-
cific populations in the diagnosis and management of GAD.

Passive sensing GAD through the dense data present in EHRs requires efficient 
data handling, This will involve both deductive (top-down) and inductive (bottom-
 up) computations. The former supports rapid browsing of GAD symptoms based on 
clinical guidelines as well as the literature. The latter involves establishing new pat-
terns and associations via inputs collected for reasons unrelated to formal evaluation 
for GAD. Thus, this modality is arguably more insightful and relevant to appreciate 
the promise and scope of passive sensing within EHRs. Nemesure et al. [26] pio-
neered and experimented with various machine learning modalities in a multi-tiered 
learning and classification algorithm, trained on EHR data from over 4000 
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individuals to identify features that predicted GAD. This algorithm robustly pre-
dicted GAD (AUC  =  0.73, sensitivity  =  0.66, specificity  =  0.7) [26]; this even 
matches the diagnostic success of GAD by physicians in a primary care setting 
where GAD is most frequently encountered [24, 27, 28]. Notably, while diagnostic 
acumen employed by clinicians is deductive and is designed to identify only symp-
toms previously documented in clinical guidelines, inductive approaches offer 
opportunities to form new associations to facilitate diagnostic pattern recognition. 
Indeed, Nemesure et al. [26] used Shapley additive explanation (SHAP) values to 
infer, evaluate, and vectorize features—and their relative contributions—that are 
associated with a clinical diagnosis of GAD. This metric boosts the explainability 
of the model and provides a key source for identifying novel connections in the 
pathological landscape for GAD. Surprisingly, this revealed (in)completion of rec-
ommended vaccination, marijuana use, and the need for follow-up examination as 
the top three features—in consecutive order—that best predicted GAD [26]. 
Notably, none of these items relates to criteria for formally diagnosing GAD. This, 
therefore, exemplifies the promise of passive sensing as a modality for identifying 
new and useful diagnostic insights from EHRs, even among data collected for com-
pletely independent reasons.

Though the future is promising for passive sensing via EHRs, notable obstacles 
delay its integration into the clinic. First, insofar as most EHRs are designed to 
facilitate billing and scheduling clinical services rather than supporting clinical 
evaluation, assessment, or planning [29, 30], the data architecture is inherently not 
conducive to streamline diagnoses and management. This is exemplified by the 
organization of clinical records based on encounters rather than content, which 
presents a logistical challenge in extracting relevant data. This is further com-
pounded by the provider-to-provider (even institution-to-institution) diversity of 
documentation formats and styles. Understandably, this has resulted in the poor 
documentation of heterogeneously presenting conditions such as GAD [31] with 
high provider variability and confusion due to duplications [32]. Unsurprisingly, 
these challenges even result in delays in detection and treatment for GAD [33]. 
While recent efforts are experimenting with algorithmic strategies that recruit 
advanced techniques such as natural language processing to streamline data extrac-
tion and curation [34, 35], significant challenges still persist in optimizing—and 
preserving—the integrity of stored information and its relevance.

Improving the accuracy and precision of passively sensing GAD through EHRs 
requires developments in data quality and volume. In addition to reinforcing high 
standards during clinical interviews, high quality data necessitates efficient and reli-
able curation and maintenance. This issue is brought to the forefront with increased 
transparency of EHRs, now granting patients direct access to their health data [36]. 
Despite concerns that this may discourage providers from registering sensitive 
information in clinical documentation, patient participation can offer a valuable 
layer to audit data logged into EHRs, ultimately improving the integrity and accu-
racy of the data [37], which is essential to ensure the validity of subsequent algorith-
mic outputs.
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 Passive Sensing of GAD with Data from Mobile 
and Wearable Devices

Passively collected data from wearables and mobile devices (see Table 2.3 for some 
examples of data types from mobile devices) is widely available due to the ubiquity 
of such devices. It is estimated that 85% of people in the USA own a smartphone 
[38] and 21% regularly use some type of activity tracking wearable device [39]. The 
increased adoption of such devices in recent years provides a method for unobtru-
sive monitoring of passively collected information (see Table 2.3). This information 
can be leveraged to investigate mental health disorders, such as GAD. The current 
section considers the capacity of an individual’s passively collected data to detect or 
enhance the detection of GAD.

Table 2.3 Data types obtainable from mobile and wearable devices

Data collection type What is measured?
Structured or unstructured 
format

Accelerometer Linear acceleration Structured
Gyroscope Rotational acceleration Structured
Proximity sensor Phone’s distance from an object (often 

used to darken)
Structured

Incoming/outgoing texts 
or calls

Volume Structured

Incoming/outgoing texts 
or calls

Content Unstructured

Wi-Fi network connection status Structured
Time Structured
Global positioning system (GPS) Structured
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 Overview and Basis

Historically, GAD has been poorly defined and thus subject to change as a result 
of low diagnostic reliability with standard criteria [40]. The lack of consistent, 
operationalized criteria for GAD diagnoses has resulted in a comparatively poor 
understanding of GAD compared to other anxiety disorders [41–43]. However, 
recent efforts have sought to better characterize GAD, marking uncontrollable, 
excessive worry as its distinguishing symptom [44, 45]. This has been coupled 
with increased consideration for the influence of somatic/autonomic (e.g., heart 
rate variability, autonomic inflexibility) and behavioral (e.g., behavioral avoid-
ance, excessive worry) symptoms, of which their relative influence on GAD has 
been previously inconsistent or scarcely considered [40, 46]. For example, 
although Chalmers et al. found that broadly anxiety disorders have shown reduced 
heart rate variability (HRV) [47], other studies have not consistently validated this 
finding for GAD [48, 49]. Similarly, a limited body of research exists for behavior 
models of GAD, despite consideration for the role of behavioral avoidance in 
other anxiety disorders, such as social anxiety disorder (SAD) [50, 51]. Given 
both the inconsistent internal outcomes of GAD research and the inconsistent 
outcomes compared to other anxiety disorders, the incorporation of passively col-
lected data from mobile and wearable devices may complement and improve tra-
ditional self-report assessment methods. Further, as an unobtrusive data collection 
method that allows for participant observation in a naturalistic setting, passively 
collected data is uniquely positioned to avoid the potential for recall or inter-
viewer biases.

Recent efforts within mental health research have highlighted the promise of 
using passively collected data to detect anxiety disorders and anxiety disorder- 
related symptoms [52–54]. However, as the incorporation of passively collected 
data to research GAD remains in its infancy, the efficacy of leveraging such data for 
GAD detection remains heterogeneous. Interestingly, passively collected physical 
activity data has shown promising results in predicting GAD symptom deteriora-
tion and sleep quality [52, 55]. Jacobson et al. used daytime movement and night-
time sleeping patterns collected from week-long actigraphy data to predict 
long-term deterioration in GAD symptoms. Findings showed that the passively col-
lected data could significantly predict symptom deterioration in an individual with 
GAD. Specifically, these results provide evidence for the use of passive sensing as 
a method for long-term (17–18 years) GAD prognosis and avenue for early GAD- 
related interventions [52]. Passively collected physical activity data was also col-
lected by Mullin et  al. who sought to assess the relationship between sleep 
parameters and anxiety symptomatology. Using 1 week of sleep actigraphy data, 
results showed greater overall sleep duration, but longer sleep onset latencies in 
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participants with GAD compared to controls [55]. Such findings reinforce the 
advantage of integrating objective measures of data collection as a complement to 
more subjective data collection methods (e.g., participant sleep diary). Taken 
together, these two studies highlight the potential benefit of using passively col-
lected physical activity data to study GAD, despite less robust results found in the 
aforementioned studies.

However, the use of passive sensing to detect GAD has also shown to produce 
less robust findings, particularly when compared to other anxiety disorders. Saeb 
et al. used global positioning system (GPS) coordinates, in conjunction with move-
ment, light, and sound collected via participants’ mobile phones to detect the rela-
tionship between semantic location and GAD-7 scores. Although relationships 
between time spent in a given location and GAD symptoms were not consistent, 
features derived from the phone sensor data resulted in model accuracies that were 
more than 20% greater than those containing strictly GPS data [56]. Despite an 
absence of statistically significant results, these findings still underscore the poten-
tial utility of including passively collected data in estimating an individuals’ daily 
life behaviors, providing additional information to more traditional approaches by 
capturing signals that would be otherwise unavailable [56].

Di Matteo et al. used a combination of passively measured variables (e.g., envi-
ronmental audio, GPS location, screen state, and light sensor data) collected from a 
participant’s smartphone to predict GAD and SAD. High-level features from the 
passively measured variables were used to predict participant’s self-reported GAD-7 
and Liebowitz Social Anxiety Scale (LSAS) scores. The models failed to detect 
GAD; however, models of SAD obtained a significantly greater screening accuracy 
than uninformative models, and key features of the models were found to be predic-
tive of SAD. The authors suggest the inconsistent findings between GAD and SAD 
may stem from the difference between the manifestation of the anxiety disorders 
symptoms. While persons with SAD exhibit behavioral avoidance, which may cor-
respond to daily life decisions that are detectable by passively collected data, per-
sons with GAD exhibit cognitive avoidance, a symptom less translatable to 
detectable alterations in daily life decisions and thus may be more difficult to detect 
in passively collected data [57–59].

Overall, additional research must be conducted to further investigate the efficacy 
of passively collected data in detecting GAD and GAD-related symptoms. However, 
there are certain limitations to passively collected data that should be addressed. 
First, nonspecific to GAD research is that the potential analytic utility of passively 
collected data is heavily reliant on participant’s compliance with study protocols for 
the provided device/sensor. Non-compliance with device protocols can result in 
substantial missing data that may impact data usability or interpretability. Second, a 
GAD-specific concern that was previously highlighted is that the cognitive symp-
toms of GAD (e.g., cognitive avoidance) [60] may be more difficult to detect via 
passive sensing and thus limit the utility of incorporating such information into a 
GAD model. However, this concern may be related to the fact that a more robust 
body of research exists for other anxiety disorders and passively collected data, and 
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that previously conducted research on GAD lacked the diagnostic criteria to prop-
erly differentiate GAD from other anxiety disorders [21].

 Passive Sensing of GAD with Social Media Data

Social media has become a rich source of data over the last two decades, with 72% 
of US adults being users of at least one social media site as of February 2021 [61]. 
Refer Table 2.4 for some examples of data types obtainable by social media. In this 
section, social media is defined as any internet-based network or technology that 
facilitates the sharing of user information or media with others in an online com-
munity. Popular examples of social media platforms include Instagram, Twitter, 
Reddit, Facebook, TikTok, and YouTube. Social media users share a wide variety of 
content, including their personal information, moods, attitudes, beliefs, and opin-
ions with varying degrees of frequency and quantity [62]. Users organize informa-
tion with accounts, hashtags, folders, pages, and community groups. These filters 
help to sort relevant mental health information, making social media data an impor-
tant database to assess widespread mental health and identify risk factors [63].

Over the last decade, research tapped into these expansive datastores to assess 
the mental health status of users on both the population and individual levels. 
Language analyses can be used to (1) uncover markers of illness in users who suffer 
from psychiatric disorders and (2) predict whether a user suffers from a particular 
psychiatric disorder. Many users allow researchers easy access to posts on social 
media sites, including Facebook [64], on a variety of mental health illnesses from 
anxiety disorders to bipolar disorders [65, 66]. It is also common to find community 
channels, accounts, subreddits, and other groups that are centered around discussing 

Table 2.4 Data types obtainable from social media

Data collection type What is measured?
Structured or unstructured 
format

User posts Content Unstructured
Self-disclosure Unstructured
Length Structured
Frequency Structured

Reactions to users’ posts “Likes” Structured
Comments Unstructured

Profile media (photos and 
videos)

Content Unstructured
Frequency of updates Structured

User demographics Age, gender, location, and 
others

Structured

Friends/followers Magnitude Structured
Interaction Structured/unstructured
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psychiatric symptoms, so that users can connect with others suffering from similar 
mental health problems for the purpose of support, advice, or encouragement [67]. 
For example, Reddit contains more than 130 subreddits dedicated to mental health, 
with “r/anxiety,” an anxiety subreddit, totaling almost 500,000 members [68, 69].

Although research to date has used social media data to better understand a broad 
range of mental disorders [70], this section will focus on its applications to 
GAD. Across research, two primary processes were used to separate individuals 
with anxiety from those without anxiety. In one, researchers established a group of 
users with anxiety who had self-disclosed a ground truth that explicitly stated that 
the user suffered from [GAD] or prominent anxiety symptoms [71]. This is typically 
punctuated by posting statements like “I was just diagnosed with [GAD]” or “I’ve 
suffered from [SAD] since I was a teen.” The other approach relies on researchers 
assessing generalized anxiety levels by contacting participants and administering 
the GAD-7 questionnaire directly, which requires more effort and time but improves 
validity and yields more descriptive information [71].

Sentiment analysis involves extracting meaningful information from unstruc-
tured text, including individual subjective attitudes, beliefs, and overall tone, often 
categorizing it as positive, neutral, or negative [72]. Using sentiment analysis, mul-
tiple studies to date have revealed differences in how users with GAD interact with 
social media compared to users without GAD. Given that people with GAD tend to 
experience negative emotion more strongly than others [73, 74], users with GAD 
may display tendencies toward using less positive words and more negative ones to 
reflect their emotions [73, 74]. As Loveys et al. reported, micropattern fluctuations 
(i.e., changes in attitude observed in small time increments) within a set of social 
media posts revealed that users with GAD tended to post less consecutive positively 
valenced tweets than the control participants [66]. This may be because having 
GAD is correlated with experiencing a negative attentional bias [73, 74] and a pro-
pensity to negatively sustain one’s negative emotion to go from feeling unexpect-
edly positive to negative (i.e., contrast avoidance [75]). The results from this study 
highlight the importance of understanding study group characteristics prior to gen-
eralizing results. In order to detect these minor shifts in mood, the user must post 
frequently and be comfortable posting about their struggles with anxiety, despite 
mental health being stigmatized by society [66]. Another study used Twitter to 
assess the differences in social media behavior between those with GAD and those 
without it; it concluded that, on average, users with GAD tended to post more often 
and used more negative words, but had less followers and shared less personal infor-
mation than the controls [62]. In addition, GAD users were more passive, as they 
tended to have more followings than followers and posted less original content (i.e., 
they re-posted more content) [62]. This is consistent with the Loveys et al. micropa-
ttern study, as both suggest that those with GAD interact with social media differ-
ently than non-GAD participants; specifically, those with GAD display negative 
attentional bias by using more words with negative connotations on social media.

There is evidence to suggest that GAD users overall have less fluency in text, and 
those in anxiety social media groups tend to focus on physical and psychiatric 
symptoms. For example, O’Dea et  al. found that, over 36  weeks, the degree of 
uncertainty and non-fluencies (i.e., breaks in composition) likely due to anxiousness 
or a pause in thought, in blog posts was correlated with anxiety symptoms [76]. This 
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may be attributed to GAD causing worry and uncertainty, to the point where this 
excessive anxiety causes functional impairment and/or significant distress [77]. On 
Reddit, a self-selected interest-based group, the most frequently used words were 
related to feelings, including “feeling,” “thought,” “better,” and “anxious,” while the 
most common trigrams, or 3-word phrases, asked others for help, like “does anyone 
else…” [70] This anxiety community also used bigrams, or 2-word phrases, like 
“self-esteem,” “heart rate,” “physical symptoms,” and “mental health,” which sug-
gests that they tended to focus on self-esteem issues, drug side effects, impact of 
social media, and their physical experiences with symptoms [70]. Similar studies 
analyzing user sentiment related to anxiety have also been conducted during and 
following distressing events, like the COVID-19 pandemic [78] and in the aftermath 
of natural disasters [79].

Although only one study to date has done this specifically with respect to GAD 
[70], other studies have been able to predict whether a user has another mental ill-
ness, most notably depression, to a high degree of accuracy [80]. Still, by combin-
ing text feature techniques, including N-gram frequencies which are used to 
determine how often specific words appear, Shen and Rudzicz were able to predict 
whether a Reddit user posted in an anxiety subreddit or in a control subreddit with 
up to 98% accuracy by analyzing the most often used words and their collocations 
[70]. A review by Chancellor et al. found that across research in social media-based 
predictive modeling for mental disorders, the algorithms used varied significantly, 
with the most popular being support vector machines, which are used for classifica-
tion and regression [71]. Also, recently, deep learning has been used in creating 
predictive models, with some studies using deep neural networks [70, 80, 81] and 
recurrent neural networks, which generally use time series or sequential data [82].

 

Social media presents unique, cost-effective possibilities to better understand 
anxiety in the general population [83], a necessary step for guiding health policy 
decisions and allocating mental health resources. Consider, first, the significant 
challenge of gauging population mental health using traditional methods of 
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assessment, alone. Such a method currently would require the wide distribution and 
interpretation of self-report measures, requiring significant and costly human effort. 
This method would also require participant compliance, without obvious personal 
incentive. Using passively generated data, as individuals engage and interact with 
one another via social media, in contrast, has inherent scalability and comes with 
significantly reduced cost and resource demand. This data combined with machine 
learning has the potential to uncover population level trends relating to anxiety dis-
orders, in effect (1) guiding key public health decisions by identifying prevalence 
and (2) documenting public health statistics, like morbidity and mortality. Recall 
from the introduction that a major aim of DSM-5 is to address these public health 
goals [2]. In the face of national or worldwide stressors (e.g., COVID-19), under-
standing population level trends in mental illness is necessary in appropriately allo-
cating resources and making public health decisions.

 Conclusions

GAD is a debilitating, chronic, and fluctuating illness, which is heterogeneous in its 
presentation. Current assessment and screening measures like the GAD-7 and 
GAD-Q IV, though validated and widely used, rely on retrospective self-report, and 
have limited ability to account for naturalistic and time-dependent contextual fac-
tors. Objective, passively collected data have the potential to complement these 
measures, thereby improving GAD understanding and assessment. Passively col-
lected data are widely available due to the widespread use of EHRs, social media, 
and mobile and wearable technologies. Combined with deep learning models, har-
nessing greater computing power, passive data allow for a greater understanding of 
the complex relationships between many variables that may inform GAD screening 
and diagnosis. GAD has been widely studied over the last several decades, with the 
development of theoretical models incorporating cognitive, metacognitive, and (to 
a lesser extent) behavioral phenomena, supported by empirical research [84]. 
Understanding such GAD models in conjunction with the GAD DSM-5 criteria 
helps to form the basis for using passively collected data in clinical assessment.

Using passively collected data with machine learning to complement traditional 
GAD assessment measures, like the GAD-7 and GAD-Q IV, has the potential to 
improve assessment and diagnosis. In EHRs, for instance, routinely collected bio-
demographic features [26] have shown promise in detecting GAD. Ongoing work in 
this area may focus on exploiting the wealth of information stored in unstructured 
clinical narratives and structured biomedical data (e.g., demographics, labs, medi-
cations). Using powerful computing alongside deep learning models will allow for 
the investigation of many variables and their relationships to inform GAD assess-
ment. One may imagine the potential for predictive mental health models to power 
clinical decision support systems embedded in EHRs.

Research using mobile and wearable device data to inform GAD assessment has 
been limited and results have been mixed. Although Jacobson et al. and Mullin et al. 
were able to detect GAD symptom deterioration and sleeping patterns using 
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passively collected physical activity data, respectively, a study by Di Matteo et al. 
did not find any models using passively collected data capable of predicting GAD 
[52, 55, 59]. The nature of GAD, as a highly contextualized, predominantly cogni-
tively driven illness may explain these challenges. Despite these challenges, there is 
theoretical basis to expect that GAD can be effectively modeled by mobile and 
wearable data.

Although limited, research using social media data to understand GAD has 
shown that machine learning algorithms are very effective in predicting whether a 
user suffers from GAD because users with GAD tend to demonstrate patterns in 
their posts that non-GAD users do not [70]. For example, someone with GAD is 
likely to use more words with negative connotations than a control user [66]. 
However, GAD is often difficult to diagnose [20], which increases complications. 
Still, using social media data to screen for GAD is promising, as it opens the door 
to screenings, follow-ups, and interventions to improve mental health outcomes.

 Limitations

The nature of GAD presents particular challenges, especially to the relatively 
nascent domain of deep learning in mental health. GAD has had quite substantial 
changes across revisions of the DSM over the last 2 decades [40, 85]. Worry has 
become a distinguishing feature of GAD [44, 45], and while this has contributed to 
greater diagnostic reliability, it also may underscore a defining characteristic of the 
illness that makes it more difficult to detect objectively. Compared to anxiety disor-
ders like social anxiety disorder and panic disorder, GAD has relatively fewer overt 
behavioral and physiologic manifestations. This may pose challenges for using 
objective data streams to detect illness. We hypothesize that detection is possible 
with such data (given both theoretical models and empirical studies to date, e.g., 
Jacobson et al. [52]); however, it will require intensive, dense longitudinal data to 
identify likely subtle and cognitively mediated behavioral and physiologic features. 
Adding to this challenge, GAD is known to be highly contextually dependent [86], 
meaning individuals might appear as non-GAD controls when avoiding subtle, 
environmental triggers. To overcome this challenge, models (particularly those 
using mobile and wearable derived data) would need to detect subtle contextual 
cues suggesting avoidance, agitation, and arousal.

 Ethical and Privacy Considerations

The use of personal passively collected data necessarily includes important privacy 
and ethical considerations [87]. Such data contains highly sensitive and personal 
information and is often identifiable, either directly (e.g., full name) or indirectly 
(e.g., usernames, locations, social media post content). Some studies to date have 
addressed the issue of privacy through: (1) ensuring secure communication with 
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remote data-storage servers; (2) anonymization of participants (i.e., assigning non- 
identifiable participant ids to participants); (3) local storage of sensitive participant 
data, and (4) scrambling of participant audio [88]. Further measures are needed 
(recommended by Cornet and Holden [88]), including a better understanding of 
passive data ownership and end user preferences, improved tools for end users to 
understand how and to what extent their data is used and to adjust privacy settings, 
a legal framework addressing sensitive data use and ownership, and further research 
aimed at understanding end user privacy preferences. Importantly, users with GAD 
(or other mental health disorders) constitute a vulnerable population, so great care 
should be taken to ensure their data is not leaked to advertisers or third parties, who 
may try to exploit their mental state [62].

When dealing with sensitive, personal information, records should be completely 
de-identified, including indirect potential identifiers, like location. Individuals should 
provide informed consent after being explicitly instructed as to how their data will be 
used and for what purpose. Statistics derived from potentially identifying information 
should always be reported in aggregate. Developments in data storage and exchange 
such as blockchain technology offer promising solutions to pool data and have also 
been integrated with decentralized learning strategies (e.g., swarm learning) and edge 
computing for secure, versatile, and meaningful passive sensing [89]. Integrating 
these innovations offer means to improve internal and external validities associated 
with passive sensing and presents ways to precisely diagnose and manage GAD.
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Chapter 3
Digital Phenotyping in Mood Disorders

Lauro Estivalete Marchionatti, Nicole da Silva Mastella, 
Vitória Dall Agnol Bouvier, and Ives Cavalcante Passos

 Introduction

Driven by the growing complexity of human interaction with digital technological 
resources, the concept of digital phenotyping emerges as a potential instrument for 
expanding psychiatric knowledge on mood disorders. Defined as “the moment-by- 
moment quantification of the human phenotype at an individual level in situ using 
data from personal digital devices and smartphones” [1], digital phenotyping con-
sists of continuously and instantly acquiring clinical information about patients 
through metadata collected from multiple sources and applying it for health care. 
For instance, inputs from GPS trajectory, voice sampling on the phone, and message 
logs could inform metrics on sociability, mobility, and activity [2]. Then, this infor-
mation is used to constitute a social and behavioral fingerprint [3], providing a whole 
new set of instantaneous clinical data which is unseen in traditional assistance and 
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research scenarios. By surpassing the boundaries of mental status examination and 
clinical interviews, digital phenotyping holds a promise to reach a next-level clinical 
characterization of mood disorders, offering complete new insights on their signa-
tures. In a similar way, it may also shape mental health assistance towards the prin-
ciples of precision medicine: by using this “high-resolution” grasp into human 
behavior, it could inform earlier and more accurate diagnosis, closely monitoring 
treatment outcomes and tailoring interventions to best suit each individual.

In this chapter, we debate relations of digital phenotyping to mood disorders. We 
first discuss sources of data, distinguishing active and passive data collection and 
how raw data is processed into high-level information that informs patterns of mood 
and behavior. Next, we explore the clinical and research applicabilities of such a 
tool. This includes a deeper clinical characterization of mood disorders, as well as 
opportunities for diagnosis and management. Finally, we debate implicated barriers 
and limitations, also discussing ethical concerns involved in the process.

 Digital Phenotyping Data

 Data Sources

Digital phenotyping utilizes multiple sources of information from personal devices, 
allowing a range of data that is commonly classified into active and passive data. 
The first are the ones actively provided by the patient, as through an internet search 
or answering questionnaires, while the latter relates to data capture without active 
involvement, requiring only user permission to access context data from their 
devices [2, 4].

Passive data constitutes the primary source of data for digital phenotyping, as it 
provides groundbreaking information on the daily life and mood of a patient. For 
instance, GPS data may demonstrate how the number of locations and the time 
spent in different places change over time and according to mood episodes. Data 
recorded on the accelerometer could further complement such information, quanti-
fying patterns of physical mobility and metabolic expenditure. Voice logs from 
embedded microphones may be used to detect vocal mood markers that signal mood 
episode symptoms, such as sadness and excitement. In its turn, registers from the 
very use of a smartphone constitute a valuable source of information. Screen on-of 
events could indicate anxiety, and patterns of sociability could be inferred from 
social network apps, SMS text messages, call logs, and the use of chat applications. 
Multimedia and material consumption could also provide clues on a person’s inter-
nal state, including music styles chosen from a streaming program, time spent 
binge-watching TV series, or the kind of products ordered from delivery apps. 
Additionally, physiological data, such as heart-rate index, can be collected by wear-
able devices and integrate the arsenal of clinical information.

When it comes to active data, users’ conscious participation is central to collec-
tion. While such methods do not carry the innovative essence of passive data 
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collection, they are a reliable source of complementary data to digital phenotyping, 
adding convergent validity to information granted from other means. The most evi-
dent examples are mental apps that obtain sequenced measures of symptoms by 
applying self-rated instruments, as is the case of MoodRhythm [5] and eMoods 
Bipolar Mood Tracker [6]. Both apps allow patients to self-report their mood status 
with daily subjective assessments through an electronic diary and include features to 
record medication use routine, sleep hours, and anxiety levels, to name a few. Such 
records can be shared with mental health professionals, aiding clinical monitoring.

 Data Processing

While passive data stream is massive, a series of steps in data processing is neces-
sary to allow for its analysis and gaining utility for mental health practices (see 
Fig. 3.1). As a first stage, data is collected from devices in its raw state, which is not 

Fig. 3.1 Overview of data 
processing in digital 
phenotyping
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informative by itself and needs to be processed into higher-level information [7]. 
Over this, pattern detection can finally occur and establish digital phenotyping, con-
sidered the applicable high-tier product of data processing.

First, raw data collection occurs from diverse sources. Mobile and wearable 
devices input data from sensors, location, keyboard, voice detector, social media, 
screen on-off events, and a wide range of human–device interactions. While this is 
the very basis of digital phenotyping, this first-level information is not intelligible 
unless otherwise transformed and contextualized. Logs from different sources are 
combined into progressively more comprehensible information [7]. For instance, 
data from sensors such as accelerometer, gyroscope, and heart-rate monitoring 
achieve meaning when converted to data on activity as stationary, walking, and run-
ning, which can be further processed into the metrics of “physical activity” [8]. 
Similarly, location logs must be understood through parameters such as places vis-
ited, distance traveled, or time spent at locations, which could be telling of “mobil-
ity.” In the same way, logs from calls, typing and chatting registers, or social media 
use can be quantified as “virtual sociability,” while microphone logs and Bluetooth 
encounters can inform “physical sociability.” When combining different sources, 
multimodal information can improve accuracy of the aforementioned categories, or 
even inform more complex ones as would be the case of “daily routine” [9]. While 
such data is by itself informative and usable in clinical scenarios, there is still a next 
layer of processing, where computational tools are employed to dig and combine 
data to detect mood and behavior patterns, establishing the digital phenotype [8].

 Digital Phenotyping as a Resource for Mood Disorders

For counting on a complete new set of variables collected in an instantaneous fash-
ion, digital phenotyping could broadly amplify the scope of data available for men-
tal health practice. Currently, clinical interviewing is the main tool to elicit 
information for psychiatry. While unreplaceable, it is restricted on time and is sub-
ject to intrinsic limitations, including selective recall, memory biases, and restricted 
capacity of tracking daily events. In its turn, digital phenotyping surpasses such 
constraints, allowing for a 24/7 monitoring of passively collected data with the 
potential to construct an unbiased and detailed picture of traditional and new param-
eters related to mental health. This way, it brings novel opportunities to characterize 
mood disorders, with possible applications in diagnosis, monitoring treatment, and 
tailoring interventions.

 As a Biomarker

Biomarkers are individual characteristics that can be quantified to indicate patho-
logical processes, including anatomic, biochemical, and physiological measures 
[10]. Recently, they included “digital biomarkers,” which refer to markers of 
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individual processes obtained through sensors and computational tools. Increasingly 
researched for use in mental health, it has the potential to facilitate diagnostic and 
prognostic measurements by offering a complementary approach for assessing 
mood disorders. They are especially promising as indicators of depressive and 
manic episodes, as the clinical features of such conditions include externalized 
behaviors that are likely to be captured through passive data collection, including 
increases or decreases in energy and movement levels and changes in sleep patterns 
or sociability [11].

Indeed, a few associations between digital markers and mood disorders are 
emerging in literature. For bipolar disorder, a report described that outgoing phone 
calls and SMS frequency were positively associated with manic episodes and that 
these same markers decreased during depressive episodes [12]. Another study cor-
roborates such findings, also describing a longer duration of voice calls during peri-
ods of mania and longer screen time during depression [13]. When it comes to 
major depressive disorder, a wider range of associations is established. In a 10-week 
cohort, data on GPS, accelerometer, microphone log, Wi-Fi activity, and device use 
informed metrics of speech duration, geospatial activity, and sleep duration, which 
were shown to correlate with depressive symptoms [14]. Data on actigraphic regis-
tration of people with major depression showed expressive reductions in motor 
activity when compared to controls [15]. A study reported an association between 
depression score and several metrics of cell phone use, including the total number 
of clicks on notifications, number of notifications clicked among the total received, 
and decision time between seeing a notification and clicking on it [16]. Using wear-
able and mobile devices, one report accurately predicted stress ratings using behav-
iors tracked throughout the day, such as the number of naps, hours spent studying, 
amount and duration of phone calls, phone screen time, and mobility patterns [17]. 
Another study obtained passive data on vocal characteristics, distance traveled, tex-
ting and call logs, and uncovered associations with depressive symptoms [18].

As readily available biomarkers of mood disorders, digital phenotyping holds the 
potential to enhance performance of risk scoring tools. Current depression risk cal-
culators usually involve two cuts of time and a limited set of predictor variables [19, 
20]. For instance, an adolescent depression calculator employs 11 social and demo-
graphic variables assessed at age 15 to estimate a future onset of adult depression at 
age 18, reaching above-chance predictive performance [21]. Other tools include 
analysis of neuroimage exams to enhance prediction, also achieving satisfactory 
accuracy [22, 23]. By using digital phenotyping, a wider array of variables could be 
integrated into calculators, potentially enhancing its predictive value. Additionally, 
such variables could constitute a more refined kind of data. For instance, sleep dura-
tion or activity level configures continuous information with more discrimination 
than binary variables usually included in such tools, as gender or history of drug 
use. Moreover, digital phenotyping captures variables on an ongoing, lively basis, 
and risk scoring would benefit from expanding the current limits of two time-point 
assessments.
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 As a Diagnosis Tool

Given digital phenotype can inform a series of biomarkers for mood disorders, it 
also holds the possibility of constituting diagnosis tools. As a first step, mental 
health apps could assist physicians by providing a collection of signs that are 
indicative of a mood episode, therefore auxiliating clinical decision. In this sense, 
listed symptoms could include social anhedonia, diminished activity, and altered 
sleep patterns, all of them susceptible to collection by mental health apps and pre-
dictors of mood disorders [9, 14, 15]. This symptom assessment would be poten-
tially more accurate than usually reached through clinical interviewing, as it would 
be devoid of recall and other memory biases that compromise traditional assess-
ments. Beyond that, a further step would involve processing such signs into high-
level information as mood and behavior patterns, providing an enhanced 
perspective of how a person’s mood evolved throughout time. In this sense, infor-
mation of the current period can be compared against previous patterns and esti-
mate the variation from a person’s baseline, which is a relevant quantification for 
ascertaining diagnosis. Similarly, an individual’s behavior could be situated in 
relation to the ones of other individuals, providing statistical information on how 
they differ from normative population and clinical data. By such means, it is 
expected that digital phenotyping could enhance detection of initial signs of a 
mood disorder, informing clinicians about early detection. This would be a signifi-
cant improvement for management of bipolar disorder, a condition for which diag-
nosis is frequently delayed [24].

While several possibilities are foreseen in diagnostic applications of digital phe-
notyping, some studies already report the use of digital data to establish diagnosis 
of mood disorders. For instance, psychomotor retardation in young people was 
assessed through smartphone typing patterns, which was used to inform a machine 
learning model that detected depressive tendency with an accuracy of up to 89% 
[25]. Another report processed smartphone location data into a measure of “normal-
ized entropy,” which takes into account the clusters of visited locations. Employing 
this higher-level information, a discriminatory performance of 86.5% was reached 
in identifying individuals with a score equal or greater than 5 in the Patients Health 
Questionnaire (PHQ-9) scale [26]. In another classification effort, a report using 
smartphones and smartwatches collected variables from light sensors, location, 
accelerometer, call logs, and social communication logs to track five indicators of 
depression, namely physical activity, mood, social activity, sleep, and food intake 
[27]. Then, a machine-learning model was built for automatic classification of 
depression in categories that ranged from absence to severe, achieving 96% accu-
racy. Additionally, a study with the Moodable app acquired data from voice records, 
browser history, GPS, phone calls, text messages, and social media activity logs to 
classify depressive symptoms using a machine-learning approach, reporting a score 
of 76.6% in the task [28].
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 Monitoring Treatment

Beyond assisting the diagnosis of mood disorders, the use of active and passive 
smartphone records could provide valuable information in treatment follow-up. 
Currently, measurement-based care is an evidence-based recommendation associ-
ated with better outcomes [29] and consists of employing sequenced measures of 
symptoms to inform decisions. Digital phenotyping could enhance this standard of 
care, as a range of lively collected objective parameters may facilitate closer moni-
toring of symptoms, adequating interventions accordingly [30]. In addition, the 
continuous monitoring of people with a diagnosis of a mood disorder offers an 
advantage over intervaled follow-up consultations, as it counts on potential to gauge 
early patterns of a relapse closer to the instants they occur. For instance, sleep dis-
turbances are known prodromes of mania [31] and are prone to close monitoring 
using digital applications. Furthermore, monitoring side effects is often challenging 
for mental health professionals, as there are plenty of possible manifestations that 
evolve insidiously and pose issues to be quantified. In this direction, mental health 
tools could keep track of how such symptoms evolve over a period of time and com-
pare to retrospective assessment. For instance, data on activity could inform drowsi-
ness or insomnia, and data from sociability could inform a diminished sexual 
interest.

A few initiatives are already setting the ground for monitoring mood disorders 
with digital phenotyping, mainly on predicting phase switch in bipolar disorder. 
Using inertial sensors and GPS, a smartphone application monitored mobility traces 
of 12 patients with a diagnosis of bipolar disorder over a period of 1000 days [32]. 
It was able to detect changes in depressive and manic state with up to 96% accuracy. 
Another initiative combined voice and motor data from smartphone sensors in a 
12-week follow-up of participants with bipolar disorder, being able to automatically 
predict relapse with over 80% of accuracy [33]. Yet another study showed that it is 
possible to discriminate depressive, euthymic, and manic phases using a collection 
of passively collected data, including the duration that screen is on, number and 
duration of phone calls, number of missed phone calls, cell tower ID changes, and 
number of characters in text messages [13].

 Tailored-Treatment Delivery

By having a “high-resolution” view into human behavior, digital phenotyping may 
also identify opportunities to tailor interventions according to each individual. We 
saw that digital information such as decrease in physical activity [15], changes in 
speech duration [14], and patterns of cell phone use [16] can be markers of mood 
episodes. In digital phenotyping, this information is detected in an instantaneous 
fashion, and then tools could identify early signs of disorders and deliver context- 
sensitive care. For instance, early changes in the sleep-wake cycle may predict a 
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depressive episode [34], and their detection could allow for prompt interventions 
such as enhancing sleep hygiene. When monitoring depressive symptoms, a wors-
ening of parameters in the app could check treatment adherence (“you may be expe-
riencing early signs of depressive relapse, are you regularly taking your 
medications?”) or launch behavior activation messages (“consider seeing your 
friends or engaging in leisure activities”). Noteworthy, applications featuring medi-
cation reminders already suggest benefits for adherence to treatment with antide-
pressants [35], and such results could be further developed by digital phenotyping 
resources. Beyond predicting early signs of disease, pattern detection could provide 
more detailed information on symptom specificities for each patient and then per-
sonalize interventions accordingly. For instance, detecting days and times when 
anxiety is more intense could permit adjusting medication to cover such periods. 
Similarly, recognizing patterns of how anxiety evolves throughout the day could 
launch a relaxation technique reminder just before anxiety builds up, approaching 
symptoms in their most manageable stage.

Again, a few initiatives already apply principles of digital phenotyping in tailor-
ing interventions. A Mobile Sensing and Support application aimed to monitor 
behavior of individuals with high depression levels in order to deliver personalized 
intervention [36]. Data collected included general activity, walking time, time at 
home, phone usage, number of calls and text messages, and quantity of calendar 
events, which informed the adjustment of nearly 80 cognitive-behavior personal-
ized interventions such as social, relaxation, thoughtfulness, and physical activity 
exercises. For participants with a strong app adherence, a significant reduction in 
PHQ-9 scores was observed. Similarly, the Mobilyze app delivered a 8 week multi-
modal intervention for depression [37]. Cell phone sensors provided passively 
acquired data used to inform participants’ level of mood. Then, a treatment based on 
behavioral activation strategy employed context-aware automatic monitoring to 
identify mood states and suggest coping strategies. When difficulties and obstacles 
to completing tasks were detected, users received tips on dealing with them. 
Throughout the experiment, anxiety and depression symptoms significantly reduced.

 Addressing Special Populations

While digital phenotyping could enhance mental health delivery for the general 
public, it also brings an opportunity to address special populations for which mental 
health assistance is generally suboptimal. To begin with, children and adolescents 
often present difficulties in reporting clinical information during medical appoint-
ments, and treatment is informed using secondhand information by teachers and 
parents. Similarly, people with speech disability, intellectual deficiency, and demen-
tia can also encounter barriers in identifying, recalling, or communicating clinical 
information. In a different sense, language barriers are encountered by immigrants, 
refugees, and travelers when receiving mental health assistance in countries of an 
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unspoken idiom. For all these publics, digital phenotyping could elicit valuable 
information and facilitate assistance, presenting an assessment of mood mental 
health professionals. Moreover, under-resourced countries and remote areas are 
generally unaddressed by scientific research, as most data collection and observa-
tional studies on mental health are conducted in middle to high income countries 
[38]. By facilitating data collection, digital phenotyping could facilitate research in 
such locations, bridging academic gaps.

A few initiatives are working in this direction and support the feasibility of such 
ideas. For instance, an enactment experiment showed that anxiety of people with 
dementia could be detected using physiological data collected by a wearable moni-
tor [39], and a recent systematic review focused on elderly and dependent people 
and summarized studies using sensor-based datasets for recognizing human activity, 
mostly showing satisfactory accuracy [40]. For instance, a study using a wrist device 
evaluated depression among the elderly [41]. Compared with health controls, an 
association with decreased patterns of physical activity is described, mainly during 
the morning and afternoon.

 Limitations

As an experimental area in the edge of research, digital phenotyping faces a series 
of barriers in its development. A first challenge arrives from the necessity to manage 
massive amounts of continuously captured data. Transferring and storing this data 
requires hardware capacity, and it is necessary to consider that much of this data 
will be irrelevant for detecting mood patterns. In this sense, the main issue lies in 
data mining, i.e., to select through large datasets to find an exception that signals a 
change in behavior pattern. As a second barrier, the interindividual variability in 
smartphone use imposes challenges to analysis [42]. There are considerable differ-
ences on how individuals use their devices, including time and places. For instance, 
many people turn off their phones at night or leave them away during recreational 
times, and then relevant events will be undetected, causing certain signals to be lost. 
Conversely, some people might have opposite patterns, such as increased use at 
night or during celebrations, which might input biased information on algorithms. 
In this sense, differences are also expected on how people experiencing mood epi-
sodes relate to their smartphones. To say, a depressed person might both increase or 
decrease screen time depending on individual factors. Tools need to embrace such 
interindividual variability without causing significant losses of accuracy when 
detecting patterns. To deal with these issues, big data and machine-learning tech-
niques stand out as possible solutions [43, 44]. Big data involves strategies to deal 
with large volumes of data collected at high-stream rate, making it accessible for 
further analysis [45]. In its turn, machine learning is a form of analytics to deal with 
big data that utilizes computational strategies with artificial intelligence to uncover 
patterns and associations [44]. While some initiatives already employ such 
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techniques to find associations on mood disorders using digital devices [25, 27, 28], 
broadening its use may involve an enhanced necessity of data processing [44]. This 
raises concerns on the necessity of high-tech alternatives that might not be widely 
available for the general public, restricting digital phenotyping to specific groups.

 Ethical Issues

A promising field for mental health science, the applications of digital phenotyping 
to mood disorders are not devoid of ethical issues. Patient and participant privacy is 
of utmost importance in clinical and research settings and may be particularly trou-
blesome in mental health applications. As digital phenotypes involve the use of 
personal data flowing across multiple platforms, a significant worry arises over its 
misuse, which could include branding products through personalized ads to impact 
consumption on a vulnerable population, or providing private information on men-
tal health of participants to third parties. While most of these issues are debated in 
anticipation, such worries are founded on solid basis. Studies indicate that most 
mental health apps on the market do not follow clinical and ethical guidelines, as 
many applications do not respect the privacy of personal health information and 
often the patients’ data are traded [46]. An analysis of privacy policies from 183 
apps in the Apple iTunes Store and the Google Play Store revealed that they were 
absent for 66.1% of apps and had significant flaws in transparency when present 
[47]. Furthermore, these mental health technologies have not yet been properly 
regulated by standardized regulatory means. In the USA, there is no federal regula-
tion on mobile app research or a standard regulation over the collection and use of 
data [48, 49]. Perhaps for those reasons we notice a lack of confidence in public 
opinion, as only 8% of users are willing to share their health data with technology 
companies [46].

To ensure privacy and public trust, mental health apps must comply with a series 
of requisites which should be warranted by regulation. Mental health apps must be 
aware of where the data go, what happens to it, and which security vulnerabilities 
might exist [50]. Therefore, protection of all stages of data collection and analysis 
must be guaranteed by law. In this direction, state privacy laws are emerging in the 
field. For instance, the European Union’s General Data Protection Regulation 
(GDPR) is considered a robust privacy and security law [50]. It defines a number of 
legal terms covering the use of personal data and data processing, determining prin-
ciples such as a lawful, fair, and transparent processing of data that must be used for 
legitimate and previously specified purposes. While regulation may protect clients, 
there is also some concern that digital apps may be exposed to multiple legal juris-
dictions, as tools may be available to people from different states or countries [48]. 
While this could impose difficulties in complying with distinct local law, interna-
tional agreements could set a common ground on regulatory internet law.
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 Conclusion

Digital phenotyping is an expected future that could enhance clinical characteriza-
tion and treatment delivery for mood disorders. A few initiatives already feature 
digital phenotyping resources in approaching mental health care, demonstrating its 
feasibility. Using smartphone data, biomarkers of mood disorders were identified, 
including motor activity, voice call patterns, and screen time. Furthermore, some 
apps used digital data to perform accurate diagnosis of major depression disorder or 
to successfully monitor phase switch on participants with bipolar disorder. Similarly, 
a few tools captured context-sensitive information and tailored behavior interven-
tion to best suit individual specificity, achieving clinical improvement. Currently at 
its initial steps, several possibilities are foreseen as digital phenotyping develops 
and disseminates. For potentially capturing a 24/7 accurate picture of mood pat-
terns, novel standards of care are expected on informing early diagnosis and close 
monitoring symptoms of patients. Notwithstanding, ethical issues also surround the 
field, with utmost attention to privacy concerns that are yet to be addressed by regu-
latory law.
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Chapter 4
Mental Health Assessment via Internet: 
The Psychometrics in the Digital Era

Jéferson Ferraz Goularte and Adriane Ribeiro Rosa

 Introduction

Mental health assessment is a critical step in the clinical practice and research guid-
ing the treatment and follow-up of patients by clinicians. So far, much of the tools 
utilized for screening and diagnosis have been paper-and-pencil assessments to 
evaluate psychopathology of several mental disorders such as depression, anxiety 
disorders, bipolar disorder, and schizophrenia. As the need to easily handle informa-
tion about the patient’s psychiatric symptoms has increased over time, the paper- 
and- pencil instruments have been transformed into digital questionnaires and used 
in different digital formats to assess mental health. Recently, there was a high num-
ber of mobile phone mental health assessment applications (apps) available on plat-
forms such as Google Play (Android) and iPlay (iOS) accessible to anyone with a 
smartphone or tablet. Mobile health (mHealth) is a promising field available to 
clinicians and patients from distinct areas of medicine including psychiatry. In this 

J. F. Goularte 
Laboratory of Molecular Psychiatry, Hospital Clinic of Porto Alegre, Porto Alegre, RS, Brazil 

Postgraduate Program in Psychiatry and Behavioral Sciences, University Federal of Rio 
Grande do Sul, Porto Alegre, RS, Brazil
e-mail: jefgoularte@hcpa.edu.br 

A. R. Rosa (*) 
Laboratory of Molecular Psychiatry, Hospital Clinic of Porto Alegre, Porto Alegre, RS, Brazil 

Postgraduate Program in Psychiatry and Behavioral Sciences, University Federal of Rio 
Grande do Sul, Porto Alegre, RS, Brazil 

Department of Pharmacology, Institute of Basic Health Sciences, University Federal of Rio 
Grande do Sul, Porto Alegre, RS, Brazil

© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2023
I. C. Passos et al. (eds.), Digital Mental Health, 
https://doi.org/10.1007/978-3-031-10698-9_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10698-9_4&domain=pdf
mailto:jefgoularte@hcpa.edu.br
https://doi.org/10.1007/978-3-031-10698-9_4


50

chapter, we review the current literature regarding the psychometric properties of 
the self-reported digital instruments used for screening, diagnosis, symptoms, and 
treatment response of mental illness. When available, the paper-and-pencil ques-
tionnaires are compared to its transformed digital version. In addition, we discuss 
the potential and limitations of mHealth in the assessment of mental disorders.

 Psychometrics: A Brief Overview

There are several psychological scales available that are able to assess aspects of 
human behavior such as personality traits, thoughts, memory, cognition, mood, and 
motivation. However, all scales used to measure these psychological characteristics 
must be meaningful and reliable. The science that analyzes the basic principles of 
psychological scales is known as psychometrics [1] and deals with the validity and 
reliability of instruments that measure some hypothetical construct (for example, 
depression, anxiety, self-esteem, intelligence, etc.).

When we say that a scale is valid, we are referring to the degree of an instrument 
that explains the behavior that is intended to be measured. According to the 
Standards for Educational and Psychological Testing, “validity refers to the degree 
to which evidence and theory support the interpretations of scale scores for pro-
posed uses of scales. Validity is, therefore, the most fundamental consideration in 
developing and evaluating instruments” [2]. Furthermore, in case an already devel-
oped scale is transformed from paper-and-pencil format to digital format (web page, 
computer software, and mobile application), there are some steps necessary to 
assess whether the two formats are equivalent, such as some problems they may 
arise from differences in the visual presentation of the items and the environment in 
which the assessment was carried out [3]. Thus, studies that assess psychometric 
equivalence in different formats of a scale (e.g., paper vs. digital) are needed to 
ensure that both instruments measure the same construct.

In terms of psychometric properties, there are objective ways to analyze the 
validity and reliability of an instrument based on the contemporary view that con-
struct validity is the essential concept of validity. In this sense, construct validity is 
the degree to which an instrument score represents or can be interpreted as reflect-
ing a psychological construct (e.g., anxiety, depression, self-esteem, motivation, 
etc.). According to some authors, the validity of an instrument can be assessed by 
types of evidence, such as content validity (face validity), the internal structure of 
the scale or reliability (internal consistency and test-rest), construct validity (con-
vergent validity and discriminant validity), and criterion validity (concurrent and 
predictive validity) [4]. Thus, validity is a unitary concept and those types of evi-
dence taken together add information about the scale validity.
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 Content Validity

The content validity refers to the items or questions of a scale and the content that 
would be expected in this instrument to measure a specific construct. The items of 
an instrument must include all relevant facets of the construct; otherwise, this instru-
ment may have irrelevant content of the construct (question or items) and reduce 
validity. For example, an instrument to measure occupational functioning includes 
some questions relating to the ability to work, or looking for a job, or the ability to 
take care of one’s home on their own [5]. However, if the instrument had included 
questions about work preferences or house cleaning skills, they would likely be 
irrelevant items for measuring occupational functioning and would not reproduce 
the functioning construct. In addition, the construct facets should be composed of as 
many questions or items as possible that represent the construct to avoid reduced 
validity by under-representation of the construct.

Another important aspect in assessing the content validity of a scale, especially 
in the process of developing a new one or translating it into different languages, is 
face validity [4]. Face validity deals with how the respondent perceives the items of 
an instrument as relevant to measure the construct under study. For example, 
Mustafa et al. [6] translated and adapted the mHealth App Usability Questionnaire 
(M-MAUQ) into Malay, an app that aims to assess the usability of mobile apps and 
measure face validity by comparing expert scores and target user opinions on the 
understandability of the translated M-MAUQ items. In this example, all items had 
an excellent level of agreement (modified kappa >0.75) with a mean face validity 
index for 18 items (understandability = 0.961), indicating equivalence of face valid-
ity with the original version.

 The Internal Structure of the Scale

The internal structure of the test is another important aspect while analyzing the 
validity of a new instrument. The internal structure refers to the items (or questions) 
in a scale and how they are related to each other to form one or more clusters that 
reflect the construct intended to be measured. Usually, items that strongly correlate 
with some items but weakly correlated with other items form clusters, indicating 
more than one domain is being measured. This is particularly useful to understand 
if the scale allows the assessment of a global measure or specific domains of the 
construct. Therefore, if a test was developed to have one dimension and the factor 
analysis shows a good correlation between items, there is good evidence that the 
internal structure predicted was achieved [7]. The internal structure of scales is 
commonly measured by means of factorial analysis (exploratory or confirmatory 
factor analysis) or principal component analysis.
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 Internal Consistency Reliability

Internal consistency reliability assesses the degree to which questions on an instru-
ment measure the same underlying concept. It can be used to determine the consis-
tency of instrument score when it is applied at once or across replications of the 
same test. When the test–retest approach has been applied the analysis of scores in 
distinct periods of time may be assessed by correlation analysis, while coefficient 
alpha or Cronbach’s alpha may be used when the instrument was applied once [1, 2, 
8]. Furthermore, the reliability of a score can be estimated empirically by its reli-
ability coefficient, generalizability coefficient, item response theory (IRT) informa-
tion functions, standard errors, error/tolerance ratios, or various indices of 
classification consistency [2]. Based on the classical test theory (CCT), the reliabil-
ity coefficients are estimated by statistical analysis of internal consistency.

In general, reliability can be considered as strong or weak as there is no score that 
represents a 100% reliablility. Keeping that in mind, and according to CTT, the reli-
ability coefficient of a score ranges from 0 to 1, with 0 indicating no evidence of 
reliability and 1 a perfect measure of reliability. As the CTT takes into account 
observed scores, true scores, and measurement error, a score with a reliability coef-
ficient of 0.70 would indicate that 70% of the score is actually measuring a true 
score of a construct and 30% of the score is a measuring error of any source [2]. 
According to some authors, a reliability coefficient >0.70 means a satisfactory level 
of reliability [8].

 Construct Validity (Convergent Validity 
and Discriminant Validity)

 Convergent Validity

Convergent validity refers to a construct measured in different ways that produce 
similar results. Specifically, it is the degree to which scores on a studied instrument 
are related to measures of other constructs that can be expected on theoretical 
grounds to be close to the one tapped into by this instrument. Evidence of conver-
gent validity of a construct can be provided by the extent to which the newly devel-
oped scale correlates highly with other variables designed to measure the same 
construct. Therefore, if the score of the newly developed scale is highly correlated 
with another scale that measures the same construct, we conclude there is some 
level of convergent validity [4].
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 Discriminant Validity

Discriminant validity refers to a measure that is novel and not simply a reflection of 
some other construct [4]. In other words, it is the degree to which the scores of a 
studied instrument are differentiated from the behavioral manifestations of other 
constructs, which, from a theoretical point of view, cannot be related to the underly-
ing construct of the investigated instrument [4]. For instance, González-Robles 
et al. [9] studied the psychometric properties of the online version of the Overall 
Anxiety Severity and Impairment Scale (OASIS) among Spanish patients with anxi-
ety and depressive disorders, including discriminant validity. In this study, correla-
tion of OASIS with the Positive and Negative Affect Schedule-Positive Affect was 
not as high (r = −0.40, p < 0.01) as for Beck Anxiety Inventory (BAI, r = 0.61, 
p < 0.01), suggesting OASIS maintained the property to evaluate symptom of anxi-
ety and not positive affect.

 Criterion Validity (Concurrent and Predictive Validity)

In addition to what has been mentioned so far, the other relevant aspects of validity 
are concurrent validity and predictive validity [4].

Concurrent validity refers to the relationship between the scores of two instru-
ments measuring the same construct taken at the same time, usually the new instru-
ment compared to another “gold standard” for the construct of interest. For example, 
the BDI score of depression delivered through the ReMAP app showed good cor-
relation with “gold standard” clinician-rated depression severity using the HDRS in 
a subset of the sample (r = 0.78), suggesting evidence of concurrent validity [10].

Contrary to concurrent validity, predictive validity is the extent to which a mea-
sure predicts the answers to some other question or a result to which it ought to be 
related with, i.e., the scale should be able to predict a behavior in the future [4]. For 
instance, the online version of the Dutch Penn State Worry Questionnaire (PSWQ), 
a self-reported assessment of pathological worry, had their predictive validity esti-
mated by relationship with worry frequency and worry duration variables [11]. In 
this study, score of PSWQ was significantly associated with the total time spent 
worrying during the day (r(187)  =  0.446, p  <  0.001) and during the night time 
(r(187) = 0.324, p < 0.001), as well as with the frequency of worry episodes during 
the day (r(187) = 0.418, p  < 0.001), and during the night time (r(187) = 0.310, 
p < 0.001), suggesting that worry frequency and worry duration were predicted by 
PSWQ scores.
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 The Psychological Process Used in the Scale Responses

The psychological process used in the test responses deals with the cognitive pro-
cess that a respondent uses while answering a test and the cognitive process they 
should use to answer the test [1, 2]. This is an important step in assessing the valida-
tion degree of a measure as any deviation of expected process to answer a test can 
affect the test score beyond the intended purpose of the test. Some authors exempli-
fied the issue of process used in a test when test takers used more than cognitive 
attentional resources to answer a word task [1]. In this example, the scores were 
inflated because one group did not follow the rules and the scores did not show 
strong evidence of validity.

 Consequences of Using Test

The consequences of using the test deal with sources of bias and useful application 
of scores when making decisions, affecting the degree of validity of the construct 
measure and their intended use. For example, men who take the test score higher 
than women on a screening for depression and, for that result, are referred to see a 
psychiatrist. However, there are some concerns that the test items were not truly 
gender balanced and therefore male was given priority in the consultation. In this 
hypothetical scenario, construct validity is impaired, as scores can be biased and 
result in adverse consequences for test participants. Typically, most instrument 
comparisons in clinical practice do not assess this aspect of construct validity.

In sum, we must give an overview of the main components of the psychometric 
properties commonly used by researchers to assess the validity and reliability of 
scales when they are developed or for existing instruments that are transformed into 
digital format, mainly for the purpose of helping the reader in the following sec-
tions. However, it is beyond the scope of this section to discuss Item Response 
Theory (IRT) as another method for evaluating measurement at scale. For this, we 
suggest readers to read [12] as a starting point. Finally, we have chosen examples to 
clarify most definitions of validity, although we cannot guarantee that the results 
given in the examples are in fact a confirmation of validity, as validity is a matter of 
degree rather than a matter of yes/no.

 Psychometric of Mental Health Instruments: 
Paper-and- Pencil Versus Digital Formats

With the widespread use of the internet in the 1990s, the assessment of mental dis-
orders started a new era of digital assessments through computer-based assessment, 
internet web page assessments, and more recently by mobile apps through 
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smartphone or tablets [7, 13, 14]. While in the previous section we discussed the 
main steps to consider when assessing the validation of new instruments in psychia-
try, here we describe the process that must be followed for those instruments to be 
transformed from paper-and-pencil format to digital versions.

While the instruments available in digital format cover a broad range of mental 
illnesses [15], there are some concerns that psychometrics of the digital format may 
not be the same as the original paper-and-pencil format and can affect, to some 
extent, the validity and reliability of the scores measured [16]. For instance, the 
assessment of mild cognitive impairment by the Cambridge University Pen to 
Digital Equivalence assessment (CUPDE) showed significant differences in reli-
ability and validity of scores to its paper-and-pencil version Saint Louis University 
Mental Status examination (SLUMS) [17], even after change from web-based to 
app-based interface/layout [18]. In addition, the assessment of anxiety in patients 
with panic disorder by the internet-based BDI questionnaire showed significant dif-
ference in means scores, with lower scores observed in the internet version com-
pared to pen and paper assessment [19]. Furthermore, not all studies assessing 
psychological symptoms by mobile apps have been validated suggesting that more 
studies are needed to analyze the equivalence between instruments [16].

In this sense, the equivalence of different formats of instruments used in psychia-
try has been reviewed by some studies [7, 13, 14] considering some aspects of valid-
ity and reliability. According to van Ballegooijen et al. [13] the equivalence between 
distinct formats should be assessed by the same steps used in the validity and reli-
ability studies of newly developed scale. Therefore, the following tests should be 
considered in order to examine equivalence between formats: internal consistency, 
test-retest reliability, measurement error, internal structure and model fit or explained 
variance, correlation between the two instruments, difference in mean scores 
between online and paper versions and criterion validity in terms of sensitivity and 
specificity (for the optimal cut-off point). Likewise, another systematic review [7] 
highlighted the importance of performing test-retest reliability, internal consistency, 
and mean differences between instruments, including the effect size test.

Furthermore, there is some evidence that respondent’s perception of the ques-
tions delivered should be taken into account and may produce evidence of face 
validity. For instance, participants reported preference for single items instead of 
multiple items per web page when they answered instruments such as Beck 
Depression Inventory (BDI), Beck Anxiety Inventory (BAI), Quality of Life Index 
(QOLI), and Montgomery-Åsberg Depression Rating Scale (MADRS) [20]. It is 
also important to consider the respondent perception of the digital layout along with 
functionality, navigation, personalization, and appearance of a mobile app [21].

In sum, all those aspects might influence the way that respondents answer ques-
tions, thus affecting the validity and reliability of the instrument. Thus, instruments 
that assess psychological symptoms need further validation study when the original 
format is adapted to digital devices, including original paper-and-pencil versions 
transformed to computer-based instruments, web page instruments, and mobile 
applications. In the tables below, we summarize psychometric properties (i.e., face 
validity, discriminant validity, concurrent validity, internal consistency, intraclass 
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correlation coefficients (ICC), correlation, and mean scores comparisons) of some 
digital instruments based on pen and paper scales commonly used to measure symp-
toms in the field of psychiatry.

 Online Web Page Self-Reported Questionnaires

The online web page includes any platform accessed over the Internet using a 
browser. This digital format requires an Internet connection and a mouse, keyboard, 
or fingertip as devices to navigate and select web page content. In the field of mental 
health, few studies have compared the equivalence of an online web page with pen 
and paper [7, 13]. Overall, online and pen and paper versions have been compared 
in terms of correlation between scores, comparing score’s mean, effect size of dif-
ferences, internal consistency, convergent validity and criterion validity [13] (see 
Table 4.1). For example, instruments that assess symptoms of anxiety have shown 

Table 4.1 Psychometric properties of instruments to assess self-reported symptoms of depression 
and anxiety in online web pages

Study Instrument
Format 
correlationa

Means (SD)

Format 
difference

Test–retest 
reliabilityb

Internal 
consistencyb

(Cronbach’s 
alpha)PnP Digital

Depression

Brock et al. 
[3]

CES-D N/a 12.00 
(7.09)

12.17 
(7.75)

N.s. ICC = 0.84 N/a

Bush et al. 
[22]

PHQ-9 ICC = 0.92 5.9 
(5.6)

5.1 
(4.9)

N.s.c N/a 0.85

Carlbring 
et al. [19]

BDI-II r = 0.94 17.52 18.01 F = 6.3, 
p < 0.05, 
d = 0.27d

N/a 0.88/0.89

MADRS-S r = 0.91 16.69 
(7.4)

16.42 
(7.1)

N.s. N/a 0.82/0.83

17.11 
(9.4)

16.79 
(8.3)

Fortson 
et al. [23]

CES-D N/a 13.81 
(8.89)e

12.34 
(8.59)e

N.s. N/a 0.88/0.89

Fortson 
et al. [23]

CES-D N/a 13.81 
(8.89)e

12.34 
(8.59)e

N.s. N/a 0.88/0.89

Holländare 
et al. [29]

BDI-II r = 0.89 30.55 
(10.72)

29.68 
(10.07)

N.s. N/a 0.87/0.89

MADRS-S r = 0.84 24.43 
(6.97)

23.79 
(7.98)

N.s. N/a 0.73/0.81

Herrero and 
Meneses 
[30]

CESD-7 N/a 11.85 
(3.78)

11.57 
(3.79)

N.s. N/a 0.82
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Table 4.1 (continued)

Study Instrument
Format 
correlationa

Means (SD)

Format 
difference

Test–retest 
reliabilityb

Internal 
consistencyb

(Cronbach’s 
alpha)PnP Digital

Thorén et al. 
[31]

HADS r = 0.67 7.3 
(5.9)

6.6 
(5.4)

N.s. 
subscales.

N/a 0.85

Whitehead 
[27]

HADS- 
depression

N/a 3.24 
(3.05)

3.52 
(3.04)

N.s. N/a 0.76

Yu and Yu 
[32]

CES-D N/a 12.14 
(8.02)

11.03 
(7.87)

t = 2.39, 
p = 0.02c

N/a N/a

Zimmerman 
and 
Martinez 
[33]

CUDOS ICC = 0.96 20.0 
(14.6)

20.6 
(13.9)

N.s. N/a 0.93

Anxiety

Brock et al. 
[3]

BAI N/a 8.55 
(6.87)

6.21 
(6.42)

N.s. ICC = 0.84 >0.70

9.08 
(8.72)

9.43 
(6.96)

Carlbring 
et al. [19]

BAI r = 0.84 22.62 19.63 F = 82.2, 
p < 0.01, 
d = 0.98d

N/a 0.88/0.91

Hirai et al. 
[34]

SIAS N/a 20.5 
(12.39)

20.0 
(13.23)

N.s. N/a 0.93

SPS N/a 15.6 
(10.68)

16.4 
(12.66)

N.s. N/a 0.93

Whitehead 
[27]

HADS- 
anxiety

N/a 6.31 
(3.72)

6.39 
(3.68)

N.s. N/a 0.80

This table has been adapted from ©Sven Alfonsson, Pernilla Maathz, Timo Hursti. Originally 
published in the Journal of Medical Internet Research (http://www.jmir.org), 03.12.2014. This is 
an open-access article distributed under the terms of the Creative Commons Attribution License 
(http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and 
reproduction in any medium, provided the original work, first published in the Journal of Medical 
Internet Research, is properly cited. Note: Results are shown for total sample in studies with many 
groups. PnP pen and paper, N.s. non-significant, N/a not available, CES-D Center for 
Epidemiological Studies Depression, PHQ-9 Patient Health Questionnaire-9, BDI-II Beck 
Depression Inventory-II, MADRS-S Montgomery–Asberg Depression Rating Scale-Self-report, 
CESD-7 Center for Epidemiologic Studies Depression scale-7, HADS Hospital Anxiety and 
Depression Scale, HADS-Depression Hospital Anxiety and Depression Scale-Depression, CUDOS 
Clinically Useful Depression Outcome Scale, BAI Beck Anxiety Inventory, SIAS Social Interaction 
Anxiety Scale, SPS Social Phobia Scale, HADS-Anxiety Hospital Anxiety and Depression 
Scale-Anxiety
a ICC = Intraclass Correlation and r = Pearson’s r
b Digital version
c t-tests conducted and interpreted by ref. [7] based on values from original article
d Effect sizes calculated by ref. [7] based on values from the original article
e Mean score calculated and standard deviation estimated by ref. [7] based on values from the 
original article
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good degrees of reliability (Table 4.1). However, the Beck Anxiety Inventory (BAI) 
assessed online showed a remarkable difference in terms of average compared to the 
paper-and-pencil version.

In general, instruments that assess post-traumatic stress disorder had a good level 
of reliability when delivered in web page format compared to their pen and paper 
instrument counterpart. For example, means scores of the PTSD Check List–
Civilian Version (PCL-C), Trauma Symptom Screen Frequency (TSS Frequency), 
Trauma Symptom Screen Distress (TSS Distress), and Traumatic Life Events 
Questionnaire (TLEQ) were similar to pen and paper version [7]. In addition, all 
showed format correlation (ICC and/or r > 0.65) with pen and paper and internal 
consistency >0.80 in the web page format [22–24].

As for other measures summarized so far, questionnaires that assessed self- 
reported symptoms of panic disorders (Body Sensations Questionnaire, BSQ; 
Agoraphobic Cognitions Questionnaire, ACQ; Mobile Inventory Accompanied, MI 
Accompanied; Mobile Inventory Alone, MI Alone) showed a good reliability, with 
format correlation (ICC or r > 0.90) with pen and paper and high internal consis-
tency (Cronbach’s alpha >0.9) [19, 25]. However, assessment of web page means 
scores showed that BSQ, ACQ, and MI alone might slightly differ from pen and 
paper score [7]. Even though the results are informative, researchers have to con-
sider such differences when transforming the pen and paper format to web page 
format of those instruments.

The instruments used to measure perceived physical and mental health had not 
performed well in web page format. For instance, there were some differences in 
scores on subscales of General Health Questionnaire-28 (GHQ-28) and Symptom 
Checklist 90 Revised (SCL-90-R) [7], indicating the scores of subscales might not 
be consistent with the pen and paper versions. However, format correlation (GHQ-28 
r = 0.49–0.92; SCL-90-R r = 0.74–0.96) and internal consistency (Cronbach’s alpha 
>0.90) showed some evidence of validity [26]. Other scales such as the Short Form 
[12] Health Survey Version Two (SF12V2) had similar scores compared to paper- 
and- pencil version [7] with moderate to good internal consistency (Cronbach’s 
alpha of 0.68) [27]. Thus, researchers should use GHQ-28 and SCL-90-R with cau-
tion regarding scores of subscales, while SF12V2 might be a good alternative to 
assess the physical and mental health construct.

The instruments to assess self-reported drug abuse had shown a good level of 
evidence of reliability. For example, the Alcohol Dependence Scale (ADS), the 
Alcohol Use Disorder Identification Test (AUDIT), the Rutgers Alcohol Problem 
Index 1  month (RAPI 1  month), the Rutgers Alcohol Problem Index 6  months 
(RAPI 6 months), and the Rutgers Alcohol Problem Index 1 year (RAPI 1 year), all 
showed equivalence of means scores to pen and paper versions [7]. In addition, all 
performed very well regarding test-retest reliability (r = >0.78) [28].

The only instrument analyzed by Alfonsson et  al. [7] to assess symptoms of 
insomnia, the ISI, showed a good reliability compared to the pen and paper version. 
For instance, analysis showed format correlation of 0.99/98 and internal consistency 
of 0.61/0.88 [20], with identical mean scores in paper and pen (15.86 ± 3.80) com-
pared to online version (16.00 ± 3.87) when compared by statistical analysis [7].
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Altogether, there is a good level of evidence that instruments that assess a wide 
range of psychological symptoms by online web pages maintain equivalence with 
pen and paper measurements, except for a few subscales that assess panic symptoms 
(BSQ and ACQ, with lower and upper marginal scores, respectively, compared to 
pen and paper format) and physical and mental health (SCL-90-R and GHQ-28) 
which showed some differences in mean scores.

 Computer-Based Instruments

Computerized self-report instruments are digital versions of pen and paper ques-
tionnaires delivered through desktop software [35] instead of a web page accessed 
through the internet. For instance, the PHQ-9 and BDI-II were part of a computer-
based therapy design to improve symptoms of depression delivered by a flash drive 
on a designated computer onsite in an outpatient clinic [36]. The assessment of 
mental health by computer-based instruments also covers a broad range of self-
reported symptoms, including depression and anxiety (Table 4.2).

In the assessment of depression, the BDI was studied by four independent authors 
[35, 37–39], with a good reliability (Table 4.2). For the assessment of reliability 

Table 4.2 Psychometric properties of instruments to assess self-reported symptoms of depression 
and anxiety in computer-based studies

Study Instrument
Format 
correlationa

Means (SD)

Format 
difference

Test–retest 
reliabilityb

Internal 
consistencyb

(Cronbach’s 
alpha)PnP Digital

Depression

George et al. 
[37]

BDI N/a 6.02 
(5.17)

8.21 
(4.69)

t = 2.18, 
p < 0.05, 
d = 0.44c

N/a N/a

Glaze and 
Cox [43]

EPDS r = 0.98 13.34 
(7.60)d

13.59 
(7.75)d

N.s.e N/a N/a

Kurt et al. 
[44]

GDS-15 r = 0.72/0.83 17.68 
(2.48)d

17.59 
(2.38)d

N.s.e r = 0.70 N/a

CESD-R  
20

r = 0.61/0.74 10.19 
(14.11)d

10.59 
(10.85)d

N.s.e r = 0.85 N/a

Lankford 
et al. [38]

BDI N/a 5.72 
(3.83)

6.32 
(4.34)

N.s. effect 
of format

N/a N/a

Lukin et al. 
[39]

BDI N/a 7.68 
(5.88)

7.67 
(5.84)

N.s. N.s. effect 
of time.

N/a

Murrelle 
et al. [42]

CES-D r = 0.54 N/a N/a N/a N/a N/a

Ogles et al. 
[45]

CES-D r = 0.96 N/a N/a N/a N/a 0.91

(continued)
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Table 4.2 (continued)

Study Instrument
Format 
correlationa

Means (SD)

Format 
difference

Test–retest 
reliabilityb

Internal 
consistencyb

(Cronbach’s 
alpha)PnP Digital

Schulenberg 
and 
Yutrzenka 
[46]

BDI-II r = 0.98 8.83 
(6.80)

10.09 
(9.08)

N.s. N/a 0.91

Anxiety

George et al. 
[37]

STAI-S N/a 34.88 
(7.03)

38.69 
(9.61)

t = 2.23, 
p < 0.05, 
d = 0.45c

N/a N/a

Lukin et al. 
[39]

STAI-T N/a 46.35 
(6.77)

46.06 
(8.23)

N.s. N.s. effect 
of time

N/a

Murrelle 
et al. [42]

STAI r = 0.35 N/a N/a N/a N/a N/a

This table has been adapted from ©Sven Alfonsson, Pernilla Maathz, Timo Hursti. Originally 
published in the Journal of Medical Internet Research (http://www.jmir.org), 03.12.2014. This is 
an open-access article distributed under the terms of the Creative Commons Attribution License 
(http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and 
reproduction in any medium, provided the original work, first published in the Journal of Medical 
Internet Research, is properly cited. Note: Results are shown for total sample in studies with many 
groups. PnP pen and paper, N.s. non-significant, N/a not available, BDI beck depression inventory, 
EPDS Edinburgh Postnatal Depression Scale, GDS-15 Geriatric Depression Scale-15, CESD-R 20 
Center for Epidemiologic Studies Depression scale -R-20, CES-D Center for Epidemiologic 
Studies Depression scale, BDI-II Beck depression Inventory-II, STAI-S State-Trait Anxiety 
Inventory-State, STAI-T State-Trait Anxiety Inventory-Trait, STAI State-Trait Anxiety Inventory
a ICC = Intraclass Correlation and r = Pearson’s r
b Digital version
c Effect sizes calculated by ref. [7] based on values from the original article
d Mean score calculated and standard deviation estimated by ref. [7] based on values from the 
original article
e t-tests conducted and interpreted by ref. [7] based on values from original article

between pen and paper to computer-based format, studies performed with anxiety 
instruments showed few data to allow a full analysis, including few with scores and 
intraclass correlation (Table 4.2).

The study of Schmitz et al. [40] reported comparison of pen and paper and com-
puterized versions of the SCL-90-R to assess perceived mental health. In this study, 
there was high internal consistency (Cronbach’s alpha =0.98), but there was no 
information regarding interformat correlation. In addition, there was no statistical 
difference in mean scores between formats (pen and paper: 1.20 ± 0.66 vs. comput-
erized version: 1.29 ± 0.66) [7].

The studies performed by Chan-Pensley [41] and Murrelle et al. [42] assessed 
the psychometrics of instruments delivered by computer to measure alcohol and 
tobacco dependence or misuse. The instruments AUDIT (mentioned in item 3.1), 
Michigan Alcohol Screening Test (MAST), CAGE Substance Abuse Screening Tool 
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(CAGE), Drug Abuse Screen Test (DAST), and Fagerstrom Tolerance Questionnaire 
(FTQ) showed format correlation r = >0.65. More recent analysis showed that the 
computerized version of AUDIT had very close scores compared to the paper-and- 
pencil version, while the other instruments did not report mean scores for compari-
son studies [7]. However, not all studies have assessed format correlation and 
internal consistency between instruments, which may limit the interpretation of 
results.

The paper-and-pencil scales transformed to computer-based instruments were 
the earliest digital format used to assess psychological symptoms. In general, most 
scales delivered through computer software showed some evidence of equivalence 
to pen and paper format, except for BDI (depression) and STAI-S (anxiety) that had 
higher means scores in the pen and paper version [7].

 Mobile Application (App) Format

The number of health apps available for download can be as high as 325,000 accord-
ing to estimates published in 2017 [47], with >10,000 related to mental health [48]. 
The use of mHealth technologies in severe mental disorders such as bipolar disor-
der, schizophrenia, and major depressive disorder has been systematically reviewed 
yielding valuable results regarding the psychometric properties of some apps [15]. 
Most studies in the area of mental health assessment through mobile apps were 
published after 2013 [13], probably as a result of the widespread use of smart-
phones. Thus, in this section, we summarize some findings in the field published in 
recent years.

The Mobile Screener was an app developed in an iOS platform (iPhone) to assess 
symptoms of PTSD (PTSD Checklist, PCL-C), depression (Patient Health 
Questionnaire-9, PHQ-9), suicidal ideation (Revised Suicidal Ideation Scale, 
R-SIS), anger (Dimensions of Anger 5, DAR5), common sleep difficulties and day-
time tiredness (Sleep Evaluation Scale), and clinical symptoms (BI Self-Report of 
Symptoms) in health volunteer soldiers [22]. All measures were analyzed by inter-
nal consistency and intraclass correlation between app and pen and paper formats. 
In general, digital scores in all instruments were close to the original format and 
with intraclass correlation ranging from 0.62 (DAR5) to 0.95 (Sleep Evaluation 
Scale). In addition, these apps were satisfactorily qualified by the respondents as 
easy to submit answers, navigation through pages, sections, and questions. Indeed, 
more than 70% of them prefer digital app format rather than other formats of ques-
tionnaires [22]. However, the limitations of the study included the assessment of 
symptoms in healthy volunteers and sample (N = 46) meaning the results may not 
be generalized to patients.

Another study developed a mobile tablet app to measure psychosocial function-
ing in patients with schizophrenia based on the pen and paper full version of 
University of California San Diego Performance-Based Skills Assessment (UPSA) 
[49]. The mobile app (UPSA-M) retained 4 out of 5 subsets (planning recreational 
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activities, finance, communication, and transportation) of the original version. The 
UPSA-M app showed feasibility and 80% sensitivity to differentiate health subjects 
from patients with schizophrenia, and the app scores significantly correlated with 
UPSA pen and paper version (r = 0.61). However, in the health controls the correla-
tion did not reach significance (r = 0.24). The authors stated that the USPA-M may 
possess the same psychometric properties of full UPSA and further studies are 
needed to validate for use in clinical practice [49].

The app ClinTouch was developed to assess daily self-reported psychosis com-
pared to face-to-face Positive and Negative Syndrome Scale (PANSS) and Calgary 
Depression Scale (CDS) interview [50]. The app was developed in the Android 
platform and contained two sets of questions based on PANSS and CDS. Set 1 con-
sisted of questions to assess guilt, hopelessness, depression, social withdrawal, con-
ceptual disorganization, excitement, and hallucinations, while set 2 assesses anxiety, 
grandiosity, hostility, somatic concern, guilty ideas of reference, paranoia, and delu-
sions. The validity of ClinTouch was evaluated in remitted patients, acutely psy-
chotic patients, and those with ultra-high risk of developed psychosis. The patients 
showed good compliance with the study procedure and only those who had negative 
symptoms were likely to show greater reactivity to the app (i.e., changing thoughts 
or mood by answering the questions). In addition, alpha scores showed satisfactory 
internal consistency (Cronbach’s alpha >0.76). In general, there were significant 
correlations with PANSS positive and affective symptoms while no correlation 
between the passive and apathetic social withdrawal, hostility, excitement, and cog-
nitive disorganization subscales with the PANSS subscales, suggesting there are 
some limitations in self-reported assessment in this group of patients.

Apps that allow patients to assess daily measures of mania and depression are 
extremely useful to provide data on mood changes over time and be used as a guide 
to prevent relapse in individuals with bipolar disorder. The “Monitoring, treatment 
and prediction of bipolar disorder episodes” (MONARCA) is a specific app devel-
oped to assess mood symptoms in bipolar disorder. This app asked participants to 
assess every evening (during 3  months) items regarding subjective mood, sleep 
duration, medicine intake, irritability, activity level, mixed mood, cognitive prob-
lems, alcohol consumption, stress, and individual warning signs. In addition, objec-
tive measurements were automatically taken regarding social activity, physical 
activity, speech duration, and cell tower ID. The MONARCA validity study showed 
88% adherence to self-report measures using the app and significant correlation 
between depressive symptoms measured by the app and the Hamilton 17-item 
Depression Rating Scale interview. However, no correlation was found between 
Young Mania Rating Scale and self-reported manic symptoms, which was explained 
by the low prevalence of mania in the sample subpopulation (YMRS score = 2.7) [51].

The Mindful Moods app was developed to assess real-time symptoms of depres-
sion in real life in a sample of adult patients with major depressive disorder (N = 13) 
using a smartphone version of the PHQ-9 three times a day for 29–30 days [52]. 
Respondents received survey notifications via the app with three random PHQ-9 
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pen and paper questions to answer throughout the day on a Likert scale. In addition, 
patients attended personal visits to respond to a PHQ-9 pen and paper at the begin-
ning and end of the study. The analysis showed good scoring correlation between 
the two formats (r = 0.84), although the app’s scores were on average 3.02 points 
higher than the pen and paper version. Furthermore, suicide at levels 2 and 3 was 
reported only in the PHQ-9 app version, suggesting the scenario and may have 
influenced responses and scores. In addition, adherence to the study protocol was 
77% for 30 days, suggesting the feasibility of a long-term protocol to assess symp-
toms of depression in real time.

Another study developed the Remote Monitoring Application in Psychiatry 
(ReMAP) app to collect ecological momentary assessment (EMA) symptoms of 
depression in a sample of healthy controls, patients with Major Depressive Disorder 
(MDD), bipolar disorder, social anxiety disorder (SAD), MDD with comorbid 
SAD, or specific phobia (SP) with spider subtype [10]. The study app was the digital 
format of the BDI and the concordance of scores with the paper-and-pen versions of 
the BDI, BDI-II, and HDRS assessed by the physician was compared by correlation 
of the intraclass coefficient and internal consistency (Cronbach’s alpha). The overall 
agreement of the BDI between formats was high (ICC = 0.92), but lower for healthy 
controls (ICC = 0.63) and patients with anxiety disorders (ICC = 0.72). The internal 
consistency of ReMAP BDI (Cronbach’s α = 0.944) was similar to pen and paper 
BDI (BDI-I: α = 0.945; BDI-II: α = 0.944). In addition, concurrent validation was 
established for the ReMAP BDI, which was correlated with clinician-rated depres-
sion severity using the HDRS in a subset of the sample (r = 0.78) that was compa-
rable to the association between the HDRS score and the score of the pen and paper 
BDI (r = 0.68), suggesting ReMAP showed evidence of equivalence with pen and 
paper BDI in bipolar patients.

Lastly, a recent systematic review determined the feasibility and evidence of 
validity of mobile apps developed to monitor episodic symptoms and course of 
symptoms over time in bipolar disorder patients [14]. The review included 13 stud-
ies, but only eight studies assessed the equivalence of the scores obtained in the 
digital version with clinician-rated assessment or pen and paper self-reported scales. 
In general, the authors concluded that there is some evidence of concurrent validity 
for the app Monsenso system (compared to clinician-rated HDRS and YMRS) and 
MONARCA (compared to clinician-rated HDRS-17 and YMRS), while a mood 
chart scale app did not show concurrent validity compared to pen and paper mood 
chart, MADRS and YMRS. In addition, there was convergent validity between the 
app MONARCA self-reported mixed symptoms and Cohen Perceived Stress Scale 
(PSS), but not with the abbreviated World Health Organization Quality of Life scale 
(WHOQoL-BREF) scores. Furthermore, the app MONARCA showed convergent 
validity for both irritability and mood instability with the Functional Assessment 
Short Test (FAST), PSS, and WHOQoL-BREF. These findings suggest that mobile 
app-based self-report tools are valid in the assessment of symptoms of mania and 
depression in euthymic patients with bipolar disorder.
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 Conclusion

The evaluation of psychometric properties of instruments transformed into digital 
format has great potential in psychiatry. When developing a scale, the researcher 
must carefully examine all types of validity evidence when developing new scale 
formats based on previous excellent mental health instruments. First, the selection 
of gold standard instruments is suggested, ideally those that were studied in the 
target population (general population or clinical sample). In the case of developing 
new instruments in digital format from scratch, it would be extremely important to 
choose the appropriate construction and content of the instrument, usually based on 
previous instruments and the opinions of experts in the field. Second, another key 
aspect of developing a digital assessment is testing whether the target population is 
able to use the format, especially considering their ability to use mobile devices. 
Ideally, pilot studies with the target population would improve face validity before 
establishing a new scale in digital format. Third, after collecting data in a pilot 
study, check the agreement of the internal structure of the digital instrument with 
the original paper-and-pen version, usually by internal consistency and factor analy-
sis. If not fully adhered to, consider the extent to which the differences might impair 
the accuracy of the construct being measured. Fourth, it is very important to com-
pare the scores of newly developed digital format instruments with other instru-
ments that measure the same construct to confirm concurrent validity, preferably 
with a gold standard instrument. Finally, and most importantly, researchers must 
plan carefully before starting research on scale validation in a new format, as digital 
health is continually evolving in the way data is collected.

In conclusion, the field of digital mental health assessment has evolved over the 
past 25 years from computer-based instruments to today’s use of mobile apps to 
measure symptoms across a wide range of mental conditions. Although mobile 
assessment psychometrics has been studied for some recognized instruments, it is 
imperative that more psychometric studies be carried out in patients with symptoms 
of anxiety, post-traumatic stress disorder, and dependence or misuse of alcohol and 
tobacco. In addition, the respondent’s perception of digital layout in mobile apps, 
along with their judgment on navigation, safety, and ease of use, should be addressed 
in future studies that compare the psychometric properties of mobile app question-
naires with their paper-and-pencil versions.
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Chapter 5
Smartphone-Based Treatment 
in Psychiatry: A Systematic Review

Maria Faurholt-Jepsen, Morten Lindbjerg Tønning, and Lars Vedel Kessing

 Introduction

Psychiatric disorders represent a major burden of disease worldwide with a major 
impact on quality of life, socioeconomic factors, and life expectancy [1]. At an 
international level, there is a gap between the need for treatment and the number of 
patients receiving treatment. Too few patients have access to appropriate care [2]. In 
high-income countries 35–50% of patients and in low- and middle-income coun-
tries 76–85% of patients do not receive treatment for their disorder [2]. This gap in 
access to care has been even further emphasized during the COVID-19 pandemic [3].

In 2011, the World Health Organization (WHO) stated that “the use of mobile 
and wireless technologies to support the achievement of health objectives (mHealth) 
has the potential to transform the face of health service delivery across the globe” 
[4]. During the last 10 years there has been a rapid increase in the interest for mobile 
health (mhealth, a general term for the use of mobile phones and other wireless 
technologies in medical care) technologies within mental health [5–9]. mHealth 
technologies may potentially assist in the gap in need for treatment and available 
clinicians. Due to the limited access to treatment facilities, during recent years, and 
especially emphasized during the COVID-19 pandemic and log-down, there has 
been a rapid increase in the international interest on the potential and importance in 
advancing the use of various mHealth technologies for both monitoring and treat-
ment within mental health. Unlike face-to-face therapy and treatment, mHealth 
interventions have the potential to reach a large number of people without 
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geographic boundaries. The number of smartphone users has exceeded 2.5 billion 
people in 2018 and in high-income countries 80% of the population own and use a 
smartphone [10].

In recent years, the use of mHealth solutions for the management of various 
medical conditions, such as diabetes, cardiovascular disease, hypertension, asthma, 
chronic obstructive lung disease, HIV, and headache, has been addressed in a large 
number of studies with varying findings [11–22]. The potential for mHealth solu-
tions to transform access to health care and to provide opportunities for early inter-
vention has been emphasized in most of these studies. However, a number of 
limitations and ethical complications arising from rapid technological develop-
ments, including a lack of scientific studies and publications within the area of 
mHealth, have recently been emphasized [23–28]. In parallel with the use of 
mHealth for medical conditions, electronic mental health (e-mental health) services, 
mHealth [29, 30], and telepsychiatry, referring to mental health services delivered 
over distances via videoconferencing (virtual face-to-face services) [31] have been 
used within the mental health field.

Ecological momentary interventions (EMIs) combined with ecological momen-
tary assessment (EMA) [32] make use of smartphone technology to provide support 
in daily life by providing treatment in the moment when needed [33]. Long-term 
symptoms monitoring via EMA is an approach designed to support patients to man-
age their disorder and to develop patients’ ability to recognize and monitor symp-
toms over time and thereby provide opportunities to increase insight and identify 
signs of relapse and stressors. EMA may minimize recall bias, may be sensitive to 
daily fluctuations in symptoms, can be performed using smartphones, and provides 
the potential to collect in an unobtrusive way outside laboratory settings using fre-
quently repeated, fine-grained data collection methods [34–36]. Using mHealth 
solutions, especially smartphones, to develop a detailed and fine-grained character-
ization of the symptoms that the patients experience during their everyday life could 
provide opportunities for early intervention between outpatient visits, and electronic 
self-monitoring may increase patients’ self-awareness and empowerment and sup-
port their interaction with clinicians [37–39]. Smartphones may provide novel and 
innovative ways to improve the effectiveness and reach of psychological treatments. 
Thus, health interventions may be more accessible and interactive for patients with 
psychiatric disorders. mHealth and especially smartphone-based technology and 
solutions are developing at an enormous speed, mainly driven by software and com-
puter scientists and private companies. Despite the hype, very few trials investigat-
ing the effect of smartphone-based monitoring and treatment have been conducted 
[40]. Thus, most available apps have not been scientifically investigated and valid-
ity, treatment effect, and safety have been sparingly tested [40]. Nevertheless, hun-
dreds of apps claiming to help/monitor psychiatric disorders are already available in 
app stores.

The aim of this chapter is to provide an overview and quality assessment of pub-
lished randomized trials (RCTs) investigating the use of smartphones for treatment 
in psychiatry.
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 Methods

To provide an overview of RCTs investigating the use of smartphone for treatment 
within psychiatry MEDLINE, PsycINFO and Embase were searched for published 
trials. Eligibility criteria were established by the authors in advance.

 Study Selection and Search Strategy

To provide an overview of clinically relevant studies the authors decided to make 
the following inclusion and exclusion criteria: original RCTs reporting on the use of 
smartphones for treatments in adult patients with a clinically validated diagnosis 
were eligible for evaluation. Where multiple articles reported on overlapping popu-
lations occurred, the article presenting the largest population was included. No 
restrictions regarding sample size were applied. The following RCTs were excluded 
from this chapter: trials reporting on children under 18 years of age; psychiatric 
symptoms as part of somatic disorders (i.e. depressive symptoms in terminal cancer 
patients); RCTs concerning stress, isolated sleep problems without psychiatric dis-
orders; trials with individuals who self-identified as having a psychiatric diagnosis, 
but without diagnostic reassurance; trials reporting on symptoms without diagnoses 
(for instance, depressive symptoms, alcohol use in college students; trials using 
internet therapy without an active smartphone-based component (i.e. if the webpage 
was accessible from a smartphone browser); trials using only cell phones in tradi-
tional ways with text messages and phone calls (not using smartphone-based fea-
tures); and trials not available in English).

Searching for studies covering smartphone-based treatment in psychiatry was 
conducted using the electronic database MEDLINE (and adapted to PsycINFO and 
Embase) up until February 24, 2021. The following search string was employed:

Search strategy: “(((Smartphone[MeSH Terms] OR Mobile Application[MeSH 
Terms] OR Smartphone OR Mobile Application OR Smart phone OR Mobile phone 
OR App OR Apps OR Cell Phone OR Iphone* OR IOS OR Android Phone OR 
Smartphones OR Mobile Applications OR Smart phones OR Mobile phones OR 
Cell Phones)) AND (((((((((mental disorder[MeSH Terms]) OR (Mental disorder 
OR Mental disorders OR Mental disease OR mental diseases OR Mental diagnose 
OR Psychiatric disease OR Psychiatric diseases OR Psychiatric disorders OR 
Psychiatric disorder OR psychiatric diagnose)) OR ((drug OR Substance OR pre-
scription drug OR alcohol OR narcotic OR heroin OR cocaine OR amphetamine 
OR cocaine OR marijuana OR opioid OR morphine OR phencyclidine) AND (abuse 
OR dependence OR addiction))) OR (Feeding disorder OR feeding disorders OR 
Eating disorders OR Eating disorder OR Anorexia OR Bulimia OR binge eating)) 
OR (autism OR Autistic OR Asperger disease OR aspergers disease) OR Asperger 
disorder OR aspergers disorder OR ADHD OR Attention Deficit Disorder OR ADD 
OR Attention Deficit Hyperactivity Disorder)) OR (Personality Disorder OR 
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personality disorders OR Obsessive-Compulsive Personality OR Compulsive 
Personality OR Obsessive personality OR Psychopath OR Sociopathic OR Antisocial 
OR Passive-Dependent Personality OR dyssocial OR Schizoid OR Schizotypal)) OR 
(Schizophrenia OR Psychoses OR Psychosis OR Psychotic OR Paranoid OR 
Schizoaffective OR Schizophreniform OR Delusional)) OR (Major depressive disor-
der OR unipolar depression OR Unipolar disorder OR Depressive syndrome OR 
endogenous depression OR Neurotic depression OR melancholia OR Cyclothymic 
OR dysthymic OR Mood disorder OR Mood disorders OR affective disorder OR 
affective disorders OR Bipolar OR manic-depressive OR mania OR manic) OR 
(Anxiety OR anxieties OR Panic disorder OR Agoraphobia OR Obsessive disorder 
OR Compulsive disorder OR Obsessive-compulsive disorder OR Phobic disorder 
OR phobic disorders OR PTSD OR Posttraumatic Stress Disorder OR Post- 
traumatic Stress Disorder OR Post traumatic Stress Disorder))) AND ((Randomized 
Controlled Trial[MeSH Terms]) OR (Randomized controlled trial OR Randomised 
controlled trial OR Randomized OR Randomized OR RCT OR Randomized clinical 
trial OR Randomized clinical trial OR Randomized clinical trial OR Randomized 
controlled clinical trial OR Randomised controlled clinical trial))”.

 Study Selection and Data Extraction

All retrieved titles and abstracts were screened for eligibility. All potentially rele-
vant articles were retrieved, and full-text articles were then assessed for fulfilling 
eligibility. The following data were extracted when available: diagnosis; sample 
size; design; protocol registration or publication; description of intervention; 
description of control condition; length of trial; the number of patients included in 
the statistical analyses; the number of patients the statistical power analyses were 
based on; specification of the primary outcome measure; findings from the trial; and 
the number of patients that dropped out of the trial.

 Risk of Bias in Individual Studies

The risk and types of bias in the individual studies were assessed independently by 
two researchers (MFJ and LVK). In case of disagreement studies were discussed 
with the third researcher (MLT). The risk of bias arising during the randomization 
process, due to deviation from the intended interventions, due to missing outcome 
data, due to measurement of the outcome measures, and due to selection of the 
reported results was assessed as suggested by The Cochrane risk of bias tool for 
randomized trials (the RoB2 tool) [41].
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 Results

 Search Strategy and Selection of Trials

A total of 1660 potential articles were identified in the electronic databases 
MEDLINE, PsycINFO, and Embase. After removing a total of 1630 articles con-
sisting of duplicates and studies not involving RCTs investigating the use of smart-
phones for psychiatric disorders on patients with a clinically validated diagnosis, a 
total of 30 RCTs were included for evaluation (flow diagram presented in Fig. 5.1). 
Overall, the RCTs were conducted in the USA [42–47], Iran [48], Sweden [49–54], 
Australia [55, 56], Switzerland [57], Taiwan [58], Republic of Korea [59, 60], Japan 
[61], Denmark [7, 62–64], Poland [65], and the UK [66–69]. The RCTs were pub-
lished between 2013 and 2021, with the most RCTs published in 2018 [45, 46, 54, 
57, 59, 67, 70] and 2020 [48, 56, 60, 63, 64, 68, 69], respectively. Overall, a total of 
29,571 patients with psychiatric disorders were included in the trials (range in 

Database search
- Medline (1950-February 2021), n = 1634
- Embase (1974-February 2021), n = 10
- PsycINFO (1806-February 2021), n = 16

Search from other sources

Additional records identified through hand search of 
reference lists etc., n =  0 

Titles or abstracts screened, n = 1660 

Full-text articles and reports assessed for eligibility, n = 434

Titles or abstracts excluded
(including duplicates), n = 1225

Articles included in meta-analysis, n = 30 

Full-text articles and reports 
excluded (with reason), n = 406

1) Not including patients with a 
clinically validated diagnosis

2) Review or comment

3) Not involving smartphone-
based treatments

4) Not representing data from a 
randomized controlled trial

Fig. 5.1 Flow diagram of literature search and study selection process
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individual studies between 21 patients [66] to 349 patients [44]). A total of 7 RCTs 
were including patients with psychotic disorders [45, 46, 56, 65, 67–69], 12 RCTs 
included patients with affective disorders [7, 42, 43, 48–50, 55, 59, 61–64], and 11 
included patients with other psychiatric disorders [44, 47, 51–54, 57, 58, 60, 66, 
70]. The length of the trials ranged between 3 weeks [59] and 12 months [44, 54].

 Trials According to Psychiatric Disorder

Trials investigating the effect of smartphone-based tools according to type of psy-
chiatric disorder including the risk of bias assessment according to the RoB2 tool 
are presented in Table 5.1 (psychotic disorders), Table 5.2 (affective disorders), and 
Table 5.3 (other disorders).

 Psychotic Disorders

The seven RCTs including patients with psychotic disorders [45, 46, 56, 65, 67–69] 
were conducted in the USA [45, 46], the UK [67–69], Poland [65], and Australia 
[56]. In 2018 three RCTs were published [45, 46, 67], in 2019 one RCT was pub-
lished [65], and in 2020 three RCTs were published [56, 68, 69]. A total of 687 
patients with psychotic disorders were included in the trials (range in individual 
studies between 34 [56] and 290 [65]). The length of the trials ranged between 
8 weeks [56] and 12 months [65, 69]. The included patients were diagnosed with 
schizophrenia/schizoaffective disorder [45, 46, 65, 68] and other types of psychotic 
disorders [56, 67, 69]. All of the trials investigated the use of a smartphone-based 
symptom monitoring system, and two of the trials included feedback to clinicians 
[45, 68]. Some of the smartphone-based systems included mindfulness exercises 
[67] and cognitive training, coping strategies, prevention plans, and psychoeduca-
tion [56, 65, 69]. Four of the RCTs compared the interventions as add-on to stan-
dard treatment with standard treatment alone [46, 56, 68, 69]. One of these trials 
also included an arm with waitlist condition for comparison [46]. Another trial used 
clinic-based group intervention as the comparator [45], one trial compared the 
smartphone-based intervention with an inactive version of the app [65], and one 
trial compared smartphone-based intervention including monitoring and mindful-
ness with smartphone-based monitoring only [67]. Of the seven included trials, 
three of the trials investigated the effect of a smartphone-based system on the sever-
ity of symptoms as their primary outcome measure [45, 65, 68], and one used 
changes in motivated behavior as the primary outcome measure [46]. A statistical 
power analysis was clearly stated in one of the trials, only [45]. In all four trials 
there were no statistically significant differences in outcome measures between the 
intervention group and the control group [45, 46, 65, 68]. The remaining three trials 
investigated the feasibility and acceptability of the smartphone-based system and 
were therefore not an investigation of effect [56, 67, 69]. Overall, reported the 
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intervention group higher feasibility as compared with the control group. One trial 
reported higher feasibility of the smartphone-based system including information 
on activities and mindfulness exercises as compared with smartphone-based moni-
toring only [67]. Another trial reported higher levels of motivated behavior of 
smartphone- based goal monitoring and challenges including communities with oth-
ers as compared with standard treatment or waitlist [46]. None of the included trials 
clearly stated whether the statistical analyses were adjusted for potential 
confounders.

Risk of Bias

All the RCTs investigating the effect of smartphone-based treatment in patients 
with psychotic disorders were assessed to be at high risk of bias or with reason to be 
concerned (Table 5.1).

 Affective Disorders

The 12 RCTs including patients with affective disorders [7, 42, 43, 48–50, 55, 59, 
61–64] were conducted in Australia [55], Sweden [49, 50], the USA [42, 43], 
Denmark [7, 62–64], Japan [61], Republic of Korea [59], and Iran [48]. In 2015 
three RCTs were published [42, 50, 62], in 2019 two RCTs were published [7, 43], 
and in 2020 three RCTs were published [48, 63, 64]. A total of 1012 patients with 
affective disorders were included in the trials (range in individual studies between 
30 [43] and 164 [61]). The length of the trials ranged between 3 weeks [59] and 
9 months [7]. The included patients were diagnosed with bipolar disorder [7, 42, 62, 
63] or major depressive disorder/unipolar disorder [43, 48–50, 55, 59, 61, 64]. The 
trials investigated the use of smartphone-based CBT interventions [48, 55, 59, 61], 
smartphone-based behavioral activation systems [49, 50], smartphone-based symp-
tom monitoring including clinician-based feedback [7, 62–64], self-management 
strategies based on mood monitoring [42], or smartphone-based activity scheduling 
[43]. Five of the RCTs compared the interventions as add-on to standard treatment 
with standard treatment alone [7, 48, 62–64], and one trial also included a group for 
comparison using waitlist condition [43]. Another trial used computer delivered 
CBT as the comparator [55], and one trial used paper-and-pencil mood monitoring 
for comparison [42]. Of the 12 included trials, all the trials investigated the effect of 
a smartphone-based system on clinically relevant outcome measures. All 12 trials 
clearly defined the primary outcome measure. A total of three trials used clinician 
assessed symptoms as the primary outcome measure [7, 42, 62], seven trials used 
questionnaire-based data on symptoms as their primary outcome measure [43, 48–
50, 55, 59, 61], and two trials used data on time to and duration of psychiatric re- 
hospitalizations collected from the electronic health records as the primary outcome 
measure [63, 64]. A statistical power analysis was clearly stated in seven of the trials 
[7, 49, 50, 61–64]. In eight of the trials there were no statistically significant 
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differences in the primary outcome measure between the intervention group and the 
control group at the end of the trials [7, 42, 49, 50, 59, 62–64]. Three trials reported 
statistically significant improvement in scores on the patient health questionnaire in 
the intervention group [43, 55, 61] (in one of these studies findings were based on 
post hoc analyses [43]), and another trial reported lower levels of questionnaire- 
based depressive symptoms in the intervention group [48]. Four of the included 
trials clearly stated whether the statistical analyses were adjusted for potential con-
founders [7, 62–64].

Risk of Bias

All of the RCTs investigating the effect of smartphone-based treatment in patients 
with affective disorders were assessed to be at high risk of bias or with reason to be 
concerned (Table 5.2).

 Other Disorders

The 11 RCTs including patients with other types of psychiatric disorders [44, 47, 
51–54, 57, 58, 60, 66, 70] were conducted in Sweden [51–54], the USA [44, 47], 
China [70], Switzerland [57], Taiwan [58], South Korea [60], and UK [66]. In 2018 
three RCTs were published [54, 57, 70], in 2019 one RCT was published [58], and 
in 2020/2021 two RCTs were published [60, 66]. A total of 1258 patients with other 
types of psychiatric disorders were included in the trials (range in individual studies 
between 21 [66] and 349 [44]). The length of the trials ranged between 1 month [70] 
to 12 months [44]. The included patients were diagnosed with anxiety disorders [51, 
53, 54, 57, 58, 60, 66], alcoholism [44], ADHD [52], binge eating disorder [47], and 
drug addiction [70]. The trials investigated the use of smartphone-based CBT inter-
ventions [51, 52, 57, 60, 66], symptoms monitoring including information [44, 47, 
54], commitment therapy [53], and attention bias modification [58]. Two of the 
RCTs compared the intervention with waitlist [52–54, 58], and one RCT compared 
the intervention with standard treatment [44]. Some of the RCTs compared the 
intervention with therapy conducted in-person or using a computer [47, 51, 57]. 
One trial compared the intervention with a book on panic disorder [60]. Of the 11 
included trials, apart from one RCT [58], all of the trials investigated the effect of a 
smartphone-based system on clinically relevant outcome measures. The primary 
outcome measure was clearly defined in 10 of the 11 trials. A total of six trials used 
questionnaire-based data on anxiety symptoms as their primary outcome measure 
[51–54, 57, 66], one trial used clinician assessed anxiety symptoms as the primary 
outcome measure [60], one trial used questionnaire-based data on binge eating epi-
sodes [47], and two trials used patient-reported number of risky drinking days or 
number of urine tests positive for drugs [44, 70]. A statistical power analysis was 
clearly stated in four of the trials, only [44, 47, 53, 57]. In four of the trials there 
were no statistically significant differences in outcome measures between the 
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intervention group and the control group at the end of the trials [47, 54, 60, 70]. Five 
trials reported lower levels of symptoms in the intervention group compared with 
the control group [44, 51–53, 57]. Two trials primarily reported findings concerning 
change in symptoms over time within the intervention group and focusing on differ-
ences between the two groups [58, 66]. None of the included trials clearly stated 
whether the statistical analyses were adjusted for potential confounders other than 
baseline variables.

Risk of Bias

All of the RCTs investigating the effect of smartphone-based treatment in patients 
with other types of psychiatric disorders were assessed to be at high risk of bias 
(Table 5.3).

 Discussion

Smartphones are ubiquitous, and many people own and use a smartphone and carry 
it with them during large part of the day. Reports suggest that almost three quarters 
of patients with a psychiatric disorder would like to use an application as part of 
their mental health care [71]. It has been suggested that mHealth interventions have 
the potential to minimize the traditional barriers of distance, time, and costs of treat-
ments [21, 27].

This chapter aimed at identifying RCTs investigating the effect of smartphone- 
based intervention for patients with a clinically validated psychiatric disorder. A 
total of 29 RCTs were identified and included for evaluation. The RCTs included 
patients with psychotic disorders (n = 7), affective disorders (n = 12), and other 
types of psychiatric disorders (n = 10) such as anxiety disorder, alcoholism, and 
drug addiction were published. Overall, the RCTs were conducted in diverse set-
tings, used different smartphone-based treatment interventions, included rather 
small samples of patients, and had quite different lengths of follow-up periods. 
Apart from one trial, all of the 29 trials included a clearly defined primary outcome 
measure but only 9 trials included a statistical power estimation. Only 11 of the tri-
als found a difference in the primary outcome measure between the allocation 
groups and only two findings were replicated. Furthermore, the RCTs reported on 
various outcome measures, which in most of the trials were either unblinded 
patient- reported information increasing the risk of self-report bias or data on feasi-
bility/acceptability. None of the RCTs specifically stated whether they monitored 
closely for potential harms (apart from one trial which monitored the frequency, 
intensity, and burden of side effects ratings [61]), and only four of the trials 
employed statistical analyses adjusted for potential confounders [7, 62–64]. All of 
the trials were evaluated to the at high risk of bias or reasons to be concerned. In any 
non- pharmacological trial, it is always difficult to define a proper control group. 
The included trials used different control conditions—some used standard 
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treatment [7, 44, 46, 48, 56, 62–64, 68, 69], others used other types of interventions 
for comparison [42, 43, 45, 49–51, 53–55, 57–61, 65–67, 70], and some of the trials 
used waitlist as the comparator [43, 46, 52–54, 57, 58]. However, the potential harm 
of using waitlist conditions as the control condition has been addressed in numer-
ous studies [72].

It is concluded from the present systematic review that there is a lack of RCTs 
with large sample sizes using rigorous study methodology and long follow-up peri-
ods. Furthermore, most of the trial findings have not been replicated, and there was 
generally sparingly reporting on important aspects concerning technological fea-
tures and how these may affect outcomes.

Technological development moves faster than science, and due to rapid develop-
ment and competitive commercialization, many mHealth solutions are not evidence- 
based, which undermines the quality and safety of these solutions in treatment 
settings [24, 26, 27, 73–75]. Most applications are frequently not updated, may be 
suddenly removed from app stores or malfunction [76]. Such grave limitations are 
important to consider if patients are supposed to rely on commercial applications 
for everyday use.

Recently, the limitations and complications arising from rapid development and 
the lack of scientific studies and publications within the area of mHealth have been 
addressed in numerous papers [23–28, 77–79]. Due to the rapid development of 
mHealth solutions and scant evidence supporting the effectiveness of mHealth solu-
tions, it was even suggested that it might be time for methodological changes, such 
as the abandonment of RCTs as the primary method of scientific evaluation and an 
increased use of iterative participatory research and single-case design [80, 81]. 
However, as argued by others, given the unique potential of mHealth solutions, 
these solutions should not be examined with less rigorous scientific approaches than 
would be used to investigate new pharmacological treatments [23, 24, 75, 82]. 
Several authors have suggested guidelines for defining, detecting, and reporting 
harms related to these types of interventions to facilitate this process and increase 
quality and evidence of future mHealth studies and interventions [24, 83–87]. 
mHealth solutions often consist of multiple domains, and standardized reporting 
guidelines for mHealth interventions could provide tools to clearly define the con-
tent and context of the interventions and interpret how the interventions were imple-
mented in the trials. In addition, the use of standardized guidelines could facilitate 
the replication of study findings within the area of mHealth.

 Limitations

 Limitations on a Study Level

The trials that were included for evaluation in this chapter were overall assessed to 
be at high risk of bias or reasons to be concerned. Several concerns regarding the 
individual studies and outcomes limit the overall findings.
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 Limitations on Chapter Level

This chapter is a systematic review but did not employ meta-analyses as this was not 
feasible due to the huge variation between studies in study aims, designs, and meth-
ods. Thus, the results presented are merely present by vote-counting. Also, there 
may be trials, which have been conducted and published, which we did not identify 
during the process. In addition, we only included patients with a clinically validated 
diagnosis.

 Recommendations for Future Trials

Future trials should investigate potential positive, neutral, and negative effects of 
smartphone-based interventions in carefully designed large RCTs. Furthermore, tri-
als should to a higher degree include observer-based blinded ratings in addition to 
patient-reported outcome measures and carefully consider multiple levels of the 
statistical analyses, including predefined clinically relevant primary and secondary 
outcome measures, a predefined statistical power analysis, and inclusion of poten-
tial confounding factors.
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Chapter 6
Digital Therapies for Insomnia

Melinda L. Jackson, Hailey Meaklim, and Elizabeth C. Mason

Abbreviations

CBT Cognitive behavioral therapy
CBT-I Cognitive behavioral therapy for insomnia
dCBT Digital cognitive behavioral therapy
dCBT-I Digital cognitive behavioral therapy for insomnia
dMBT-I Digital mindfulness-based therapy for insomnia
MBCT-I Mindfulness-based cognitive therapy for insomnia
MBI Mindfulness-based interventions
MBSR Mindfulness-based stress reduction
MBTI Mindfulness-based therapy for insomnia
RCT Randomized controlled trials

 Insomnia Disorder and Current Treatments

Insomnia is a common and costly condition. Approximately 10% of the population 
experience chronic difficulties with insomnia (insomnia disorder) which are charac-
terized by difficulties falling asleep, staying asleep, or waking too early that lead to 
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significant impairment in daytime functioning and/or cause distress [1]. Insomnia 
takes a huge personal toll on an individual’s quality of life, but also costs the 
U.S. economy $USD 30–70 billion annually in lost productivity, workplace absen-
teeism, and healthcare related costs [2]. Insomnia is frequently comorbid with other 
mental health conditions, such as anxiety or depression, and left untreated, insom-
nia can worsen the severity and duration of a mental health condition episode (e.g., 
major depressive episode) [1, 3–7]. Despite the high cost of insomnia and the recip-
rocal relationship with mental health difficulties, insomnia is often left untreated 
with significant implications for public mental health (Table 6.1) [8].

The most commonly accepted framework with which to understand the devel-
opment and maintenance of insomnia is Spielman’s 3-P model of insomnia, later 
elaborated by Morin, which emphasizes predisposing, precipitating, and perpetuat-
ing factors [9]. Factors such as a family history of insomnia [10], female sex [11], 
and anxiety and depressive symptomology [12] can predispose an individual to 
develop insomnia. Family, health, work, and school-related stressors can then pre-
cipitate the onset of insomnia [13]. In response to poor sleep, individuals often 
engage in maladaptive cognitions and behaviors, excessively worry about sleep, 
experience heightened physiological arousal, and attend to sleep-related threats, all 
of which contribute to increased sleep-related hyperarousal. A vicious cycle is then 
created which acts to maintain insomnia even when the initial stressor has resolved. 
Behavioral and psychological interventions for insomnia therefore target the 
hyperarousal, dysfunctional cognitions, and maladaptive behaviors that maintain 
insomnia [14].

Cognitive behavioral therapy for insomnia (CBT-I) is recommended as first line 
treatment for insomnia disorder worldwide [15–18]. CBT-I is a multicomponent 
treatment, which includes sleep restriction therapy, stimulus control, cognitive ther-
apy, sleep hygiene, and relaxation training (see Cunnington and Junge [19] for 
review). Briefly, sleep restriction therapy involves curtailing the time spent in bed to 
consolidate sleep and then lengthening this time spent in bed as sleep efficiency 
improves. Stimulus control is aimed at creating positive associations between the 
bed and the bedroom with sleep and re-establishing a consistent sleep–wake sched-
ule; consequently, a person should avoid wakeful activities in bed (e.g., reading, 

Table 6.1 Overview of the components and goals of CBT-I

CBT-I components
Technique Aims

Stimulus control Strengthen bed and bedroom as sleep cues
Sleep restriction Restrict time in bed to increase sleep drive and consolidate sleep
Relaxation, buffer zone, 
worry time

Arousal reduction

Sleep hygiene Address substance use (e.g., caffeine intake), exercise, eating, 
environment

Cognitive restructuring Address thoughts and beliefs that interfere with sleep and 
adherence to CBT-I

Circadian rhythm 
entrainment

Shift or strengthen circadian sleep/wake rhythms

M. L. Jackson et al.
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eating, watching television (sexual activity excepted)). Cognitive therapy is used to 
change unhelpful thoughts about sleep. For example, it may be used to assist the 
individual in reducing catastrophic beliefs about the consequences of insufficient 
sleep or to manage other worries which may interfere with sleep. Relaxation train-
ing involves methods aimed at reducing somatic tension (e.g., progressive muscle 
relaxation, breathing techniques). Sleep hygiene education provides information 
about health practices and environmental factors that may either be detrimental or 
beneficial for sleep. CBT-I has level 1 evidence as an effective treatment for insom-
nia, leading to significant improvements in sleep quality [20, 21]. Treating insomnia 
in people experiencing comorbid insomnia and mental health conditions has also 
been shown to be effective for improving sleep, but also improving mental health 
symptoms like depression severity [21, 22].

Despite strong treatment efficacy, access to CBT-I is limited due to a lack of 
trained CBT-I healthcare providers, impeding the translation of this effective treat-
ment into clinical practice [23, 24]. Digital CBT-I (dCBT-I) treatments provide an 
innovative way to improve access to insomnia treatment. By digitizing treatment, 
CBT-I has become accessible to millions of people around the world who may never 
had the opportunity for face-to-face insomnia care [25–28]. Initial data suggests that 
dCBT-I may be a more cost-effective approach compared to therapist-delivered 
CBT-I [29]. Comparison data between guided dCBT-I and CBT-I has shown similar 
treatment effects, but the total healthcare and societal costs tend to be lower for 
dCBT-I [30, 31]. Today, there are a number of dCBT-I programs on the market that 
have been validated as effective treatments for insomnia [27, 28, 32–38]. It is impor-
tant to note that these tools can vary in the way they are used, ranging from dCBT-I 
as support (therapist delivers the therapy with some specific digital elements used to 
support therapy, such as a sleep diary app); therapist-guided dCBT-I (combination 
of an automated program with clinical support); and fully automated dCBT-I [39]. 
Table 6.2 presents some of the validated guided and fully automated programs cur-
rently on the market. These programs all provide the core CBT-I components, yet 
differ in platform accessibility (e.g., available via mobile phone application or inter-
net browser), country access (e.g., worldwide or country specific), program dura-
tion, automation, interactivity, data export functions, and probably most 
importantly, cost.

An alternative treatment for insomnia, receiving increasing clinical interest in 
recent years, incorporates mindfulness. Mindfulness refers to a state of conscious, 
intentional, and nonjudgmental awareness of present moment experiences [40]. 
Mindfulness is often taught and cultivated through meditation, which is the act of 
purposely paying attention to one’s internal experiences or surrounding environ-
ment as they occur in the present moment in a nonjudgmental manner [41]. The goal 
of mindfulness within a psychotherapy framework is to improve one’s awareness of, 
and response to, mental processes that can contribute to the development and main-
tenance of emotional and behavioral problems [42]. From a theoretical perceptive, 
mindfulness-based interventions (MBI) would therefore improve insomnia by help-
ing individuals cultivate a more accepting and nonjudgmental relationship with 
these mental and physiological processes that impede sleep. Research examining 
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the effectiveness of MBIs for insomnia has increased over recent years. Promising 
results have been found for the use of mindfulness- based stress reduction (MBSR), 
mindfulness-based cognitive therapy for insomnia (MBCT-I), and integrated mind-
fulness and CBT interventions for insomnia (MBTI) in treating insomnia symp-
toms. Specific characteristics of insomnia that appear to benefit from 
mindfulness-based interventions include subjective sleep quality, pre-sleep arousal, 
insomnia severity, and dysfunctional cognitions.

Self-help mindfulness tools for sleep are also becoming increasingly available to 
the general public with the advent of smartphone applications dedicated to mindful-
ness practice. A cross-sectional survey in the USA which examined preferences for 
the modality by which mindfulness meditation is delivered showed that internet was 
the first choice format for 42% of respondents, suggesting that, for many individu-
als, online MBIs may be an acceptable alternative to face-to-face formats [63]. 
Table 6.3 presents some of the validated MBIs for insomnia on the market. A review 
of mindfulness-based mobile applications indicated that many applications were 
free or required a relatively small fee, which may be of particular benefit to those 
who are unable to access or afford traditional face-to-face interventions. As with 
dCBT-I programs, MBIs for insomnia vary with regard to the degree of clinician 

Table 6.3 Digital mindfulness programs designed to improve sleep

Mindfulness 
program A Mindful Way Headspace Calm

Website amindfulway.com.au headspace.com calm.com
Access/
distribution 
program

Internet browser Internet browser Internet browser
Tablet Tablet
iPhone App iPhone App
Apple Watch Google Play App
Google Play App

Cost distribution $$ for 3 months access 
to a 6-week course

Cost $ to $$ 
depending on billing 
cycle (monthly 
billing is more 
expensive over 12 
months than an 
annual subscription)

$ to $$ depending on 
billing cycle (monthly 
billing is more expensive 
over 12 months than an 
annual subscription)

Monthly subscription 
comes with a 7-day 
free trial period and 
annual subscription 
comes with 14-day 
free trial

The Calm app is free to 
download with limited 
free content available. 
7-day trial period 
available. Users need to 
pay the annual 
subscription to get full 
use of the app. Monthly 
payment options are 
available but fiddly to 
activate

(continued)
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Table 6.3 (continued)

Mindfulness 
program A Mindful Way Headspace Calm

Program features Six weekly lessons of 
guided online CBT for 
insomnia and 
mindfulness meditation 
instruction

Meditation/audio 
based, with some 
educational articles 
available

Meditation/audio based, 
with some educational 
articles available

Time commitment 
recommendations

Approximately 2 h/week 
to complete lessons and 
meditation practices

10 min/day (1 h 
10 min/week)

10+ min day (1 h 10 min 
/ week)

Validation studies Yes [64] Yes [65, 66] Yes [67, 68]
Sleep specific 
meditations

Mindfulness meditations 
are recommended to be 
performed during the 
day to develop general 
skills, not to meditate 
oneself to sleep. 
Mindfulness principles 
are applied to sleep 
difficulties

Yes—Sleep by 
Headspace pack with 
meditations that 
focus on applying 
principles of 
mindfulness to sleep 
and also provides 
Sleepcasts (bedtime 
stories)

Yes—Sleep stories min/
week meditations

Unique features Learn core CBT for 
insomnia content 
coupled with 
mindfulness meditation

Can set reminders to 
practice meditation

Great graphics

Structured and easy-to- 
navigate course which 
builds on skills learned 
in previous weeks

Great graphics Winner of several App 
awards

A Short Guide to Better 
Sleep can be downloaded 
for free

Informative sleep 
articles with content 
developed by sleep 
professionals

Free meditation resources 
available with discount 
codes to reduce the cost 
of the app

Note: This list may not be exhaustive and programs in languages other than English are not 
included here. Only includes programs that have been evaluated. Annual Cost $ = price range 
$USD1–100; $$ = price range $USD101–399; $$$USD400+

support required and level of integration with other cognitive and behavioral com-
ponents. For example, A Mindful Way is a formal MBTI program, offering a combi-
nation of mindfulness-based practices with CBT-I components. In contrast, 
Headspace offers guided meditations focused on improving sleep (e.g., a 30 day 
“Sleep Pack” to explore how people think about sleep and change their relationship 
with insomnia) but no formal CBT-I lessons (e.g., sleep restriction therapy) are 
included.
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 Current Evidence for the Efficacy of dCBT-I and dMBT-I

Support for the use of dCBT-I is well-established, with a large and growing litera-
ture base. A recent meta-analysis of 11 randomized controlled trials (RCTs) of 
dCBT-I found a large post-treatment effect size for insomnia severity (Hedges’ 
g = 1.09), a medium effect size for sleep efficiency (the time spent in bed asleep; 
Hedges’ g = 0.59), and small effect sizes for reductions in time taken to fall asleep 
and the number and duration of nighttime awakenings as well as a small effect size 
improvement in sleep quality (Hedges’ g = 0.21–0.49) [69]. Averaged across stud-
ies, at the end of treatment, participants who received dCBT-I slept for 38 min more 
on average each night, took 21 min less to fall asleep, and were awake for 28 min 
less during the night. The most recent meta-analysis, including 33 RCTs of dCBT 
(11 of which included follow-up assessments) showed that improvements in insom-
nia symptoms are maintained at follow-up of up to 1 year [70]. There is promising 
evidence that dCBT-I may also enhance health resilience years after completing 
therapy. A study by Cheng and colleagues found that people who had completed a 
dCBT-I program in 2016–2017 reported lower levels of insomnia symptoms, stress 
and depressive symptoms, and better general health during the COVID-19 pan-
demic, compared to those who received sleep education [71]. This suggests that the 
skills learned through dCBT-I may have long-lasting protective effects on sleep and 
well-being.

Changes in insomnia symptoms, as well as total sleep time, time taken to sleep, 
and duration of nighttime awakenings, resulting from dCBT-I appear to be compa-
rable to the improvements seen in face-to-face CBT-I [69]. Soh et al.’s [70] analysis 
concluded that dCBT-I is “non-inferior” to face-to-face CBT-I. However, only three 
trials have directly compared dCBT-I to face-to-face CBT-I. A trial of group CBT-I 
and a trial of individual in-person CBT-I found the treatments, compared with 
dCBT-I, to be equally efficacious [72, 73]. A separate study, however, found that 
face-to-face CBT for insomnia was superior to online CBT-I [74]. A fourth trial 
comparing telehealth (video conferencing) delivered CBT-I to online CBT-I found 
both treatments to be equally effective [57]. As such, more direct comparisons 
between these formats are needed.

Digital platforms of MBI have been found effective for improving mental health 
outcomes [75]. However, very few mindfulness-based applications have been 
empirically evaluated within the area of insomnia. Initial evidence for improve-
ments in self-reported sleep quality in older adults with sleep disturbance was dem-
onstrated using a partially online MBI program compared to a sleep hygiene 
education control (Cohen’s d = 0.89) [76]. Low and colleagues [65] examined the 
effectiveness of the Headspace Sleep Pack compared to a progressive muscle relax-
ation program in adults with both subclinical and clinical symptoms of insomnia. 
Improvements in self-reported total wake time, insomnia severity, cognitive 
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symptoms of pre-sleep arousal, and daytime positive and negative affect from base-
line to follow-up were observed across both intervention groups. These findings 
suggest that digital MBI and progressive muscle relaxation interventions both have 
the potential to improve insomnia severity and mood.

More recently, a more formal digital MBTI program was evaluated through a 
pilot study of community participants experiencing insomnia symptoms [64]. The 
program involved 6-weekly modules incorporating CBT-I and mindfulness-based 
practices. Relative to a waitlist control group, the digital MBTI program showed 
significant reductions in insomnia severity (Cohen’s d = 1.49) and both cognitive 
(Cohen’s d  =  0.35) and somatic (Cohen’s d  =  0.24) pre-sleep arousal after the 
6-week intervention. Importantly, 75% in the intervention group achieved remis-
sion, compared to only 8.3% in the control group. Based on the currently available 
evidence, digital MBTI has the potential to be a viable treatment option for those 
with subclinical and clinical symptoms of insomnia; however, further RCTs are 
needed to confirm these findings. Future research would benefit from a continued 
investigation into the use of digital MBIs as an effective intervention for insomnia 
and to determine their effectiveness relative to dCBT-I.

 Using dCBT-I in Real World Settings: Evidence 
from Effectiveness Trials

While RCTs are the gold standard for the assessment of novel interventions, effec-
tiveness studies are also extremely important as they provide information about how 
these treatments work when disseminated into “real world” settings. To date, there 
have only been a handful of effectiveness trials of dCBT-I.  In a guided trial of 
dCBT-I in a community setting, Luik and colleagues found good adherence for the 
Sleepio program (73% of participants completed the program) and significant 
reductions in insomnia symptoms at post-treatment [77]. In that trial, users received 
six support calls throughout the program. As entirely automated, self-help interven-
tions are far more scalable than those requiring guidance from a clinician or techni-
cian, Grierson and colleagues examined the effectiveness of an unguided, 
four-module dCBT-I program in community users. In that trial of the This Way Up 
Managing Insomnia program, large effect size reductions in insomnia symptoms 
were observed; however, adherence was moderate (~37% treatment completion 
rate), which is consistent with adherence in other evaluations of self-help, unguided, 
online interventions outside of RCT settings for other common mental health condi-
tions such as anxiety and depression (e.g., [77, 78]). These findings have been rep-
licated since, including in a sample who completed the course during the COVID-19 
pandemic [79]. Importantly, although these studies only included users who lived in 
Australia, they had no other exclusion criteria, which adds further weight to the 
generalizability of these findings to diverse populations, including those with 
comorbidities, as is frequent with insomnia [80].
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As with face-to-face CBT-I, there is good evidence from RCTs that dCBT-I is 
efficacious for people with mental and physical health comorbidities. The positive 
effects of dCBT-I have been observed in adolescents [31], breast cancer survivors 
[81], asthma, and hypertension. Beyond these conditions, dCBT-I appears to not 
only reduce symptoms of insomnia, but also to reduce symptoms of comorbid anxi-
ety and depression [46, 55, 82, 83]. Moreover, there is preliminary evidence that 
when insomnia is comorbid with depression, the treatment of choice may be in fact 
dCBT-I.  Specifically, Blom and colleagues [84] randomly allocated individuals 
with comorbid insomnia and depression to receive online CBT for insomnia or 
online CBT for depression. They found that the dCBT-I group had better outcomes 
in terms of insomnia symptoms than the dCBT for depression group but that both 
groups experienced equivalent improvements in depression symptoms. Put another 
way, dCBT for insomnia was as effective at reducing depression symptoms as dCBT 
specifically designed to treat depression. We (Mason and colleagues) have recently 
completed a similar study examining individuals with comorbid insomnia and anxi-
ety disorders and found comparable results [85]. That is, individuals who received 
dCBT for insomnia had better outcomes in terms of insomnia symptoms than those 
in the dCBT for anxiety group, but both groups experienced equivalent improve-
ments in anxiety symptoms. These findings have exciting public health implications 
given that stigma is a key barrier to accessing treatment for anxiety and depression 
[86] and that individuals appear to be much more willing to access treatment for 
sleep difficulties than for anxiety or depression [87]. The benefits of mindfulness 
may also extend beyond sleep, by influencing other domains of healthy functioning, 
such as mood, physiological arousal, and somatic symptoms [64]. Therefore, effec-
tive, scalable treatment for insomnia could be a powerful way to reduce the burden 
of disease associated with anxiety and depressive disorders and to improve general 
well-being.

 What Factors Influence the Effectiveness of dCBT-I 
and MBTI?

There are a number of potential factors that may predict improvement or influence 
the effectiveness of digital CBT-I and MBTI, including sex, age, and insomnia 
severity. In an effectiveness trial, Grierson and colleagues found that females and 
older adults were more likely to complete the online CBT-I course than males and 
younger users. However, Vincent, Walsh, and Lewycky [58] found that age did not 
impact treatment outcomes at post-treatment or follow-up. Others have also found 
that comorbid sleep disorders as well as less severe levels of insomnia, higher sleep 
efficiency, and longer total sleep time predict worse outcomes or lower completion 
rates (as reviewed by 28). Conversely, higher education has been shown to be a posi-
tive predictor of improvement in sleep [58]. There are likely to be other factors that 
also influence treatment uptake and adherence, such as motivation and personal 
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preference. For example, patients who experience significant fatigue may not 
engage as well with some of the components of CBT-I, such as sleep restriction. The 
acceptance-based approach that mindfulness offers may appeal more to some 
patients compared to cognitive restructuring. On the other hand, some patients may 
prefer cognitively focused therapy over mindfulness-based therapy. For example, 
Garland 2014 found much higher dropout rates in the first 3 weeks of therapist- 
delivered MBSR (52%) vs. CBT-I (15%), when participants were not aware of 
which group they would be randomized to [88]. Further research on factors that 
influence adherence and outcomes in digital therapies for insomnia would certainly 
be valuable.

Of course, difficulties with adherence are not unique to digital interventions for 
insomnia and other mental health conditions. Indeed, it has been shown that only 
50% of individuals are adherent to antidepressant medication (i.e., half of patients 
discontinue earlier than recommended by their doctor) [89]. For dCBT-I, treatment 
adherence (defined as completion of all treatment sessions) is estimated to be around 
64% [90]. Nevertheless, it is pertinent to investigate strategies to improve adherence 
as it seems that there is a dose–response relationship between the number of mod-
ules completed and symptom outcomes for patients undergoing online CBT for 
anxiety and depression [91], though it should be noted that data on this for dCBT-I 
is still lacking [29]. It is established that the inclusion of support/guidance improves 
adherence in digital CBT interventions for anxiety and depression [91], and this 
appears to be true of digital interventions for insomnia also. Indeed, a higher degree 
of personal support in dCBT-I is associated with larger improvements in insomnia 
symptoms [69]. Of course, however, the requirement of support increases the cost 
of an intervention and reduces scalability. Zachariae et  al. [69] suggested that it 
would be beneficial to determine which patients are likely to require additional sup-
port and who are likely to benefit from fully automated interventions to improve the 
efficiency and cost of digital interventions. In fact, there is already some research 
that suggests that individuals with comorbid depression are likely to benefit from 
support [92].

In addition, further research on the minimum amount of support necessary to 
increase engagement in dCBT-I while maintaining a scalable and cost-effective 
model of service delivery is needed [35]. For example, Luik et  al.’s [82] guided 
effectiveness trial included a support call of 20–30 min for each of the six modules 
of the dCBT-I program and it may be the case that shorter and/or less frequent calls 
are sufficient to maintain high adherence rates. Indeed, previous research on online 
interventions for anxiety and depression demonstrated that patients contacted at 
least once were more likely to complete their online CBT course than patients who 
were not contacted at all [91]. Patients who were contacted in that study were only 
contacted twice on average by their clinician suggesting that even modest support is 
sufficient to increase adherence rates; however, the ideal amount of support required 
to optimize outcomes while reducing clinician time remains unknown. Moreover, 
there is also evidence from the dCBT for anxiety and depression literature that sup-
port need not be provided by a specialist clinician. In two studies, researchers found 
that whether a clinician or technician supervised patients through the online course, 
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treatment outcome was the same [93, 94]. It seems likely that this will apply to 
dCBT-I also. Using technicians, who just check in with the patient, providing 
encouragement and technical support, rather than specialized clinicians (of whom 
there are fewer) may be a way of increasing scalability while still providing support 
to the patients who require it.

Some research indicates that payment for the course increases completion rates 
[91]. Drawing from the field of behavior change, it may also be that incentives can 
improve adherence and outcomes. For example, providing a refund of costs upon 
program completion for a weight loss program has been shown to increase adher-
ence and outcomes [95]. To the best of our knowledge, this incentive approach has 
not yet been trialed as a way of improving adherence to digital CBT. This approach 
may appeal to health insurers or government funded programs given that dCBT-I is 
likely to reduce future health care costs and indeed has been shown to be cost-
effective [96]. There is growing interest in persuasive e-health technologies which 
are design elements used to influence behavior and improve engagement. They 
include primary task support, such as tailoring or personalizing the intervention 
toward a particular user or individuals; dialogue support, such as using reminders 
and rewards; and social support, such as using discussion boards and peer support 
[97]. Inclusion of these elements can influence and improve adherence to digital 
health tools. Further development and integration of persuasive technology ele-
ments and other digital elements such as gamification in the context of dCBT-I and 
dMBT-I will be an important next step.

To date, investigations of mediators and moderators of dCBT-I and dMBT-I are 
sparse. However, as reviewed by Seyffert et al. [98], studies of dCBT-I have found 
a significant decrease in dysfunctional beliefs about sleep (e.g., “I need 8 h of sleep 
to feel refreshed and function well during the day.”) relative to waitlist controls. One 
study found that reductions in sleep-related behaviors (such as clock watching) 
were a key mediator of the improvements resulting from dCBT-I. This reduction in 
sleep-related behaviors was even more important than changes in dysfunctional 
beliefs [99]. Understanding mechanisms of symptom change in dCBT-I will allow 
for the development of more effective treatments and potentially lead to more per-
sonalized approaches in which key maintaining factors for an individual are able to 
be directly targeted.

 Integration of Digital Tools for Insomnia with Standard Care

Digital interventions for insomnia can be used as standalone interventions as well as 
in stepped-care and blended care models. Digital interventions have particular 
appeal in stepped-care models, whereby individuals first undertake less resource 
intensive interventions (e.g., dCBT-I) and only non-responders progress to receive 
more resource intensive interventions (e.g., face-to-face therapy). This approach is 
intended to result in more efficient allocation of scarce therapeutic resources. Given 
lengthy waiting lists to access face-to-face therapy [100], dCBT-I may be also 
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valuable to use with patients on a waitlist for face-to-face treatment. Whether used 
in this way or in a conventional stepped-care approach, upon completion of the 
course, the patient can be reassessed to determine whether remission has occurred 
or whether further face-to-face treatment may be beneficial [101]. Further treatment 
can be helpful to assist patients in tailoring skills to their specific circumstances and 
may be particularly useful in assisting patients to implement more challenging 
skills, such as sleep restriction therapy. Additional treatment may also be needed to 
target other concerns not addressed in the course (e.g., symptoms of other psychiat-
ric disorders).

As a standalone intervention, dCBT-I has been shown to be efficacious for indi-
viduals across different severity levels. dCBT-I may also be used as an adjunct to 
face-to-face treatments in a blended care model. In this approach, patients can 
obtain the core CBT content from the dCBT-I course and revisit this information 
repeatedly to assist with learning, while precious session time may be used to trou-
bleshoot any difficulties in the implementation of skills or to address issues that 
have not been covered in the dCBT program [101]. In a case series study examining 
a stepped-care approach to treat insomnia in a public health setting using dCBT-I 
(return2sleep.com) as the first step, service efficiency increased by 69% [102]. In 
that study, patients were more likely to progress to more intensive steps for insom-
nia (single session consultation, group treatment, and then individual therapy) if 
they were older, unemployed, and had more severe symptoms of insomnia. In line 
with this, Meaklim et al. [103] found that older outpatients to repatriation clinic 
were hesitant to trial a dCBT-I while waiting for face-to-face treatment, due to lim-
ited internet access, language barriers, and a preference for face-to-face treatment 
[103]. In the only published RCT to examine a stepped-care approach to the treat-
ment of insomnia, Savard et  al. [104] found that a stepped-care approach, using 
web-based CBT-I as the first step was non-inferior to a standard face-to-face CBT-I 
approach in a group of patients with cancer experiencing insomnia. These studies 
provide useful preliminary evidence to support the use of dCBT-I in stepped-care 
models to improve service delivery within public health settings; however, adaptive 
or blended stepped-care models targeting the patients that would benefit the most 
from digital interventions are needed to facilitate program implementation.

 Conclusions: What Are the Next Steps for Digital 
Therapeutics for Insomnia?

The number of digital therapies for insomnia is growing. The evidence to date is 
supportive of both the efficacy and effectiveness of this treatment modality for 
improving insomnia severity, as well as other daytime outcomes. In addition, these 
positive benefits have been observed across a number of populations and medical 
and psychiatric conditions. There are however a number of questions that still 
remain, that will need to be addressed in future research. We are still in the early 
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stages of understanding both the mediators of treatment effectiveness and the mech-
anisms of action for dCBT-I and dMBT-I. Future studies are needed to determine 
who responds best to treatment and why, so that we can better tailor these digital 
treatments to improve both outcomes and adherence. One of the most promising 
findings from the current literature is that effectiveness of dCBT-I goes beyond 
sleep, with a number of studies demonstrating parallel improvements in depression 
and anxiety outcomes. Digital treatments for sleep therefore not only improve 
accessibility for patients, but may also reduce the stigma associated with seeking 
treatment for mental health conditions.

The extension of CBT-I and MBTI to online platforms has widespread clinical 
implications by increasing the scalability and accessibility of these interventions, 
for which access is challenging due to lack of both knowledge and trained practitio-
ners [23]. As with many medical treatments, adherence to digital therapies for 
insomnia remains a challenge. Having therapist guidance may help with adherence 
and treatment outcomes, but will impact on scalability and potentially cost- 
effectiveness. These digital therapies can potentially reduce costs to the individual 
and the health service, increasing accessibility, decreasing isolation, and increasing 
convenience and time efficiency [105], all of which are particularly critical during 
the time of the COVID-19 pandemic. Given the high prevalence and negative impli-
cations of insomnia [15], exploring more effective ways to treat the millions of 
people experiencing this public health problem is urgently needed.

References

1. American Psychiatric Association. Diagnostic and statistical manual of mental disorders 
(DSM-5®). Washington, DC: American Psychiatric Pub; 2013.

2. Ozminkowski RJ, Wang S, Walsh JK. The direct and indirect costs of untreated insomnia in 
adults in the United States. Sleep. 2007;30(3):263–73.

3. Perlis ML, Giles DE, Buysse DJ, Tu X, Kupfer DJ. Self-reported sleep disturbance as a pro-
dromal symptom in recurrent depression. J Affect Disord. 1997;42(2–3):209–12.

4. Hertenstein E, Feige B, Gmeiner T, Kienzler C, Spiegelhalder K, Johann A, et al. Insomnia 
as a predictor of mental disorders: a systematic review and meta-analysis. Sleep Med Rev. 
2019;43:96–105.

5. Jackson ML, Sztendur EM, Diamond NT, Byles JE, Bruck D. Sleep difficulties and the devel-
opment of depression and anxiety: a longitudinal study of young Australian women. Arch 
Women’s Ment Health. 2014;17(3):189–98.

6. Sivertsen B, Salo P, Mykletun A, Hysing M, Pallesen S, Krokstad S, et  al. The bidirec-
tional association between depression and insomnia: the HUNT study. Psychosom Med. 
2012;74(7):758–65.

7. Lancel M, Boersma GJ, Kamphuis J. Insomnia disorder and its reciprocal relation with psy-
chopathology. Curr Opin Psychol. 2021;41:34.

8. Ancoli-Israel S, Lieberman J III. Insomnia in primary care: overcoming diagnostic and treat-
ment barriers. Introduction. Postgrad Med. 2004;116(6 Suppl):4.

9. Spielman AJ, Glovinsky PB. The varied nature of insomnia. In: Hauri PJ, editor. Case studies 
in insomnia. New York, NY: Plenum; 1991. p. 1–15.

6 Digital Therapies for Insomnia



110

10. Beaulieu-Bonneau S, LeBlanc M, Merette C, Dauvilliers Y, Morin CM. Family history of 
insomnia in a population-based sample. Sleep. 2007;30(12):1739–45.

11. Zhang B, Wing YK. Sex differences in insomnia: a meta-analysis. Sleep. 2006;29(1):85–93.
12. LeBlanc M, Mérette C, Savard J, Ivers H, Baillargeon L, Morin CM. Incidence and risk fac-

tors of insomnia in a population-based sample. Sleep. 2009;32(8):1027–37.
13. Bastien CH, Vallieres A, Morin CM. Precipitating factors of insomnia. Behav Sleep Med. 

2004;2(1):50–62.
14. Bootzin RR, Epstein DR.  Understanding and treating insomnia. Annu Rev Clin Psychol. 

2011;7:435–58.
15. Qaseem A, Kansagara D, Forciea MA, Cooke M, Denberg TD.  Management of chronic 

insomnia disorder in adults: a clinical practice guideline from the American College of 
Physicians. Ann Intern Med. 2016;165(2):125–33.

16. Edinger JD, Arnedt JT, Bertisch SM, Carney CE, Harrington JJ, Lichstein KL, et al. Behavioral 
and psychological treatments for chronic insomnia disorder in adults: an American Academy 
of Sleep Medicine clinical practice guideline. J Clin Sleep Med. 2021;17(2):255–62.

17. Ree M, Junge M, Cunnington D. Australasian Sleep Association position statement regard-
ing the use of psychological/behavioral treatments in the management of insomnia in adults. 
Sleep Med. 2017;36(Suppl 1):S43–s7.

18. Riemann D, Baglioni C, Bassetti C, Bjorvatn B, Dolenc Groselj L, Ellis JG, et al. European 
guideline for the diagnosis and treatment of insomnia. J Sleep Res. 2017;26(6):675–700.

19. Cunnington D, Junge M.  Chronic insomnia: diagnosis and non-pharmacological manage-
ment. BMJ. 2016;355:i5819.

20. Trauer JM, Qian MY, Doyle JS, Rajaratnam SM, Cunnington D.  Cognitive behavioral 
therapy for chronic insomnia: a systematic review and meta-analysis. Ann Intern Med. 
2015;163(3):191–204.

21. Geiger-Brown JM, Rogers VE, Liu W, Ludeman EM, Downton KD, Diaz-Abad M. Cognitive 
behavioral therapy in persons with comorbid insomnia: a meta-analysis. Sleep Med Rev. 
2015;23:54–67.

22. Wu JQ, Appleman ER, Salazar RD, Ong JC.  Cognitive behavioral therapy for insomnia 
comorbid with psychiatric and medical conditions: a meta-analysis. JAMA Intern Med. 
2015;175(9):1461–72.

23. Meaklim H, Jackson ML, Bartlett D, Saini B, Falloon K, Junge M, et al. Sleep education for 
healthcare providers: addressing deficient sleep in Australia and New Zealand. Sleep Health. 
2020;6(5):636–50.

24. Meaklim H, Rehm IC, Monfries M, Junge M, Meltzer LJ, Jackson ML. Wake up psychology! 
Postgraduate psychology students need more sleep and insomnia education. Aust Psychol. 
2021;56(6):485–98.

25. Meaklim H, Cunnington D.  Web-based cognitive behaviour therapy for insomnia shows 
long-term efficacy in improving chronic insomnia. Evid-Based Ment Health. 2018;21(1):e3.

26. Apolinario-Hagen J, Vehreschild V, Alkoudmani RM.  Current views and perspectives on 
e-mental health: an exploratory survey study for understanding public attitudes toward 
internet- based psychotherapy in Germany. JMIR Ment Health. 2017;4(1):e8.

27. Espie CA, Kyle SD, Williams C, Ong JC, Douglas NJ, Hames P, et al. A randomized, placebo- 
controlled trial of online cognitive behavioral therapy for chronic insomnia disorder delivered 
via an automated media-rich web application. Sleep. 2012;35(6):769–81.

28. Ritterband LM, Thorndike FP, Gonder-Frederick LA, Magee JC, Bailey ET, Saylor DK, et al. 
Efficacy of an Internet-based behavioral intervention for adults with insomnia. Arch Gen 
Psychiatry. 2009;66(7):692–8.

29. Luik AI, Kyle SD, Espie CA. Digital cognitive behavioral therapy (dCBT) for insomnia: a 
state-of-the-science review. Curr Sleep Med Rep. 2017;3(2):48–56.

30. Baka A, van der Zweerde T, Lancee J, Bosmans JE, van Straten A. Cost-effectiveness of 
guided internet-delivered cognitive behavioral therapy in comparison with care-as-usual for 
patients with insomnia in general practice. Behav Sleep Med. 2021;20:188–203.

M. L. Jackson et al.



111

31. De Bruin EJ, van Steensel FJA, Meijer AM. Cost-effectiveness of group and internet cogni-
tive behavioral therapy for insomnia in adolescents: results from a randomized controlled 
trial. Sleep. 2016;39(8):1571–81.

32. Vincent N, Lewycky S. Logging on for better sleep: RCT of the effectiveness of online treat-
ment for insomnia. Sleep. 2009;32(6):807–15.

33. Van Straten A, Emmelkamp J, De Wit J, Lancee J, Andersson G, van Someren E, et al. Guided 
Internet-delivered cognitive behavioural treatment for insomnia: a randomized trial. Psychol 
Med. 2014;44(7):1521–32.

34. Ritterband LM, Thorndike FP, Ingersoll KS, Lord HR, Gonder-Frederick L, Frederick C, 
et al. Effect of a web-based cognitive behavior therapy for insomnia intervention with 1-year 
follow-up: a randomized clinical trial. JAMA Psychiatry. 2017;74(1):68–75.

35. Grierson AB, Hobbs MJ, Mason EC. Self-guided online cognitive behavioural therapy for 
insomnia: a naturalistic evaluation in patients with potential psychiatric comorbidities. J 
Affect Disord. 2020;266:305–10.

36. Kuhn E, Weiss BJ, Taylor KL, Hoffman JE, Ramsey KM, Manber R, et al. CBT-I Coach: a 
description and clinician perceptions of a mobile app for cognitive behavioral therapy for 
insomnia. J Clin Sleep Med. 2016;12(4):597–606.

37. Tedford SE, Romano L, Gozal D, Medalie L. Digital solutions for sleep problems in children: 
a pilot study. Pediatr Pulmonol. 2022;57:1914.

38. Bernstein AM, Allexandre D, Bena J, Doyle J, Gendy G, Wang L, et al. “Go! to sleep”: a 
web-based therapy for insomnia. Telemed e-Health. 2017;23(7):590–9.

39. Luik AI, van der Zweerde T, van Straten A, Lancee J. Digital delivery of cognitive behavioral 
therapy for insomnia. Curre Psychiatry Rep. 2019;21(7):50.

40. Gong H, Ni CX, Liu YZ, Zhang Y, Su WJ, Lian YJ, et al. Mindfulness meditation for insom-
nia: A meta-analysis of randomized controlled trials. J Psychosom Res. 2016;89:1–6.

41. Baer RA. Mindfulness training as a clinical intervention: A conceptual and empirical review. 
Clinical psychology: Science and practice. 2003;10(2):125.

42. Bishop SR, Lau M, Shapiro S, Carlson L, Anderson ND, Carmody J, et al. Mindfulness: a 
proposed operational definition. Clinical psychology: science and practice. 2004;11(3):230.

43. Espie CA, Kyle SD, Miller CB, Ong J, Hames P, Fleming L.  Attribution, cognition and 
psychopathology in persistent insomnia disorder: outcome and mediation analysis from a 
randomized placebo-controlled trial of online cognitive behavioural therapy. Sleep Med. 
2014;15(8):913–7.

44. Freeman D, Sheaves B, Goodwin GM, Yu LM, Nickless A, Harrison PJ, et al. The effects 
of improving sleep on mental health (OASIS): a randomised controlled trial with mediation 
analysis. Lancet Psychiatry. 2017;4(10):749–58.

45. Freeman D, Waite F, Startup H, Myers E, Lister R, McInerney J, et al. Efficacy of cogni-
tive behavioural therapy for sleep improvement in patients with persistent delusions and hal-
lucinations (BEST): a prospective, assessor-blind, randomised controlled pilot trial. Lancet 
Psychiatry. 2015;2(11):975–83.

46. Pillai V, Anderson JR, Cheng P, Bazan L, Bostock S, Espie CA, et al. The anxiolytic effects of 
cognitive behavior therapy for insomnia: preliminary results from a web-delivered protocol. J 
Sleep Med Disord. 2015;2(2):1017.

47. Barnes CM, Miller JA, Bostock S. Helping employees sleep well: effects of cognitive behav-
ioral therapy for insomnia on work outcomes. J Appl Psychol. 2017;102(1):104.

48. Denis D, Eley TC, Rijsdijk F, Zavos HM, Keers R, Espie CA, et al. Is digital cognitive behav-
ioural therapy for insomnia effective in treating sub-threshold insomnia: a pilot RCT. Sleep 
Med. 2020;66:174–83.

49. Espie CA, Emsley R, Kyle SD, Gordon C, Drake CL, Siriwardena AN, et al. Effect of digital 
cognitive behavioral therapy for insomnia on health, psychological well-being, and sleep- 
related quality of life: a randomized clinical trial. JAMA Psychiatry. 2019;76(1):21–30.

50. Felder JN, Epel ES, Neuhaus J, Krystal AD, Prather AA. Efficacy of digital cognitive behav-
ioral therapy for the treatment of insomnia symptoms among pregnant women: a randomized 
clinical trial. JAMA Psychiatry. 2020;77(5):484–92.

6 Digital Therapies for Insomnia



112

51. Kalmbach DA, Cheng P, O’Brien LM, Swanson LM, Sangha R, Sen S, et al. A randomized 
controlled trial of digital cognitive behavioral therapy for insomnia in pregnant women. Sleep 
Med. 2020;72:82–92.

52. Kyle SD, Hurry ME, Emsley R, Marsden A, Omlin X, Juss A, et al. The effects of digital 
cognitive behavioral therapy for insomnia on cognitive function: a randomized controlled 
trial. Sleep. 2020;43(9):zsaa034.

53. McGrath ER, Espie CA, Power A, Murphy AW, Newell J, Kelly C, et al. Sleep to lower elevated 
blood pressure: a randomized controlled trial (SLEPT). Am J Hypertens. 2017;30(3):319–27.

54. Bostock S, Luik AI, Espie CA. Sleep and productivity benefits of digital cognitive behavioral 
therapy for insomnia: a randomized controlled trial conducted in the workplace environment. 
J Occup Environ Med. 2016;58(7):683–9.

55. Christensen H, Batterham PJ, Gosling JA, Ritterband LM, Griffiths KM, Thorndike FP, et al. 
Effectiveness of an online insomnia program (SHUTi) for prevention of depressive episodes 
(the GoodNight Study): a randomised controlled trial. Lancet Psychiatry. 2016;3(4):333–41.

56. Koffel E, Kuhn E, Petsoulis N, Erbes CR, Anders S, Hoffman JE, et al. A randomized con-
trolled pilot study of CBT-I Coach: feasibility, acceptability, and potential impact of a mobile 
phone application for patients in cognitive behavioral therapy for insomnia. Health Inform 
J. 2018;24(1):3–13.

57. Holmqvist M, Vincent N, Walsh K. Web- vs. telehealth-based delivery of cognitive behav-
ioral therapy for insomnia: a randomized controlled trial. Sleep Med. 2014;15(2):187–95.

58. Vincent N, Walsh K, Lewycky S. Determinants of success for computerized cognitive behav-
ior therapy: examination of an insomnia program. Behav Sleep Med. 2013;11(5):328–42.

59. Hebert EA, Vincent N, Lewycky S, Walsh K. Attrition and adherence in the online treatment 
of chronic insomnia. Behav Sleep Med. 2010;8(3):141–50.

60. Siengsukon CF, Beck ES Jr, Drerup M. Feasibility and treatment effect of a web-based cogni-
tive behavioral therapy for insomnia program in individuals with multiple sclerosis: a pilot 
randomized controlled trial. Int J MS Care. 2020;23(3):107–13.

61. Javaheri S, Reid M, Drerup M, Mehra R, Redline S. Reducing coronary heart disease risk 
through treatment of insomnia using web-based cognitive behavioral therapy for insomnia: a 
methodological approach. Behav Sleep Med. 2020;18(3):334–44.

62. Patel S, Ojo O, Genc G, Oravivattanakul S, Huo Y, Rasameesoraj T, et al. A computerized 
cognitive behavioral therapy randomized, controlled, pilot trial for insomnia in Parkinson 
disease (ACCORD-PD). J Clin Move Disord. 2017;4(1):16.

63. Wahbeh H, Svalina MN, Oken BS. Group, one-on-one, or internet? Preferences for mindful-
ness meditation delivery format and their predictors. Open Med J. 2014;1:66–74.

64. Kennett L, Bei B, Jackson M. A randomised controlled trial to examine the feasibility and 
preliminary efficacy of a digital mindfulness based therapy for improving insomnia symp-
toms. Mindfulness. 2021;12:2460.

65. Low T, Conduit R, Varma P, Meaklim H, Jackson ML. Treating subclinical and clinical symp-
toms of insomnia with a mindfulness-based smartphone application: a pilot study. Internet 
Interv. 2020;21:100335.

66. Rung AL, Oral E, Berghammer L, Peters ES. Feasibility and acceptability of a mobile mind-
fulness meditation intervention among women: intervention study. JMIR mHealth uHealth. 
2020;8(6):e15943.

67. Huberty JL, Green J, Puzia ME, Larkey L, Laird B, Vranceanu A-M, et al. Testing a mindful-
ness meditation mobile app for the treatment of sleep-related symptoms in adults with sleep 
disturbance: a randomized controlled trial. PLoS One. 2021;16(1):e0244717.

68. Huberty J, Vranceanu A-M, Carney C, Breus M, Gordon M, Puzia ME. Characteristics and 
usage patterns among 12,151 paid subscribers of the Calm meditation app: cross-sectional 
survey. JMIR mHealth uHealth. 2019;7(11):e15648.

69. Zachariae R, Lyby MS, Ritterband LM, O’Toole MS. Efficacy of internet-delivered cognitive- 
behavioral therapy for insomnia - a systematic review and meta-analysis of randomized con-
trolled trials. Sleep Med Rev. 2016;30:1–10.

M. L. Jackson et al.



113

70. Soh HL, Ho RC, Ho CS, Tam WW.  Efficacy of digital cognitive behavioural therapy for 
insomnia: a meta-analysis of randomised controlled trials. Sleep Med. 2020;75:315–25.

71. Cheng P, Casement MD, Kalmbach DA, Castelan AC, Drake CL. Digital cognitive behav-
ioral therapy for insomnia promotes later health resilience during the coronavirus disease 19 
(COVID-19) pandemic. Sleep. 2021;44(4):zsaa258.

72. Blom K, Tarkian Tillgren H, Wiklund T, Danlycke E, Forssén M, Söderström A, et  al. 
Internet-vs. group-delivered cognitive behavior therapy for insomnia: a randomized con-
trolled non-inferiority trial. Behav Res Ther. 2015;70:47–55.

73. Taylor DJ, Peterson AL, Pruiksma KE, Young-McCaughan S, Nicholson K, Mintz J. Internet 
and in-person cognitive behavioral therapy for insomnia in military personnel: a randomized 
clinical trial. Sleep. 2017;40(6):zsx075.

74. Lancee J, van Straten A, Morina N, Kaldo V, Kamphuis JH. Guided online or face-to-face 
cognitive behavioral treatment for insomnia: a randomized wait-list controlled trial. Sleep. 
2016;39(1):183–91.

75. Spijkerman MPJ, Pots WTM, Bohlmeijer ET.  Effectiveness of online mindfulness-based 
interventions in improving mental health: a review and meta-analysis of randomised con-
trolled trials. Clin Psychol Rev. 2016;45:102–14.

76. Black DS, O’Reilly GA, Olmstead R, Breen EC, Irwin MR. Mindfulness meditation and 
improvement in sleep quality and daytime impairment among older adults with sleep distur-
bances: a randomized clinical trial. JAMA Intern Med. 2015;175(4):494–501.

77. Newby JM, Haskelberg H, Hobbs MJ, Mahoney AEJ, Mason E, Andrews G. The effective-
ness of internet-delivered cognitive behavioural therapy for health anxiety in routine care. J 
Affect Disord. 2020;264:535–42.

78. Mahoney A, Li I, Haskelberg H, Millard M, Newby JM.  The uptake and effectiveness 
of online cognitive behaviour therapy for symptoms of anxiety and depression during 
COVID-19. J Affect Disord. 2021;292:197–203.

79. Mahoney A, Li I, Grierson A, Millard M, Haskelberg H, Mason E. Internet-based cognitive 
behaviour therapy for insomnia before and during the COVID-19 pandemic. Aust Psychol. 
2022;57:1.

80. Ohayon MM. Epidemiology of insomnia: what we know and what we still need to learn. 
Sleep Med Rev. 2002;6(2):97–111.

81. Zachariae R, Amidi A, Damholdt MF, Clausen CDR, Dahlgaard J, Lord H, et al. Internet- 
delivered cognitive-behavioral therapy for insomnia in breast cancer survivors: a randomized 
controlled trial. J Natl Cancer Inst. 2018;110(8):880–7.

82. Luik AI, Bostock S, Chisnall L, Kyle SD, Lidbetter N, Baldwin N, et al. Treating depres-
sion and anxiety with digital cognitive behavioural therapy for insomnia: a real world NHS 
evaluation using standardized outcome measures. Behav Cogn Psychother. 2017;45(1):91–6.

83. Cheng P, Luik AI, Fellman-Couture C, Peterson E, Joseph CLM, Tallent G, et al. Efficacy 
of digital CBT for insomnia to reduce depression across demographic groups: a randomized 
trial. Psychol Med. 2019;49(3):491–500.

84. Blom K, Jernelov S, Kraepelien M, Bergdahl MO, Jungmarker K, Ankartjarn L, et al. Internet 
treatment addressing either insomnia or depression, for patients with both diagnoses: a ran-
domized trial. Sleep. 2015;38(2):267–77.

85. Mason EC, Grierson AB, Sie A, Sharrock MJ, Li I, Chen AZ, et al. Co-occurring insomnia 
and anxiety: a randomized controlled trial of internet CBT for insomnia vs. internet CBT for 
anxiety. Sleep. 2022.

86. Thornicroft G.  Stigma and discrimination limit access to mental health care. Epidemiol 
Psichiatr Soc. 2008;17(1):14–9.

87. Ribeiro JD, Pease JL, Gutierrez PM, Silva C, Bernert RA, Rudd MD, et  al. Sleep prob-
lems outperform depression and hopelessness as cross-sectional and longitudinal pre-
dictors of suicidal ideation and behavior in young adults in the military. J Affect Disord. 
2012;136(3):743–50.

6 Digital Therapies for Insomnia



114

88. Garland SN, Carlson LE, Stephens AJ, Antle MC, Samuels C, Campbell TS. Mindfulness- 
based stress reduction compared with cognitive behavioral therapy for the treatment of 
insomnia comorbid with cancer: a randomized, partially blinded, noninferiority trial. J Clin 
Oncol. 2014;32(5):449–57.

89. Sansone RA, Sansone LA. Antidepressant adherence: are patients taking their medications? 
Innov Clin Neurosci. 2012;9(5–6):41–6.

90. Horsch C, Lancee J, Beun RJ, Neerincx MA, Brinkman W-P.  Adherence to technology- 
mediated insomnia treatment: a meta-analysis, interviews, and focus groups. J Med Internet 
Res. 2015;17(9):e214.

91. Hilvert-Bruce Z, Rossouw PJ, Wong N, Sunderland M, Andrews G. Adherence as a deter-
minant of effectiveness of internet cognitive behavioural therapy for anxiety and depressive 
disorders. Behav Res Ther. 2012;50:463–8.

92. Lancee J, Sorbi MJ, Eisma MC, van Straten A, van den Bout J. The effect of support on 
internet-delivered treatment for insomnia: does baseline depression severity matter? Behav 
Ther. 2014;45(4):507–16.

93. Robinson E, Titov N, Andrews G, McIntyre K, Schwencke G, Solley K. Internet treatment for 
generalized anxiety disorder: a randomized controlled trial comparing clinician vs. techni-
cian assistance. PLoS One. 2010;5(6):e10942.

94. Titov N, Andrews G, Davies M, McIntyre K, Robinson E, Solley K. Internet treatment for 
depression: a randomized controlled trial comparing clinician vs. technician assistance. PLoS 
One. 2010;5(6):e10939.

95. Hendrie GA, Baird DL, Williams G. Evaluation of the CSIRO total wellbeing diet online 
system: highlights report. Understanding the reach, effectiveness and predictors of weight 
loss using 5 years of member data. Canberra, ACT: CSIRO; 2020.

96. Buntrock C, Lehr D, Smit F, Horvath H, Berking M, Spiegelhalder K, et al. Guided internet- 
based cognitive behavioral therapy for insomnia: health-economic evaluation from the soci-
etal and public health care perspective alongside a randomized controlled trial. J Med Internet 
Res. 2021;23(5):e25609.

97. Kelders SM, Kok RN, Ossebaard HC, Van Gemert-Pijnen JEWC. Persuasive system design 
does matter: a systematic review of adherence to web-based interventions. J Med Internet 
Res. 2012;14(6):e152.

98. Seyffert M, Lagisetty P, Landgraf J, Chopra V, Pfeiffer PN, Conte ML, et al. Internet-delivered 
cognitive behavioral therapy to treat insomnia: a systematic review and meta-analysis. PLoS 
One. 2016;11(2):e0149139.

99. Lancee J, Eisma MC, van Straten A, Kamphuis JH. Sleep-related safety behaviors and dys-
functional beliefs mediate the efficacy of online CBT for insomnia: a randomized controlled 
trial. Cogn Behav Ther. 2015;44(5):406–22.

100. Koffel E, Bramoweth AD, Ulmer CS. Increasing access to and utilization of cognitive behav-
ioral therapy for insomnia (CBT-I): a narrative review. J Gen Intern Med. 2018;33(6):955–62.

101. Newby J, Mason E, Kladnistki N, Murphy M, Millard M, Haskelberg H, et al. Integrating inter-
net CBT into clinical practice: a practical guide for clinicians. Clin Psychol. 2021;25:164–78.

102. Vincent N, Walsh K. Stepped care for insomnia: an evaluation of implementation in routine 
practice. J Clin Sleep Med. 2013;9(3):227–34.

103. Meaklim H, Abbott JM, Kennedy GA, Murray G, Klein B, Rehm I. Lessons learned from 
delivering an internet intervention for insomnia in an Australian public hospital outpatient 
setting. Aust Psychol. 2019;54(3):225–34.

104. Savard J, Ivers H, Savard M-H, Morin CM, Caplette-Gingras A, Bouchard S, et al. Efficacy 
of a stepped care approach to deliver cognitive-behavioral therapy for insomnia in cancer 
patients: a non-inferiority randomized controlled trial. Sleep. 2021;44:zsab166.

105. Griffiths F, Lindenmeyer A, Powell J, Lowe P, Thorogood M. Why are health care inter-
ventions delivered over the internet? A systematic review of the published literature. J Med 
Internet Res. 2006;8(2):e10.

M. L. Jackson et al.



115

Chapter 7
The Efficacy of Smartphone-Based 
Interventions in Bipolar Disorder

Gerard Anmella, Diego Hidalgo-Mazzei, and Eduard Vieta

Abbreviations

app Smartphone application
BD Bipolar disorder
CBT Cognitive-behavioral therapy
EMA Ecological momentary assessments 
ISBD International Society for Bipolar Disorders
mHealth Mobile health
PROMS Patient-reported outcome measures
PTSD Post-traumatic stress disorder
RCT Randomized controlled trials
SIMPLe Smartphone-based psychoeducational program for bipolar disorder
SM Self-monitoring
SMS Short message services
TAU Treatment-as-usual
UEIs User-engagement indicators

G. Anmella · D. Hidalgo-Mazzei · E. Vieta (*) 
Digital Innovation Group, Bipolar and Depressive Disorders Unit, Institute of Neuroscience, 
Department of Psychiatry and Psychology, Hospital Clínic de Barcelona,  
University of Barcelona, IDIBAPS, CIBERSAM, Barcelona, Catalonia, Spain
e-mail: evieta@clinic.cat

© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2023
I. C. Passos et al. (eds.), Digital Mental Health, 
https://doi.org/10.1007/978-3-031-10698-9_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10698-9_7&domain=pdf
mailto:evieta@clinic.cat
https://doi.org/10.1007/978-3-031-10698-9_7


116

 Bipolar Disorders

Bipolar disorders (BD) are chronic and recurrent major affective diseases with onset 
during youth, a lifetime prevalence estimated at 2.4%, and a course of disease that 
entails fluctuations between mood phases—depressive, (hypo)manic, or mixed epi-
sodes [1, 2]. Higher recurrences of mood episodes in BD have been related to 
reduced response to psychological and pharmacological treatments, progressive 
neuroanatomic brain changes, and cognitive dysfunction, which, in turn, leads to a 
worse clinical course and functional disability [3, 4]. The progressive, recurrent, 
and sometimes severe nature of BD, along with high rates of morbidity and mortal-
ity [5], translates into a 8–12 years shortened life expectancy [6], reduced quality of 
life, and a huge burden of disease, making BD one of the main causes of disability 
among young and working-age people [7, 8].

The prognosis may be improved with maintenance pharmacological treatments, 
which have proven effective in preventing mood recurrences in BD [9], especially 
in early phases of the disease [10]. However, people with BD often lack insight 
about their symptoms and the need for treatment, especially in manic phases [11, 
12]. In addition, common psychiatric clinical monitoring through routine medical 
visits mainly consists of periodic cross-sectional symptoms assessments that rely on 
self-reports, posing several limitations due to confirmation bias and misinterpreta-
tions [13]. Hence, more effective strategies for the clinical management of BD are 
imperative.

 The Digital Revolution and the Growing Interest and Use 
of Mental Health Tools

The digital revolution has made possible to capture behavioral, cognitive, and mood 
information in an objective, continuous, passive, unobtrusive way by using ubiqui-
tous devices, such as smartphones and wearables [14]. The connection capabilities 
of smartphones and their embedded sensors allow to unobtrusively collect active 
information from subjects on their natural environment (ecological momentary 
assessments (EMA)) using tests or questions. Moreover, smartphones allow the 
automatic and continuous collection of passive objective data from the device usage 
patterns and/or sensors, either measuring activity or location (indirect markers of 
socialization), keyboard interactions (indirect markers of neurocognition), or voice 
and speech (indirect markers of the thinking process). Altogether, this new type of 
objective information that could reveal objective individual fingerprints has been 
denominated “digital phenotyping” [15].

Digital phenotyping limits the possibility of subjectivity and psychological heu-
ristics to which traditional methods are exposed [13] and avoids the possibility of 
recall bias in comparison to standardized scales and questionnaires which asses at a 
specific time point the presence of symptoms over the last previous weeks or 
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months. The data collected by smartphones is automatically transmitted to cloud 
servers over the Internet preventing loss of data integrity in the process and can be 
analyzed through different techniques. Even though smartphone technology prom-
ises to transform many aspects of health care, no area of medicine is likely to be 
changed more by this technology than psychiatry.

Smartphones are among the most rapidly adopted innovations in recent history, 
and its ownership continues to increase in developing and developed countries. 
Through providing the capacity to download and run externally created applications 
(“apps”), along with ubiquitous Internet connectivity, smartphones could provide 
global, cost-effective, and evidence-based mental health services on demand and in 
real time [16]. This huge therapeutic potential has triggered a wave of interest and 
investment in mental health apps from governments, technology companies, advo-
cacy groups, and international research groups [17]. As a result of the increasing 
affordability, accessibility, and user-friendliness of smartphones, people with men-
tal health problems are also increasingly adopting them for a wide variety of pur-
poses, including the management of their mental health [18, 19].

People suffering from BD and other affective disorders own and use smartphones 
similar to the general population [20]. A survey among people with BD in the UK 
revealed that more than 50% had used an app intended to treat or monitor their con-
dition. Moreover, they are also interested in using smartphones to receive support 
and treatment. For instance, in another survey, almost 80% of respondents with BD 
showed interest in using an app to monitor affective symptoms and receive advice 
on how to cope with their condition. These surveys reflect an increasing demand 
among people with BD for the appropriate digital health apps [21].

 Digital Phenotyping in Bipolar Disorder

BD represents the ideal diagnostic framework for digital phenotyping, as its bipha-
sic nature overtly translates into altered emotion, speech, and behavior. For instance, 
BD patients usually show overactivity, euphoria, racing thoughts, and increased 
self-esteem—during a manic episode—in contrast to low energy, depressed mood, 
inability to concentrate, and feelings of worthlessness—during depressive episodes 
[22]. These biphasic abnormalities in motor, social, and speech activity reflect the 
mood state very accurately and their digital quantification (i.e. digital phenotyping) 
using smartphones has been correlated to different mood states [23–25].

Smartphones offer unique capabilities for monitoring depressive and manic 
symptoms through automatically collected data, such as speech and activity, but 
also real-time self-reported data [26, 27]. Smartphones even have the potential to 
provide early detection of prodromal symptoms between outpatient visits in BD 
[28] and, therefore, potential for facilitating timely and contextual care delivery for 
patients with BD. This could improve the diagnosis and provide options for early 
cost-effective interventions in people with BD [16].

7 The Efficacy of Smartphone-Based Interventions in Bipolar Disorder
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 Smartphone-Related Research in Bipolar Disorder: State 
of the Art

Over the last decade, several studies have been conducted exploring the feasibility, 
validity, efficacy, and cost-effectiveness of mobile health (mHealth) with promising 
results. These studies involved a diverse array of mobile technologies, such as SMS 
(short message services), wearables, and smartphone-based interventions (includ-
ing smartphone apps) intended at monitoring symptoms and delivering interven-
tions for BD [29, 30].

Smartphone-based interventions have been the most investigated aspect of 
mHealth in affective disorders, including BD. These interventions, although diverse 
in design, aimed to cost-efficiently extend and facilitate monitoring and therapeutic 
services [31–33].

In addition, since smartphones are becoming nowadays a generalized method for 
communication, socialization, shopping, and entertainment among other activities, 
they hold the potential to collect continuous digital behavioral footprints, including 
the smartphone daily usage and voice patterns. Up to date, most of the studies 
assessing the validity of digital behavioral patterns through mobile technologies 
sought at comparing standardized self-reported or clinician-administered scales to 
the data generated by smartphones. In general lines, the results extrapolating social 
and circadian rhythms [24, 34–37], as well as specific illness activity from smart-
phone generated data seem encouraging, although still not conclusive enough to 
replace standardized scales [38]. Even if this may seem a disappointing fact, there 
is a growing belief that differences between smartphone-collected data and scores 
of already imperfect subjective scales, might actually represent a whole new type of 
information and an opportunity to complement the limitations of traditional scales 
to comprehensively reflect BD and their inter-individual diversity [14, 39].

Despite the aforementioned growing evidence and novel insights that smart-
phones have been contributing in the understanding of BD, few major clinical trials 
have integrated them as complementary methods to measure outcomes, with only a 
few exceptions to date [40–45]. The pharmaceutical companies have shown little 
interest in incorporating smartphone-based interventions in their clinical trials to 
monitor symptoms despite the growing evidence about data integrity and their cost- 
effectiveness in collecting continuous and granular data about illness course and 
symptoms.

 The Dissociation Between Private Corporations 
and the Academic Field

Notwithstanding the huge number of smartphone interventions for BD already 
available through Apple or Google marketplaces, very few meet evidence-based 
medicine quality standards (they do not have any scientific evidence about their 
validity or efficacy in the field of BD), so that finding a useful app supported by 
robust evidence is clearly a challenge [46, 47]. Furthermore, the data privacy of 
users of many of these apps might be compromised, according to recent reports [48].
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Even though national committees have been working on regulations and frame-
works to assess the validity of mental health apps have been proposed, the func-
tioning of app stores and their commercialization processes make it difficult to 
manage [49, 50]. People with BD and other mental health disorders are generally 
offered with smartphone-based interventions without any warning, guarantees, or 
instructions [19].

 The Efficacy of Smartphone-Based Interventions in Mental 
Health Disorders

Smartphones can provide not only the afferent limb of assessment (through auto-
matically collected data or self-report) but also the efferent limb of intervention, 
which can be precisely titrated through continuous feedback from digital phenotyp-
ing [51]. In other words, smartphones allow cost-effective psychological interven-
tions which can be personalized according to each individual course and be available 
to individuals remotely and with no time constraints. In fact, people with BD are 
generally predisposed toward smartphone-based interventions, according to recent 
studies [52].

So far, smartphone-based interventions have shown positive mild/moderate effi-
cacy for anxiety [53], depression [33], and symptoms of post-traumatic stress disor-
der (PTSD) [54]. Yet, the efficacy of smartphone-based interventions for BD needs 
to be established.

 Smartphone-Based Interventions in Bipolar Disorder

A recent meta-analysis compared the effect of smartphone-based interventions and 
monitoring with control methods in BD [55]. This study concluded that smartphone-
based interventions in BD are effective in reducing manic and depressive symp-
toms. However, the analyses included studies that assessed the efficacy of phone 
calls of therapists to facilitate psychotherapy [56, 57], web-based platforms [58], as 
well as the effectiveness of phone/mail-delivered self-rating feedback [59]. 
Moreover, the meta-analyses were performed including not only participants with 
BD, but with other diagnoses [44, 45]. Hence, part of the main conclusions of this 
study may be biased.

Considering the limitations of the aforementioned study, the International 
Society for Bipolar Disorders (ISBD) Big Data Task Force has been working on a 
position paper aiming at examining the efficacy and user-engagement indicators 
(UEIs) of smartphone-based interventions in BD [60].

Up to January 21, 2021, six randomized controlled trials (RCT) [40–45] had 
been published providing data on smartphone-based interventions in people diag-
nosed with BD.

According to the RoB 2 tool, all RCTs showed low risk of bias. All RCTs were 
randomized single-blind trials. One RCT included 3 arms (one intervention and two 
control groups: one active and one inactive) [44], and five RCTs included 2 arms 
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(intervention vs control groups) [41, 43, 61]. Their duration ranged from 10 weeks 
[43] to 9 months [61].

 The Efficacy of Smartphone-Based Interventions in Bipolar 
Disorder (RCTs)

The majority of RCTs assessing the efficacy of smartphone interventions in BD 
compared differences in depressive and manic symptoms assessed with clinician- 
administered scales between groups [40–45].

Four smartphone-based interventions from the included RCTs did not show effi-
cacy in reducing depression outcomes [40–42, 45], and two did: one only including 
people with BD in which the comparator was paper-and-pencil monitoring [43] and 
another study measuring depressive outcomes with the brief psychiatric rating scale 
and only when comparing the intervention with treatment-as-usual (TAU), but not 
when comparing the intervention with the active control group [44].

None of the smartphone-based interventions from the included RCTs showed 
efficacy in reducing mania or improving function outcomes [40–45].

Quality of life was improved in one [42] out of four RCTs, and perceived stress 
was reduced in two [40, 42] out of three RCTs.

Regarding affective relapses, one RCT [42] showed a reduction in manic relapses, 
but an increased risk of depressive relapses, whereas another study did not show 
significant differences in affective relapses of any polarity [40].

Regarding psychiatric readmissions, one RCT [40] did not show reduction in rate 
or duration of readmissions.

In sum, most RCTs did not show efficacy in any outcome regarding affective 
symptoms (mania or depression), function, or quality of life when comparing with 
active controls, but only when compared with inactive controls (paper-and-pencil 
monitoring [43] or TAU [44]). In this regard, it should be noted that the RCTs were 
highly heterogeneous, including general design, characteristics of the interventions, 
compared groups (including diagnoses and baseline symptoms), as well as consid-
erations regarding user-engagement with the app. All those concepts may have 
influenced the efficacy results and are discussed below.

 Smartphone-App Characteristics and Type of Interventions

Smartphone-based interventions ranged from self-monitoring (SM) [40–43], to 
app-delivered personalized cognitive-behavioral therapy (CBT) plus SM [44], to 
SM plus app-delivered interventions, including CBT, skills training, psychoeduca-
tion, medication reminders, and/or coping strategies [45].

The apps of only two studies collected passive data [40, 42]. Five apps included 
psychoeducation: one app in a direct way [45] and four of them indirectly through 
a feedback loop [40–42].
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Participants were contacted by text message, phone call or e-mail in three studies 
if there were signs of deterioration of depressive or manic symptoms [40–42].

When trying to identify specific aspects of smartphone interventions and sub-
populations with BD associated with the efficacy of the intervention, the heteroge-
neity in the design of the studies and the lack of uniform registered variables and 
definitions precluded those analyses. The mechanism of change in smartphone 
interventions is poorly understood, such as whether SM by itself may affect change 
or if therapeutic elements that draw from evidence-based interventions such as CBT 
are impactful beyond SM.

 The Potential Influence of Baseline Affective Symptoms

Most patients included in the RCTs were euthymic or with mild affective symptoms 
[62]. It is known that the magnitude of affective symptom reduction increases with 
the initial severity of symptoms, and may be minimal or nonexistent, on average, in 
patients with mild or moderate symptoms, both for depressive [63, 64] and manic 
symptoms [65]. Probably for this reason, the expected reduction in depressive and 
manic symptoms scales was nonexistent to minimal in RCTs including only euthy-
mic or subsyndromal BD patients. This was the case in a post-hoc analysis of one of 
the included RCTs, in which participants with moderate-to-severe depression did 
have significant reductions in depression symptoms at posttreatment compared to 
participants with minimal or mild depression [66]. However, this was not consistent 
in other RCTs, in which participants with more severe baseline depressive 
(HDRS⩾7) or manic symptoms (YMRS⩾7) experienced higher levels of depres-
sive/manic symptoms compared with the control groups [40–42].

 Active or Inactive Control Groups

Active control groups varied widely, ranging from the use of a smartphone for com-
municative purposes [40–42], clinic-based group self-management interventions 
[45], smartphone self-monitoring plus face-to-face psychoeducation sessions [44], 
to paper-and-pencil monitoring [43].

Comparisons in the RCTs ranged from inactive controls (normal use of smart-
phones [40–42]) to controls with highly active interventions (face-to-face intensive 
psychoeducative sessions plus smartphone self-monitoring) [44].

The highest efficacy was found when the difference between the smartphone 
intervention and the control comparison was most marked (e.g. CBT + SM smart-
phone intervention versus TAU [44]) and lowest when differences between the 
smartphone intervention and the control comparison were less marked (e.g. 
smartphone- app versus intensive group intervention [45]). Moreover, the control 
groups in the included RCTs were highly heterogeneous, thus precluding a uniform 
comparison.
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 User-Engagement Indicators of Smartphone Interventions

UEIs of the smartphone-based interventions from the RCTs included information 
on the concepts of “usability, satisfaction, acceptability, and feasibility” of the apps, 
as suggested by a review of user engagement in mental health apps [67]. However, 
studies reported other UEIs such as “adherence, retention, dropouts, or fidelity.” The 
definitions and outcomes of UEIs have been summarized in Table 7.1.

Other UEI evaluated were “patient-reported outcome measures (PROMS),” 
which have been proposed as valid indicators of effect [40], “fidelity,” with positive 
evaluations in the active groups of one study [44], and “confidentiality,” which was 
positively evaluated according to participant’s statements in [42].

Table 7.1 User-engagement indicators

UEI Definitions Outcomes

Adherence    (a)  “Compliance” and 
objectively measured as 
“number of days 
completing a survey or an 
entry into a mood chart” 
[43]

   (b)  “Adherence to self-
monitoring” [40–42] and 
measured as daily 
completed self-monitoring 
[41, 42]

   (c)  “Mobile-device 
interactions mean 
adherence” and 
objectively measured as 
the “% of surveys 
responded during the 
monitoring period” [44]

Outcomes of “adherence” ranged from 93% 
[42] to 26% [45]

Usability None of the RCTs defined 
usability

Some RCTs reported positive feedback on the 
use of their app, such as:
   (a)  “A system easy to use, and user-

friendly with a high usability” [42]
   (b)  “A useful intervention to address 

moderate-to-severe depressive 
symptoms” [45]

   (c)  “Acceptable to use” [41], or
   (d)  “Usable and useful” [40]

Satisfaction None of the RCTs defined 
satisfaction, but measured it as:
   (a)  Self-reported satisfaction 

scales [43]
   (b)  Self-report ratings [45]
   (c)  The Verona satisfaction 

scale- affective disorder 
(VSS-A) [40]

Outcomes of satisfaction ranged from a 
median value of 9/10 [43] to a mean value of 
25.7 out of 35 [45]
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Table 7.1 (continued)

UEI Definitions Outcomes

Acceptability None of the RCTs defined 
acceptability, but measured it as:
   (a)  Self-reported 

questionnaire of specific 
acceptability of mobile 
devices [43]

   (b)  A subjective evaluation 
from several statements, in 
a previous study [45, 68]

Most RCTs reported positive feedback on the 
acceptability of their apps, such as
   (a)  “Acceptable to use” [41]
   (b)  “The patients expressed that the 

self-monitoring system was supportive, 
useful, quick, and easy to use with a 
low level of intrusiveness” [42]

   (c)  Positive ratings such as “I would use 
this device again in the future” [43] or

   (d)  “The intervention was acceptable and 
usable” [45, 68]

Feasibility    (a)  An unspecific term 
combining satisfaction and 
adherence [43] and

   (b)  An amalgam of objective 
parameters of the app use 
[45]

Many studies reported positive feedback on 
the feasibility of use of their apps, such as
   (a)  “Feasible and acceptable” [43]
   (b)  “A feasible intervention” [45] and
   (c)  “A single intervention augmented by 

mobile intervention was feasible” [44]

All RCTs concluded that their app reported positive evaluations for UEIs. 
Nevertheless, it should be highlighted that most UEI were usually conflated (i.e. 
concepts and definitions used with high heterogeneity among studies and some-
times interchangeably within studies). Furthermore, some outcomes to measure 
UEIs varied from self-reported scales (utterly subjective and usually non-validated) 
to objective parameters regarding the use of the app, but with arbitrary thresholds 
(defining positive/negative outcomes) never stated before the study, but rather “a 
posteriori.” These inconsistencies in the UEI evaluation process question the stud-
ies’ capacity to claim that their app showed positive “engagement.” [67]

Besides the aforementioned review [67], in which the process by which this 
review defined each UEI was not specified, no expert consensus has ever been 
reached to establish consistent and replicable definitions for UEI in smartphone- 
based interventions for BD.

 The Effectiveness of Smartphone-Based Interventions in Bipolar 
Disorder (Observational Studies)

Apart from RCTs, up to January 21, 2021, two observational pre-post studies assess-
ing the effectiveness of smartphone-based interventions in BD had been published 
[69, 70].

The duration of the studies was 3 [70] and 6 months [69]. Both studies used a 
smartphone-based psychoeducational program for bipolar disorder (SIMPLe). The 
SIMPLe app included SM through EMA and provided adapted psychoeducation 
messages according to the clinical states, risk situations, and potential relapses. The 
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first study was conducted with the original version (SIMPLe 1.0) [70], in a clinical 
setting, and the second study was conducted in a web-based 100% online setting 
worldwide with the upgraded version (SIMPLe 1.5) [69]. The upgraded version 
incorporated some features including personalized prodromal symptoms register, 
medication reminders, and gamification modules.

The two pre-post studies showed effectiveness of their smartphone-based inter-
ventions comparing baseline versus the end of the intervention: one in reducing 
manic and depressive symptoms and improving biological rhythms and medication 
adherence [71], especially in participants with more use of the app [70], and the 
other in improving self-perceptions of disease, well-being, and functioning [69].

One study included participants at any phase of the disease [69], and the other 
only euthymic patients [70]. No sub-analyses were made according to baseline 
affective symptoms.

 Limitations of the Studies Assessing the Efficacy 
of Smartphone-Based Interventions and Potential Solutions

Most studies involving the use of smartphones in people with BD did not assess the 
efficacy of the interventions, but focused on the correlation between smartphone 
automatically collected or self-reported data with clinician-assessed scales [72–75], 
or the assessment of UEIs [76].

There are several limitations of smartphone-based interventions for BD that 
should be acknowledged. BD is a disease with a high neurobiological component 
[2], which requires biological drugs (e.g. lithium) to control the fluctuating course 
of the disease [77]. Psychological interventions, always adjunct to pharmacotherapy 
have proven beneficial in reducing affective relapse, particularly depressive in BD 
[78–81], and in improving cognition [82] and functioning [83, 84].

However, in acute episodes of mania or depression, adjunctive psychotherapies 
in most studies did not improve the rate of recovery when compared with pharma-
cotherapy alone [85, 86]. Psychological interventions alone cannot change the natu-
ral biphasic course of an illness with such a high biological load. The same 
limitations as psychotherapies may be present in smartphone-based interventions 
for BD: they may be useful to increase the patient’s insight, and secondarily their 
adherence to medication [87], as well as provide the capacity to identify prodromal 
symptoms, so that full-blown affective episodes may be prevented. This way, 
smartphone- based interventions may improve the patient’s stability indirectly, but 
on their own they may not be able to reduce symptoms’ intensity or change the natu-
ral course of BD. Hence, the aforementioned RCTs may have been imperfect in 
design—by mirroring traditional clinical trials aimed at assessing the efficacy of 
drugs—and therefore targeting misleading primary outcomes.

In this direction, the measure of “mood instability” as outcome of effectiveness 
instead of symptom reduction has been proposed [39]. “Mood instability” supports that 
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a substantial proportion of patients with BD experience subsyndromal mood swings on 
a daily basis. In other words, that many patients with BD remain subsyndromally symp-
tomatic during inter-episode periods [88]. Increased mood instability has been associ-
ated with decreased quality of life and functioning, increased perceived stress, [89, 90] 
and increased risk of affective relapses and psychiatric hospitalizations [91–93].

Since smartphone-based interventions are unlikely to change the natural biphasic 
course of BD or to reduce depressive or manic symptoms, they may be effective to 
detect mood swings in inter-episodic phases and promote an early intervention to 
avoid affective relapses and hospitalizations [40, 42]. Therefore, the quantification of 
mood instability and the risk of affective relapses may be more sensitive outcomes to 
measure the effectiveness of smartphone-based interventions in BD. The latest RCTs 
on smartphone-based interventions in BD have embraced this idea and assessed the 
risk of affective relapses [40, 42] and psychiatric readmissions [40] during the studies. 
The results so far have been conflicting, so that further evidence is required. Moreover, 
most studies analyzing digital data, including smartphones- obtained data, have used 
classical statistical methods with many inconsistencies and variability, thus preclud-
ing a generalization of results and limiting their interpretability in a clinical setting. 
Novel machine learning models may help with the analysis of digital “big data” by 
considering their changing and continuous nature and integrating different parameters 
measured. These methods may aid at providing a more precise clinical interpretation 
and identifying potential real-time digital predictors of clinical relapse [94].

 Evidence-Based Smartphone Interventions Still Trapped 
in Lab Cages

There is one common factor across research projects regardless of the approach and 
the mental health disorder targeted: most of the apps developed and tested in 
research projects have not been released or available for users to access neither 
freely nor commercially. They have remained mostly restricted to research projects 
with few making their way to real-world implementation studies. This may be due 
to the lack of regulations, guidelines, or requirements for being deployed, or a com-
bination of the prior. Moreover, even when capturing active and passive smartphone 
data to identify digital behavioral biomarkers and delivering tailored interventions 
seems appealing, there are several technical embedded cross-platform limitations in 
smartphone operating systems as well as unexplored interindividual variability and 
engagement issues when these platforms are scaled up in real-world conditions [69, 
95, 96]. Whatever the reason, while people suffering from mental health disorders, 
including BD, are exposed to totally untested apps which multiply every week in 
app stores, mHealth solutions developed and tested in the academic field (many 
with positive results) are still trapped in cages at our labs.

Long-term maintenance of smartphone-based interventions (e.g. server mainte-
nance, security patches, regular bug fixes with the updates of OS, etc.) as well as the 
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maintenance of the digital platforms that support those (e.g. data storage facilities) 
involves significant costs which are difficult to assume within the context of aca-
demic projects, in which there is usually limited funding. In this regard, alternative 
options should be explored, such as releasing the code to open-source repositories 
or establish a partnership with commercial companies, patients’ associations, or 
non-profit organizations. Nonetheless, most of the academic efforts in the last years 
have been concentrated in assessing, reviewing, discussing, and commenting on the 
apps available instead of investing funds and time in developing, testing apps, and 
producing original research from clinical trials. For instance, a quick search on 
PubMed at the time of writing this chapter yields half the number of original 
research in comparison to letters to the editor, review, systematic review, and meta- 
analysis both for mental health (133 vs. 266) and bipolar disorder (18 vs. 36).

 Future Directions

The heterogeneity of studies assessing smartphone-based interventions in BD so far 
fostered the development by the ISBD Big Data Task Force of an expert consensus 
to establish how studies assessing the efficacy of smartphone-based interventions 
for BD should be designed and report UEIs objectively [60]. The goal of this con-
sensus was to allow clinicians to compare and replicate studies and reach higher 
scientific rigor, qualitatively and quantitatively classify and rank smartphone-based 
interventions, and have accurate and reliable UEI to evaluate smartphone-based 
interventions in BD.

Many of the recommendations of the aforementioned consensus may be extrapo-
lated to smartphone-based interventions in affective disorders or even other mental 
health disorders or symptoms. In this regard, apps targeting transdiagnostic symp-
toms in mental health disorders rather than aspects of a particular disorder have 
shown promising results [66]. This might be an interesting path worth exploring that 
could optimize accessibility and globalization. It has been highlighted that the field 
of digital health, and especially digital mental health needs a set of standards for 
quality that will include measures of efficacy, engagement, and privacy [51]. 
Frameworks on shared decision-making on how and when to use smartphone apps 
in the clinic have been proposed [97]. However, probably due to the market hetero-
geneity, the information about apps may not always be available, so that it is not 
possible to assess them with current frameworks.

Smartphone-based interventions have the potential to revolutionize both the 
monitoring and assessment of BD. By allowing for remote monitoring and manage-
ment, these platforms would be able to assist clinicians in managing patients beyond 
simply meeting them during routine clinical appointments [28]. A key potential 
limitation of the success of these approaches will be the physician’s and healthcare 
system’s ability to integrate these data into clinical practice in a way that is ethical, 
legally permissible, and respectful of patient privacy. Clinicians already suffer from 
an overload of data, so that smartphone-derived data should be incorporated in a 
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value-added way. New tools to help interpret and simplify data for use in everyday 
clinical decisions will be vitally important. In this part, data curators may help man-
age the digital data from the patient by creating a more friendly view for clinicians 
[98]. However, care must be taken to ensure the privacy of patient information, and 
there is a need for large-scale randomized-control trials on more diverse patient 
populations, such as those with comorbid mental illnesses, to determine if these 
applications are truly useful for the majority of the patient population with BD [28].

Nowadays, there is no point in suggesting that we should ignore and prevent the 
use of smartphone-based interventions by people suffering from BD and other men-
tal health disorders until we have convincing evidence. People are already using 
them, and evidence suggests an increasing interest and latent demand that cannot be 
overlooked. However, in the case of commercial and non-validated smartphone- 
based interventions, it is important to let users know that it is not possible to rely 
exclusively on them, and their use should be discussed with their clinicians. 
Governments and stakeholders are constantly working on digital health regulations. 
However, in most countries, those are far to be reached and generalized. Future steps 
in this direction may include working side by side with leading players in smart-
phone operating systems to include on their app stores and products including a 
basic classification for smartphone-based interventions. This could be the result of 
consensus between health regulation agencies and private companies. This classifi-
cation could be based on the availability of studies and their results and also include 
information for users about privacy, security, and confidentiality of the data collected 
through an understandable scoring system. The generalization of this classification 
would facilitate users and clinicians relevant information to consider smartphone-
based interventions in their shared decision-making process and might encourage 
companies to evaluate their interventions before releasing them to the market [99].

Smartphone-based interventions for BD have sufficiently demonstrated their 
potential. However, there are many challenges still to be addressed that need the 
cooperation of multiple and distinct parties involved. Hence, it is important to reach 
consensuses, work collaboratively, and establish future strategies on the future of 
smartphone-based interventions, but also affective and other mental health disor-
ders. This will finally allow high-quality and evidence-based digital tools to be 
finally available for clinicians in real-world settings to recommend or prescribe with 
confidence safe and efficacious smartphone apps to people with BD.
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Chapter 8
Chatbots in the Field of Mental Health: 
Challenges and Opportunities

Anna Viduani, Victor Cosenza, Ricardo Matsumura Araújo, 
and Christian Kieling

ELIZA shows, if nothing else, how easy it is to create and maintain the illusion of under-
standing, hence perhaps of judgment deserving of credibility.

A certain danger lurks there. Weizenbaum (1966)

 Human–Computer Interaction and Social Rules

From the early stages of the technological development of computers and the inter-
net, researchers have tackled the phenomenon of social responses to technology 
[1–3]. What are the norms that regulate computer–human interaction? Moreover, 
how does this interaction occur when the computer is able to use conversational 
language to interact with humans?
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In 1964, MIT researcher Joseph Weizenbaum developed ELIZA, a simple natu-
ral language processing software that allowed for scripts to be built directing how 
the program should construct a response in English to a user input. At the time, a 
popular script for ELIZA was DOCTOR, which was designed to act as a Rogerian 
psychotherapist [4]. ELIZA was not able to understand speech, but Weizenbaum 
noticed that people would get emotionally attached to it, in what he called a “power-
ful delusional thinking” [3, 5]. These chatterbots, or simply chatbots, as they are 
commonly referred to, more recently became widespread, and with the rise of vir-
tual assistants such as Alexa, Cortana, and Siri a similar phenomenon has arised: 
these conversational agents are becoming much-loved companions in millions of 
households worldwide [6].

From experimental evidence, it seems like individuals apply social rules and 
expectations to computers, overusing social categories (such as gender and ethnic-
ity) by applying them to digital conversational agents [2]. This, however, does not 
result from users’ or social dysfunctions or from ignorance [1]. Actually, social 
cognition literature suggests that people tend to use knowledge that is most acces-
sible to them to attribute characteristics to nonhuman objects [7]—thus, the knowl-
edge of human interaction is applied, anthropomorphizing these objects [8]. 
Additionally, individuals also seem to perceive a mind—with intention, conscious-
ness, and goals—in nonhuman targets such as chatbots [9].

Therefore, interactions with chatbots can be deeply social—and for this reason 
we frequently thank (and care for) them, even knowing they are not human. 
Additionally, the elicitation of social responses and the perception of a mind high-
light the possible applications of chatbots in clinical practice and mental health 
settings. These perceptions make having a conversation more meaningful, and 
inferring mental states from chatbots can produce desirable cognitive and emotional 
responses in users [8]. Even though chatbot research has been ongoing for nearly 
sixty years [10] and that, over the last two decades, a solid body of evidence has 
shown the potential benefits of using conversational agents such as chatbots for 
health-related purposes [11], its applications in mental health are still scarce, but 
promising [5].

For that reason, the purpose of this chapter is to present an overview of the use of 
chatbots in mental health settings, highlighting its potential contributions to clinical 
practice in the field. Therefore, by building upon transdisciplinary literature, we 
start by introducing operational definitions and key terms in the chatbot field, 
including a brief historical overview and presentation of the taxonomy of chatbots 
(Fig. 8.1). Then, its current applications in the mental health field are presented, 
followed by a discussion of its benefits and possible concerns on patient safety. 
Finally, we present recommendations and future applications of chatbots in mental 
health research and practice.
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ENGINE

Rule-based: uses pattern matching
rules to generate outputs (e.g., if input
contains "hi”, the output will be “hello”)

Machine learning: uses a language
model that is trained on a large

amount of natural language data to
generate outputs   

Knowledge base: uses search and
topic extraction algorithms on a

previously collected knowledge base
to generate outputs   

INPUT

Speech: can receive input in spoken 
language

Text: can receive input in written
language

Visual: can receive image or video  
input

OUTPUT

Speech: uses speech synthesis to
output spoken language  

Text: responds using written language

Visual: can answer in visual format
with a digital avatar  

OBJECTIVE

Task oriented: acts as an
interface to an existing 

service 

Conversational: interacts
with the user without a 

specific objective  

PLATFORM

Integrated: uses an
existing chat service

to interact with the user 

Stand-alone: has a 
dedicated app or service

DECEITFUL

Chatbot: introduces itself
as a chatbot  

Human: either omits or
lies to convince the user
that it is a human being

PRESENTATION

Non-human: does not
have an avatar and does 
not express personality 

traits

Personified: has an avatar
and sometimes even a 

“personality”  

Fig. 8.1 Taxonomy of chatbots. Note that chatbots may display a combination of the types men-
tioned on each characteristic

 What Is a Chatbot?

The term chatbot is a compression of chatterbot, the latter term having first appeared 
in 1992 [12]. A chatbot is commonly referred to as a digital system that provides an 
interface for interaction with users that is based on natural language—the language 
commonly used by humans to communicate with other humans. Although chatbots 
can be an end in themselves, where creating and maintaining interactions are the 
sole goal [13], it is more common that they act as a user interface, much as a mouse 
pointer, to underlying services [14]. Therefore, instead of clicking through menus or 
icons on a screen, or typing predefined commands on a keyboard, a chatbot allows 
for users to access a service by communicating through text or speech. Chatbots 
allow interactions in a more natural setting, one where the interface is both made 
simpler, by having a single communication channel, and more complex by allowing 
the richness of language.

As the name implies, a chatbot is required to have natural language both as input 
and output. In contrast, a Google search may accept natural language as input (e.g., 
one may type “what is the tallest building in the world?”) but the output is struc-
tured as a list of documents. Chatbots mimic human conversations, aiming to pro-
vide most of the outputs in natural language.
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Traditional user interfaces require the user to learn how to use the interface 
before accomplishing any task. Chatbots instead allow the user to communicate in 
ways that are natural to them, deferring the learning requirement to the interface 
itself. This enables for a standardization of interfaces to many different types of 
services; they all provide a single communication channel. Of course, this is not 
desirable for all types of services—arguably, it still is more effective to drive a car 
using a steering wheel than issuing voice commands.

The advantages of this standardization became more pronounced due to the pro-
liferation of instant messaging applications in smartphones and other digital devices 
[15], such as WhatsApp, Facebook Messenger, Telegram, and WeChat. Originally 
designed to allow human-to-human communications, these applications have now 
become platforms for chatbot interactions. The main advantage is that the user is not 
required to install or learn to use anything different from what they already have on 
their devices.

Chatbots can be presented in a variety of ways. The communication medium is a 
central element in the design [14]. Text is the most common medium, as textual 
input and output are widely available in computational devices. More recently, 
speech has become more popular due to advances in speech recognition [16] and 
speech synthesis [17] and is now central in virtual assistants such as Apple’s Siri 
and Amazon’s Alexa (both were initially exclusively speech-based). Some more 
recent chatbots also accept visual input in order to interpret sign language [18].

Internally, virtually all currently available chatbots work with text both as input 
and output. A speech-to-text layer is added to allow for spoken inputs, but that is 
often completely independent from the chatbot algorithm—i.e., the algorithm will 
only receive the textual output of the conversion layer. Typically this means that 
nuances in speech, such as urgency or anger, that may convey useful information, 
are lost in the process. Likewise, a text-to-speech layer can be added, which solely 
converts the textual output of the algorithm to speech. Narrow exceptions include 
Amazon’s Alexa, which is able to recognize when a user whispers commands and 
switches to a whispered speech as a result. Likewise, visual input can add a layer of 
information that is not present in text and there are proposals where facial expres-
sion recognition is used to build chatbots.

Chatbots may be built to have an identity with a specific personality and/or gen-
der. This is most common when an avatar (a graphical representation of the chatbot) 
is present or speech synthesis is involved since these elements are part of the design, 
but even purely text-based chatbots may present themselves with an identity as it 
can lead to improved engagement. An avatar is often used to facilitate the anthropo-
morphization of the bot, helping to define an identity and personality.

Bots can also display some level of autonomy and actively take actions that go 
beyond simply responding to users’ inputs. For example, in supported locations one 
can ask Google Assistant to make reservations at some restaurant and it will take a 
series of steps, and make decisions, to solve the problem, which include calling the 
restaurant and negotiating to find an open time that fits the user’s preferences.

Autonomy is also connected to initiative. While a question-and-answer chatbot 
will only answer when prompted by the user, in many cases it is desirable for the bot 
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to initiate an interaction. A chatbot using a calendar system as interface may send a 
message to the user when an event is approaching. More complex behaviors include 
asking for information when required (e.g., “you recently visited Restaurant X; how 
was the meal?”) and create an intervention when some conditions are met (e.g., 
“you seem to be trying to accomplish task Y, do you want to see a video about 
it?”)—Microsoft famously introduced in 1996 the Office Assistant which continu-
ously monitored users’ actions and offered help, which turned out to be more annoy-
ing than helpful and was withdrawn.

This concept of autonomy ties with that of an intelligent agent and indeed chat-
bots can sometimes be called conversational agents, a way to denote both the 
requirement of some autonomy and the conversational nature of its interface. The 
reference to the concept of intelligence goes back to the work of Alan Turing in the 
1950s, in which chatbots were proposed as a method to evaluate artificial intelli-
gence in general, in what is now known as the Turing Test.

In a popular version of the Turing Test, human judges make use of a computer to 
communicate, exclusively using text, with either another person or with a computer 
(a chatbot). The task consists of the judge deciding whether they are communicating 
with a human or not. Turing postulated that if people cannot tell the difference, then 
the machine’s behavior ought to be considered intelligent or, at least, indistinguish-
able from human intelligence. The test allows for the problem of asking whether a 
machine can think to be decoupled from that of asking whether a machine can act 
as if it is thinking.

Chatbots often draw from the area of artificial intelligence, which studies how to 
make machines act intelligently. ELIZA [4] used a rule-based approach to map user 
inputs to responses and was arguably the first one that could participate in engaging 
conversations. In rule-based chatbots, a developer programs the bot with strict rules 
on what to answer for possible inputs. A rule could be as simple as “if the input 
contains the statement how are you then answer with I’m great, how about you,” but 
could also be arbitrarily more complex. Rule-based chatbots depend entirely on the 
creativity and effort of the developers and typically will require ample testing to 
catch cases that the bot is not working on, which will require having specific rules 
built for. This method provides a simple way to create chatbots that act on narrow 
and well-defined conversation domains such as customer service but can fail short 
on more general conversation. Arguably most chatbots still use this method.

In contrast, machine learning can be used to build automatic rules by letting the 
bot first observe a large corpus of desired interactions. For example, one can use 
movie dialogues to train a bot, which will try to learn patterns from the data that can 
be exploited for future interactions, replicating these patterns. This approach substi-
tutes developers’ direct effort to build custom-made rules with large amounts of 
data. In the last few years machine learning has become a more viable approach by 
leveraging the large amounts of natural language data available on the internet and 
digital mediums. With these large amounts of data, it is possible to train expressive 
language models which can in turn be used to create conversation chatbots.

Also, novel AI algorithms based on neural networks, such as GPT-3 [19], prom-
ise to spur new innovations around chatbot design. These algorithms were trained in 
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millions of documents from diverse sources and are able to parse and generate com-
plex and long sentences and can be adapted to many different domains with fewer 
data. However, since these algorithms draw from large, unvetted, data sets, it 
becomes challenging to restrict their scope, leading to unexpected, and possibly 
highly undesirable, outputs. With more people using their phones to obtain health 
information, it is vital that chatbots acting on healthcare give appropriate and pre-
dictable responses on distressing situations such as heart attacks, domestic violence, 
and suicidal thoughts but at this point even conversational agents backed by large 
corporations such as Siri, Cortana, and Google Now can fail to give appropriate 
responses in these situations [20].

Hybrid implementation approaches aim to solve these problems by handcrafting 
a small number of rules to address critical situations but also leveraging machine 
learning to better engage with users on a wide variety of topics [21].

 Mental Health Applications of Chatbots

Chatbots have been used for a variety of applications in the field of mental health. A 
recent scoping review of published studies identified screening/assessment (n = 10), 
training (n = 12), and therapeutic (n = 17) as common purposes, with autism and 
depression among the most frequently addressed mental health problems. In most 
cases, chatbots were implemented as stand-alone platforms (70%) and dialogues 
were led by the bots (87%) [22]. In almost all studies (93%), chatbots were built 
using predefined rules (with only 4 studies employing machine learning approaches 
to generate responses).

In terms of diagnostic assessment, embodied conversational agents have already 
been used to identify outpatients with major depressive disorder using DSM-5 cri-
teria, with sensitivity against gold-standard psychiatric assessment increasing 
according to the severity of the presentation and exhibiting good acceptability [23]. 
Good discriminative ability was also observed in the use of embodied conversa-
tional agents for the screening of tobacco and alcohol use disorders [24]. These 
applications have shown adequate rates of engagement by patients, as indicated by 
high levels of trust and acceptance [25].

An increasing number of studies have been published investigating the use of 
chatbots as interventions for mental disorders. A randomized controlled trial (RCT) 
indicated that the use of an automated conversational agent (Woebot) based on 
cognitive- behavioral therapy principles was associated with a reduction in symp-
toms of depression among young adults in comparison to an information-only con-
trol group [26]. More recently, another version of the Woebot also showed to reduce 
problematic substance use [27]. An RCT also suggested the role of an integrative 
psychological chatbot (Tess) in the reduction of symptoms of depression and anxi-
ety [28]. Another RCT failed to show significant difference for a chatbot interven-
tion (Gambot) targeting problem gambling [29]. Initial evidence also suggests that 
a CBT-based chatbot is feasible and effective in the treatment of panic disorder [30]. 
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A further CBT-based chatbot, Todaki, was effective in reducing attention-deficit/
hyperactivity disorder symptoms among adults [31].

In a real-world assessment design, participants with a high level of usage of an 
empathy-driven conversational agent (Wysa) showed a greater reduction in depres-
sion scores in comparison with low intensity users [32]. An automated chatbot app 
(Shim) has also been tested in a nonclinical population for the delivery of positive 
psychology-based intervention, indicating engagement in the 2-week intervention, 
with effects on well-being and stress in comparison to a waiting list control group 
[33]. A pilot study using unguided CBT delivered by an embodied conversational 
agent also suggested feasibility and acceptability, with indication of positive effects 
on mental health [34].

Notwithstanding all these initial, mostly promising results in favor of the use of 
chatbots for mental health promotion and care, there is an urgent need to expand and 
consolidate the evidence base in the field. Most studies still include only a relatively 
low number of participants (usually n < 100), and there is a marked lack of research 
on the use of chatbots with children and adolescents. The vast majority of published 
research up to now has been performed in English-speaking countries, most fre-
quently using written text. Challenges ahead include the use of voice assistants, as 
well as improved metrics to assess (and remediate when required) issues related to 
adherence and engagement. Further research in the field of mental health should 
also address the hybrid use of chatbots and in-person approaches.

 Benefits of Using Chatbots

Even though chatbot applications in the field of mental health—either by aiding 
patients, clinicians, or data collection—are still in its early stages, the definition of 
psychiatric chatbots or their role in the clinic is becoming widely discussed [5]. 
Chatbots can increase access to mental health interventions [22] and have several 
other benefits that can positively impact mental health prevention, promotion, and 
treatment. Therefore, this section will describe and discuss the benefits of using 
chatbots in mental health settings, such as clinical practice and/or research, high-
lighting areas for future development.

 Increasing Access to Mental Health Care

Access to mental health care is, possibly, one of the biggest challenges in the field. 
While the demand for care is high, the current clinical workforce is insufficient to 
meet these rising needs. This is especially troubling in lower-income countries, 
where there are as few as 0.1 psychiatrists for every 1,000,000 people [35]. It is 
important to notice, however, that accessing care involves a number of different fac-
tors, including individual-level ones (beliefs and characteristics of the individual), 
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system- and process-level factors (policy and structural factors), and resource-based 
or practical factors (transportation and childcare issues, for example) [36].

Therefore, the option of technology, and more specifically chatbots, can contrib-
ute to decrease this problem [5]. Chatbots could potentially increase access to 
healthcare—both in situations where the person is unable to access the provider or 
when they are reluctant to [5, 37]. Chatbots are feasible solutions for delivering 
mental health support [38], and some studies suggest that this also applies to the 
support of children [39] and adolescents—there is evidence that, especially to this 
age group, online conversations can be preferred over in-person interactions when 
teens are dealing with difficult situations [40].

Additionally, it has been argued that chatbots can be used to augment the pro-
vider’s time by increasing the patients’ understanding of and compliance with 
instructions [37]. In this sense, chatbots can be a tool for managing the increasing 
demand for health services. This can be done either by means of aiding clinicians in 
the delivery of therapy [26, 41], providing referral management to clinicians [11], 
and/or even by screening and diagnosing mental disorders [23, 42]. Lastly, the 
insufficiency of workforce mentioned above can also be alleviated by the potential 
of chatbot use for encouraging and monitoring treatment adherence and compliance 
[37] and promoting self-care and psychoeducation in both clinical and nonclinical 
populations [5, 43].

 Data Collection and Management in Research 
and Clinical Settings

Chatbots, in addition to increasing access to mental health care and disclosure, can 
be useful for data collection in diverse mental health settings. First, they can increase 
standardization in clinical questionnaires and interviews [42]. Therefore, applying 
standardized well-accepted clinical instruments and interviews through chatbots 
may increase the fidelity between different face-to-face diagnostic procedures, 
improve quality of care, and diminish demands on practitioners [23].

The application of chatbots can also extend to data collection in management and 
research settings. The diverse possibilities of delivering chatbots to patients may be 
a tool to promote collection of clinically relevant data (such as data on behavior or 
mood) in real-word contexts. This is consistent with Ecological Momentary 
Assessment (EMA) methods, in which psychological phenomena are assessed 
through the day within patients’ natural environment [44], diminishing problems 
related to recall bias [45]. These data can be useful for clinical purposes—such as 
assessment of change during treatment or even to promote treatments [46]—as well 
as for the development of research. One of the main questions within EMA is the 
response burden of self-report, which can lead to inaccurate portrayal of behaviors. 
Therefore, allying EMA collection within chatbot development may be a way of 
diminishing this perceived burden, drawing on the perceived interactivity of chatbot 
interaction as a way to increase respondent engagement.
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 Promoting Disclosure

In addition to increasing access to mental health care and improving data collec-
tion, the use of chatbots in clinical practice may increase disclosure. In mental 
health contexts, especially in initial encounters, patients can be reluctant to respond 
honestly [47]—and this may be due to stigma, discrimination, or fear of negative 
reactions, rejection, and loss of privacy [48]. Interestingly, studies have shown that 
people tend to disclose more in computer-mediated interviews because they are 
felt as more anonymous [5, 42, 47, 49, 50], and these interviews often are marked 
by a lower fear of self-disclosure and more intense display of the interviewee’s 
feelings [47].

Conversational interaction in chatbots may even decrease respondents’ satisfic-
ing behavior, producing data with higher quality. It is worth noting, however, that 
this is only produced when the conversational interface creates an exchange between 
chatbot and user in a friendly, humanlike manner, generating a sense of higher inter-
activity [51]. This seems to be based on the assumption that chatbots are perceived 
as social actors, and that conversations are ruled by the same rules of human interac-
tion and dialog, including the occurrence of reciprocity [52]—chatbot self- disclosure 
promotes deeper participant self-disclosure [53].

Recent work also shows that chatbots can be used to facilitate self-disclosure to 
a mental health professional [8]. This can be achieved by the chatbot design—it can 
either inquiry users answering questions and encourage them to share information 
with supporting professionals [54] or mediate disclosure (participants grant access 
to their chatbot records to mental health practitioners) [8]. The latter may help pro-
fessionals gain more knowledge about the patients and their behaviors by using data 
collected during daily life to more accurately portray patterns and inform treatment 
decisions [55].

There is, however, no consensus on this matter—research has shown that there 
are important differences between chatbot and human interaction depending on the 
type of conversation [56]. Therefore, the use of chatbots for public health interven-
tions is still an area in need of further exploration, since additional research is 
needed to examine the full effects of self-disclosure to chatbots on different 
populations.

 Ethical and Safety Concerns

Even though there are several possible applications and benefits within the field of 
chatbot use in mental health research and practice, concerns regarding the ethics of 
the process have also arisen. Patient safety, privacy and confidentiality of data, and 
the management of emergencies are relevant in this context, but due to the novelty 
of the field, many of these aspects remain without clear solutions.

8 Chatbots in the Field of Mental Health: Challenges and Opportunities



142

 Privacy Breaches and Confidentiality of Data

While one of the strengths of using chatbots in the field of mental health is people’s 
increased compliance and lower fear of self-disclosure, data management arises as 
a relevant factor for discussion. Privacy concerns regarding the use of the data col-
lected by chatbots, therefore, are a relevant topic, especially due to the type of infor-
mation gathered that includes sensitive data on users’ mental health and well-being.

Until recently, chatbots were under limited regulation regarding the privacy of 
collected data or the implications of its uses. This has markedly changed since May 
2018, when the General Data Protection Regulation (GDPR) went into effect—
although with a geographical coverage focusing on the European Union, similar 
legislation has increasingly been adopted in other global contexts. The GDPR is 
based on the principle of private data as propriety of the holder and has created some 
ground rules for the development of chatbots. First, companies should state clearly 
the purpose and duration of data collection and storage, giving the user permission 
to exclude data as easily as possible. Moreover, chatbot developers should strengthen 
the cryptography and control of the access to data, assuring users’ data safety [57]. 
The goal of GDPR is to increase the level of transparency among customers and 
users, including the necessity of warning users that they are speaking with a bot and 
not a real human [58]. Additionally, it is worth noticing that these regulations can 
respond to issues regarding the liability of using such tools [37].

Privacy and transparency, therefore, seem to be two of the core ethical aspects 
regarding chatbots. While lack of transparency may deter the use of chatbots, it can 
also change the balance of risk and benefits for the user, arising as central in the 
decision-making process of using a chatbot [40]. Moreover, there is a need for clar-
ity in the disclosure of how users’ data will be used by platforms. It has been specu-
lated, also, that increasing compliance to GDPR and to the disclosure of ethical 
statements can increase the number of people willing to share information about 
their mood and well-being and the quantity of information shared by single 
users [27].

 Serious Health Concerns and Adverse Incidents

In addition to privacy and confidentiality, another important aspect regarding patient 
safety in the use of chatbots is their response to serious health concerns. First, it is 
vital to assess how chatbots can—and will—respond to guide and offer help when 
the users are in need. A study including the most common smartphone-based con-
versational agents showed that, when asked questions about mental and psychical 
health, as well as interpersonal violence, these agents responded “inconsistently and 
incompletely” [20], showing important gaps in responding fully and effectively to 
health concerns. This is especially important since the response from conversational 
agents is critical—the conversational style of software can influence behavior [59].
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Moreover, approaches using machine learning are becoming more common, and 
more chatbots are using unconstrained natural language processing to generate dia-
logues. The use of flawed or biased data for machine learning may carry the risk for 
reckless behavior on the part of chatbots—and this has been shown in cases such as 
Microsoft’s Tay, a Twitter bot described as an experiment in “conversational under-
standing,” that, in short time, became extremely aggressive and biased [60]. This 
raises the question of liability, but also about the safety and accuracy of advice and/
or interventions carried out by chatbots, especially if they are not being monitored 
closely by health care providers [11, 37].

Finally, it is also important to acknowledge that using chatbots to deliver inter-
ventions to people with serious mental health concerns can also raise the question 
of adverse incidents, its monitoring and handling. In a recent systematic review of 
the use of chatbots in the mental health field, the overall safety of chatbots was 
assessed in two RCTs, and both reported no harm, distress, or serious adverse events 
(such as worsening of symptoms, suicide attempts, death or serious violent inci-
dents) [61]. Another review also concluded that the risk of harm in using chatbots in 
mental health is extremely low, with 1 adverse event in 759 recruited participants 
[5]. The adverse event reported by Bickmore et al. 2010 was of a participant who 
developed paranoia and withdrew from the study [37].

Therefore, while studies suggest that risks in the use of mental health chatbots 
are extremely low, caution is still advised to mental health practitioners and research-
ers who want to develop a chatbot. This is due to the relational aspects that are 
entangled with the use of bots in mental health and will be described in the follow-
ing section.

 Attachment to Bot and Developmental Concerns

Concerns regarding attachment to chatbots have also arisen in the field. This is 
mainly due to the social nature of relationships with programs—studies have shown 
that feeling close with a nonhuman partner is possible if the partner possesses 
humanlike features [62]—but also to the opportunity of assistance in the frequency 
and setting the user wants. Some authors suggest that users can become overly 
attached, codependent, or even too credulous of the capacities of the bot, which 
leads to an increased expectation regarding their abilities [5, 37].

Moreover, the application of chatbots for mental health promotion and care 
seems to be more susceptible to such occurrences, especially since the disclosure of 
personal and sensitive information is known to create a sense of attachment [63]. 
While some level of attachment is positive and may result in more effective inter-
ventions, negative feelings may arise due to technical mistakes when a chatbot does 
not respond—people may become worried about its well-being when there is a tech-
nical failure [62]. Therefore, such concerns should be taken into account when 
using chatbots in mental health.
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Additionally, there are concerns regarding the use of chatbots by children and 
adolescents—it is worth noting that even when chatbots are not designed for this 
age group, they are interacting with them [64]. Therefore, understanding how chat-
bots can affect development is another important point in this matter. Overall, chil-
dren seem to perceive chatbots as friendly and trustworthy and try to understand 
them as a person—they often acknowledge these agents as actors from which they 
can learn [65]. There are, nonetheless, increasing concerns on the long-term effects 
of raising children in a context where conversational agents—often perceived as 
know-it-alls—are ubiquitous. It is especially important to highlight that children 
often turn to chatbots for answers to questions. While specialists highlight the 
importance that parents are present and help the children make sense of explana-
tions, rephrasing when necessary [66], more serious concerns regarding the failure 
to properly handle reports of abuse or provision of inadequate advice have to be 
taken into account. According to UNICEF, “when not designed carefully, chatbots 
can compound rather than dispel distress” which “is particularly risky in the case of 
young users who may not have the emotional resilience to cope with a negative or 
confusing chatbot response experience” [64].

 Future Directions

Since ELIZA, studies on the application of chatbots for mental health promotion 
and care have been regarded as a promising new area for clinicians and other health-
care professionals. As in many emerging fields, there are different ways to define 
and conceptualize the main concepts of the area—there are different approaches to 
defining and differentiating chatbots, conversational agents, and other embodied 
digital agents. Therefore, the field still lacks a consensus to unite different concepts 
and approaches to the employment of these digital systems. Investing in the further 
exploration and definition of a common conceptual framework for the chatbot field 
is necessary to guide future interventions and studies.

Additionally, there are ethical considerations that need to be further discussed. 
The ideal response to serious health concerns and adverse incidents for chatbots is 
still in a matter of debate. On one side, developers and clinicians should have the 
responsibility of minimizing possible negative events and responses from chatbots. 
With the widespread use of giant databases for the training of systems, however, 
unexpected and undesirable outputs may be inevitable, which entails a need for 
human validation and monitoring of the responses of chatbots as a way of mitigat-
ing possible negative consequences. This creates a dilemma: to create better chat-
bots, human supervision is needed, but this jeopardizes the privacy of human–chatbot 
communication.

To that extent, the development and implementation of chatbots pose important 
questions that need to be further discussed. While digital systems offer a variety of 
possibilities for development of new tools and applications, there is a need for close 
evaluation of the decision of creating new chatbots. New mental health 
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apps—perhaps one of the most common ways of implementing a chatbot—are cre-
ated almost on a daily basis, especially since tools and expertise to create them are 
becoming mainstream. While these apps have a great potential in enhancing mental 
health care, most of these apps have not undergone rigorous evaluations of its ben-
efits, posing another relevant challenge in the implementation of chatbots. Moreover, 
close evaluation of the benefits and shortcomings of creating new apps should be 
considered, especially as leveraging on existing tools could also be prioritized in a 
more frugal innovation approach.

Lastly, there is a need for understanding what makes these digital systems accept-
able to its targeted audience, possibly using strategies such as co-design with poten-
tial users. As we have seen, human interaction with chatbots is deeply social and it 
is inevitable to refrain humans from attributing meaning to interfaces and conversa-
tions. Therefore, the meanings that are elicited from these interactions should be 
further explored, accounting for unintended consequences. Nonetheless, users 
themselves need to be included in this conversation—involving stakeholders in the 
concept development is crucial to ensure that the created systems match the needs 
and preferences of users [67].
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Chapter 9
How to Evaluate a Mobile App and Advise 
Your Patient About It?

Timothy Dy Aungst

Mobile applications (apps) are a ubiquitous feature of smartphones that have 
become a societal standard of engagement across the whole spectrum of consumer 
needs. Factors that have led to their growth include the release of the Apple iPhone 
in 2006 and mobile operating systems (such as iOS and Android) and the rise of the 
app store in 2008. Mobile devices have expanded from the smartphone to tablet 
device and the now converging trend for tablet computer merge. Alongside improve-
ments in hardware and touch-based interface devices, it includes burgeoning access 
to the internet through mass Wi-Fi access and LTE and now 4G/5G cellular services.

In the United States of America (USA), 85% of adults own a smartphone, despite 
ownership of home computers remaining stagnant or dropping in certain socioeco-
nomic groups [1]. As of 2019, there are almost four million apps available across the 
iOS and Android marketplace [2]. The largest segments of mobile apps used include 
gaming, social media, and entertainment [3]. The transformative power of mobile 
apps serves as the front door to new services such as online shopping, transporta-
tion, and social engagement platforms with upended legacy platforms. For instance, 
transportation is subsumed with on-demand gig workers via companies like Uber 
and Lyft and food delivery with Uber and DoorDash. The COVID-19 pandemic 
highlighted the use of these virtual tools, with online shopping and other digital 
services leading to $143 billion spent in the mobile app market. 2020 saw users 
download over 218 billion apps compared with 204 billion in 2019, demonstrating 
a year-over-year increase [3]. In turn, average screen time has also increased by 
20%, with users spending up to 4.2 h a day on a mobile device.

While the transformation of consumerism through mobile formats has matured 
to a certain point, the health care space has only relatively recently evolved to a level 
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of acceptable use. There are currently 300,000 health-related apps on the market, 
with 10,000–20,000 related to the mental health space [4, 5]. The utilization of these 
apps saw a surge during the pandemic, especially in healthcare, with a 25% increase 
in health-related app downloads and over 200% increase in mental health app down-
loads during the pandemic [6, 7].

The digital health environment has significantly evolved in the 2010s leading to 
novel means of engaging patients in their care [8]. Novel technologies are gaining 
further attention, such as the use of VR technologies for treatment in patients with 
psychological diagnosis, the use of digital biomarkers via wearables and digital 
tools for tracking disease progression and symptoms, which can lead to the pathway 
of digital phenotyping patients with certain chronic conditions, such as mental 
health [9–14]. Intermittent clinical assessments are being subsumed by real-time 
care modalities empowered by the use of remote patient monitoring tools and 
devices alongside health apps that can synchronize health data and then be shared 
with caregivers and providers. Coupled with the deficit of trained psychiatrist staff 
in the USA and the growing issues of mental health disorders, digital health has 
become a focal area for health innovators and companies to fill in these gaps of 
care [15].

This perhaps was most closely seen with the COVID-19 pandemic that allowed 
cross-state line telehealth services to be provided for patients seeking help with 
mental health. In addition, significant utilization of apps for mindfulness, depres-
sion, and anxiety self-treatment demonstrated a parallel growth with the rise of 
mental health concerns in the population during the same time period. It then comes 
as no surprise that payers, health systems, and providers are gravitating to utilizing 
mobile health apps and related technology to engage and empower their patients 
with tools and services that were not available in the past. The ability to scale ser-
vices to a larger population, automate certain services, provide coaching, and iden-
tify patients at risk of possible relapse and in the most timely need provides the 
clinical toolbox more dexterity for use if used correctly.

Despite the gravitating attention toward mobile apps for health, there have been 
multiple issues in the mobile health and broader digital health space that has created 
criticisms by the medical professional field and worry by patient groups. In many 
ways, mobile apps have proved divisive with the pros and cons that have arisen in 
discussions about patient care. However, with a decrease in mental health services 
and availability across the USA due to a lack of health professionals, digital services 
and the integration of mobile health apps will be integrated to address current access 
issues. Nonetheless, how to use these services and at what scale needs to be identi-
fied and evaluated.

Despite the large premise of mobile health apps providing improved medical and 
health insights and benefits to patients, there have been substantial issues identified 
over the past 13 years. This has been problematic due to the nature of the mobile app 
stores, which have traditionally had little clinical oversight in their initial creation 
and management, and sale of apps. A developer who wished to create a mobile app 
that could influence medical decision-making by a provider, or give health recom-
mendations to patients, did not have any requirements aside from the technical 
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ability to program and create an app. As such, early apps attracted the attention and 
wariness of early adopters of mHealth technologies as a wild west phase of utility.

This can be seen in several cases over the years that have attracted both media 
attention and regulator intervention. Interestingly many early cases of medical apps 
that were retracted or forced off the market were done so by the FTC, who received 
alerts from consumers and clinicians and not by the FDA. In 2011, for instance, the 
FTC fined two app developers who purported their app could treat acne based on the 
blue light from the screen, and they were eventually removed from the app store 
[16]. The FTC would go on to conduct further interventions, such as apps that pur-
ported to identify melanoma via the smartphone camera, fine a vision improvement 
app developer $150K for false claims, a company ordered refund for a smartphone 
attachable device to detect blood alcohol content, and a settlement for a fertility app 
sharing data-sharing privacy concerns [17–20]. The FDA, in turn, has had several 
notable instances, as well, such as alerting a urine test app that they did not have 
510(k) clearance for their product but has tended to pursue companies that move a 
product to market before getting clearance for medical use [21].

These issues represent the ongoing issues that have faced the mobile app stores 
since their inception. Early research of the app stores demonstrated that multiple 
apps did not cite or state what clinical evidence was being utilized, with scientific 
accuracy ranging greatly [22, 23]. Other noticeable issues early on were that apps 
did not disclose whether a person with medical knowledge was involved in the app 
creation or curation of knowledge, such as one study evaluating vascular medical 
apps finding only 27% of the apps had medical professional involvement [24]. 
These issues led to early provider hesitancy to utilize mobile medical apps in patient 
care and aid in medical decision processes.

Within the psychology space, mobile apps have seen steady growth and are now 
estimated to make up 5% of the mobile health app market but have also seen their 
share of issues. For instance, the FTC charged a “brain training” program for false 
advertising that its program could perform better at work or delay cognitive impair-
ment with no scientific data to support those claims [25]. The company settled with 
the FTC and paid $2M in a settlement. Other barriers include a recent report that 
found several popular mental health apps terms of usage and privacy policies do not 
clarify how user data is collected and shared, which could undermine public trust in 
these tools [26]. Independent researchers have also noted issues, such as apps for 
bipolar disorder finding a lack of evidence-based and clinically usable apps on the 
market [27].

Given the nature of concern related to the availability of mobile health apps that 
consumers and providers may utilize and not recognizing possible clinical flaws, 
there was a movement by multiple parties to intervene. These include a multitude of 
informal groups, regulatory bodies, start-ups, and clinical associations that all 
developed their own working bodies to sort through the mobile app store to identify 
possible apps of use and screen them for use. Reviewing these apps also was a sig-
nificant undertaking, with objective mechanisms of rating apps for viability con-
suming much clinical investigation in the 2010s.
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Table 9.1 Notable mobile app evaluation stakeholders

Organization/
stakeholder Description

National Health 
Service

Created a government sponsored app library in 2017 that is open to 
developers to submit for review to be included after review, whereby they 
will be NHS approved, under test, or nonviable for use

Xcertia Consortium of health technology organizations (e.g., AMA, HIMSS, CTA) 
to curate mobile health apps focused upon operability, content, security, and 
privacy

Digital 
Therapeutics 
Alliance

Non-profit organization working with digital health and biopharma 
stakeholders invested in developing and bringing digital therapeutics to 
market

Digital.Health Resource designed for clinicians by exponential medicine, focused on 
digital health, digital medicine, and digital therapeutic products. Currently 
establishing methodology to review apps and then curate them for others to 
utilize

Orcha Health Review digital health products and apps using multiple measures across 
clinical accuracy to data privacy and security. Have reviewed over 6000 apps 
and allow providers to prescribe apps directly through the platform

Rx.Health Digital health formulary platform developed by physicians to enable 
providers to cloud-based service that allows digital health products to be 
prescribed for patient care

AppScript Introduced in 2013, this is a digital app curation, prescribing, and studies 
platform available on the Epic App Orchard

In terms of relevant organizations, Table 9.1 highlights several key stakeholders’ 
past and present. Notably, there have been several setbacks early on that are worth 
emphasizing the tribulations of this industry to evaluate and certify health apps for 
general use. For instance, one for-profit organization sought to evaluate and certify 
mobile health apps in the early 2010s. They initially certified 16 apps in 2013, but 
several digital health experts, upon closer investigation, found significant security 
issues with several of the “certified” apps leading to them being pulled from the 
program, and the organization ultimately abandoning this strategy in favor of a dif-
ferent health app curation program in the late 2010s [28, 29]. Even the NHS had 
difficulty in their initial forays to identify and recommend possible apps with early 
analysis of their initial library of health apps demonstrating gaps in compliance with 
data protection principles and developer disclosures [30]. Given the issues in the 
USA with independent organizations’ initial forays meeting difficulties and rapidly 
changing tech that required novel assessments, regulatory bodies took it upon them-
selves to give guidance on what digital health technology would fall under their 
purview.

In the USA, the FTC released a tool for developers in 2016 to aid developers in 
understanding if their app would fall under their review, and FDA in 2013 released 
a document related to medical apps and what they would review [31, 32]. The FDA 
defined a “mobile medical app manufacturer“as any person or group “creating an 
app or software system that providers users’ access to medical device function… or 
creates a mobile platform that is intended to be used as a medical device.” However, 
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this initial stance caused some issues, as the FDA stated they would not look at the 
majority of health-related apps (such as those that provided medical information, 
general patient information, allow patients to log or track health information, those 
that behavioral suggestions on general wellness) on the app stores due to their scope 
only covering those apps that were “…to be used as an accessory to a regulated 
medical device; or to transform a mobile platform into a regulated medical device,” 
which is in the minority of apps on the store. The FDA in 2017 launched its “Digital 
Health Innovation Action Plan” to take a further oversight in the digital health field 
such as with digital therapeutics and other therapies that would need review [33]. 
Currently, in 2021, the FDA created the “Digital Health Center of Excellence,” 
whose objective and goal are to empower stakeholders to advise care through digital 
health and build partnerships and innovate regulatory approaches [34]. It can be 
surmised that the FDA will take a more proactive approach going forward but will 
have to closely work with companies given their inherent lack of human resources 
in this new sector that has recently become cemented as a firm reality.

Aside from regulatory bodies and companies seeking to help establish the funda-
mental level of expectation for mobile health apps, other clinicians and researchers 
have sought to delineate what makes a “good” or “bad” mobile health app. There 
have been many approaches for the past decade, with multiple scoring tools cur-
rently published [35]. Some like the Mobile App Rating Scale (MARS) were 
launched in 2015 and underwent validation for five years [36, 37]. There are signifi-
cant issues related to these tools ranging from question item length, subjective ver-
sus objective score measurements, the inclusion of technology and security 
assessments, and overall clinical accuracy measurement. One issue that has 
appeared includes the interrater reliability of mobile app measures, where using 
multiple reviewers using scoring tools still led to varying rankings of appropriate-
ness, which underlies the subjective nature of conducting such rankings [38]. 
Nonetheless, these app assessment tools offer the door for a fundamental approach 
to identifying, categorizing, and rating apps for use, but caution is being raised on a 
possible overload of frameworks to assess apps coming to the market, which will 
also pose a barrier [4].

Evaluation of mobile apps for mental health has also posed some more nuanced 
issues than the global health app market and has led to the further delineation of 
specific evaluation frameworks. Several researchers have identified related issues to 
reviewing mobile apps for mental health and variation across the numerous frame-
works currently available and a need for standardized behavioral app quality mea-
sures with guidance for clinicians and consumers [39]. Relying on the app stores 
themselves to eventually address their internal issues or reliance on a review system 
will not yield the results needed [40]. As such, as in other health areas, the mental 
health space will need to turn toward its own internal knowledge base and experts to 
help guide the way forward, such as a psych-related app evaluation framework [41].

Clinical organizations and associations have risen to the challenge to approach 
their individual areas of interest, and the mental health and psychology space has 
seen significant work. Over the past five years, the American Psychiatric Association 
(APA) has put together an initiative called the “App Advisor” to rate mental health 
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Table 9.2 APA app evaluation framework overview

Areas of focus Description

Access and 
background

Determine useful information about an app before evaluating it to determine 
context of its purpose. Areas include, but not limited to, who owns and 
operates the app, is it for medical purposes, what operating system does it 
function on, how often is it updated

Privacy and 
safety

Assess how the app manages data (patient, user) and what security is used to 
protect stored or shared data and for what purposes. At this point what is 
“acceptable” levels of data security and sharing is subjective to those that 
choose them to decide a minimum level of acceptance

Clinical 
foundation

Evaluate the app for benefit, based upon either direct clinical evidence or 
personal review of the app to determine if you feel the app may be beneficial 
based on your personal experience. This may include gauging the clinical 
utility of the service provided by the app, whether it appears to follow 
best-practice care models or comes from a foundation of clinical validity. At 
this time, there is no set standard for what a “good” app should contain and 
will be up to the clinician to determine acceptance

Usability Determine if the app will be usable among patients and end-users, taking into 
account the apps user interface and experience and ability to customize for the 
users need (e.g., visual, audio) and personalization

Data 
integration 
toward 
therapeutic 
goal

Consider how the use of the app may either feedback into current clinical data 
infrastructure (i.e., EHR) or could possibly fragment care with the need for 
additional portals of data access points from the app to prove meaningful. 
Determine how easy data can be shared and integrated with your clinical 
workflow and also how it may be transferred and not lost over time, and lastly 
how the data can improve the therapeutic endpoints desired between patient 
and provider

apps [42]. The initiative is led by an expert panel of leading mental health and digi-
tal health experts, who have created a comprehensive app evaluation model seen in 
Table 9.2. As seen in the model, the five key themes are meant to guide the evaluator 
to determine the app’s background and assess the clinical applicability to achieve its 
desired therapeutic goal. The APA, through this work, has identified multiple ben-
efits and risks associated with mental health apps, ranging from supplementing the 
therapeutic relationship between patients and providers and increasing patient con-
nection between sessions allows better practice management support, but also the 
issue of a lack of research in many of these mental health apps and issues around 
inappropriate use that could lead to adverse therapeutic outcomes and the underly-
ing questions still related to data collection and use by developers [43].

The APA framework to evaluate health apps has led an individual group to create 
the “mHealth Index and Navigation Database [Mindapps],” (Mindapps.org), which 
allows others to rate apps through 105 different questions related to said features, 
privacy, clinical information integrity [44]. The database allows a user to search for 
mental health apps and utilize up to 88 filters such as, but not limited to, cost, devel-
oper type, evidence level, privacy. In addition, other features can be used as well by 
a user to search for apps such as those that track symptoms, sleep, medication use, 
biofeedback, cognitive behavior therapy, and more. This work demonstrates the 
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application of a guiding framework to spur the development of individual databases 
for apps of potential use in the mental health space. However, Mindapps is not the 
only group focused on the mental health space, with One Mind PsyberGuide also 
offering an online database based on an independent expert panel to review mental 
health apps for use. They have also collaborated with another group to create a 
guide on mental health apps that employers can use [45].

Considering the significant inroads of these stakeholders to identify apps of 
potential use, it comes as no surprise that medical institutions, health systems, and 
payers are now looking to integrate apps into their clinical care processes as digital 
health matures. This includes creating the so-called digital formularies that include 
not only apps but devices and other digital health tools. As it stands, digital health 
companies that seek to create and bring to market mobile apps for consumers face 
not only getting patients to utilize their products but also financial coverage. This, 
in turn, has also led to the creation of “prescribable apps.”

These prescribable apps have been a topic of discussion for many years but 
recently have gained further interest based on the growing digital therapeutics field. 
These digital therapeutics (DTx) are defined as delivering “…medical interventions 
directly to patients using evidence-based, clinically evaluated software to treat, 
manage, and prevent a broad spectrum of diseases and disorders” [46]. The value of 
DTx over current apps on the market is that they can increase patient access to 
health outcomes, allow clinicians to have more tools for treatment, and give payors 
an opportunity to reduce costs associated with traditional care by supplementing 
digital interventions. Areas of focus for DTx have included mental health, chronic 
pain, cardiometabolic disease, pulmonary disease, and oncology.

Digital therapeutics within the mental health and psychology clinical space have 
seen increasingly high growth, and the first FDA-approved DTx in 2017 was focused 
on substance use disorder and opioid use disorder [47]. Initially, the FDA had a 
precertification program where they worked with early adopters, including the DTx 
space. This work was essential for further DTx being able to come to market. Even 
the COVID-19 pandemic spurred the FDA to recommend the streamlined review 
process of digital health devices to address psychiatric disorders, which helped mul-
tiple digital health products come to market, including DTx [48]. Several DTx com-
panies have published innovative research regarding their products which led to 
clearance for certain mental health conditions. Several noteworthy products cleared 
by the FDA include the use of electrical direct-current therapy for depression which 
uses an app-guided hardware device, those for sleep improvement, and a videogame 
platform for ADHD as an adjunctive treatment with stimulant use [49, 50]. There 
are currently multiple DTx under investigation and evaluation by the FDA, and it 
can be expected that clinicians and patients will have multiple possible solutions to 
utilize in the next few years. However, this field is still rapidly advancing, and early 
trials still have not shown all positive results [51].

It is more than likely that DTx and the nature of their scientific validity will pave 
the way for new mechanisms to gauge the utilization of mental health apps. If a 
clinician is presented with an opportunity to recommend or prescribe an app for a 
patient, questions will arise about suitability and clinical outcome desired for their 
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utilization. Payment models for reimbursement for the use of such apps will also be 
questioned, similar to how current pharmacotherapy is currently utilized in the 
treatment of psychological conditions. If payors create digital formularies and are 
adopted by insurance companies, DTx may become a default tool over other mental 
health apps on the field due to a more streamlined utilization like pharmacotherapy. 
However, this still requires an infrastructure in place which is only beginning to 
come to fruition.

Given the inevitability of a framework whereby mobile health apps to different 
levels of clinical utility will come to market and receive uptake, the clinician and 
patient relationship regarding these interventions comes into question. Several 
issues are currently paramount for utilizing mobile apps effectively [52]. The AMA 
has been focused on utilizing and delivering digital health tools in clinical practice 
and has created two playbooks thus far, including a telehealth and remote patient 
monitoring (RPM) playbook [53]. The RPM is quite analogous to the utilization of 
mobile medical app selection with or without the hardware attached and can serve 
as a framework on global issues to consider when selecting what mobile health app 
to use in mental health. Table 9.3 highlights questions to consider when looking to 
integrate apps into practice.

It can be established that within the foreseeable future there will be a definitive 
pathway where apps will likely be either prescribed by providers or recommended 
for use, due to variability in the clinical outcome associated with the app and liabil-
ity limits assumed by providers and companies. Nonetheless, getting apps into prac-
tice beyond questioning validation of use is still of a large concern [54]. While 
employers and health benefit platforms and insurers are offering health apps for 
their members, digital formularies are coming to the forefront, and the FDA is clear-
ing apps for direct clinical outcomes, payment models and reimbursement is being 
explored, clinicians must now address the clinical concerns of their utilization aside 
from those mentioned in Table 9.3.

Table 9.3 What should be done to integrate mental health apps into clinical practice?

Possible issues Items to consider

Why do you want to 
prescribe an app?

   •  Determine if the use of an app can help offer scalable services 
or increased level of care for your patient

   •  Assess if the use of apps is something that is desired by your 
patient groups

   •  Determine if you want to evaluate apps on your own, use a 
society guide, or subscribe and purchase a digital formulary 
service to help you

Which therapeutic 
conditions could benefit 
from the use of an app?

   •  Ideate on if mental health apps could help improve outcomes 
for your patients and in which therapeutic areas or in general 
health

   •  Evaluate whether an app is targeted toward general health 
areas, comorbidities, or specific mental health concerns

   •  Consider the use of the APA framework clinical assessment on 
apps that may be available
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Table 9.3 (continued)

Possible issues Items to consider

How much oversight do 
you want with an app?

   •  Review current practice and determine if apps are to be 
recommended as adjunctive to care or directly lead to a 
clinical endpoint

   •  Evaluate apps that allow personalization for individual patients 
if desired

   •  Determine if apps allow providers to be notified, how the 
notifications are received, and if notifications can be 
customized for therapeutic areas of concern (e.g., medication 
nonadherence, negative survey result, or mood notification)

How do you train yourself 
and staff to handle apps in 
our workflow?

   •  Consider whether you or your staff have the training and tools 
to integrate mobile apps, especially if data sharing and 
interpretation are entwined, into your patient care process

   •  Evaluate if certain staff (e.g., nursing, front desk) will be 
responsible for triaging patient alerts or evaluating patient data

   •  Evaluate who will manage communication with patients using 
apps and through which processes

How do you onboard 
patients to use an app in 
care?

   •  Determine who will be responsible for training patients on 
using the app and navigating it

   •  Assess if patients or caregivers will want to share the data with 
you or other providers

   •  Evaluate individual patient capacity to use the app or have the 
necessary hardware (e.g., smartphone, tablet computer)

   •  Establish when patients should contact the app developer or 
related third party for technological support or reach out to their 
providers for clinical guidance or concern related to the app

How do you implement an 
app service into our 
infrastructure?

   •  Identify if the app will transfer patient related data if you have 
the infrastructure setup to receive and access the data

   •  Data may be stored directly on a patient device, in a cloud- 
based server, or transferred to your system and then require 
management

   •  Evaluate how app updates or portal needs are reviewed and 
staff are kept informed of possible data lapse or downtime

How do you review 
outcomes and create 
value?

   •  Review what clinical endpoints related to patients using the 
app should be established

   •  Pilot or conduct preliminary internal testing of the app and get 
feedback from patients and staff on how to improve rollout

   •  Identify when treatment failure or success is met with an app 
or when to utilize another app or treatment

   •  Collate data for internal review to determine if continued use 
is warranted or pivoting to another similar product should be 
considered

Within the mental health space in particular, the APA and others have proposi-
tioned items to consider when clinically choosing apps to use in patient care [55, 
56]. Compared to other apps on the market for chronic conditions, like high blood 
pressure or pulmonary problems that have objective measurements to track out-
come, mental health may fluctuate over time. Providers will need to gauge when to 
recommend the app for chronic use, as an adjunctive to current standards of care, or 
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even as independent treatment. Further decisions will need to be discussed if these 
interventions will be chronic or self-initiated by the patient or recommended for 
reinitiation by the provider on an as needed basis. Clear communication between 
patients regarding their mental health app usage whether recommended by other 
providers or the mental health provider or by self-choice by the patient will need to 
be part of the patient care process going forward.

For instance, if a patient is under treatment for a psychological problem such as 
depression, and receiving therapy by a provider and medication treatment, but 
chooses to use an app they choose to follow, there could be a potential interaction in 
provider directed care and self-treatment. This could be analogous to issues with 
other conditions where patients may receive treatment via mediation but utilize 
alternative medications or herbal supplements that may interact causing a medical 
misadventure. Since this digital age is now present, conducting an “app reconcilia-
tion,” similar to medication reconciliation processes, should be considered.

Tracking progression should also be assessed. Does the patient like the app or 
platform, does the provider find the data valuable, and is progress being observed 
should be considered at all times. The key aspects will be a movement away from 
intermittent care models that rely on patients having infrequent touchpoints with 
their mental health provider and now through an app a potential real-time assess-
ment of a patient. This may then lead from relying on patients reaching out when 
they may be experiencing issues, and providers may instead use digital biomarkers 
or relevant data to initiate changes to patient care prior to a mental health exacerba-
tion. As such, changing the workflow between the patient, staff, and provider to 
work within this new paradigm of care should be explored further, especially in a 
growing move toward telehealth as a possible default of care in some conditions.

Lastly, choosing which app to use will ultimately likely follow a semi-evidence- 
based approach whereby it will rely on provider comfort, patient choice, and scien-
tific evidence. This will include studies that may compare apps outcomes, especially 
in the DTx space, alongside integration into clinical guidelines. It will likely be that 
the 2020s will see further exploration of best practices using digital health technolo-
gies and in the mental health space differing levels of gauging what may work best 
in different patient groups. For mental health providers, keeping abreast of the 
growing body of evidence on what apps can be used, and determining which patients 
to use these interventions in will be paramount. Ultimately, these interventions will 
be another tool in providing care, as we eventually move on from calling it digital 
health and just health care.
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Chapter 10
Telepsychiatry

Alice Castro Menezes Xavier, Mariane Bagatin Bermudez, 
Gisele Gus Manfro, and Carolina Blaya Dreher

 Telepsychiatry and the COVID-19 Pandemic

Telepsychiatry is a useful tool and a promising alternative during the COVID-19 
pandemic when face-to-face meetings are unavailable or undesirable. It can be con-
sidered a critical tool to cope with the growing needs for mental health care while 
allowing for social distancing practices [1]. Furthermore, telepsychiatry could play 
an important contribution to the decrease of the inequitable access to psychiatric 
care everywhere, reaching people in need in different places where psychiatrists, 
psychologists, and other mental health professionals are not available [2].
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Mental health treatment is not available for everyone. For instance, two-thirds of 
primary care physicians in the USA reported that they could not access outpatient 
mental health services for their patients. Rural areas have even more difficulties in 
accessing mental health professionals [2]. Apart from this, mental health is one 
frequent challenge for primary care physicians. Even prevalent disorders are diffi-
cult to be identified by primary care professionals. One meta-analysis evaluated 
how accurate the depression diagnosis performed by the primary care physician was 
and found that depression is more frequently detected in those who are not depressed 
than in those who are [3]. Hence, telepsychiatry can be seen as one possible solution 
to the shortage of mental health professionals worldwide and may enable these pro-
fessionals to conduct psychiatric evaluations and consultations, access psychoedu-
cation, provide telepsychotherapy, and perform follow-up evaluations from different 
places [4]. Thus, telepsychiatry is an important field that could fill the gaps in men-
tal health care.

There are some important reasons to use telepsychiatry in patients who do not 
have access to face-to-face psychiatry care for any reasons, such as (1) decreasing 
the failure to follow-up after inpatient discharge; (2) using psychoeducation to 
improve compliance to medications; (3) avoiding readmission and ER visits in high 
risk patients; (4) avoiding the increase in suicide rates [5]. Some studies have shown 
that these virtual care systems had a positive reception by patients and were associ-
ated with decreased admissions or readmissions to psychiatric hospitals, being con-
sidered cost-effective [6].

Despite all the advantages of telepsychiatry, this was not a frequent treatment in 
use until the SARS-CoV-2 pandemic outbreak. In 2009, only about 2% of the psy-
chiatrists had ever used telepsychiatry in the USA. Although telemedicine care had 
increased from 2005 to 2017, its use was still infrequent by 2017 [7]. This approach 
was even less common in other continental countries. In China, telepsychiatry 
became regulated only in 2018 and in Brazil, there was no regulated use of telepsy-
chiatry until 2020. Therefore, it can be observed that the use of telepsychiatry 
increased substantially during the SARS-CoV-2 pandemic [8]. The reasons for 
increasing the availability of this modality of treatment might be due to the emo-
tional distress caused by fear and loss, but also due to the unavailability of face-to- 
face meetings. However, it was very well perceived among mental health care 
providers, and many would like to continue using it. Access to technology and train-
ing in this different treatment modality raises concerns, so professionals should 
receive training in this modality of treatment and it should be included in the resi-
dency training [8].

For patients, telepsychiatry improves access to care, reduces the waiting time for 
appointments, as well as travel time and costs. Although some patients still prefer 
in-person encounters, comfort and satisfaction usually increase after patients get 
used to telepsychiatry [7].
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 Applying Telepsychiatry in Real Life

The American Psychiatry Association Work Group considered telemedicine and 
telepsychiatry well-established across different cultures and preferable to face-to- 
face in many areas, such as older adult, child, and adolescent psychiatry [9]. There 
are concerns about developing a therapeutic alliance and relationship through the 
internet in the absence of nonverbal cues, but a systematic review evaluated the 
therapeutic alliance in e-therapy and it seems to be equivalent to traditional therapy 
[10]. Furthermore, some studies have shown that telepsychiatry is associated with 
lower transaction costs, high satisfaction, and no difference in outcomes to face-to- 
face treatment [11–14].

The utility of virtual mental health care includes assistance for the immigrants’ 
and refugees’ populations [15]. These groups are at risk of mental disorders, since 
during forced immigration they could have experienced traumas like torture and 
loss of relatives, while non-forced immigration can cause adjustment difficulties 
such as displacement challenges, cultural differences, separation from family, and 
financial losses [16, 17]. Telepsychiatry is a gap-filling strategy that increases access 
across borders [15], and the acceptance of telepsychiatry for these groups is already 
well-established [18].

Some institutions have organized guidelines for online medical services [8]. First 
of all, legal aspects should be respected: confidentiality, providing an appropriate 
environment for care, explicit consent for recording the session if necessary, and the 
use of a secure and trusted platform with encrypted transmission. So, if a patient 
lacks the capacity to make a decision, consider whether remote consultation is 
appropriate [8]. Table  10.1 depicts general recommendations for the use of 
telepsychiatry.

Some techniques of interview can facilitate communication between health profes-
sional and patient. It is possible to stimulate the patient’s communication with posture 
and words: lean forward, make eye contact, and use expressions like “Hum hum,” 
“Continue” or “I’m listening,” to help the patient to maintain the narrative [19]. To 
demonstrate attention and understanding, summarizing the participant’s narrative 

Table 10.1 General recommendations for care in telepsychiatry

Before the 
consultation

–  Scheduling can be made easier when software is used to set the date and time 
zone of the virtual appointment [19]

–  The patient needs to check their internet access and the skills to use the 
platform [8]

–  The physician needs to be familiarized with the video consultation platform. 
Unnecessary programs and applications should be closed, volume of the 
video should be adjusted. Use comfortable distance from camera to allow 
patient to see and to hear clearly. Avoid sensitive and personal details in the 
background [8]

(continued)
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During the 
consultation

–  Perform the intervention in a private location where you will not be 
interrupted; tell the patient that you are alone; prefer using headphones to 
ensure privacy and try to make your face visible [19]

–  Instruct the patient to also seek a private location and convenient time to 
avoid interruptions [19]

–  Allow nonverbal communication, including head, neck, upper body, and arms 
on the screen; tailor information and check the patient’s understanding, 
mainly for those with lack of digital literacy; look at the camera [not at the 
patient’s eyes]; check the patient’s telephone number to contact in the event of 
a lost connection [8]

–  Keep your attention focused on the patient, avoid other attentive focus, like 
annotations [19]

–  Evaluate patient safety: Level of agitation and the potential for harm to self or 
others and clinical symptoms. Be aware of where the patient is located. An 
emergency service should be available and the telephone number of a 
collaborator to immediately contact patients at risk [7, 8]

After the 
consultation

–  Document appropriately: Time, date, remote site location, time spent with the 
patient, the location and personnel, clinical history, mental state examination, 
diagnosis, treatment plan [8]

Table 10.1 (continued)

throughout the interview and repeat some words from the patient’s speech [19]. 
Transmitting empathy is essential when caring for people in emotional distress, ask 
about emotions felt by the patient, show that you understand the patient’s feelings [19].

 Special Populations

The psychiatric care of children and adolescents has some particularities that need 
to be considered. Youth are dependent upon adults to access health care, so the psy-
chiatrist should establish a therapeutic alliance with all participants [20]. It is impor-
tant to incorporate the caregivers in the consultation, asking them to introduce 
themselves and explaining the symptoms and treatment in a way that is easy to 
understand. Some elements can be included in the session for a better evaluation, for 
example, crayons and simple toys to assess fine motor skills, communication, and 
attention [20]. Besides that, it is important to minimize overdecorating the physi-
cian’s room to minimize distractions during the consultation [20].

Among the geriatric population, telepsychiatry has shown benefits even in cogni-
tive screening, with the strongest evidence for tests that rely on verbal responses 
[21]. In psychotherapy with older adults, the involvement of caregivers is often nec-
essary, with benefits for the treatment with CBT for insomnia, depression, care- giver 
support, depression, and quality of life [21]. However, due to the “digital divide,” 
geriatric population might need teleconsultation by phone instead of video call. 
There is evidence of the positive impact of telephone befriending on older people’s 
well-being [22]. Besides that, CBT over the telephone compared with face- to- face 
resulted in equivalent improvement in depression among primary care patients [23].
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 Barriers of Telepsychiatry and Strategies to Overcome it

Despite many studies reporting the benefits of using telepsychiatry, there are some 
limitations to be considered when applying this model. The main concerns men-
tioned by psychiatrists are: the lack of studies on the applicability of this modality 
and its effects in long term; the poor training support in the use of telepsychiatry; 
reimbursement/financial, legal/regulatory, and licensure/credentialing issues; and 
safety of patients suffering a crisis [7, 18].

The most important barrier found in the literature is the fear of physicians that 
internet based assistance is less personal and more difficult to establish rapport, 
because of the decreased ability to detect nonverbal cues, making eye contact and 
picking up nuances and emotions, and also difficult when using silence as a thera-
peutic tool [7]. Clinicians also worry that patients could be uncomfortable, espe-
cially the older ones, those with cognitive, visual, or hearing impairments, and those 
with psychotic disorders. Aspects that can difficult rapport are especially the tech-
nology’s limitations, which include poor visual images, pixilation, “drops’‘of con-
versations, turn-taking in discussion all due to low bandwidth [7, 8]. Studies 
evaluating patients’ satisfaction with telepsychiatry, compared to face-to-face con-
sultation, report the same levels of satisfaction, comfort, and acceptance, while cli-
nicians report to perceive patients less satisfied with telepsychiatry [9]. Moreover, 
studies that evaluated the therapeutic alliance in face-to-face setting versus telepsy-
chiatry models did not find differences between the intervention types, which is in 
accordance with patients’ perceptions about telepsychiatry [10, 11]. Strategies to 
improve the online rapport include having a good internet connection with stable 
audio and video, allowing a correct assessment of the patient’s facial expressions. It 
is important to note that nonverbal communication is also impaired by the use of 
masks [8].

Another important issue that can be a barrier is the privacy of the patient and 
their data. With the dissemination of technology, patients use different devices to 
perform online consultation, varying from computers, tablets, and smartphones. It 
is important to consider that especially smartphones are vulnerable to hacking and 
data leakage, so it is recommended to use a safe platform [7]. Also, privacy in both 
patient and psychiatrist location is important, ensuring an environment in which 
other people cannot access the consultation. The clinician should explain it to the 
patient and also advise that they do not multitask during the consultation, avoiding 
distractions from the environment, such as eating or exchanging messages on their 
cell phone during the consultation [11].

The use of telepsychiatry with patients going through a crisis requires special 
attention. Crisis is defined as a relatively sudden situation, in which a patient has an 
imminent risk of harm to the self or others and judgment is impaired [16]. The lit-
erature highlights how telepsychiatry in the emergency context can increase 
patients’ access to psychiatrists, especially in rural and remote areas where the spe-
cialist may not be present [16]. In this context, a support staff must be present at the 
location of the patient and the psychiatrist needs to have the patient’s family contact, 
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in case of need for immediate intervention. Also, potential problems with technol-
ogy and network (like loss of connection) can occur, so the psychiatrist needs to 
know the exact location of the patient and have a local collaborator or another 
method to contact the patient immediately if needed [7]. When such care is taken, 
even patients with psychotic conditions benefit from the use of telepsychiatry [24].

Another potential barrier to telemedicine refers to legal and administrative 
aspects, such as payments of the consultation fees, prescription of medications, 
laboratory requirements, as well as regulatory laws [17]. With the COVID-19 pan-
demic, regulatory health agencies removed some of those barriers. The main ones 
were the regulatory changes in the payment of telepsychiatry consultations by 
health insurance and adoption of telehealth platforms able to create prescriptions for 
controlled substances and laboratory requirements [13]. Another important change 
refers to the licensure of clinicians—in the majority of countries physicians can be 
accredited to work within their state, limiting the use of telemedicine to patients 
who are residents of the same province, but at the beginning of the COVID-19 pan-
demics some countries have authorized doctors to be able to treat patients from all 
states of the country, regardless of their accreditation status, increasing access to 
telepsychiatry, especially in remote regions with few psychiatrists [7]. Where the 
rules have been made more flexible, telepsychiatry has grown more [18].

Some patients may have greater difficulty in accessing telepsychiatry, especially 
those with lower socioeconomic status and the elderly, which have lower access to 
electronic devices, lower internet quality, and often little privacy at home, showing 
a disparity in access to this modality, called the “digital divide” [13, 14]. Although 
digital access increased during the COVID-19 pandemic, the digital divide might 
also have increased, so it is important to make efforts to train patients with greater 
limitations in the use of technology, thereby increasing universal access to telemedi-
cine [12]. A suggestion is for health services to offer guidance to their patients 
before the implementation of telepsychiatry [15]. The use of telephones by these 
patients can be preferred, with studies showing that interventions delivered by tele-
phone can be effective and well-accepted especially by older people, thus overcom-
ing the difficulties of this population with technology devices. Professionals should 
preferably use a professional telephone, but if using a personal one, it is recom-
mended to deactivate the caller identification [23, 25].

 Patients Experiences and Future Implications

Telepsychiatry has been shown to be equivalent to in-person care in diagnostic 
accuracy, treatment effectiveness, and patient satisfaction. Psychiatric diagnoses are 
reliable with good inter-rater reliability. Telemedicine could also facilitate language 
and cultural matching [9]. A few studies showed that clinical outcomes with tele-
psychiatry are as good as those achieved with face-to-face treatment [26]. Regarding 
cost-effectiveness, it seems that telepsychiatry saves time, travel, and money for 
patients and providers.
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Telemedicine and telepsychiatry are well-established fields and are preferable in 
many areas such as for patients on the autistic spectrum and those with severe anxi-
ety symptoms [9]. Patients with severe anxiety disorder may avoid care because it 
could be difficult to get transportation or feel safe outside. Not surprisingly, children 
and teens that have been raised in the internet era find that telepsychiatry is prefer-
able to in-person care [7]. Telemedicine can also facilitate medical encounters with 
subspecialty expertise and nursing home assessments more rapidly and efficiently.

Future perspectives include studies that have been focused on asynchronous 
telepsychiatry. Asynchronous telepsychiatry is a psychiatric interview performed 
in collaboration with other professionals and the psychiatrist evaluates the inter-
view to perform diagnosis and recommend treatment to primary care physician. 
Studies hypothesized that this approach could improve access, quality, cost, and 
care over the usual care. Asynchronous telepsychiatry has been studied to be used 
in collaboration with the primary care in nursing homes, in order to diagnose psy-
chiatric comorbidity and implement treatment [27]. A few studies are also evaluat-
ing different approaches to telepsychotherapy in face of COVID-19, including 
low-intensity psychosocial interventions in a population at risk to develop a psychi-
atric disorder. Studies using smartphone applications have also been conducted, 
with initial results finding benefit from digital intervention applied by application 
in improving dysfunctional personality traits [28]. Telepsychiatry has also been 
studied as a short- term intervention and after a few sessions, the PCP resumes care 
of the patient in ADHD patients and bipolar disorder. Also, studies are evaluating 
whether telecommunication tools, web pages containing online screening instru-
ments and real-time video chat, will be an efficient way to screen psychiatric disor-
ders [27, 29].

 Conclusion

Telepsychiatry was underused until the beginning of the COVID-19 pandemic but 
became an important tool since then [5, 30]. It is capable of overcoming several dif-
ficulties such as the absence of professionals in remote areas, the risks associated 
with face-to-face care during COVID-19 pandemic, and the difficult commute for 
people living in remote areas, also having a good cost-effectiveness [1, 31]. Although 
some professionals are afraid of using this modality, it is well accepted by most 
patients [7, 32].

Using telepsychiatry requires some precautions, such as following the country’s 
current legislation, using a safe and well-connected digital platform, and maintain-
ing a therapeutic environment [8]. Special care is needed for special populations, 
such as children and adolescents, in which parents must also be included in the care, 
and geriatric patients, who may need assistance from young people to deal with 
digital divide [20, 21].

Telepsychiatry has some limitations to be considered, the main ones being: the 
absence of eye contact in the therapeutic relationship; absence of physical 
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examination; technological difficulties; distance from patients at potential risk; dif-
ficulty accessing populations with less internet access and legal aspects [7].Many of 
these barriers can be overcome by adopting some practices, such as a good internet 
connection, privacy at the place of care, adequacy to the rules of the country, and 
emergency contacts with the place where the patient lives [7, 8, 32]. Hybrid care 
models can also be adopted, as the outcomes of long-term remote care are poorly 
known [33].

Telepsychiatry is an important and efficient tool, especially during COVID-19 
pandemic, and its rapidly increased use was well accepted by patients and clinicians 
[9, 34]. The future of telepsychiatry after the end of the pandemic is still uncertain 
and the results of studies on its long-term application during the pandemic are 
expected to delineate this practice in the future [34].
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Chapter 11
Prediction of Suicide Risk Using Machine 
Learning and Big Data

Thiago Henrique Roza, Thyago Antonelli Salgado, Cristiane Santos Machado, 
Devon Watts, Júlio Bebber, Thales Freitas, Francisco Diego Rabelo-da-Ponte, 
Flavio Kapczinski, and Ives Cavalcante Passos

 Introduction

Approximately 800,000 suicides occur each year globally, accounting for one death 
by suicide every 40 s, with around 80% of all suicides taking place in developing 
countries [1]. This phenomenon is present in developed countries as well, 
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considering that suicide rates have not declined over the past few decades in the 
United States [2]. Despite the alarming nature of these statistics, there is evidence 
that suicide rates are underestimated. A considerable number of deaths by suicide 
are classified as either accidental deaths or as deaths with undetermined intent [3]. 
For instance, a study based on Israeli data reported suicide rates to be nearly 42% 
higher relative to the official reports of deaths by suicide [4].

In epidemiological studies, it was shown that suicide is more common in males, 
with global rates of deaths by suicide around 15 per 100,000 people per year, while 
the global rates of suicide are approximately 8 per 100,000  in females [5]. 
Nevertheless, empirical evidence suggests that women are at a greater risk of sui-
cide ideation and attempts, relative to men [6, 7]. Importantly, a previous meta- 
analysis of psychological autopsy studies highlighted that almost 90% of individuals 
who died by suicide presented with a prior psychiatric diagnosis [8].

There are several factors known to be associated with suicide risk. Such factors 
can be divided as protective or risk factors depending on the influence they may 
exert on individual patients decreasing or increasing suicide risk, respectively [9, 
10]. For instance, good social support, high levels of extroversion, effective coping 
strategies, optimism, strong reasons for living, religious involvement, regular physi-
cal activity, and exercises are some of the protective factors against suicidality 
[9, 11].

The number of risk factors associated with suicide, suicidal behavior, and self- 
harm increases each year, as subsequent literature continues to identify novel candi-
date risk factors [9, 10, 12, 13]. Considering exponential growth within the field, 
there is an increased need for explanatory models to combine and synthesize these 
complex risk factors at different biological and clinical levels [9, 10]. The model 
represented in Fig. 11.1 [9] called biopsychosocial approach is one of these theo-
ries. This approach considers that different variables can interact at the distal, devel-
opmental, and proximal levels. This explanatory model was influenced by the 
stress-diathesis model, in which an individual with a genetic predisposition (diathe-
sis), when under an amount of stress that exceeds a specific threshold, may develop 
a psychopathological condition [14].

Importantly, external factors, such as income inequality [15], uncertain political 
conditions [16], and the COVID-19 pandemic [17] may precipitate the rise of sui-
cidality and suicide attempts in young people. However, in the early months of the 
pandemic, it did not appear that suicide rates had increased in high-income coun-
tries. This picture is less clear in developing nations that lack a substantive safety 
net, however [18]. The pandemic is associated with psychological distress in levels 
which are yet to be measured, also contributing to increased vulnerability to mental 
health problems and suicidal behavior in the affected populations [19]. For instance, 
recent studies have shown increases in the prevalence of suicidal ideation in the 
USA [20] and Greece [21]. Additionally, it remains to be seen whether the broad 
negative economic effects of COVID-19 [22] precipitate an increase in post- 
pandemic suicide.

Considering this context, the aim of this chapter is to describe the use of big data 
and machine learning to predict suicide risk at an individual level, enriching the 
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Fig. 11.1 Explanatory model synthesizing risk factors for suicide-related outcomes, adapted from 
[9]: Suicidality and suicide attempts may originate in the interaction of complex and multilevel 
factors, such as individual-level factors (in shades of blue, divided as predisposing, developmental, 
and precipitating factors) and population-level factors (including environmental factors, in pink; 
and factors associated with lack of social cohesion, in green). As highlighted in the model, predis-
posing factors increase the risk of death by suicide through changes in gene expression, which 
leads to effects on developmental factors. These developmental factors, however, lead to increased 
suicide risk through the promotion of specific traits such as impulsive aggression and anxiety; 
these traits may increase the likelihood of suicidal behavior in cases of suicidal ideation. Other 
developmental factors such as chronic substance use and cognitive deficits may also lead to the 
promotion of such traits. Precipitating factors, including acute substance misuse and other forms 
of psychopathology (any mental disorder associated with increased risk of suicide, as well as spe-
cific adverse life events which may lead to significant psychopathology), are associated with 
changes that ultimately lead to suicidal behavior and death by suicide

discussion with recent examples from contemporary scientific literature. In addition 
to the discussion of the revolutionary impact of these tools, potential ethical impli-
cations, current limitations and challenges will be acknowledged and debated.

 Prediction of Suicide Risk

Frequently, the daily routine of psychiatrists, as well as other health professionals, 
is marked by the need to predict the risk of suicide-related outcomes for every indi-
vidual patient [10]. However, the task of determining the suicide risk of any given 
patient is often performed subjectively. Recent data from Ontario [23] showed that 
over 67.4% of people who died by suicide saw their primary care physician prior to 
their deaths. Moreover, suicide risk assessments were reportedly conducted in 
87.1% of physician visits. However, among those who actually died by suicide, 
39.8% were classified by their clinicians as having no risk, and an additional 50% 
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were deemed low risk [23]. Unfortunately, these results clearly indicate that the 
clinical assessment of suicidal behavior largely fails to predict suicide.

In many fields of medicine, the majority of clinical interventions, including treat-
ment, diagnostic and prognostic interventions, are based on an “average patient,” 
where results from such studies are then generalized to the whole population [10]. 
In terms of treatment strategies, another limitation that needs to be acknowledged in 
randomized clinical trials is the use of overly restrictive inclusion and exclusion 
criteria, which compromise the generalizability of the results to real-world set-
tings [24].

Considering the limitations of current risk prediction and group-based treatment 
plans, there is a need for a more individualized and personalized assessment of sui-
cide risk. Within the framework of personalized medicine, “precision psychiatry” 
provides a way to predict patient trajectories, treatment response, and to guide pro-
spective trials for individualized interventions [25, 26]. Precision psychiatry pro-
vides the path forward for a revolution in clinical psychiatry, aiming to make 
accurate individualized predictions of mental health outcomes, assessing each 
patient with multidimensional data of large magnitude and high specificity, and sub-
sequently offering targeted clinical solutions (including diagnostic, prognostic, and 
treatment interventions) for each patient in an individualized and personalized man-
ner [25–27]. A schematic example of the application of precision psychiatry in the 
prediction of suicide risk can be seen in Fig. 11.2.

However, in order to facilitate precision psychiatry, large-scale and high-quality 
multidimensional data is required. The concept of “big data” is generally defined by 
the five “Vs” [25, 28]. The first “V” is velocity, which corresponds to the increasing 
speed of data generation; volume, which is the second “V,” describes the large 
amount of data, which only becomes bigger as the time passes; variety is the third 
“V” and describes the diversified nature of the data, which may come from different 
sources, levels, and distinct dimensions, and the data can be structured, semi- 
structured, or unstructured. Veracity, which is the fourth “V,” represents the reliabil-
ity we have on the data; lastly, the fifth “V” is value, which describes the applicability 
and practical value that these data will have on the lives of the individuals affected 
by it [28, 29]. Additionally, big data collects information from an entire system 
(n = all), with this information being produced continuously; in contrast to what 
could be called as small data, in which data presents a more static pattern and is 
collected from a population sample [30].

In order to analyze such a massive and complex amount of data, it is necessary 
to use sophisticated computational methods, such as machine learning [25, 28]. 
Machine learning is a method of data analysis and branch of artificial intelligence 
that aims to learn relevant patterns from given data, without being previously pro-
grammed by a human counterpart, thus mimicking the human process of learning, 
and subsequently using this learnt pattern to solve new problems [31–33]. The steps 
of developing a machine learning model is beyond the scope of this chapter and can 
be found in other sections of this book.

The use of big data and machine learning is widespread in several contexts of our 
daily life [33]. In addition, this is a growing field, with several studies exploring the 
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Fig. 11.2 (Adapted from [10])—Suicide risk stratification tool based on big data. In this model, 
each patient has an individualized phenotype, generated with the use of multidimensional and 
nonlinear data, combined with the use of sophisticated computational tools. This individual pheno-
type is the substrate for clinical decision making, including the prediction of suicide risk, in an 
individualized and targeted manner

use of such methods in psychiatry as well as other medical specialties; for instance, 
the number of published studies with the use of these methods in medical sciences 
more than doubled from 2016 to 2018 [34].

Having said that, one of the main challenges in predicting suicide risk is identify-
ing the specific individuals who are at risk. However, a previous longitudinal study, 
based on data from the USA, described that nearly 50% of the individuals who died 
by suicide visited a healthcare institution within four weeks before their deaths [35]. 
A subsequent systematic review and meta-analysis showed that contact with medi-
cal services was common prior to suicide, and there appears to be an increasing 
proportion of individuals seeking inpatient or outpatient mental health services 
prior to making an attempt [36]. Altogether, this represents a significant window of 
opportunity to apply preventive and treatment strategies, in order to mitigate this 
risk and prevent such a devastating outcome as suicide.

Machine learning models, for example, could be translated into suicide risk cal-
culators, which could then be used in primary care settings [29]. Therefore, patients 
predicted to have high suicide risk could benefit from more specialized assessments 
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of this risk, be referred to a specialty clinical follow-up, as well as benefit from 
treatment and preventive strategies, known to impact and decrease the risk of sui-
cide [10].

 Machine Learning Models for Prediction of Suicide Risk

The field of machine learning-based prediction models for suicide risk evaluation is 
in its infancy; nevertheless, several studies have highlighted promising results, 
which may have future implications in the management of patients at risk of suicide. 
For instance, a systematic review [37] recently summarized the evidence regarding 
studies investigating machine learning-based models in predicting self-injurious 
thoughts and behaviors, with suicidal and nonsuicidal intentions. In their results, the 
authors were unable to conclude on the overall performance of the models, due to 
high heterogeneity across studies. Even though the accuracy of the majority of the 
models described in the review did not surpass 90%, most models presented signifi-
cantly higher accuracies in comparison with traditional statistical models.

One interesting study [38] explored the use of machine learning applied to func-
tional MRI data, to investigate neural representations of concepts related to life and 
death in youths, with the aim of classifying individuals with suicide ideation. In 
their study, they used a Gaussian Naive Bayes algorithm, applying this method in a 
small sample with 17 participants with suicidal ideation and 17 healthy controls. 
Their model presented high performance, reaching an accuracy of 91%.

Another study [39] aimed to identify a textual signature of suicide risk using a 
machine learning algorithm called Naive-Bayes, for text classification of Virginia 
Woolf’s letters and diaries, using texts within and outside the period of two months 
before her death by suicide. The final model presented good performance, reaching 
a balanced accuracy of about 80% in the prediction of suicidal behavior. These find-
ings show the potential of linguistic-driven prediction models and may be applied to 
subjects with psychiatric disorders by means of data captured from social media, 
e-mail, among others.

A large longitudinal investigation [40] focused on developing machine learning 
models to predict death by suicide after psychiatric hospitalization, in a follow-up 
period of 12 months, using regression trees and penalized regression algorithms. 
Their analysis was based on administrative data from 40,820 US army soldiers, cor-
responding to a total of 53,769 psychiatric hospitalizations. Their models presented 
good performance, reaching AUCs of approximately 0.85. In addition, almost 53% 
of the post-hospitalization deaths by suicide occurred in a group identified as having 
high risk of suicide, corresponding to 5% of the initial number of hospitalizations.

Another large longitudinal study [41] of US army soldiers (n = 23,854) explored 
the combination of traditional statistical methods with machine learning (using an 
algorithm called super learner), with the aim of predicting non-fatal suicide attempts 
in a follow-up of 45 months. In their initial sample, they only included soldiers 
without previous suicidal ideation. In the first step of this two-stage procedure, 
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researchers used army administrative data to generate prediction models, using tra-
ditional statistical methods, with the aim of predicting a subsample with high risk 
for suicide attempts, from within the initial sample. Their best model reached good 
performance, with an AUC of 0.82 in this first stage. In addition, this high-risk sub-
sample corresponded to 30% of the initial sample, which allowed investigators to 
exclude, before the second-stage procedure, the low-risk subsample, which corre-
sponded to 70% of the total sample. In the second stage, using clinical data from a 
specific questionnaire, researchers used machine learning with the aim of predict-
ing, from the high-risk subsample, a new high-risk subsample, which accounted for 
10% of participants from the high-risk subsample obtained in stage 1, and 3% of the 
participants from the initial sample. In this stage, their best model reached an AUC 
of 0.83. After applying both stages, it was possible to identify a subsample with 
highest risk for suicide attempts (3% of the initial sample), which corresponded to 
45% of the total suicide attempts in the follow-up. Another potential implication of 
this study was the possibility of saving resources, identifying a low-risk subgroup, 
which may not need to undergo costly assessments of suicide risk after being clas-
sified in an initial screening stage.

 Populations at Higher Risk for Suicide

Several machine learning models have been created for specific populations that 
may be at higher risk of suicide. Passos and colleagues [42], for instance, used a set 
of clinical and demographic variables to test a set of machine learning algorithms 
and developed a clinical signature of suicidality in 144 patients with mood disor-
ders. The study reported a balanced accuracy of 72% and an AUC of 0.77 in pre-
dicting suicide attempts. Prior hospitalizations for depression, comorbid 
posttraumatic stress disorder, cocaine dependence, and history of psychotic symp-
toms were the most robust variables in the model. Other studies predicted suicidal-
ity by using machine learning coupled with a combined genomic and clinical risk 
assessment approach and built models with an AUC of 0.98 [43] and 0.82 [44] in 
patients with bipolar disorder. Another prospective study [45] involved 6350 par-
ticipants with lifetime major depressive episodes and developed a model with elas-
tic net regularization that distinguished individuals who had attempted suicide from 
those who had not with an AUC of 0.89, balanced accuracy 81.64%, specificity 
85.86%, and sensitivity 77.42%. Previous suicide attempt, borderline personality 
disorder, and overnight stay in hospital because of depressive symptoms in partici-
pants with lifetime major depressive episodes were the most important predictor 
variables.

Another population at increased risk for suicide is composed of medical profes-
sionals and medical students. A cross-sectional study [46] with data from 4840 
undergraduate students generated an algorithm capable of differentiating partici-
pants that attempted suicide with an accuracy of 0.83. The main predictors for sui-
cide attempts in students were female gender, homosexuality, low income, bullying 
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by university colleagues, trauma in childhood or adulthood, family history of sui-
cide, suicidal ideation in the last month, daily use of tobacco, and being at severe 
risk of alcohol abuse. It is possible that algorithms with similar purposes will have 
a clinical and preventive utility in the near future, helping educational and health 
institutions in identifying students at risk.

 Electronic Health Records as Source of Data

Medical records represent a useful source of data for machine learning models, 
offering invaluable clinical information known to be associated with suicidality. For 
instance, a longitudinal study [47] aimed to develop and validate machine learning 
models using electronic health records (EHR) to predict suicide attempts and sui-
cide deaths after an outpatient visit. The data was obtained from 2,960,929 patients, 
corresponding to 19,961,059 specialty visits, in mental health or primary care clin-
ics, with diagnoses of mental health. Potential predictors included 313 demographic 
and clinical characteristics extracted from the records for up to 5 years before each 
visit. For visits to mental health specialties, C-statistics (measure equivalent to the 
area under the curve) for prediction of suicide attempt and suicide death were 0.851 
and 0.861, respectively. For primary care visits, C-statistics for prediction of suicide 
attempt and suicide death were 0.853 and 0.833, respectively.

Another longitudinal study [48] also explored sociodemographic and clinical 
data from EHR to create a machine learning algorithm capable of predicting suicide 
attempts. Participants were 5167 adult patients with self-injury, with 3250 patients 
attempting suicide (i.e., cases) and 1917 patients engaging in self-harm that was not 
suicidal, accidental, or unverifiable (i.e., controls). In this study, the authors com-
pared the performance of a machine learning model (random forest) with a tradi-
tional method (multiple logistic regression). The machine learning model produced 
a more accurate prediction of suicide attempts than traditional methods (e.g., ML 
produced AUCs in the 0.80s, traditional regression in the 0.50s and 0.60s).

Importantly, EHR is a broad term that can be composed of data from several 
domains, including structured, semi-structured, and unstructured data types. 
Analysis of unstructured data may improve predictive performance, in comparison 
with models based on only structured data. A case-control study [49] sought to pre-
dict first-time suicide attempts using natural language processing and machine 
learning to unstructured (narrative) clinical notes and structured EHR data. The 
study included 45,238 patients (5099 cases and 40,139 controls) comprising 54,651 
variables from 5.7 million structured records and 798,665 notes. Four machine 
learning models were evaluated using 2-year historical EHR data before suicide 
attempt or control index visits, with prediction windows from 7 to 730 days. Using 
both unstructured and structured data resulted in significantly greater accuracy com-
pared to structured data alone (AUC: 0.932 vs. 0.901 P < 0.001). The best- predicting 
model utilized 1726 variables with AUC = 0.932.
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 Social Media and Other Sources of Data

Population databases have also been explored as sources of data for models aiming 
to predict suicide risk. A previous study [50] used national medical check-up data 
from 372,813 individuals in Korea from 2009 to 2015. In their model, the AUC to 
predict suicide risk was 0.849, sensitivity 81.7%, and specificity 75.4%, with an 
average overall follow-up period of 1.52 years. A prospective cohort study [45] with 
a nationally representative sample of the adult population in the USA built models 
to predict suicide attempts using machine learning approaches. The model devel-
oped with elastic net regularization distinguished individuals who had attempted 
suicide from those who had not with an AUC of 0.89, balanced accuracy 81.86%, 
specificity 89.22%, and sensitivity 74.51%. A diagnosis of borderline personality 
disorder, posttraumatic stress disorder, and being of Asian descent were the most 
important predictor variables. These approaches are important because they allow 
the implementation of these algorithms for the general population and not just for 
specific samples.

Another strategy that could be used in machine learning-based suicide risk 
assessment is the use of social media, an everyday user-generated behavior in a 
naturalistic environment. The popularity of social media platforms, such as 
Facebook or Twitter, has created opportunities to mine large datasets, with natural 
words and non-words language, and with data from non-treated or non-diagnosed 
individuals. A case-control study [51] trained a random forest model using twitter 
data and neural network outputs to predict binary suicidal ideation status. They used 
512,526 tweets from 283 suicidal ideation cases and 3,518,494 tweets from 2655 
controls and used twitter data queried against suicide-associated psychological con-
structs including burden, stress, loneliness, hopelessness, insomnia, depression, and 
anxiety. The model predicted 830 suicidal ideation events derived from an indepen-
dent set of 277 suicidal ideators relative to 3159 control events from 2961 controls 
with an AUC of 0.88. The model also generated temporal prediction of risk such 
that peak occurrences above an individual-specific threshold denote about sevenfold 
increased risk for suicidal ideation within the following 10 days.

A group of researchers [52] detected suicide risk from textual Facebook posts 
using Artificial Neural Network and ELMo, a deep Contextualized Word Embeddings 
algorithm. The dataset included 83.292 postings authored by 1.002 authenticated 
Facebook users, alongside valid psychosocial information about the users and eight 
psycho-diagnostic measures collected directly with the participants. They used two 
models to predict suicide risk, the Single Task Model built from Facebook postings 
directly (Facebook texts→suicide) and a Multi-Task Model, which included Facebook 
postings and hierarchical, multilayered sets of theory-driven risk factors (Facebook 
texts→personality traits→psychosocial risks→psychiatric disorders→suicide). The 
average prediction performances of the single task model was significantly higher 
than chance level, with AUC around 0.62, and the multilayered prediction demon-
strated substantial improvements in prediction accuracy, in comparison with the sin-
gle task model and with the previous efforts in the literature to predict suicide risk 
without machine learning and natural language processing methods.
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Interestingly, additional findings of this study [52] concern the most relevant 
words to the model developed. The results indicated that the most distinctive words 
of the true positive class consisted of negatively charged words such as “bad,” 
“worst,” including swear words as “bitch,” “fucking,” words referring to feelings of 
distress as “mad,” “cry,” “hurt,” “sad,” and to physical complaints as “sick,” “pain,” 
“surgery,” and “hospital.” In contrast, the most distinctive words of the true negative 
class consisted of positive words such as “great,” “happy,” “perfect,” including posi-
tive emotions as “loving,” “love,” “peace,” positive events as “wedding,” “thanks-
giving,” positive experiences of belonging and friendships as “together,” “friends,” 
“mother,” “wife,” and positive attitude towards life as “blessed,” “gift,” and “wishes.” 
Another dominant theme in the postings of these true negative users was related to 
religion and spirituality, which can represent the protective factors associated with 
suicidal behaviors. In addition, suicide-related words, such as “kill,” “die,” or “sui-
cide,” did not appear in this list and, of 73 mentions of these words, only in a single 
instance they appeared in messages directly related to suicide, which represent that 
the language may not be mentioned explicitly.

Predicting the risk of suicide at the individual level is essential for the application 
of adequate preventive strategies only in those who are in need of these interven-
tions. For instance, a study [53] have tested the feasibility and acceptability of 
Proactive Suicide Prevention Online (PSPO), a new approach based on social media 
that combines proactive identification of suicide-prone individuals with specialized 
crisis management. They first located a microblog group online. Their comments on 
a suicide note were analyzed by experts to provide a training set for the machine 
learning models for suicide identification. The best-performing model was used to 
automatically identify posts that suggested suicidal thoughts and behaviors. A total 
of 27,007 comments were analyzed and 2786 (10.32%) were classified as indicative 
of suicidal thoughts and behaviors, with the detection model with high precision 
(0.86) and accuracy (0.88). Next, a microblog direct message containing crisis man-
agement information, including measures that covered suicide-related issues, 
depression, help-seeking behavior, and an acceptability test, was sent to users who 
had been identified by the model to be at risk of suicide. For those who replied to 
the message, trained counselors provided tailored crisis management. In a compari-
son of the frequency of word usage in their microblog posts 1 month before and 
after the consultation, they found that the frequency of death-oriented words signifi-
cantly declined while the frequency of future-oriented words significantly increased.

Another growing area of study involves the acoustic-prosodic properties of a 
speech signal, which are modulated with a range of health-related effects [54]. In a 
prospective, multimodal, multicenter, mixed demographic study [55], machine 
learning algorithms were used with the subjects’ words and vocal characteristics to 
classify 379 subjects recruited from two academic medical centers and a rural com-
munity hospital into one of three groups: suicidal, mentally ill but not suicidal, or 
controls. By combining linguistic and acoustic characteristics, subjects could be 
classified into one of the three groups with up to 85% accuracy. Another study [56] 
was conducted to explore the feasibility of incorporating previous study procedures 
in the prediction of the level of suicide risk in adolescent mental health therapy 
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sessions, by capturing and classifying their language using machine learning meth-
ods. They collected 267 interviews from 60 students in eight schools, with 29 stu-
dents indicating suicide or self-harm risk. During external validation, models were 
trained on suicidal speech samples collected from two separate studies. In their 
results, they found that the extreme gradient boosting model presented the best per-
formance, with an AUC of about 0.78, concluding that voice collection technology 
and associated procedures can be integrated into mental health therapists’ workflow.

 Challenges and Limitations

Even though there are countless potential benefits of applying big data and machine 
learning tools in the prediction of suicide risk, including the potential of changing 
an extreme scenario, which is the rising trend in suicide deaths [57], there are some 
challenges and limitations that need to be acknowledged. Such limitations prevent 
the translation of this novel and revolutionary scientific knowledge into complex 
clinical settings, and policy making contexts [37, 58].

Machine learning models greatly benefit from large, representative and reliable 
datasets [28, 31]. Nevertheless, the collection of these high-quality and large datas-
ets in medical sciences is time consuming, expensive, and a complex procedure 
[28]. In addition, there is a need for not only high-quality data but also homoge-
neous datasets from multiple sources, which will allow the generation of reliable 
and generalizable prediction models, as well as the generation of replicable results 
in published studies [28]. The sharing of datasets, with the creation of specific pro-
tocols for data collection and sharing, would help in addressing some of these 
challenges.

Another limitation, mainly in terms of translating the knowledge to clinical set-
tings, concerns the understanding and interpretability of the models. Some sophisti-
cated machine learning algorithms, such as deep learning, are inherently complex, 
working sometimes as a “black-box,” in such a manner that the human counterparts 
will not be able to fully explain how the algorithm produced a specific model or 
result [31, 59]. However, new local explanation methods have been developed, 
including SHapley Additive exPlanations (SHAP), to explain variable contributions 
at the individual level. SHAP uses the variable contributions to generate a low- 
dimensional space with a dimensionality reduction technique, and then attempts to 
find clusters in an unsupervised way. Moreover, this method captures interaction 
effects between features and allows for directly monitoring the impact of individual 
features on model loss [60].

In addition, considering the relative novelty of this field in psychiatry, healthcare 
professionals and patients, who are not familiar with these concepts yet, are expected 
to have trouble understanding the models and initially react with skepticism regard-
ing the use of these tools in clinical practice [31, 58]. Therefore, it is essential to 
invest in educational efforts, with the aim of facilitating the integration of these 
methods in practical settings.
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Another limitation concerns the low positive predictive value of machine learn-
ing models in the prediction of suicide [61]. However, it is debated by some authors 
that a number of the current existing models for prediction of suicide attempts pres-
ent predictive values equal to, or greater than, those of widely accepted risk predic-
tion tools [62]. Besides that, it is important to highlight that several medical 
interventions are performed in clinical practice in spite of presenting a low positive 
predictive value [62].

The psychiatric categorical diagnosis is another limitation that is important to 
acknowledge. Most diagnostic categories are heterogeneous, lack scientific consis-
tency, and are not based on solid evidence, and there is a considerable overlap 
among symptoms from psychiatric disorders of different nature [25, 28, 31]. 
Nevertheless, this is a limitation which may be addressed with the generation of 
more accurate explanatory models for each disease with the aid of machine learning 
tools; additionally, unsupervised algorithms may help in the clustering of symptoms 
and other clinical features into more data-driven diagnostic categories.

 Ethical Implications of Machine Learning and Big Data 
Applications in Suicide Risk Assessment

In addition to the limitations and challenges, it is also essential to consider eventual 
ethical implications of using big data and machine learning models in the evaluation 
of suicide risk. For instance, considering the sensitive characteristics of the data 
related to suicidality, it is essential to create ethically adequate protocols and proce-
dures for data access and sharing, also anonymizing the data so as to not expose 
sensitive data from individual patients [28]. In addition, it is of vital importance to 
consider how health insurance companies will handle these predictive models and 
their predictions, with the potential of stratifying health coverage prices according 
to machine learning-based classifications; these predictions, if not carefully regu-
lated, have the potential of increasing social discrimination and inequalities [28, 
58, 63].

Other two implications are even more relevant in cases of suicide risk assess-
ment. The first one concerns a big challenge that will need to be addressed in clini-
cal use of these tools, which is the eventual false positives and false negatives that 
may arise after these predictions [58]. Moreover, it is necessary to consider the 
eventual iatrogenic effect of an individual patient getting to know about his high 
predicted suicide risk. These predictions may affect negatively the patient’s life 
expectations, increasing hopelessness, which ultimately may even increase the risk 
of suicidal behavior [28, 31].
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 Conclusion

Suicide remains a complex and urgent public health issue, accounting for hundreds 
of thousands of deaths each year around the globe. One of the main challenges to 
overcome involves the early identification of individual patients at increased suicide 
risk. Accurate detection of those at risk is needed to triage patients to specialized 
care in a targeted way. In this context, big data and machine learning models pro-
vide exciting avenues to potentially bridge these gaps and change this tragic sce-
nario. While the field remains in its infancy, a standardization of ethical and technical 
considerations will be required prior to translation into clinical settings. Nonetheless, 
recent studies exploring these methods for the assessment of suicide risk have 
yielded promising results and present a great deal of potential in transforming this 
unfortunate scenario.
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Chapter 12
Electronic Health Records to Detect 
Psychosis Risk

Dominic Oliver and Paolo Fusar-Poli

Precision medicine tailors clinical recommendations and/or treatment to the indi-
vidual, informed by data from sources that include sociodemographics, diagnoses 
and environmental risk/protective factors [1, 2]. Precision medicine approaches in 
psychosis are becoming increasingly relevant to improve outcomes, with only half 
of people with schizophrenia receiving care for the condition [3] and a lack of 
improvements in recovery rates and associated disability under standard care [4, 5]. 
While antipsychotic treatment can reduce the severity of symptomatology, they are 
unable to affect outcomes [6]. As such, early detection and intervention are impera-
tive to affecting the clinical course of the disorder [7]. Leveraging the information 
available in electronic health records (EHRs) allows for prognostic models that can 
screen individuals at scale and aid early detection efforts in psychosis to improve 
outcomes. EHRs can contain diverse and detailed patient information across pri-
mary and secondary healthcare systems and can therefore offer unique 
opportunities to inform individual-level prediction of psychosis. This chapter will 
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outline the current strategies to detect individuals at risk for psychosis and their 
limitations before outlining how prognostic models using EHR data have attempted 
to address this and the future of the field.

 Primary Indicated Prevention and the Clinical 
High-Risk State

Over the past two decades, there has been increasing interest in the possibility of 
primary indicated prevention (i.e. targeting individuals identified as having signs or 
symptoms that indicate increased risk of developing a disorder) through the clinical 
high risk for psychosis state (CHR-P) [8]. CHR-P individuals are help-seeking, 
experiencing attenuated positive psychotic symptoms (unusual thought content, 
non-bizarre thinking, perceptual abnormalities and disorganised speech) accompa-
nied by functional impairment [8]. Approximately 50% of first episode psychosis 
(FEP) patients retrospectively report experiencing a prodromal phase prior to the 
onset of their first episode [9–12], highlighting a clear clinical opportunity for indi-
cated prevention in this population [7]. The CHR-P construct is now well- developed, 
with the National Institute for Health and Care Excellence (NICE) regarding assess-
ment, treatment and monitoring of CHR-P individuals as an essential component of 
early intervention for psychosis [13]. Guidelines are similar internationally, leading 
to the CHR-P construct being well implemented with 47 specialist CHR-P services 
providing care to over 20,000 CHR-P individuals worldwide [14].

Preventing transition to a psychotic disorder is a key aim of CHR-P clinical ser-
vices and the main clinical outcome that has been examined in CHR-P research 
[15]. The CHR-P state provides a unique opportunity to alter the trajectory of psy-
chotic disorders before symptoms or pathophysiology becomes too severe and 
enduring [6]. Meeting CHR-P criteria is associated with a greatly increased risk of 
developing psychosis, with 22% of individuals transitioning to FEP within 3 years 
of presenting to services [16]. In addition to the long-term aim of preventing transi-
tion, in the shorter term, CHR-P services also aim to reduce the severity of the pre-
senting attenuated positive and negative symptoms and to improve quality of life 
and impairments in social and vocational functioning. If an individual with CHR-P 
develops psychosis, early detection services can quickly refer them to FEP services 
and start antipsychotic treatment. The greater the length of time between psychosis 
onset and the provision of adequate antipsychotic treatment (the duration of 
untreated psychosis; DUP) [17], the worse the clinical [18–22], cognitive [21, 23, 
24] and social outcomes in FEP [21, 23, 25]. CHR-P services can thus provide a 
very effective way of reducing DUP, thereby improving outcomes after psychosis 
onset [26].

Overall, the real-world impact of the CHR-P construct is dependent on three 
concatenated factors: (1) Efficient detection of individuals at risk of developing 
psychosis, (2) Accurate prognostication of clinical outcomes and (3) Effective pre-
ventative interventions.
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This chapter will detail current strategies for detecting individuals at risk for 
psychosis, the limitations of those strategies and introduce potential solutions for 
these issues using EHRs.

 Challenges of Detecting Individuals at Risk

Efficient detection of individuals at risk of developing psychosis is the first key rate- 
limiting step in permitting effective preventative intervention. The impact of pre-
ventative treatment will be modest if it can only be provided to a small proportion 
of those at risk. Unfortunately, current detection methods are suboptimal.

The first challenge associated with identifying individuals at risk is that the 
CHR-P state is not necessarily the prototypical pre-psychotic stage. While the 
majority of FEP patients have some form of CHR-P features, approximately one- 
third of FEP patients do not experience a CHR-P stage [27, 28]. This can often be 
attributed to a short-lived psychotic episode lasting a few weeks [29]. Therefore, if 
identification is entirely contingent on recognising the CHR-P state, then it is 
unlikely for all future FEP cases to be detected prior to psychosis onset. It is evident 
that to expand our approach to potentially identifying all FEP patients prior to psy-
chosis onset, then CHR-P assessments will need to be supplemented with informa-
tion from other sources.

The second challenge is that the current detection strategies for CHR-P services 
could be more efficient. Detection approaches vary widely between clinical ser-
vices, with some relying solely on clinical referrals and others running intensive 
outreach campaigns. There have been various specific interventions within early 
intervention programmes to improve detection of FEP patients [30, 31] and CHR-P 
individuals [32, 33]. These were defined by the LYRIKS study: screening assess-
ments and recruitment (outpatient and satellite clinics, armed forces, private hospi-
tals, government organisations, internet gaming shops and youth hubs) [34]; 
workshops involving various community partners such as counsellors and mental 
healthcare professionals [35]; roadshows; student internships; print media (bro-
chures and posters, articles and advertorials, newsletter) [34, 36]; and social media 
(Facebook, Twitter, blogs, websites) [34]. Regardless of the characteristics of the 
recruitment strategy employed, at present services are only detecting between 5% 
[37] (UK) and 12% [38] (Australia) of future FEP cases prior to psychosis onset. 
Thus, the vast majority of individuals who develop a first episode of psychosis will 
not have had access to help and support that might have either reduced their risk of 
transition or improved their prognosis after psychosis onset.

This, in turn, has a knock-on effect in terms of the utility of the CHR-P assess-
ment. The probability of an individual developing psychosis after the result of an 
assessment is known (post-test risk) is dependent on the characteristics of the 
assessments (e.g. Comprehensive Assessment for At Risk Mental States [CAARMS], 
Structured Interview for Prodromal Syndromes [SIPS]) themselves, in particular 
their sensitivity and specificity. However, on the basis of Bayes’ theorem, the 
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post-test probability is also dependent on the probability of the individual develop-
ing psychosis before the test result is known (pre-test risk) [39]. While the average 
pre-test risk in those referred to CHR-P services is 15% over 38 months, substan-
tially higher than the 0.1% seen in the general population over the same time period, 
the heterogeneity of pre-test risk is high (95% CI: 9–24%) [40]. This heterogeneity 
can largely be explained by variation in strategies of recruitment. Pre-test risk is 
high when outreach campaigns are designed to recruit samples that are enriched for 
risk and are directed towards mental healthcare services. Among these samples, 
self-referrals are relatively uncommon [40]. However, pre-test risk is diluted when 
outreach efforts are extended to the general public (e.g. through social media), 
resulting in high numbers of self-referrals [40]. This reduction in pre-test risk (i.e. a 
reduced prevalence in the sample) has a negative impact on the positive predictive 
value (PPV) of CHR-P assessments, meaning that a larger number of individuals 
will meet at-risk criteria, be treated by services but will not develop a psychotic 
disorder.

Overall, these findings indicate that any intervention to improve detection of 
CHR-P individuals prior to the onset of their first episode of psychosis should be 
systematic and encompass strategies that do not dilute pre-test risk.

 Detection Strategies in Primary Care

The potential for primary care as a setting for psychosis prevention is high with 60% 
of adolescents and young adults seen by GPs at least once a year, rising to 90% 
when individuals have at least one medical condition [41]. Recognising this, the 
Royal College of General Practitioners guidelines stress the importance of identify-
ing the early signs and symptoms of psychosis. Primary care is a common referral 
source for CHR-P [42], and a greater number of primary care visits prior to a diag-
nosis of a psychotic disorder may result in a shorter DUP in FEP patients [43]. 
Despite this, a qualitative study found that GPs perceive that they may not have the 
relevant skills to identify individuals who may meet CHR-P criteria, with some not 
familiar with the CHR-P construct [44]. This emphasises the importance of out-
reach to primary care services to promote understanding of attenuated psychotic 
symptomatology. In well-funded healthcare settings, intensive outreach schemes to 
inform GPs and promote referrals are feasible [42]; however this may not be the 
case in all settings. Primary care-focused prognostic models could be extremely 
useful to aid GPs in identifying appropriate referrals to CHR-P services. However, 
efforts must be made to mitigate against potential dilution of pre-test risk enrichment.

Prognostic models using clinical EHR variables could be a useful aid for GPs, 
with the early stages of developing a prognostic model for psychosis in primary care 
having already been completed by Sullivan et  al. using data from the Clinical 
Practice Research Datalink (CPRD) [45]. These data are high quality with limited 
missing data [46] and are therefore an ideal source for developing and validating a 
primary care model. Candidate predictors were selected a priori based on 
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associations in the literature [45]. A sample of n  =  11,690 FEP patients and 
n = 81,793 matched controls was used to assess associations for each of these symp-
toms with psychosis onset. Bizarre behaviour, suicidal, cannabis-associated prob-
lems, depressive symptoms, blunted affect, ADHD-like symptoms, OCD-like 
symptoms, social isolation, role functioning problems, mania, sleep disturbance and 
smoking-associated problems were all significantly associated with psychosis onset 
[45]. This study also found that cases consulted their primary care physician more 
frequently compared to controls, but there was an increase in the rate of consulta-
tions per month as psychosis onset grew closer [45]. These variables could be key 
in future prognostic models in primary care settings.

Similarly, Chen et al. [47] used latent class analysis on UK primary care EHRs 
to classify three distinct clusters of FEP patients prior to their diagnosis: (1) no or 
minimal symptoms; (2) affective symptoms and (3) multiple symptoms. In particu-
lar, those in the multiple symptoms cluster present with a range of morbidity prior 
to FEP and have high rates of consultations [47]. The median time of the earliest 
recorded symptom in the multiple symptoms cluster was around 4 years prior to 
FEP, highlighting that this group may be patients who could be identified sooner 
[47]. Contrasting to this, those in the no or minimal symptoms cluster suggest either 
insidious psychosis onset or limited use of primary care. Early identification of 
individuals in this cluster would require information from other sources. Supporting 
the findings of Sullivan et al. [45], the research team found that many patients who 
later go on to receive FEP diagnoses are generally actively help-seeking, consulting 
their GPs more frequently, particularly in the 12 months prior to diagnosis. This is 
a missed clinical opportunity that prognostic models may be able to take advantage 
of, providing GPs with information to identify at-risk patients early when they 
increasingly attend appointments seeking help.

 Development and Validation of a Transdiagnostic Risk 
Calculator for Psychosis in Secondary Mental Health Care

Current methods of detection are unstructured and idiosyncratic, with a resultant 
dilution of pre-test risk enrichment [40]. This is particularly prescient in South 
London and Maudsley NHS Foundation Trust (SLaM), where 95% of individuals 
developing a FEP have not been detected during their potential CHR-P stage [37]. 
This is a clear missed clinical opportunity for preventing psychosis in individuals 
who are already under the care of mental health services. To rectify these limitations 
in detection while maintaining enrichment of pre-test psychosis risk, a transdiag-
nostic risk calculator for psychosis was developed and externally validated in SLaM 
[37]. SLaM is a mental health trust that provides secondary mental health care for 
1.3 million people in four discrete London boroughs (Croydon, Lambeth, Lewisham 
and Southwark) [48]. The trust is paper-free with all clinical records available and 
maintained digitally. Patients’ records are continually updated throughout their 
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care, regardless of referral to other services or discharge from SLaM care. A Clinical 
Record Interactive Search (CRIS) function was implemented in SLaM to allow for 
searching and analysing real-world, real-time, anonymised routine clinical informa-
tion from mental health care for research purposes [48]. This also enhanced imple-
mentation potential as the transdiagnostic risk calculator could easily transition 
from being applied to retrospective CRIS data to prospective use in clinical routine, 
systematically screening the local EHR system.

The core characteristics of the risk calculator emphasise the strengths of this 
approach (Table 12.1). Being transdiagnostic, the approach allows for the use of this 
calculator outside of CHR-P samples, across different psychopathological domains. 
This approach can be applied to any patient receiving an ICD-10 index diagnosis of 
a non-psychotic mental disorder, thus overcoming the above limitations. The tool is 
also clinically focused, using predictors that are widely available and rarely missing 
in EHRs, thereby reducing additional burden on clinicians and patients. Furthermore, 
the model is lifespan-inclusive, meaning it can work across all ages (including the 
age range of peak of risk for psychosis). As the model leverages information from 
EHRs, screening can be automated. This automation has a number of benefits: it 
allows for screening on a large scale, it allows for standardised screening and 
reduces costs associated with use. This transdiagnostic risk calculator aimed to use 
clinical and sociodemographic variables routinely collected as part of clinical care, 
and therefore available in CRIS, to enhance implementation potential. Predictor 
selection was supported by a priori clinical knowledge and meta-analytical [49] 
evidence, as advised by model building guidelines [50, 51]. Age, gender, age × 
gender interaction, ethnicity and ICD-10 diagnosis were used in the model [37]. The 
model is presented in Table 12.2 below.

Table 12.1 Core characteristics of the transdiagnostic psychosis risk calculator

Lifespan-inclusive Works with any age
Clinically based Predictors selected through a priori clinical knowledge
Transdiagnostic Works across all ICD-10 diagnostic spectra
Individualised Individual subject-level risk estimates
Cheap Predictors routinely collected by clinicians
Automated Electronic health records as well as manual entry of 

predictors
e-Health Implemented online
Scalable Screens electronic health records at scale
Optimisable Further refined by the inclusion of other predictors
Sequential testing Can be used as part of a staged assessment framework
Implementable Can be integrated with existing structures for use in clinical 

settings
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Table 12.2 Statistics for individual predictor variables in the transdiagnostic risk calculator in the 
derivation data set

Predictor HR 95% CI

Age (years) 1.011 1.001–1.017
Gender
   Male 1.764 1.298–2.399
   Female 1 Reference
   Age × gender (male) 0.988 0.981–0.995
Ethnicity
   White 1 Reference
   Black 2.823 2.438–3.268
   Asian 1.671 1.215–2.298
   Mixed 1.839 1.276–2.626
   Other 1.504 1.210–1.869
ICD-10 index diagnosis
   CHR-P 1 Reference
   Acute and transient 

psychotic disorders
2.682 1.981–3.631

   Substance use disorders 0.146 0.105–0.202
   Bipolar mood disorders 0.839 0.598–1.178
   Nonbipolar mood disorders 0.152 0.109–0.210
   Anxiety disorders 0.107 0.077–0.148
   Personality disorders 0.213 0.141–0.231
   Developmental disorders 0.031 0.015–0.064
   Childhood/adolescence 

onset disorders
0.039 0.025–0.061

   Physiological syndromes 0.085 0.052–0.137
   Mental retardation 0.086 0.049–0.151

CHR-P clinical high risk for psychosis, HR hazard ratio

A Cox proportional hazards model was used to assess the effects of these pre-
specified predictors on the transdiagnostic development of non-organic psychotic 
disorders and time to psychosis onset. The overall SLaM sample was split between 
development (Lambeth and Southwark; n  =  33,820) and external validation 
(Lewisham and Croydon; n = 54,716) datasets in a non-random fashion to mitigate 
overfitting [37]. Significant sociodemographic differences between SLaM bor-
oughs meant that validation in this fashion would allow for a more generalisable 
model. Model performance was good in the development dataset (Harrell’s 
C = 0.80) and fair-to-good in the external validation dataset (Harrell’s C = 0.79) 
(Fig. 12.1) [37].
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Fig. 12.1 Performance (Harrell’s C and 95% CIs) of the original transdiagnostic risk calculator 
for psychosis in secondary mental health care and natural language processing (NLP) refined 
model in derivation and external validation datasets. Harrell’s C is a measure of discrimination 
performance indexing the percentage of a model estimating a higher risk score to a case when a 
case and control are randomly drawn from the sample. Values near 0.5 indicate predictions are no 
better than chance; a value of 1 indicates perfect prediction in the sample

 Replication of the Transdiagnostic Risk Calculator 
in Other Settings

While development of prediction models is extremely important, there is a large 
discrepancy between the number of published models and the subset that go on to 
be implemented in clinical care, both in psychiatry and in physical health. The 
transdiagnostic risk calculator was developed with clinical implementation in mind; 
it is, therefore, important to consider the barriers that impede other models. 
Successful translation of a model depends not only on its prognostic accuracy but 
also on its independent replication, and then an implementation process.

Precision psychiatry has enormous potential to improve patient care and out-
comes. Although a relatively large number of individualised diagnostic and prog-
nostic models for CHR-P individuals have been developed [52], very few of the 
initially positive findings from these have been replicated [53]. While discovery of 
new prediction models with strong discrimination remains important, replication 
has arguably become even more critical than discovery, particularly due to the scar-
city of replications [54].

Replication is integral in psychiatric research for two key reasons. Firstly, pub-
lished science has a statistical power issue at its core that results in a likely high 
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false report probability [53, 55]; therefore a replicated model is a more reliable 
model. Moreover, replication can provide evidence of clinical transportability [56] 
through demonstrating evidence of prognostic accuracy in different populations 
with different case mixes in settings with different care configurations. Despite 
these benefits, replication in early psychosis research is rare [57], and this dearth of 
replication restricts the possibility of clinical translation [54].

 UK Replications

The transdiagnostic psychosis risk calculator has been replicated in two other UK 
settings, Camden & Islington (C&I) [58] and Oxford Health [59], which had key 
differences in populations and service configuration compared to SLaM.

Similar to SLaM, C&I (n = 13,702) is a large mental health provider in an urban 
environment in London; however, C&I does not have any CHR-P or child and ado-
lescent services. Due to the lack of these services, the average age in C&I was 
6.5 years older than in SLaM [58]. There were additionally fewer males and a lower 
proportion of patients of black ethnicity [58]. In terms of diagnoses, there were 
more substance use disorders, nonbipolar mood disorders, bipolar mood disorders 
and personality disorders in C&I compared to SLaM; however, anxiety disorders 
and physiological syndromes were less prevalent [58]. The cumulative incidence of 
psychosis was also higher in C&I compared to SLaM. Despite these differences in 
sociodemographics and cumulative risk, the risk calculator retained acceptable per-
formance with a Harrell’s C of 0.73 [58] (Fig. 12.1).

Meanwhile, Oxford Health (n = 33,710) is a secondary mental healthcare pro-
vider serving a more rural area compared to SLaM and C&I [59]. Similar to C&I, 
Oxford Health does not have specialised CHR-P services and additionally lacks 
substance misuse services. The Oxford Health dataset was composed of patients 
with lower average age, more likely to be female and white compared to SLaM [59]. 
In terms of diagnoses, there were a higher proportion of bipolar mood disorders, 
nonbipolar mood disorders, personality disorders, developmental disorders, child-
hood/adolescent disorders and physiological syndromes compared to SLaM; how-
ever, acute and transient psychotic disorders, substance use disorders and anxiety 
disorders were all less prevalent [59]. In addition, the cumulative incidence of psy-
chosis was lower in Oxford Health compared to SLaM [59]. Despite these differ-
ences in sociodemographics and cumulative risk, the risk calculator retained 
adequate performance with a Harrell’s C of 0.79 [59] (Fig. 12.1).

These validation studies have demonstrated the reproducibility and transport-
ability of an individualised, clinically based transdiagnostic model for the automatic 
screening of EHRs and the detection of individuals at risk of psychosis. Despite key 
differences in case mix, service configuration and urban and rural geography, the 
model retained its performance in other UK settings, suggesting the risk calculator 
would be appropriate for use throughout the UK in routine secondary mental health 
care to improve detection of at-risk cases.
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 International Replication

Following these domestic replications, an international replication was completed 
in a US commercial insurance dataset [60]. A successful replication result in a US 
dataset would be encouraging for expanding the clinical utility of the transdiagnos-
tic risk calculator to enable other countries with EHR infrastructure to improve 
detection of individuals at risk for psychosis through cheap, automated screening at 
scale. The US replication was the first replication of the transdiagnostic risk calcula-
tor outside of the UK and the largest replication study of a risk prediction model in 
psychiatry. The external validation dataset was from a commercial insurance data-
base with several key differences from the derivation dataset, in particular country 
(US vs UK), care pathway (combination of primary and secondary care vs second-
ary care alone) and case mix. In addition to this, individual-level ethnicity data, one 
of the key predictors in the model, were not available. Instead, a composite ethnicity 
score was imputed on the level of the Metropolitan State Area (MSA) of each 
patient. Despite these differences, the transdiagnostic risk calculator performed sig-
nificantly better than chance (Harrell’s C = 0.68; Fig. 12.1), highlighting the trans-
portability of the model.

 Implementation of the Transdiagnostic Risk Calculator

Similarly, the gap between publication and clinical use of prediction models high-
lights the clear importance of implementation research: the scientific study of meth-
ods translating research findings into practical, useful outcomes. Implementation 
research seeks to understand and work pragmatically within real-world conditions, 
rather than trying to control for them [61–63]. Many methods of predicting psycho-
sis risk are unlikely to be implemented into clinical care in the near future, partially 
due to pragmatic concerns relating to high costs (e.g. neuroimaging modalities), 
labour (e.g. cognitive tasks) or applicability (e.g. genetics). Implementation research 
aims at solving a wide range of practical problems relating to the real-world usabil-
ity of precision medicine and digital health in clinical practice. For example, predic-
tion models are unlikely to impact clinical pathways unless they are used by 
clinicians in day-to-day practice [64]; therefore clinicians’ compliance with the rec-
ommendations made by a prediction model represents the first key barrier to imple-
mentation [65, 66]. Showcasing clinician adherence to the recommendations of the 
transdiagnostic psychosis risk calculator is an imperative step for it to be used effec-
tively in clinical routine.

Previous research has shown that the transdiagnostic risk calculator has shown 
good-to-moderate prognostic performance in its external validations [37, 58] and 
theoretical clinical benefit by decision curve analysis [37]. Assessing the real-world 
clinical utility of the transdiagnostic risk calculator in clinical routine was therefore 
imperative. The first feasibility implementation study of a risk prediction model in 
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psychiatry demonstrated the potential for systematic detection of psychosis risk at 
scale [67]. Firstly, an in vitro phase involved clinician and service user engagement 
to identify and overcome implementation. Following this, the transdiagnostic risk 
calculator was integrated into the local EHR. In the in vivo phase, 3722 individuals 
accessing secondary mental health care with non-organic, non-psychotic disorders 
were automatically screened by the transdiagnostic risk calculator [67]. One hun-
dred fifteen individuals were detected as being at risk, defined as ≥5% risk of devel-
oping a psychotic disorder within 2 years of index diagnosis by the risk calculator, 
and their responsible clinicians were contacted to recommend referral for a refined 
psychosis assessment [67]. Seventy-seven per cent of clinicians responded to alerts 
sent by the risk calculator and 85% with outreach [67]. Fifty-five per cent of these 
responses resulted in a referral for a refined psychosis assessment [67]. Further to 
this, the incidence of psychosis in those detected by the risk calculator was 12% 
within 6 months of individuals being detected, comparable to the level of risk seen 
in CHR-P individuals (10% at 6 months) [16, 67]. It is also important to note that 
the incidence of psychosis at 6 months was 14.7% in those not referred by clini-
cians, comparable to those referred. These findings add further support for the use 
of the transdiagnostic psychosis risk calculator in clinical routine as an automatic 
approach to systematically screen large-scale datasets and improve the detection of 
individuals at risk of developing psychosis.

In addition, the system of detection and alerting has been improved since the 
study through the migration to the CogStack system [68]. This permits real-time 
detection that updates every 10 min [68], compared to a once-per-week basis with 
the previous system. Additionally, whereas previously a member of the research 
team had to manually send alerts via email, CogStack can send alerts to clinicians 
automatically, reducing the logistical demands. This will be further enhanced with 
planned improvements to the existing EHR interface in SLaM, which should enable 
direct alerts to the relevant clinician on their personal dashboard. These advances 
can help further increase clinician adherence to the recommendations made by the 
transdiagnostic risk calculator and increase referrals of individuals detected to be at 
risk for psychosis. Prior work has laid the foundation for a prospective longitudinal 
study assessing the impact of the transdiagnostic risk calculator on the total number 
of FEP cases, early identification of FEP cases and the DUP in those detected to 
evaluate its real-world clinical utility.

 Updating and Refining the Transdiagnostic Risk Calculator

Research in the field is continually developing, both in terms of statistical methods 
and evidence base, which provides us with the opportunity for improving prognos-
tic models. As well as developing new models with revised information, it is also 
important to update existing models either by adding new predictors or refining 
existing predictors before re-validating the model [50].
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For example, Natural Language Processing (NLP) can be used to extract data 
from free text within EHRs instead of pre-set categorical variables [69, 70]. This 
allows us to retrieve more detailed information from EHRs (e.g. symptomatology, 
prescribed medication, suicide attempts) and potentially use these as new predictors 
for psychosis onset. The transdiagnostic psychosis risk calculator has been refined 
through the addition of NLP predictors (agitation, appetite loss, cannabis use, 
cocaine use, delusions, disturbed sleep, guilt, hopelessness, insomnia, irritability, 
loss of insight, paranoia, tearfulness and weight loss) [70]. As the addition of large 
numbers of predictors can result in overfitting, a Least Absolute Shrinkage and 
Selection Operator (LASSO) penalty was implemented to shrink the coefficients of 
redundant predictors towards zero. This revised model was developed in an updated 
dataset from the same geographical area as the original model (Lambeth & 
Southwark, SLaM; n = 28,297) and similarly externally validated in the same geo-
graphical area (Croydon & Lewisham, SLaM; n  =  63,853). Performance of the 
NLP-refined model was greater than the original in both development (Harrell’s 
C = 0.86; Fig. 12.1) and validation (Harrell’s C = 0.85; Fig. 12.1) datasets [70]. 
Using NLP applications to derive information on symptomatology, substance use 
and clinical details could be extremely useful in developing future prognostic mod-
els for psychosis.

Further to this, existing factors can be refined. In the original transdiagnostic 
psychosis risk calculator, age was represented in a linear form, i.e. the older the 
individual, the greater their risk. However, the relationship between age and psycho-
sis is non-linear with a peak in risk between the ages of 15 and 34 [71]. A refined 
model was developed with non-linear modelling of age that may more accurately 
represent the time course of psychosis risk over the lifespan, and improved the dis-
crimination (Harrell’s C) of the original model from 0.79 to 0.81 [72].

 Dynamic Risk Prognostication

Contrasting with these models that have adopted a static prognostic approach, 
dynamic approaches are able to update their individual-level risk estimates when 
new information becomes available. Dynamic approaches require more complex 
methods, such as deep learning, to map the associations and interdependencies 
between predictors compared to models solely using static predictors. Deep learn-
ing has previously been used in conjunction with EHRs to predict psychosis using a 
stacked denoising autoencoder on a test dataset of n = 704,857 patients with differ-
ent disorders, achieving an AUROC of 0.853 in a test set of n = 76,214 patients [73]. 
However, this performance may be inflated due to previous diagnoses of psychosis 
and antipsychotic prescriptions were included as predictors [73]. Another example 
of deep learning in EHRs is Dynamic ElecTronic hEalth reCord deTection 
(DETECT), which leveraged recurrent neural networks to predict the risk of FEP 1 
year prior to index date utilising demographics and dynamically collected medical 
events (e.g. diagnoses, prescriptions, procedures, encounters, admissions, 
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observations and laboratory test results) [74]. This study was based on EHR data 
from IBM Explorys, individual-level data collated from commercial healthcare pro-
viders in the United States that included primary and secondary health care [74]. 
The development dataset comprised of n = 51,015 FEP patients and n = 51,015 
matched controls, with n = 21,845 FEP patients and n = 21,845 matched controls 
used as a validation dataset and the remaining n = 2287 FEP patients and n = 2483 
matched controls used as an external validation subset [74]. DETECT showed ade-
quate prognostic accuracy with an accuracy of 0.787 and an AUROC of 0.868 in the 
development dataset, an accuracy of 0.774 and AUROC of 0.856 in the validation 
dataset and a balanced accuracy of 0.724 and AUROC of 0.799 in the external vali-
dation subset [74]. Moreover, decision curve analysis in the validation dataset 
showed that detection informed by DETECT was associated with a positive net 
benefit for cost-benefit ratios below 1:3 when using a single-point risk assessment 
subset [74]. When this was repeated for continuous risk assessments over time, a 
positive net benefit was seen for cost-benefit ratios below 1:16 subset [74]. This 
study shows that it is feasible to utilise machine learning methods and EHR data to 
produce individualised, dynamic, real-time predictions of psychosis risk.

 Conclusion

Current detection strategies for psychosis are idiosyncratic and inefficient. New 
approaches are needed to screen and identify individuals at risk for psychosis while 
preserving risk enrichment. EHRs provide detailed, individual-level data that is col-
lected passively as part of clinical routine and ideally positioned for automated 
screening. A number of prognostic models have been developed and validated using 
data from primary and secondary care with both static and dynamically updating 
risk estimates. The feasibility of implementation in real-world clinical care has only 
been assessed in one model, a transdiagnostic risk calculator in secondary mental 
health care. Future work is needed to develop, refine and integrate different 
approaches to prognosticate psychosis onset, in addition to implementing and 
assessing their utility in clinical routine.
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Chapter 13
The Use of Artificial Intelligence 
to Identify Trajectories of Severe Mental 
Disorders

Francisco Diego Rabelo-da-Ponte, Taiane de Azevedo Cardoso, 
Flavio Kapczinski, and Ives Cavalcante Passos

 Introduction

Recent decades have seen enormous progress in scientific literature of psychiatry 
through artificial intelligence techniques. Previously, the data were scarce contain-
ing few subjects and variables but that scenario has been changing nowadays [1]. 
The large amount of data produced by means of smartphones and genetic informa-
tion, for instance, has built up complexity for the understanding of mental disorders. 
Sleep duration, step count, duration of time spent on social media, records of symp-
toms, and cognitive performance are some of the features that are collected in real 
time by smartphones. Clinically, the use of real-time information is highly relevant, 
since the clinician may monitor the patient’s symptoms over time from a longitudi-
nal view, rather than a cross-sectional perspective. Data associated with metabolo-
mic and neuroimaging that use machine learning algorithms may provide a powerful 
tool to identify distinct trajectories of mental diseases [2].
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Machine learning, a branch of artificial intelligence (AI), is a method of data 
analysis based on the idea that a system can learn from data automatically, i.e., it 
reaches an optimal solution to a problem instead of being determined by a person 
[3]. The two most popular categories of machine learning in psychiatry are super-
vised and unsupervised learning. In supervised learning, the dataset is split into 
training and test sets. So, a mathematical model is built using the information pre-
sented in the training set and subsequently the model is tested in the test dataset to 
confirm whether the model “learned” accurately (Fig. 13.1). In other words, there 
are input and output variables (e.g., death—“yes” or “no”) in the training dataset. 
The test dataset only shows the input variables and does not include the outcome. It 
is expected that the mathematical model built earlier will be able to predict who will 
or will not die using only the input variables [4]. In addition, the model identifies the 
probability that the event will happen for each subject. Supervised learning is 
applied to solve several problems such as spam classification and detection of dis-
eases [4, 5].
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Fig. 13.1 Conceptual representation of the supervised machine learning approach. (a) The hold- 
out process is one type of strategy to validate a supervised machine model. Usually, the dataset is 
split into a training and a testing set and the testing set is used to assess how well the mathematical 
model performs on the “unseen” dataset. There are other strategies such as k-fold cross-validation, 
leave-one-out cross-validation, and nested cross-validation. (b) For each subject, the machine 
learning model estimates the probability of a specific outcome at the individual level
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Fig. 13.2 Conceptual representation of the unsupervised machine learning approach. (a) The 
unsupervised machine learning algorithm identifies different subgroups according to their similari-
ties and divides them based on their dissimilarities. (b) A clustering algorithm is applied to divide 
an unlabeled sample into groups labeled by color

Unsupervised learning, on the other hand, does not have an outcome to be 
learned. That is, it identifies unknown patterns in a database without an outcome 
(Fig. 13.2). The algorithm is able to group similar subjects and separate distinct 
individuals using the input variables. Unsupervised learning has been applied to 
identify different types of consumer behavior or to classify cognitive clusters among 
subjects with psychiatric disorders [6, 7].

Notably, machine learning methods can identify subgroups of subjects within a 
diagnosis and predict treatment response or future outcomes such as suicide attempts 
or psychotic episodes at the individual level. In relation to prognosis, traditional 
stepwise regression methods are not recommended because of the estimation bias 
that is critical in small sample size [8]. The estimation bias may lead to poor clinical 
prediction since the model is built in the same data [8]. Thus, machine learning 
methods move psychiatry beyond the evidence-based group level, into a more per-
sonalized precision psychiatry [9]. Clinicians can then apply these tailored interven-
tions to change the disease trajectory of a subject before the illness onset or before 
a worse clinical outcome is in place. At this point, the patient will receive an accu-
rate diagnosis and appropriate treatment, avoiding delays in diagnosis and the eco-
nomic burden for multiple ineffective therapeutic interventions [10]. The purpose of 
this chapter is to provide a framework for understanding the role of artificial intel-
ligence in predicting clinical trajectories of severe mental illnesses.
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 Bipolar Disorder

Bipolar disorder (BD) is a chronic and severe disease associated with high rates of 
morbidity and mortality, considered to be one of the main causes of disability 
worldwide. The functional impairment among patients is so severe that they have a 
shorter life expectancy with a decrease of approximately 10–20 years of life [11]. 
BD is defined by the presence of manic or hypomanic episodes and/or depressive 
episodes. The estimated global lifetime prevalence of BD-I is 0.6–1.0% and BD-II 
is 0.4–1.0% [12]. It is well known that more than 70% of subjects with BD show 
symptoms of the disease before the age of 25 years [13, 14]. However, the accurate 
identification of individuals with BD is still a clinical challenge, since there is a 
delay of 6 years between the first episode and the formal diagnosis [15]. This delay 
has a harmful effect on course of the disorder, because subjects with BD are 20–30 
times more likely to die by suicide compared to the general population [16, 17]. 
Additionally, the lifetime prevalence of suicide attempts is 30–50% among adults 
with BD [16, 17]. It is known that suicide is a preventable outcome, and efforts have 
been made to identify the predictors of suicidality in individuals with mood disor-
ders. For instance, a study including 144 individuals with mood disorders assessed 
the predictors of suicide attempts using machine learning techniques [18]. This 
study predicted suicide attempts with an area under the curve (AUC) of 0.77, and 
the main predictors of suicide attempts among individuals with mood disorders 
were: a high number of previous hospitalizations for depression, a history of psy-
chosis, cocaine dependence, and post-traumatic stress disorder (PTSD) [18]. Hence, 
an accurate identification and the use of proper treatment such as lithium, a well- 
established medication with anti-suicidal effects, could decrease the risk of suicide 
among subjects with BD [11].

Moreover, some studies have been suggesting an association between the num-
ber of (hypo)manic episodes and cognitive or functional decline over time [19–21]. 
There is a model that proposes BD as a progressive disease but this is still a contro-
versial topic, because some evidence does not support the neuroprogressive model 
[22]. However, some authors claim that BD is a highly heterogeneous disease, 
which may explain these divergences. For instance, around 60% of patients have 
some cognitive deficits and some patients had reduced gray matter volume in the 
right ventral prefrontal cortex, temporal cortex, and right fronto-insular cortex 
[19–21].

Recent machine learning techniques have shed light on the distinctions between 
subjects with BD through the use of cluster analysis. This approach allows for the 
identification of subgroups within groups of individuals that have the same diagno-
sis. Hence, a recent meta-analysis of 24 studies assessing cognitive clusters indi-
cated the presence of three cognitive subgroups among subjects with BD: individuals 
presenting cognitive performance similar to unaffected individuals (32–48% of 
individuals with BD); participants with some impairments in specific neuropsycho-
logical domains (29–40% of individuals with BD); and subjects with multiple cog-
nitive domains impaired (12–40% of individuals with BD) [23]. Among the 
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cognitive impairment clusters, deficits were found in neuropsychological functions 
such as verbal memory, executive function, and/or verbal fluency [24, 25]. 
Nevertheless, the degree of impairment is more important than the type of cognitive 
function affected, because the level of cognitive dysfunction may be a phenotype 
associated with different illness characteristics [26]. A recent cross-sectional study 
investigated the cognitive heterogeneity of subjects with BD and found three dis-
tinct clusters using the unsupervised technique [27]. Among these clusters, 35.3% 
of patients had cognitive performance similar to healthy controls, 34.7% had selec-
tive impairments, and 29.9% had severe impairments. Subsequently, the authors 
applied a supervised algorithm to identify clinical markers of severity among cogni-
tive clusters and found that years of education, number of hospitalizations due to a 
severe mood episode, and age were the most relevant variables to separate the cog-
nitive subgroups [27].

In light of this evidence, a 5-year longitudinal study found that a higher number 
of (hypo)manic episodes are related to poorer global cognitive functioning, working 
memory, and visual memory [28]. The authors suggest that the progressive course 
of BD may be common in a subset of individuals with BD. The association between 
mood episodes and cognitive impairment is still unclear, but a meta-analysis includ-
ing 6859 patients with BD showed that individuals with BD have a higher risk of 
progression to dementia than controls [29]. Furthermore, the number of mood epi-
sodes was determined to be a predictor of dementia in BD [29]. The effects of mood 
episodes on the brain have been reported in several studies, which indicate a bio-
logical basis for clinical progression in BD. Alterations in hippocampal volume, 
frontolimbic system, cerebellum, and corpus callosum were associated with a higher 
number of mood episodes [30]. Machine learning approaches may be highly useful 
for identifying particular brain regions related to distinct stages of progression in 
BD. Additionally, a study using supervised machine learning algorithms found that 
late-stage BD patients had a lower cerebellar white matter density than healthy con-
trol individuals but, intriguingly, that difference was not found among early-stage 
BD compared to unaffected participants [31]. These findings suggest that the brain 
changes in BD vary depending on the stage of disease.

Similar results were found in peripheral biomarkers. Patients with late-stage BD 
presented high levels of inflammatory markers such as tumor necrosis factor-alpha 
(TNF-α) and interleukin-6 (IL-6), as well as low concentrations of brain-derived 
neurotrophic factor (BDNF) compared to subjects at early stages [32, 33]. The dif-
ferences between early and late stages indicate that multiple mood episodes trigger 
an elevated production of proinflammatory cytokines that exceed the capacity of 
biological systems to recover homeostasis and to repair the damage [33]. As BD is 
a heterogeneous illness, machine learning techniques hold promise for improving 
the prognosis and early detection of BD through the identification of a potential 
biomarker set. Recent studies using supervised models have compared BD, other 
mental disorders, and healthy control subjects to determine differential biomarker 
signatures. In summary, these reports pointed out eotaxin-1 (CCL11), glutathione 
S-transferase, BDNF, and TNF-α as the main peripheral biomarker signatures 
among individuals with BD [34–36]. Nevertheless, small sample sizes, 
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cross-sectional designs, and the lack of potential confounders such as smoking, 
medication use, or body mass index may be important limitations that hinder the 
clinical translation of these results.

Moreover, nonspecific symptoms appear before the full manifestation of BD 
[37]. Longitudinal studies with subjects at an ultra-high risk for BD found that those 
individuals manifested nonspecific childhood symptoms such as sleep problems, 
anxiety, attention-deficit hyperactivity disorder (ADHD), learning disabilities, and 
motor disabilities. Subsequently, the clinical manifestations shift to internalizing 
symptoms under stress, followed by depressive disorders, and finally the first manic 
episode [38]. Hence, the development of clinical risk calculators through machine 
learning is highly promising to detect those subthreshold manifestations before the 
transition to BD. A recent 22-year birth cohort study that assessed 3748 participants 
predicted BD 4 years before the formal diagnosis with good performance measures 
using a machine learning algorithm [39]. The most important variables to predict 
BD were suicide risk, generalized anxiety disorder (GAD), and parental physi-
cal abuse.

 Major Depressive Disorder

Major depressive disorder (MDD) is a common mental disorder that affects about 
4.7% of the population, worldwide [40]. A recent systematic review showed that the 
main sociodemographic factors associated with MDD were marital status (sepa-
rated/divorced) and female sex [41]. This systematic review also showed that child-
hood trauma and comorbidity with physical and mental disorders were associated 
with MDD [41]. It is known that MDD is a highly disabling disorder. In this sense, 
a recent study showed that mood disorders were associated with elevated and early 
rates of disability services [42]. In addition, MDD is the third leading cause of dis-
ability according to the Global Burden of Diseases, Injuries, and Risk Factors Study 
2017 [43].

Many sociodemographic and clinical characteristics have been associated with 
different clinical trajectories in MDD. However, these findings are based on group 
comparisons with unknown translational applicability. Machine learning techniques 
may help to identify characteristics associated with the clinical course of MDD at 
an individual level. For instance, a 5-year longitudinal study including 544 adoles-
cents aged 14 years at baseline showed that the AUC to predict depression onset 
ranged between 0.70 and 0.72 in the training dataset, and between 0.68 and 0.72 in 
the independent validation sample [44]. The predictors of depression onset were 
baseline severity of depressive symptoms, female sex, neuroticism, stressful life 
events, and surface area of the supramarginal gyrus [44]. In addition, a prospective 
cohort study including 15,105 civil servants aged 35–74 years from Brazil found 
that 499 (3.58%) individuals presented with a new depressive episode at follow-up 
[45]. The machine learning model was trained to differentiate these incident cases 
from the non-depressed patients at follow-up [45]. The model had an AUC of 0.71 
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(0.66–0.77), and the predictors of incident depression were obsessive compulsive 
disorder (OCD), GAD, use of antidepressants, use of benzodiazepines, and sex [45]. 
Finally, a longitudinal study including 1538 elderly subjects found that activities of 
daily living, self-rated health, marital status, arthritis, and number of individuals 
cohabiting together were the most important predictors for depression, with an 
AUC = 0.629 [46]. Altogether, these data demonstrate that the predictors vary across 
studies. It is important to highlight that the aforementioned studies included indi-
viduals from different age ranges, which may explain some of the differences found.

In the context of mood disorders, an important challenge in the clinical setting is 
to differentiate unipolar depression from bipolar depression due to its similar clini-
cal manifestations [47]. In this sense, recent studies aimed at distinguishing unipo-
lar depression from bipolar depression using clinical and biological data coupled 
with machine learning techniques were conducted. A recent study including 81 cur-
rently depressed patients with BD, 127 currently depressed patients with MDD, and 
32 healthy control individuals assessed whether immune-inflammatory biomarkers 
could help to differentiate unipolar depression from bipolar depression [36]. The 
study showed that the immune-inflammatory signatures differentiated the two dis-
orders with a high accuracy (AUC = 97%). MDD diagnosis was predicted by high 
levels of markers related to both proinflammatory (i.e., IL-1β, IL-6, IL-7, IL-16) 
and regulatory responses (IL-2, IL-4, and IL-10), whereas BD was predicted by 
high levels of inflammatory markers (CCL3, CCL4, CCL5, CCL11, CCL25, 
CCL27, CXCL11, IL-9, and TNF-α) [36]. Similarly, another study showed that the 
comparison between bipolar depression and unipolar depression achieved an AUC 
of 0.69 using three selected biomarkers (interleukin-4, thiobarbituric acid reactive 
substances, and interleukin-10) [35]. Finally, another study differentiating BD 
(n = 126) from MDD (n = 187) found an AUC of 0.92, with the following clinical 
characteristics as the main predictors of BD: elevated mood, grandiosity, talkative-
ness, recklessness, and risky behavior [48]. The findings from this study are relevant 
to clinical practice, considering that the evaluation of these core clinical features can 
be easily administered by a digital self-report tool, thus contributing to a more accu-
rate diagnosis.

Although the disease courses are heterogeneous, there is evidence for clinical 
progression in both MDD and BD [49]. This clinical progression is marked by an 
increased risk for recurrent episodes and an increased risk to develop dementia [49]. 
In this sense, recent studies used machine learning techniques to detect the potential 
predictors of this clinical progression, in order to design preventive strategies for the 
most vulnerable populations. One study which aimed to predict rehospitalization 
within 2 years of initial admission for a major depressive episode found that a mul-
timodal panel containing structural imaging, blood biomarker, clinical, medication 
type, and sleep quality predictors achieved a test AUC of 67.74 [50]. In addition, a 
recent study used a machine learning model to estimate brain age from MRI data, 
which was compared to chronological age to determine the brain age gap [51]. This 
study assessed a midlife and an older cohort and found that the older adults with 
depression had significantly higher brain age gaps than the older adults without 
depression, while no differences were found in the midlife cohort [51]. Only in the 
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older cohort, an association between brain age gap and poorer cognitive perfor-
mance was observed, showing that increased brain age gap is associated with greater 
disability [51]. These data demonstrate that unlike midlife depression, geriatric 
depression exhibits accelerated brain aging, which in turn is associated with cogni-
tive and functional deficits [51].

There is also increasing interest in clinical predictive algorithms in psychiatry 
focusing on developing risk calculators to guide personalized diagnosis and treat-
ment. A meta-analysis aimed at describing previous studies assessing the predictors 
of therapeutic outcomes in individuals with mood disorders using machine learning 
techniques found that the overall pooled estimate of classification accuracy for pre-
dictive models was 0.82 [52]. More specifically, they assessed four predictor vari-
able categories, as follows: neuroimaging, phenomenological (e.g., psychometric, 
neurocognitive, anthropometric, sociodemographic, psychiatric history), genetic, or 
combined (e.g., neuroimaging and phenomenological; genetic and phenomenologi-
cal) [52]. The classification accuracy was greatest among models with a combined 
predictor variable (0.93) when compared to neuroimaging predictors (0.85), phe-
nomenological predictors (0.76), and genetic predictors (0.68) [52]. However, it is 
important to highlight that only two studies assessed combined predictors [52].

A recent meta-review showed that no single variable was found to consistently 
predict treatment response across multiple reviews [53]. In addition, this meta- 
review highlights that clinical prediction models were generally not validated in 
external populations, reinforcing the need for models with adequate external valida-
tion [53]. A more recent study assessed the predictors for treatment response and 
remission in individuals with MDD after up to 8 weeks of pharmacological treat-
ment [54]. Treatment response was predicted with an optimal accuracy of 0.69 [54]. 
The predictors for treatment response were age of disease onset, overall duration of 
illness, severity of depressive symptoms at baseline, number of previous hospital-
izations, functioning at baseline, suicidality, and other specific depressive symp-
toms [54]. Remission was predicted with maximal accuracy of 0.62, and the 
predictors for remission were recurrent episodes, the duration of the current episode 
and of the illness, emotional symptoms at baseline, symptoms of depersonalization 
and derealization, symptoms related to appetite, cardiac, gastrointestinal and other 
somatic conditions, as well as delusions, traits of neuroticism, extraversion, toler-
ance, and education level [54].

 Schizophrenia

Schizophrenia is a severe mental disorder that affects 1% of the population, world-
wide [55]. Despite the low prevalence, schizophrenia is one of the leading causes of 
disease burden in terms of mental disease [55]. Subjects with schizophrenia experi-
ence alterations of thought, hallucinations, delusions, apathy, and poor self-care, 
which can account for severe impairment in psychosocial functioning [56]. The 
psychosocial impairment in this population is a highly relevant factor for clinicians 
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since only 10–15% of individuals with schizophrenia are in paid jobs [57]. 
Antipsychotic medications are the main pharmacological treatment for schizophre-
nia but not all psychotic symptoms respond properly to these drugs [55]. Furthermore, 
only 1 in 7 individuals with schizophrenia achieve a full recovery [58]. Unfortunately, 
the suicide rate among subjects with schizophrenia is substantially high and thus, 
individuals with schizophrenia die approximately 15 years earlier than the general 
population [59, 60].

Individuals who develop schizophrenia tend to manifest subtle behavioral altera-
tions during childhood and adolescence such as cognitive and social impairment, as 
well as anxiety and depressive symptoms [61]. These subtle changes in mental func-
tions before the onset of a full-blown psychotic episode occur in about 20–35% of 
individuals aged 12–35 years [62]. Moreover, a recent meta-analysis pointed out 
that psychotic disorders may emerge in subjects who do not present a clinical high 
risk for psychosis (CHR-P) or subjects with CHR-P may develop other disorders 
such as BD or OCD [63]. There has been increasing effort to shift away from the 
CHR-P approach to a subject-level model using machine learning techniques to 
accurately identify those that will develop full psychosis [64]. Such an approach 
may improve the early detection, the understanding of illness trajectories, and the 
development of preventive therapeutic interventions for psychotic disorders. Hence, 
a recent longitudinal study assessed participants with CHR-P and recent-onset 
depression using clinical, cognitive, neuroimaging, and genetic data to detect psy-
chosis through machine learning algorithms [65]. The report showed that the algo-
rithm achieved good performance measures to predict psychosis (balanced accuracy: 
85.5%; sensitivity: 84.6%; specificity: 86.4%) [65]. Another study developed a risk 
calculation model for prodromal psychosis 2 years before the first episode [66]. The 
probability of conversion to psychosis was 16% during the span of 2 years [66]. 
Some variables such as unusual thought content and suspiciousness, poor psycho-
social functioning, as well as lower verbal learning and memory contributed to an 
increased risk of psychosis [66].

Moreover, another important point is the high prevalence of cognitive alterations 
in subjects with schizophrenia. Cognitive deficits and poor academic performance 
may be present at an early age, being considered as an important risk factor for 
developing schizophrenia [67]. These cognitive impairments might persist through-
out one’s lifespan in some cases, impacting quality of life, social functioning, and 
employability [7]. Thereby, some reports suggest that there is a wide cognitive het-
erogeneity in schizophrenia [7]. There are three cognitive clusters among schizo-
phrenia subjects as pointed out by a systematic review: 25% of individuals with 
relatively intact cognitive function, 31% of individuals with intermediate cognitive 
impairment, and 44% of individuals with globally impaired cognitive function [7]. 
The first cluster shows a cognitive function similar to unaffected individuals but 
with subtle cognitive alterations, especially in verbal learning, processing speed, 
and executive function. The second cluster is composed of individuals with interme-
diate cognitive dysfunction in some neuropsychological domains. The cognitive 
domains affected may vary in each study, but the most important factor is the degree 
of impairment, not which neuropsychological functions are compromised [7, 19]. 
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The last subgroup is characterized by global impairment in all the cognitive domains 
[7]. Among them, there are two distinctive trajectories in relation to premorbid cog-
nitive performance: near-normal functioning and severe impairment. Nevertheless, 
it is still unclear which factors may explain these differences [7]. Intriguingly, a 
recent cluster analysis study identified three subgroups that exhibited higher aca-
demic performance during childhood, as well as during early and late adolescence, 
than the moderate and severe clusters [68]. These findings are consistent with previ-
ous studies including first-episode psychosis (FEP) patients, demonstrating that pre-
morbid factors such as years of education and intellectual functioning (IQ) before 
the illness onset have an impact on the cognitive course [69].

In this regard, the FEP has been investigated enormously to better understand the 
impact of this phenomenon over time. The FEP shows a high variability in terms of 
symptomatology which is why patients with FEP should not be considered as a 
unique group [70]. Dimensional approaches in FEP have been proposed to develop 
more personalized clinical strategies. Thus, a study using unsupervised machine 
learning identified four different trajectories after 2 years of follow-up in patients 
with non-affective FEP: excellent prognosis, remitting course, clinical worsening, 
and chronic course [71]. Low doses of antipsychotic medications, depressive symp-
toms, and family history of mental disorders were risk factors that contributed to a 
worse clinical trajectory in patients with non-affective FEP, while higher cognitive 
reserve and better premorbid adjustment were protective factors for a remitting 
course [71].

The symptomatic heterogeneity seen in the clinical setting may have biological 
correlates that can explain it. A cohort study using structural magnetic resonance 
imaging (MRI) found two distinct neuroanatomical subtypes among subjects with 
SZ through machine learning techniques [72]. The first subgroup (subtype 1) 
showed widespread reduced gray matter and volumetric reductions in cortical and 
some subcortical areas, whereas the second one (subtype 2) had an increased vol-
ume of basal ganglia and internal capsule [72]. Subtype 1 showed lower educational 
attainment and the brain alterations were negatively associated with illness dura-
tion, suggesting that subtype 1 may exhibit a pernicious course [72]. However, sub-
type 2 achieved good academic performance and the gray matter volume was not 
related to illness duration, that is, these findings indicate differential etiologies in 
SZ [72].

 Conclusion

In conclusion, this chapter demonstrates that artificial intelligence techniques have 
been used to predict the onset of severe mental disorders, poor outcomes, and treat-
ment response in individuals with severe mental illness. Artificial intelligence tech-
niques play an important role in this field, mainly because they move beyond group 
level comparison into individualized care. Personalized care is important in the con-
text of severe mental illnesses, considering the high heterogeneity seen in this 
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population. Although several advances have been made in the field, these techniques 
are not implemented in clinical practice yet, mainly due to a lack of adequate exter-
nal validation of the models proposed so far. In this sense, future studies are needed 
to translate these innovative findings to clinical practice.
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Chapter 14
The Use of Machine Learning Techniques 
to Solve Problems in Forensic Psychiatry

Devon Watts

 Prevalence of Criminality Among Those with Mental Illness

Considering the importance of identifying the risk that forensic patients pose to 
themselves and broader society, there is a long-standing and well-established body 
of literature examining criminality among psychiatric patients. Among the pioneers 
in the field, Zitrin et al. [1] examined prospective criminal offenses in 876 inpatients 
discharged from a psychiatric facility. They found higher rates of subsequent arrest 
among psychiatric patients than those in the general population both in the same 
geographic region and among 4601 cities in the United States [1]. Similarly, Klassen 
and O’Connor [2] examined the relationship between arrests, hospitalization, and 
violence among 304 adult male inpatients at a community mental health centre, 
with 1 year of follow-up. They found higher rates of arrest and violent crimes among 
substance abusers, and notably larger violent readmission rates in patients with 
schizophrenia. Of note, they reported that a significant subset of patients in their 
sample showed a history of fluctuating between reimprisonment and rehospitaliza-
tion in psychiatric facilities, highlighting the difficulty of appropriately managing 
such patients in legal and medical settings [2].

Following early work highlighting notable rates of criminality among those with 
serious mental illness, more recent efforts have largely focused on characterizing 
this from an epidemiological framework. For instance, in a systematic review of 
prevalence studies of serious mental illness among prisoners, comprising 33,588 
individuals from 24 different countries, and 109 datasets, high rates of mental ill-
ness in prisoners were found in both high- and low-income countries over the times-
pan of four decades. Specifically, they reported a pooled prevalence of 3.6% (95% 
CI 3.1–4.2) in male prisoners with psychosis and 3.9% (95% CI 2.7–5.0) among 
female prisoners. With respect to major depression, the pooled prevalence was 

D. Watts (*) 
Neuroscience Graduate Program, McMaster University, Hamilton, ON, Canada

© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2023
I. C. Passos et al. (eds.), Digital Mental Health, 
https://doi.org/10.1007/978-3-031-10698-9_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10698-9_14&domain=pdf
https://doi.org/10.1007/978-3-031-10698-9_14


224

10.2% (95% CI 8.8–11.7) in male prisoners and 14.1% (95% CI 10.2–18.1) in 
female prisoners. Of note, they found that although rates of mental illness were high 
among prisoners, there is little evidence of an acceleration in prevalence over 
time [3].

Furthermore, in a study by Mullen et al. [4], 10 years of hospital records and 
lifetime criminal records were assessed in 6130 patients with schizophrenia, and 
6130 controls matched for age, sex, and place of residence. Here, the patient group 
involved records from two cohorts, with 3719 patients from a 1975 sample and 2411 
patients from a 1985 sample, respectively, to account for potential generational 
effects. In the 1975 sample, they found that those with schizophrenia showed a 3.5 
relative risk of reoffending [95% CI 2.0–5.5], p = 0.001, for all categories of crimes, 
apart from sexual offenses. A similar finding was observed in the 1985 sample, 
where a 3.0 relative risk of reoffending was reported [95% CI 1.9–4.9, p = 0.001] [4].

Likewise, Simpson et al. [5] found that in a sample of 1498 homicides, 8.7% 
were conducted by those with a serious mental illness. Among them, 29% of those 
with a serious mental illness showed no history of hospitalization, and of those who 
were admitted, most were only hospitalized on one or two occasions over the last 
5 years. This suggests that capital offenses such as murder are not isolated to a sub-
set of the most severe cases who inevitably become repeat offenders. Rather, only 
10% of the perpetrators were admitted to the hospital in the month prior to their 
offense [5]. Additionally, in a sample of 295 inpatients with serious mental illness, 
49% of men and 39% of women were found to have committed a form of assault in 
the past 6 months. Further, rates of crime were found to be higher than the general 
population. This suggests that aggressive behaviour is a prevalent problem among 
patients with severe mental illness who require hospitalization [6]. Cumulatively, 
this work has helped elucidate the societal implications of criminality among a sig-
nificant minority of patients with serious mental illness, and the importance of 
developing proactive and accurate ways to assess patient risk of subsequent crime.

 Reoffending: Prevalence and Assessment Tools

Although the rates of reoffending in the forensic population remain relatively con-
stant [7–9], available evidence suggests that one in eight men and one in sixteen 
women will subsequently commit a grave offense after release from a psychiatric 
facility [10]. It has also been shown in a large epidemiological study that the preva-
lence of arrest for those with psychiatric illness was approximately 32% [11].

Similarly, a recent study from the National Epidemiologic Survey on Alcohol 
and Related Conditions (NESARC) involving 35,306 individuals showed that the 
presence of mental illness, irrespective of the specific disorder, was associated with 
a four to five times greater risk of criminal outcomes [12]. Of note, 28.5% of the 
participants with mental illness reported a history of criminal behaviour, while a 
substantial subset, 11.4%, reported a history of incarceration [12]. Additionally, 
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results from a large Swedish registry study comprising 98,082 individuals with a 
history of hospitalization suggest that those with severe mental illness commit one 
in every 20 violent crimes [13]. Given the high prevalence of criminal reoffending 
across cultures in individuals with severe mental illness, there has been a concerted 
effort to identify predictors of prospective criminal risk following release from psy-
chiatric facilities.

Prior to the development of any standardized tools, clinical judgement was the 
gold standard measure to assess prospective patient risk [14]. However, this pre-
sented several clear limitations, including poor inter-rater reliability between clini-
cians, confirmation bias, and the propensity for human error [15]. Importantly, 
clinical judgement alone has not provided a more valid metric by which to identify 
individuals with mental illness who will prospectively commit serious crime [15].

In response to this, actuarial assessments became increasingly widespread, 
which concentrated on statistical models, while largely disavowing clinical judge-
ment [16]. This involved using explicit statistical algorithms to identify prospective 
patient risk, usually at the group level [17]. Moreover, the accuracy of these risk 
assessment tools varies as a function of the clinical population they are administered 
to. For example, in a study assessing the predictive validity of the VRAG, the H-10 
scale of the HCR-20 and the Psychopathy Checklist Revised (PCL-R) among 169 
inpatients with schizophrenia, all risk assessment scales showed poor predictive 
capabilities in identifying those who would subsequently commit violent crime. Of 
note, the performance of these instruments in identifying recidivism was similar to 
simply identifying patients with greater symptom severity and chronicity [18].

Considering the clear limitations of current strategies in detecting which patients 
will subsequently commit violent crime, there is a major unmet need for accurate 
and individualized predictions to triage inpatient care and rehabilitation strategies. 
In the absence of this, given the high false positive and false negative rate of gold 
standard actuarial tools, a substantial number of patients will be mischaracterized as 
either high or low risk for committing violent crime if released from psychiatric 
care. As such, this precipitates unnecessarily denying civil liberties of patients who 
will not subsequently reoffend on the one hand and endangering the lives of those 
in the community when they do, on the other hand.

 Differences Between Actuarial and Machine 
Learning Approaches

To understand the differences between actuarial and machine learning approaches 
to making predictions, it is important to briefly discuss where they diverge philo-
sophically and statistically. While both attempts to capture relationships between 
dependent variables to model an underlying phenomenon and use information from 
past occurrences to predict future outcomes, there are noteworthy differences in 
how this is achieved.
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Namely, actuarial science is concerned with the probability of certain events 
occurring, using a group-average aggregate of risk predictors [19]. As such, the 
primary consideration is risk management, and identifying relevant factors that pre-
cipitate higher risk among individuals. This involves a large degree of statistical 
approaches, including Bayesian inference and generalized linear modelling. While 
these approaches can also be used in a machine learning context, actuarial science 
uses domain knowledge to select relevant variables and is oriented towards under-
standing the underlying phenomenon of interest. As such, actuarial methods statisti-
cally analyse patterns of data in stochastic and deterministic scenarios to explain an 
outcome, placing less of a focus on making precise predictions [20].

Supervised machine learning models, on the other hand, are more concerned 
with predicting a phenomenon of interest with the highest possible accuracy [21]. 
Indeed, model optimization represents an entire subfield within machine learning 
[22]. However, in machine learning, interpretability can become a difficult problem 
[23], especially when using more sophisticated algorithms. Despite this trade-off, 
machine learning methods provide the benefits of an exploratory approach to select-
ing relevant variables in classification and regression problems, based on a data- 
driven, rather than a hypothesis-driven framework [24]. As such, this provides a 
greater degree of flexibility in feature selection [25], which is an integral component 
of model development. This is especially important if there are latent or unexam-
ined variables within a given dataset that are useful risk factors but have not yet been 
identified in previous literature.

Similarly, this approach is often more conducive to novel discoveries, which may 
be better suited to capturing the idiosyncrasies of a specific population. For instance, 
a common problem highlighted among actuarial risk assessment tools is the differ-
ence in performance accuracy in predicting sexual recidivism between subpopula-
tions of sexual offenders [26]. This suggests that the relationship between risk 
factors may not be linear across these populations. By disregarding the assumption 
that each risk factor is related in a linear fashion, machine learning methods can 
more easily examine the complex interactions between variables to make individu-
alized predictions.

 Predictive Models of Criminal and Violence-Related 
Outcomes in Psychiatry

While machine learning techniques present with a great deal of promise in forensics 
to predict patient outcomes at an individual level, the field currently remains in its 
infancy. Of the available studies in the context of psychiatry, Delfin and colleagues 
conducted a 10-year follow-up of 44 individuals who underwent a single-photon 
emission CT scan. This data, alongside eight evidence-based clinical risk factors, 
was used in a random forest model to predict criminal recidivism, resulting in an 
accuracy of 82%, and an AUC of 0.81. Of note, when only clinical risk factors were 
used, model performance degraded, resulting in an accuracy of 64% and AUC of 
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0.69, emphasizing the importance of combining clinical and biological features to 
predict criminal recidivism. The top features reflecting neuronal activity in predict-
ing recidivism included the right and left parietal lobe, left temporal lobe, and right 
cerebellum. Watts et al. distinguished sexual offences from violent and nonviolent 
offences in a large transdiagnostic sample of psychiatric patients with an accuracy 
of 71.58% [27]. Furthermore, Kirchebner and colleagues used a series of known 
stressors to predict violent offending in 370 patients with schizophrenia. The over-
arching goal was to determine whether accumulated stressors precipitated violent 
outcomes in patients. Using boosted classification trees, they reported an accuracy 
of 76.4% [28].

 Predictive Models of Criminal and Violence-Related 
Outcomes in Non-psychiatric Individuals

Apart from this, there are a few interesting machine learning models of forensic- 
related outcomes in non-psychiatric individuals that may serve as a useful refer-
ence point for prospective work. For instance, Cope and colleagues used structural 
magnetic resonance imaging (MRI) and clinical variables to distinguish between 
20 incarcerated youth who committed homicide, and 135 incarcerated offenders 
who did not commit suicide. Additional control groups were used, corresponding 
to 20 incarcerated offenders who did not commit suicide matched on important 
demographic and psychometric variables, and 21 healthy aged-matched youth from 
the community. Following feature selection, six a priori regions of interest (ROIs) 
and three clinical assessment variables were identified. This model classified 
75.00% of homicide offenders and 82.22% of non-homicide offenders, with an 
overall accuracy of 81.29%. The model achieved similar performance when brain 
volume was included, with 81.29% overall accuracy, 80.00% specificity, and 
81.48% sensitivity [29].

Additionally, Haarsma and colleagues developed an innovative assessment tool 
to predict criminal re-offense in 730 probationers, using a self-administered mobile 
neurocognitive risk assessment (NCRA). The NCRA measured key criminogenic 
factors (attentiveness, aggression, risk seeking, empathy, future planning, emotional 
processing, and impulsivity), that have been linked to reoffending based on prior 
literature. Raw scores from each test, in conjunction with demographic variables, 
including age, gender, and current offense category, were used as a feature set in the 
model. The best performance was found in an elastic net model, with an AUC of 
0.70 [30].

Furthermore, Vilares and colleagues assessed whether it was possible to predict 
whether an individual was in a reckless or knowing mental state using fMRI data 
alone. This involved asking 40 healthy controls, during an fMRI, to decide whether 
to carry a hypothetical suitcase, which could have contraband in it, through a check-
point. The probability that the suitcase could have contraband in it varied, so the 
participants could be in a knowing situation (if they knew the suitcase had 
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contraband) or a reckless situation (they were not sure but were aware of a varying 
level of risk). Voxels with a positive survival rate were considered as predictive of a 
reckless situation, and voxels with a negative survival rate were considered as pre-
dictive of a knowing situation. Using a regularized linear model, the authors reported 
an AUC of 0.789, in distinguishing knowing and reckless mental states in the search-
first group, and a correct classification rate of 71% after internal validation [31].

 Predictive Models of Malingering

Another long-standing problem in forensic psychiatry is that of malingering, or 
feigning a serious mental illness following arrest to avoid a prison sentence [32]. This 
issue is also commonly encountered in emergency settings, particularly among a sub-
set of individuals presenting with depression or suicidality [33]. To address this long-
standing issue, a handful of studies thus far have used machine learning techniques to 
predict malingering. Monaro and colleagues developed a new tool to detect malinger-
ing by tracking motor response using a computer mouse while participants answered 
questions about depressive symptoms. Features were derived from calculating the 
average value of responses to questions, as well as the velocity and acceleration of 
mouse movements. Feature selection was performed by selecting variables with the 
maximum correlation with the outcome, and minimum correlation across variables, 
using a greedy stepwise search method, resulting in an accuracy of 94.4% [34].

Additionally, Mazza and colleagues assessed the performance of a computerized 
task to detect malingering, relative to traditional psychometric techniques. Sixty- 
eight participants were randomly assigned to one of four research groups, defined 
by a combination of two instructions (honest vs underperforming intentionally), and 
time pressure (timed vs. untimed). Separate models were developed to classify par-
ticipants with and without time pressure. In the time pressure models, performance 
in the testing set was reported to be 95%, whereas accuracy in the untimed models 
ranged from 75% to 95% [35]. Finally, Pace and colleagues developed a classifier 
using a simple psychometric test (b Test), to detect malingering. The sample con-
sisted of three groups: 21 individuals with mixed neurological aetiology, 21 healthy 
aged-matched individuals completing the test in the absence of specific instructions, 
and 21 healthy aged-matched individuals instructed to respond to the test as if they 
were cognitively impaired. The authors reported an AUC of 0.88–0.91 and an accu-
racy of 88.09–92.9%, depending on the classifier [36].

 Methodological Recommendations

While there have been a number of interesting studies using machine learning tech-
niques to predict forensic outcomes, further refinement in the field is warranted. For 
instance, future work may benefit from including larger sample sizes, using various 
data modalities, such as clinical, biological, and physiological features, and 
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validating models with independent and cross-cultural cohorts. Apart from making 
individualized predictions, various machine learning techniques and experimental 
designs can be leveraged to address long-standing problems within the field. This 
section aims to provide a broad view for moving the field from advancements in risk 
prediction towards precision forensics.

 Integrating Evidence-Based and Novel Biological 
and Physiological Features

Within machine learning models, one of the most important considerations is the 
features, or variables, used to derive predictions [37]. It has been argued that theory- 
driven approaches are important to leverage domain knowledge and prior evidence 
within a field. Conversely, it has also been claimed that a purely exploratory data- 
driven approach is useful to facilitate novel discoveries [38]. Considering the verac-
ity of both sets of claims, a realistic trade-off may be to include both evidence-based 
and novel variables to improve our understanding of forensic conditions, patient 
outcomes, and improve clinical care for these marginalized individuals. However, it 
is important to ensure that exploratory variables are of high quality, and that future 
work includes novel biological and physiological features to inform potential mech-
anisms. Moreover, it is argued that future work may benefit from moving away from 
using immutable characteristics such as ethnicity, gender, or prior criminal history 
when making prospective predictions. Rather, it may be useful to build separate 
models along these bases, such as determining whether model accuracy and top 
predictors vary as a function of socioeconomic status, gender, or age. However, bas-
ing our predictions on immutable characteristics may carry several biases and inad-
vertently stigmatize those we are attempting to treat.

 Predicting Treatment Response to Routine Clinical Care

Furthermore, it is known that individuals with severe mental illness that end up in 
the forensic mental health system often present with multiple comorbidities [39]. As 
such, determining the appropriate course of treatment for each patient remains a fine 
balance between science and art. To the best of the author’s knowledge, there are 
currently no studies using machine learning techniques to predict treatment response 
to routine clinical care in forensic contexts. This represents an important avenue for 
prospective work, to move towards more individualized and personalized treatment 
plans. While there are several punitive experimental designs that may be useful to 
facilitate this, a realistic starting point may be recording routinely collected clinical 
data in large cohorts. Outcome measures would depend largely on the diagnostic 
composition of patients, but would ideally involve validated psychometric scales, 
such as the Positive and Negative Syndrome Scale (PANSS) for Schizophrenia [40], 
as well as the Young Mania Rating Scale (YMRS) [41] and Montgomery-Asberg 
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Depression Rating Scale (MADRS) [42]. Therefore, it may be useful to build pre-
dictive models using baseline data when new patients enter forensic care and predict 
subsequent treatment response to routine care. If validated in independent samples, 
and across cultures, such hypothetical models may prove to be useful assistants to 
forensic psychiatrists when selecting a course of treatment for patients.

Apart from predicting treatment response, an equally important consideration is 
treatment non-response. For instance, it is known that approximately 30% of 
patients with schizophrenia fail to respond to two (or more) trials of dopaminergic 
antipsychotics [43]. A similar experimental design as aforementioned may be useful 
to predict non-response in patients at baseline, and stratify these patients into clini-
cal trials, or start with underutilized medications such as clozapine [44]. Furthermore, 
once predictive models are developed that have sufficient accuracy, an important 
consideration will be to improve model accuracy by incorporating other types of 
data. While there are several options for this, it is argued that cost-effective markers 
will be needed if the goal is to incorporate this into routine clinical care. Physiological 
markers such as heart rate variability, electroencephalography, and biological mark-
ers that can be measured en masse within peripheral samples may prove to be useful 
in such contexts.

 Predicting the Timing of Short-Term Inpatient Outcomes

Apart from treatment considerations, machine learning techniques may be useful to 
predict several other short-term outcomes, which can be operationalized as out-
comes while patients remain in inpatient care. For instance, while there are a small 
number of studies predicting violent outcomes in psychiatric inpatients, there is a 
lack of longitudinal studies to predict the timing of such events, and triage care to 
at-risk patients before such events occur. This is an important consideration from 
the perspective of the safety of hospital staff, and the interests of patients, and their 
families. Furthermore, machine learning models to predict length of stay using 
baseline variables in conjunction with feature importance methods may identify 
currently concealed modifiable factors, thereby identifying new ways to reduce 
inpatient stay while retaining high quality care. Moreover, such models may have 
utility from a hospital administration standpoint, as they hold potential to improve 
resource allocation, and provide insight into how long a given bed may be in use.

 Data-Driven Phenotyping of Forensic Patients

Apart from supervised machine learning, where we are attempting to optimize the 
prediction of a prespecified outcome, unsupervised clustering techniques represent a 
promising, yet underutilized method in forensic psychiatry. In brief, unsupervised 
learning involves organizing unlabelled data into similar groups called clusters. In 
this context, a cluster involves a collection of patients that are “similar” between 
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them, and “dissimilar” to other patients [45]. As described elsewhere, data-driven 
phenotyping may be useful to identify latent phenotypes of patients within and across 
diagnostic categories [46]. However, this same approach may also be useful to iden-
tify phenotypes of patient outcomes, namely aggressive tendencies, offences com-
mitted, and response to treatment. There are various forms of unsupervised clustering 
methods, with each making several statistical assumptions of the underlying data [47].

While unsupervised clustering can be useful to identify clinical phenotypes, it is 
argued that this may be particularly useful when combining clinical, physiological, 
and biological data. That is because while patients may exhibit the same underlying 
clinical characteristics, differing biological and physiological phenomena may give 
rise to similar symptom profiles [46]. However, it is known that there are several limi-
tations to unsupervised clustering. Namely, since our outcome is unlabelled, meaning 
that we are not specifying what we are trying to predict, we cannot guarantee that the 
clusters we are observing are due to the phenomena of interest. To highlight an exam-
ple, if we are attempting to derive meaningful clusters of schizophrenia, we cannot 
guarantee that these clusters are not due to some other immutable characteristic.

Recently, new local explanation methods have been developed, including 
SHapley Additive exPlanations (SHAP), to explain variable contributions at the 
individual level [48]. SHAP can be used within supervised machine learning tasks, 
so it circumvents the challenge of not specifying our outcome. Adaptations of this, 
such as TreeExplainer, leverage the internal structure of tree-based models to effi-
ciently compute local explanations using Shapley values. As such, cluster character-
istics can be identified by examining the top features that have a positive and 
negative impact on each predicted label [49].

 Methodological Pipeline for Prospective Machine Learning 
Cohorts in Forensic Psychiatry

Given that the field of machine learning techniques in forensic psychiatry remains 
preliminary, it is argued that prospective machine learning-based cohorts are needed 
to advance the field. As such, this section details a methodological pipeline to con-
duct such cohort studies.

1 2

Long-term outcomesModel ValidationModel DevelopmentInpatient OutcomesBaseline Predictors
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2. Recidivism/offence
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3. Quality of life

1. Testing performance
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2. Feature selection
3. Classification &
regression models
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2. Treatement
response/resistance
3. Length of stay

Incorporating
evidence-based and
exploratory clinical,
biological, and
physiological variables
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 1. Baseline predictors: Patients who consent to be included within a given cohort 
study will first be provided with a battery of clinical, biological, and physiologi-
cal measures. Given that few machine learning studies in forensic psychiatry 
have included biological or physiological measures, initially such work will be 
exploratory in nature. However, it is important that future models incorporate 
predictors identified within the literature, to evaluate their replicability. At the 
outset, various forms of data may be useful, such as electroencephalography, 
functional magnetic resonance imaging, various blood, urine, and saliva mark-
ers, as well as wearable devices such as actigraphy and heart rate monitors. 
Furthermore, standardized clinical batteries that incorporate both self-report and 
clinician administered assessments may be useful to expand the range of poten-
tial outcomes that can be investigated in any given cohort. Multiple assessments 
during inpatient stay may be useful, depending on the size of the cohort, and 
number of available resources.

 2. Inpatient outcomes: There are several short-term inpatient outcomes that may be 
relevant to investigate, including (1) aggressive incidents, (2) acts of violence 
against oneself, staff, or other patients, and (3) parameters related to care such as 
length of stay. When recording these outcomes, it is important that reliability and 
validity are carefully considered.

 3. Model development: While initial studies may be preliminary in nature, and as 
such, lack sufficient sample sizes for training and testing sets, it is nonetheless 
important to emphasize that without this crucial step, model accuracy tends to be 
inflated. Furthermore, given that multimodal data is encouraged in such cohort 
studies, feature selection will be an important step to substantially reduce the 
number of potential predictors. This, in turn, reduces the chance of overfitting. 
Moreover, depending on the outcome of interest, it may be more appropriate to 
select a classification (e.g., response vs. resistance), or regression (e.g., PANSS 
scores) task, depending on the outcome. From here, various feature importance 
measures can be used, to identify important predictors in the models.

 4. Model validation: Following model development, a necessary subsequent step is 
to test the model in prospective patients. Ideally, this would be performed both 
with subsequent patients enrolled in the same cohort study, and in independent 
cohorts conducted elsewhere. Furthermore, after identifying top features in pre-
dicting relevant outcomes, it would be useful to incorporate other features of a 
similar nature. For instance, assuming that impulse control parameters are 
important for predicting inpatient aggression in the model development stage, 
the inclusion of other variables related to this, such as measures of autonomic 
arousal, may improve model accuracy. Other clinical, biological, and physiolog-
ical variables that were initially collected as baseline predictors which were not 
found to be relevant in predicting outcomes may be discarded prospectively to 
decrease associated collection costs and derive simpler models.

 5. Long-term outcomes: Apart from inpatient outcomes that can be assessed short 
term, long-term outcomes that occur after an individual is released into the com-
munity are also important to investigate. This step may involve linking prospec-
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tive hospital and criminal records, with patient permission. While there are 
several outcomes that may be relevant, aspects such as reintegration into the 
community, employment, recidivism, and quality of life may prove to be useful 
to improve prospective patient care.

 Conclusion

Currently machine learning techniques applied to forensic psychiatry mostly involve 
the use of routinely collected data to predict criminal and violence-related out-
comes. Since more work has been done in non-psychiatric individuals, such studies 
may elucidate potential markers that could prove useful to investigate in prospective 
models. Moreover, a small number of studies have investigated predictive models of 
malingering, which although remain preliminary may prove to be useful in several 
contexts. It is argued that future studies would benefit from integrating evidence- 
based novel biological and physiological features, predict treatment response to 
routine clinical care, and the timing of inpatient outcomes. Moreover, prospective 
machine learning cohorts may help to advance the field, from risk assessment 
towards precision forensics.
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 Gaming Disorder

 Introduction

Gaming has become a widespread form of entertainment and the gaming industry is 
on the rise. Reports from 2018 described that the gaming business was worth 4.85 
billion dollars, which represented a larger amount than the music and video indus-
tries combined [1]. Nowadays, this number is likely to be bigger, considering the 
growth of the sector during the COVID-19 pandemic, with people being restricted 
to indoor activities for long periods [2]. Estimates from 2021 report that only in the 
USA, approximately 227 million people play digital games regularly; in addition, 
new generations are ranking gaming as their favorite leisure activity [3, 4].

Since the creation of the first video games in the 1950s [5], the technology 
applied by the gaming industry has improved significantly. These technological 
upgrades allowed for the generation of more immersive experiences for gamers, 
which is generally considered to be a highly pleasurable experience, and the popu-
larization of this form of entertainment, now widely accessible in most regions of 
the world [6, 7]. Nonetheless, despite these technological advancements, people 
started reporting problems related to excessive and problematic gaming [7].

Considering this context, gaming disorder is an emergent condition that has 
increased in relevance in the past decade. It was included in the Diagnostic and 
Statistical Manual of Mental Disorders Fifth Edition (DSM-5) as a condition for 
further study [8], and in the International Classification of Diseases—11th Revision 
(ICD-11) as a distinct diagnosis [9]. According to the ICD-11, gaming disorder is 
defined as a specific pattern of digital gaming behavior (which can be either online 
or offline), recurrent or persistent, which leads to significant distress or functional 
impairment (in areas such as education, social, occupational, etc.) that lasts for at 
least 12 months, with this period being shortened in case of severe symptomatology. 
In addition, gaming disorder is defined by three specific criteria: “(1) impaired con-
trol over gaming (e.g., onset, frequency, intensity, duration, termination, context); 
(2) increasing priority given to gaming to the extent that gaming takes precedence 
over other life interests and daily activities; and (3) continuation or escalation of 
gaming despite the occurrence of negative consequences” [9]. The ICD-11 also 
describes another diagnostic category called hazardous gaming. In general terms, 
hazardous gaming is a less severe pattern of gaming, and is associated with less 
negative consequences in comparison with gaming disorder; nevertheless, there is 
still the need for a better definition of this concept [9].

The prevalence of gaming disorder is heterogeneous and presents a considerable 
variety depending on the study. According to a recent systematic review [10] that 
included 53 studies from 17 countries, representing a total of 226,247 participants, 
the global prevalence of gaming disorder is 3.05%. The prevalence rate decreased to 
approximately 2% when the inclusion of studies was restricted to those presenting 
more robust and representative sampling criteria. The same study highlighted 
another finding commonly reported in empirical studies concerning differences 
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across genders. Gaming disorder is more common in males, with the male to female 
ratio being around 2.5 [10].

Gaming disorder has been associated with several negative health-related out-
comes. These negative consequences may present in the form of social, academic, 
work, and functional impairment; excessive time spent on gaming-related activities 
with the neglect of other areas in life; mental health symptoms such as depression, 
anxiety, irritability and aggression, sleep problems (including sleep deprivation and 
reversal of day–night cycle); general health problems associated with lack of self- 
care, poor diet and hygiene, sedentary lifestyle; family-related problems and impov-
erished social relationships, interpersonal conflicts, among other problems [7, 11, 
12]. Even some deaths have been connected with extremely intensive and prolonged 
gaming sessions [13].

Given the public health impact of gaming disorder, the condition has called the 
attention of world leaders. For instance, the Chinese government restricts access to 
online games for children and adolescents, who are not allowed to play on school 
days, but only for 1 h each day during weekends and holidays [14]. The Chinese 
government justifies this restriction on minors by saying that the addiction to online 
games was a significant threat to young people in China [14].

 Etiology and Explanatory Models

The causes of gaming disorder are yet to be unfolded, with some researchers sug-
gesting that the neurobiology of problematic gaming is similar to that of gambling. 
This argument is based on the hypothesis that gaming is a highly rewarding and 
addictive behavior due to the increased levels of dopamine in the brain and activa-
tion of the reward system, which is somewhat related, in the case of specific game 
genres such as massively multiplayer online role-playing games (MMORPG), to the 
generation of specific rewards after the completion of each game-related cycle by 
the players, thus keeping them playing for prolonged periods of time and leading to 
a compulsive behavior [15]. Furthermore, some neuroimaging studies described 
findings commonly associated with other addictive disorders, including activation 
of neural areas associated with dopamine and reward; decreased activity in brain 
regions related to impulse control such as the prefrontal cortex; and diminished 
functional connectivity in brain circuits associated with executive function, cogni-
tive control, processing of reward, and motivation [16].

Gaming disorder has been associated with several psychiatric conditions, includ-
ing depression, anxiety, attention deficit hyperactivity disorder (ADHD), social 
anxiety, and obsessive–compulsive symptoms [17, 18]. These conditions could rep-
resent potential risk factors for gaming disorder. In addition, there is some evidence 
of the comorbidity of gaming disorder with other addictions, including problematic 
use of social media, gambling disorder, internet addiction, as well as disorders 
related to the use of alcohol, nicotine, cannabis, and caffeine [19]. These findings 
suggest the potential role of maladaptive coping strategies and decreased emotional 
regulation [19, 20].
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Specific personality traits such as neuroticism and impulsivity have also been 
associated with gaming disorder [21]. Other potential risk factors suggested in pre-
vious studies are social withdrawal, stressful life events, aggressive behavior, peer 
victimization, conflicting family environment, rumination, short-term thinking, all- 
or- none thinking, avatar attachment, flow experience, achievement, and rule- 
breaking behavior [22]. In addition, some gaming associated factors have also been 
suggested as potential risk factors: preference for specific game genres (such as 
MMORPG, first-person shooters, real-time strategy games), longer gaming ses-
sions, more time in years playing digital games, higher frequency of gaming behav-
ior, and preference of online gaming sessions [21].

Considering all the risk factors associated with gaming disorder, it is important 
to combine these variables into reasonable and unified explanatory models. For 
instance, a theoretical model for the development of behavioral addictions, known 
as the Interaction of Person-Affect-Cognition-Execution (I-PACE) model, may help 
in the understanding of the pathophysiology of gaming disorder [23]. This model is 
shown in Fig. 15.1.

Previous literature has also outlined factors that may protect against the develop-
ment of gaming disorder. For instance, higher self-esteem, social integration with 
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Fig. 15.1 Adapted from [23]—The Interaction of Person-Affect-Cognition-Execution (I-PACE) 
model is a theoretical model that may explain the development of behavioral addictions, ranging 
from gaming and gambling disorders to compulsive sexual behaviors and problematic use of por-
nography. This model attempts to explain that behavioral addictions develop due to the complex 
interplay between several variables, including predisposing factors, cognitive and affective 
response patterns, and executive functioning concerning decision-making and inhibitory control. 
Habitual behaviors develop due to the interaction between cravings/cue-reactivity and reduced 
inhibitory control. Part “(a)” refers to the early stages in the development of addictive behaviors, 
whereas part “(b)” conceptualizes later stages, also describing factors associated with the persis-
tence of the maladaptive behavior. Stronger connections between variables are depicted in 
larger arrows

T. H. Roza et al.



241

peers, good school-related well-being, perceived behavioral control, personality 
traits such as extraversion and agreeableness were all regarded as potentially protec-
tive factors [21]. Life satisfaction, self-efficacy, resilience, social skills, good emo-
tional regulation, family cohesion, positive father–child relationship, good school 
climate and school engagement, and social support were other protective factors 
described in the literature [22, 24].

It is also relevant to understand why gaming disorder is significantly more preva-
lent in males. One reason for this difference has been attributed to the strategy of the 
gaming industry, in which games are in its majority produced by men aiming at a 
male audience, with the design of games being planned to impact this audience [25]. 
Male gamers also seem to be more driven by the achievement element in games, in 
comparison with female gamers [25]. Nevertheless, there is evidence concerning 
the rising in female participation in gaming-related activities, with several reports of 
problematic gaming in this population [26]. In addition, the research in the field of 
gaming disorder is biased towards the male gender, with an overrepresentation of 
this population in empirical studies, with the need for more research targeting 
female gamers [26].

 Assessment of Gaming Disorder

The clinical assessment of patients with gaming disorder is a challenging and com-
plex process; nevertheless, it also represents an initial step in the treatment process 
due to the need to motivate and build a therapeutic alliance with the patient [27]. 
The clinician should not only investigate the gaming behavior (frequency, type of 
game genres played, lifestyle and the social context surrounding gaming, beliefs 
about gaming) and the associated harms (education, work, family climate, relation-
ships, mental and physical health conditions) but also should help the patient to 
understand the negative consequences of this maladaptive behavior, always paying 
attention to avoid over-pathologizing the activity of gaming. It is essential to inter-
view other relatives in order to have a more accurate description of the clinical 
presentation and to engage family or other caregivers in the treatment process. The 
assessment of psychiatric comorbidities is also an essential aspect of the clinical 
investigation of these patients, as these conditions will have to be treated as well [27].

Over the years, several instruments have been proposed for measuring and diag-
nosing gaming disorder and related conditions. A recent systematic review [28] 
evaluated 32 of these measurement tools from 320 empirical studies, corresponding 
to 462,249 participants. According to their results, 2.5 measurement tools for gam-
ing disorder have been published annually since 2013; nevertheless, these instru-
ments present inconsistent coverage of diagnostic criteria from ICD-11 or DSM-V 
[28]. Even though specific scales present better evidence support, according to this 
systematic review no instrument can be classified as an optimal option for the mea-
suring of gaming disorder [28].
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Currently, there is a project led by the World Health Organization, with the con-
tribution of several experts in the field, who are working towards the development 
of gold standard instruments for the screening and diagnosis of gaming disorder and 
hazardous gaming. The aim of this working group is to provide psychometrically 
robust instruments, which may be used not only in research settings but also in clini-
cal practice, and which can be used across nations and cultures [29].

 Treatment Strategies

Several different strategies and modalities of treatment have been explored in 
patients with gaming disorder. The majority of studies focused on cognitive behav-
ioral therapy (CBT) approaches, ranging from standard CBT, gaming-specific CBT, 
mindfulness-based strategies, craving-specific CBT, and CBT plus parental psycho-
education [30]. Even though most of these treatment strategies presented significant 
results in the treatment of gaming disorder-related outcomes, and CBT presents the 
largest evidence base in comparison with other potential treatments of the condi-
tion, the current quality level of the literature is poor with significant limitations 
preventing the reliable recommendation of these approaches [30, 31].

Only a few pharmacological options have been tested, with all the clinical trials 
being done in South Korea [30]. Medications for the treatment of ADHD, such as 
methylphenidate and atomoxetine, as well as antidepressants, especially bupropion 
and escitalopram, have been tested with significant results on gaming disorder 
symptoms and other gaming-related outcomes [30]. Nonetheless, very few random-
ized controlled trials have been conducted so far, and most studies presented signifi-
cant limitations, including small sample sizes [30]. In addition, clinical experience 
suggests the use of pharmacological options in the treatment of psychiatric comor-
bidities rather than for the treatment of gaming disorder itself.

Other interventions have also been investigated. Family therapy, motivational 
interviewing, and treatment camps all presented promising results in terms of treat-
ment of gaming disorder [30]. Repetitive transcranial magnetic stimulation (rTMS) 
has been explored as a potential treatment strategy for a case of gaming disorder, 
with marked improvement in the addictive behavior [32]. Even virtual reality-based 
treatments have been investigated, with a preliminary study (n = 24) showing a sig-
nificant reduction in gaming disorder symptoms after a 4-week treatment trial (2 
weekly sessions of virtual reality therapy which were composed of three subsequent 
stages: relaxation, simulation of high-risk situations, and cognitive reconstruction), 
with this reduction not being significantly different from the one produced by a 
CBT comparison arm [33].

Nonetheless, it is essential to consider that gaming disorder is a complex condi-
tion, which may require the use of different treatment modalities simultaneously. In 
this sense, the combination of the above-mentioned interventions, including phar-
macotherapy, psychological treatments, physical activity, treatment of family mem-
bers, social skills training, among others, may be a better strategy than applying 
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only one option alone [12]. Furthermore, there is still debate about the aim of the 
treatment, with clinicians suggesting gaming abstinence as a necessary step for 
improvement, mainly among adult patients [12]. Other strategies commonly used 
for the treatment of addictions may be used for gaming disorder. An example of a 
transdiagnostic model for the treatment of substance and behavioral addictions, 
based on specific underlying mechanisms that may be common to both types of 
conditions, was proposed recently [34]. This model, seen in detail in Fig. 15.2, can 
be applied to the treatment of patients with gaming disorder and other technology- 
related problematic behaviors as well.

Motivational enhancement

Mindfulness & acceptance-based 
approaches distress tolerance

Cognitive & behavioral self-control, working
memory training, problem solving

Cognitive and behavioral expectancy 
challenge interventions, coping skills 

training

Community reinforcement approach,
communication skills training

Potential Interventions Vulnerabilities

Stimulus control, attentional bias retraining,
contingency management

Deficits in
social support

Expectations
and motives

A
ddiction expression

Deficits in
self-control

Urgency

Goal-setting

Compulsivity

Fig. 15.2 Adapted from [34]—According to this transdiagnostic model that can be applied to 
either substance or behavioral addictions (including gaming disorder), each individual patient 
presents specific vulnerabilities (i.e., lack of self-control and motivation, poor social support, 
urgency), which may be connected with the expression and persistence of a given addiction. Each 
of these vulnerabilities, in spite of being enduring, may be modifiable and can be treated with the 
use of specific interventions. The treatment of each patient can use different combinations of inter-
ventions, based on the vulnerabilities identified. Furthermore, as the treatment progresses, differ-
ent vulnerabilities may be addressed
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 Hikikomori

Hikikomori is a psychiatric syndrome reported initially in Japan in the 1990s, which 
corresponds to a state of severe and prolonged social withdrawal usually not attrib-
utable to psychosis and other severe forms of psychopathology [35]. The typical 
vignette of a Hikikomori patient is a young male in his twenties or thirties, who still 
lives with his parents, does not work or study, lacks meaningful personal connec-
tions with friends or romantic partners, and who is physically isolated in his own 
room or house [35, 36]. Previously considered to be a Japanese cultural syndrome, 
hikikomori has been reported in several countries, including Brazil, and is consid-
ered to be a public health problem in parts of Asia, with some prevalence estimates 
in community samples reaching approximately 2% [36, 37].

In 2020, a group of researchers published a proposal of updated criteria for the 
diagnosis of hikikomori [35]. In order to be diagnosed as presenting hikikomori, an 
individual must meet all the three following criteria: “(a) marked social isolation in 
one’s home; (b) duration of continuous social isolation of at least 6 months; (c) 
significant functional impairment or distress associated with the social isolation.” 
Individuals presenting this behavioral pattern for a period between 3 and 6 months 
are considered to be pre-hikikomori. In addition, if the person leaves his house/
apartment four or more days/week, that person does not meet the definition of social 
isolation characteristic of the syndrome. In severe cases of hikikomori, the person 
hardly ever leaves his own room [35].

Major depression, social anxiety, and other psychiatric conditions have been 
reported in hikikomori patients, with this condition also being associated with an 
increased risk of suicide [36, 38, 39]. Furthermore, problematic internet use, gam-
ing disorder, and other technology-related behaviors have been connected with 
hikikomori [38, 39]. Even though it is not possible to make inferences about causal-
ity, there are reports of hikikomori patients who used to spend at least 14 h/day in 
gaming-related activities, presenting remission of hikikomori after a marked 
improvement in their excessive gaming behavior [36].

The evidence base of treatment interventions for hikikomori cases is weak due 
to the lack of studies in the area. Preliminary reports suggest the potential benefits 
of applying multimodal treatment strategies, including pharmacological treatment 
of comorbidities, family and psychosocial interventions, individual psychotherapy, 
online treatment, physical activity, and training of social skills for these patients 
[36, 39]. Nonetheless, clinical experience suggests that it is difficult to engage 
patients with hikikomori in their own treatment. In severe cases, patients may spend 
decades socially withdrawn, with some of them not having any contact with people 
outside their household. After the passing of their parents or a caregiver, these 
patients may experience a significant worsening of self-neglect because they are 
incapable of taking care of themselves, with some dramatic reports describing 
hikikomori cases who have died of malnutrition being found only several days after 
the death [40].
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 Problematic Use of Social Media

It was estimated that, in 2016, 2.34 billion people regularly made use of social 
media around the world [41]. Its use has substantially increased in recent years 
among adults and adolescents, and the impact of social media on mental health has 
received a lot of attention [42]. Social media use is associated with addiction-like 
symptoms, such as craving, tolerance, and withdrawal [43], and problematic social 
media use (PSMU) can be described as an addictive pattern of social media use, 
associated with negative outcomes in well-being and in functional aspects of daily 
life, including decreased life satisfaction and impaired productivity [44].

Over the years, social media platforms have developed several strategies for 
maximizing the time users spend on it [45]. Design elements, such as “infinite 
scrolls,” which disturb the notion of time spent online [43], notification push, which 
competes with the attention of the users [46], likes, which bring gratification through 
social acceptance [41], and “closed portals,” which allow the user to consume the 
content from other websites while remaining on the same social media platform 
(i.e., clicking a link in Facebook and viewing a news article that load within the 
same application) [47], are some of the design factors associated with addictive 
behaviors. In addition, mechanisms such as screening the users’ preferences via 
algorithms and producing specific content for them induce a more immersive state 
during one’s use of social media platforms, which ultimately can contribute to this 
addictive pattern of use [45].

Nevertheless, PSMU can affect individuals at different levels, based on features 
associated with the pattern of use of these platforms, such as frequency and type of 
content consumed [44]. For instance, self-injurious thoughts and behaviors, cyberbul-
lying, and social exclusion may be more associated with the content consumed on the 
platform itself, opposed to the time spent on it [42], while the impaired quality of 
sleep and symptoms of ADHD are positively associated with high-frequency digital 
media use [48, 49]. Moreover, the relationship between psychiatric conditions and 
PSMU is described by some as bidirectional, with some patients being more vulner-
able to the effects of social media [namely, patients with ADHD, autism spectrum 
disorders (ASD), anxiety disorders, and mood disorders], and these platforms bearing 
the potential of worsening mental health symptoms, as the social media strategies 
have a differential effect on individuals with these disorders. For instance, time regula-
tion difficulties, unhealthy comparisons leading to negative self-esteem, and perpetu-
ation of learned helplessness (defined as a “sense of feeling powerless in a situation 
due to previous persistent failures”) are detrimental aspects that may be accentuated 
in the context of social media use by individuals with psychiatric disorders [47].

In addition, different age groups report different vulnerabilities to the negative 
effects of social media networks [47, 50]. As it is generally known, adolescents are 
a vulnerable group for engaging in risky behaviors, also being at a developmental 
stage in which socialization with peers is given more importance in comparison 
with other sources of social support; thus it is expected they spend more time in 
social media platforms in comparison with other age groups [50].
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 Fear of Missing Out

The fear of missing out, commonly referred to as FoMO, is defined as “pervasive 
apprehension that others might be having rewarding experiences from which one is 
absent” [51] or even as “the uneasy and sometimes all-consuming feeling that 
you’re missing out—that your peers are doing, in the know about, or in possession 
of more or something better than you” [52]. Although the term is not exclusively 
related to an online context, it has become frequently associated with social media 
use, due to its components that result in easier and highly efficient continual con-
nection with one’s inner social circle and overall happenings in the world—possibly 
increasing the chances of people subjectively missing out on events and communi-
cations [53]. As a result, it causes frequent or even excessive use of social network-
ing sites and other messaging services. It appears to be a somewhat universal 
phenomenon, with studies reporting and supporting FoMO as a construct deriving 
from numerous countries and languages [54].

As a relatively new concept, empirical evidence is rather scarce. Research find-
ings show that higher levels of FoMO are associated with lower levels of life satis-
faction and general mood [51], as well as increases in feelings of loneliness and 
boredom, which in turn are also linked to the use of social media [55, 56]. 
Furthermore, FoMO is associated with higher levels of problematic social media 
use, disrupted daily life activities due to smartphone notifications, rumination, and 
negative affect and mood, with inverse correlations shown with life satisfaction and 
emotional well-being [54]. Importantly, FoMO has also been associated with dis-
tracted pedestrian behavior due to smartphone use [57] and distracted driving in 
young adults [51].

 Dating Apps

The idea of using technology as a way to improve dating is not new. The first record 
of a computer-date-matched party dates back to 1959 when two Stanford under-
graduate students developed the “Happy Families Planning Service”—an IBM 
model 650 computer-based program that paired up 98 men and women based on 
their similarity of answers [58]. But it was only in 1995, with the official launch of 
Match.com, that online dating in a similar fashion as we know today came to be. 
Since then, the online dating industry has grown immensely, with reports showing a 
generated revenue of $2.23 billion in 2019 and an estimated number of 8000 dating 
websites worldwide, with about 219.7 million online dating sites or app users 
around the world [59].

Nevertheless, online dating has not remained a stable phenomenon over time. 
Paradigm shifts occurred with the development of new technologies. The more 
drastic one appears to be the shift from computer-only access sites to smartphone 
access, resulting in a user behavioral change, with more messages being sent, more 
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matches achieved, and an increased number of visits to other’s profiles [60]. 
Concomitantly, this shift resulted in a new model of online dating, the so-called 
swipe-based dating applications (SBDAs), with new characteristics including the 
concept of image-dominated profiles and the incorporation of geolocation, promot-
ing matches based on geographical proximity, as well as a design change that repro-
duces the swiping, scrolling, and typing of other social media apps [61].

Due to the expanding popularity of these new tools, numerous studies aimed to 
understand the sociodemographic characteristics and personality correlates of 
online dating users. Although the findings in many of these studies are contradic-
tory, specific results are convergent across studies, including the greater likelihood 
of men, young adults, and sexual minorities members being dating apps users [62–
64]. Concerning personality characteristics, studies using the five-factor model 
(also known as the Big Five) [65] found higher scores on open-mindedness and 
extraversion and lower conscientiousness in this population [66], as well as high 
sensation-seeking and sexual permissiveness [67, 68].

To this date, specific negative outcomes have been associated with the regular 
use of dating apps. These include sexual harassment; the potential of meeting 
untrustworthy people and behaving impulsively in terms of risky sexual choices; as 
well as the objectification of the potential date (i.e., the use of marketplace and eco-
nomic metaphor applied to the culture of dating) which, in turn, may increase self- 
objectification, presenting serious mental health consequences, such as clinical 
symptoms of depression and eating disorders [69, 70]. Furthermore, there has been 
described an association between SBDA use and higher levels of psychological 
distress, along with symptoms of anxiety and depression. Although causality cannot 
be inferred due to the cross-sectional design of the study, it reflects that these users 
may be an at-risk population [61].

 Healthy Use of Social Media

The ubiquity of social media in the present day is undisputed. Yet, the negative 
aspect of their usage is arguably overstated across media reports, government guide-
lines [71], and mental health practices [72], overlooking the evidence suggesting 
that only a minority of users are at risk [73], while its benefits are potentially under-
estimated [74]. Concerning the positive effects of social media, focusing mainly on 
mental health topics, research suggests the potential to reduce isolation, improve 
social skills, provide a platform for continued communication, contribute to main-
taining long-distance friendships, as well as providing a mechanism to relieve stress 
and prevent mental illness [75]. Moreover, social media might also contribute to 
self-branding among individuals of specific stigmatized groups (i.e., patients with 
ADHD), promoting ways to ward off said stigma, while building and sustaining 
identities [76], also contributing to the development of a more well-defined sense of 
self [77].
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 Fake News and Hate Speech

Another timely discussion whenever debating the problematic use of social media 
is the spread of fake news, as well as hate speech and supremacist propaganda with 
the use of social media platforms. The presence of fake news is so pervasive in 
social media, that it is presenting an impact on public health outcomes due to the 
widespread misinformation of scientific concepts, mainly during the COVID-19 
pandemic [78, 79]. Empirical evidence suggests the connection between online 
extremist content and real-life dramatic events, with serious adverse political, 
social, and humanitarian consequences, also suggesting that social media platforms 
have the ability to amplify the outreach of hate speech [80].

For instance, reports connect the genocide of the Rohingya minority group, who 
are predominantly Muslims, in Myanmar, to the spread of fake news and hate 
speech, including false allegations about Islam threatening the existence of 
Buddhism, and about criminal behaviors of Muslims against Buddhists. These posts 
were done on Facebook by military personnel from the country as part of an ethnic 
cleansing campaign that lasted several years. They used fake accounts, including 
celebrity and news pages with more than a million followers, where they posted 
inflammatory comments and fake news about Muslims and the Rohingya. This pro-
paganda against the Rohingya significantly contributed to rapes, physical aggres-
sion, murders, and other forms of violence against this minority, ultimately leading 
to the forced mass migration of the affected populations, mostly to Bangladesh [81].

Another example of how Facebook can be used to promote hate speech and call 
for violence, with dreadful consequences, is taking place in Ethiopia. Ethiopia is 
facing a civil war since the end of 2020, and several leaders with thousands of fol-
lowers have been stimulating people to engage in violent actions, mostly against an 
ethnic minority, the Tigray, which corresponds to 7% of the population in the coun-
try and is currently suffering a genocide. Several of these posts and accounts spread-
ing hate speech have connections with the government of Ethiopia, militias, and 
other armed groups, with some being made by the Prime Minister himself. Other 
ethnic groups are also the target of hate content online, with consequences manifest-
ing in a number of episodes of murders and violent attacks [82, 83].

 Online Subcultures

The internet and social media platforms allow for the meeting and grouping of indi-
viduals with all sorts of interests, beliefs, and values, who would otherwise never be 
in contact due to geographic and cultural limitations. The forming of such online 
spaces creates a strong sense of community, which has given birth to several online 
subcultures, with some being mixed with specific ideologies, as well as political and 
extremist agendas, bearing the potential to generate violent actions which are justi-
fied and stimulated by other members of the same group [84].

The world of the Incels
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The term “Incel” stands for “involuntary celibate,” which is a self-proclaimed 
expression used to define those, mostly young men between the ages of 18 and 30, 
who have had difficulties in their sexual life to the point of, in most cases, not pre-
senting any past sexual experience [84]. Incels usually communicate in online 
forums, where they discuss, with the use of their own and very specific jargon, the 
struggle of the transition into adulthood with the focus on romantic relationships, 
with such forums working as support groups and platforms of validation of their 
beliefs [84, 85]. In these online forums, the self-proclaimed incels usually spread 
conspiracy theories and misogynistic ideas that they call anti-feminist, justifying the 
hate speech with a biased view that most males are being oppressed by current cul-
tural values [84–86].

These online forums are anonymous spaces where this type of idea tends to radi-
calize and be normalized. Some incels defend the idea that “women are naturally 
evil” and debate about how to deal with their problematic “celibacy” by engaging in 
violent actions, with reports of a few incels taking part in mass murders in the past 
[84–86]. Some men, considered to be biologically more fit to reproduction and sex-
ual interactions than incels according to their own view, are also targets of hate 
speech and violent actions, which is generally related to the resentment incels have 
of them [84]. Nevertheless, even though incels usually express their condition of 
sexually frustrated men as hopeless and helpless, only a small minority of them 
engage in violent actions, with others being at an increased risk of suicide [84, 85].

Another feature of the incel community which is worth discussing is its very 
unique vocabulary, composed of several neologisms that people outside their com-
munity have trouble understanding. The incel lexicon is vast, being intimately con-
nected with their worldview and misogynistic opinions [87]. Examples of specific 
terms are “Chad,” which refers to an idealized and attractive male who, according 
to the incel’s view, has plenty of sexual opportunities; “Stacy,” which represents the 
female equivalent to the Chads, and who supposedly date only this idealized version 
of men; “Normie” who refers to average people who are not part of the incel com-
munity; “bluepill,” referring to those who, in their view, “swallowed the bluepill” 
and remain ignorant of the discrimination that males suffer in today’s society; and 
“blackpill” which is a nihilistic view that the potential of dating is predetermined by 
someone’s genetic predisposition and associated physical attractiveness, leading 
those incels who “swallow” this pill to be hopeless and desperate, with some of 
them engaging in violent acts [88]. A rich glossary of Incel terms can be found in 
manuals, such as the one produced by Moonshot, an organization working against 
online extremism [88].

 Conclusion

Technology has offered several advantages and improvements in modern life, 
including novel forms of communication and entertainment, such as digital games 
and social media platforms. Nonetheless, along with the benefits, these modern 
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tools have been associated with negative consequences that range from physical and 
mental health problems to political movements and humanitarian crises. Therefore, 
it is essential that health professionals be aware of these emerging mental health 
conditions, with some already being considered in diagnostic manuals. Even though 
the field presents several limitations concerning the level of the scientific evidence, 
significant advancements were made recently in the quality of published studies.
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