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Abstract. In recent times, data science has seen a rapid increase in the need for
individuals and teams to analyze and manipulate data at scale for various scientific
and commercial purposes. Groups often collaboratively analyze datasets, thereby
leading to a proliferation of dataset versions at each stage of iterative exploration
and analysis. Thus, an efficient collaborative system compatible with handling
various versions is needed rather than the current most often used ad-hoc version-
ing mechanism. In a collaborative database, all the collaborators working together
on a project need to interact together to perform extensive curation activities. In
a typical scenario, when an update is made by one of the collaborators, it should
become visible to the whole team for possible comments and modifications, which
in turn aid the data custodian in making a better decision. Relational databases pro-
vide efficient data management and querying. However, it lacks various features to
support efficient collaboration. In these databases, the approval and authorization
of updates are based completely on the identity of the user, e.g., via SQL GRANT
and REVOKE commands. In this paper, we present a framework well suited for
collaboration and implemented on top of relational databases that will enable the
team to manage as well as query the dataset versions efficiently.

Keywords: Collaborative databases - Versioning - Data cell - Database
management

1 Introduction

Collaborative databases provide an efficient environment for team members working on
a common dataset to work in a structured manner. It provides a mechanism allowing the
collaboration members working on the same data to provide their inputs by interacting
with each other. Each member is aware of all the updates made in the data by other
collaborators and the current work carried out on the data. All the collaborators can
discuss and comment on the data before it is finally approved and updated in the primary
database after being thoroughly analyzed by an expert. With the advancement of data
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science, there is an increase in the need for a collaborative database that will allow the
collaborators to work in a collaborative environment, such as scientific databases, to
develop and curate data from experimental and analytical processes [1, 2]. A collabo-
rative bioinformatics database provides a typical scenario [5]. Bioinformatics databases
require storing, retrieving, and analyzing large amounts of biological information. It
requires different types of specialists to produce biological datasets (e.g., gene annota-
tion database), share them among collaborators, share the updates among themselves
for commenting, and keep updating the data until they converge and agree on the final
content [3]. The data should be visible to all collaborators for discussion and resolution.

Moreover, all the updates need to be evaluated and approved by an expert, typically
a data curator, data custodian, or the principal project investigators (PIs), to avoid any
ambiguity or conflict in the derived update. Once the PI accepts the update, it is reflected
in the primary database for further experimentation and analysis. Current database tech-
nologies, such as relational databases, provide an efficient mechanism to store, update,
and read data [4, 6]. Data in a relational database is organized into tables in the form of
rows and columns. A relational database such as MySQL provides various functionalities
to carry out operations like create, read, update, and delete. MySQL includes functions
that maintain the security, integrity, accuracy, and consistency of the data [10, 11, 33,
34]. It allows for easy updates and maintenance of the data. However, it lacks any support
for Collaboration as any update needs to be approved first by the administrator before
it is reflected in the database and is visible to the other collaborators. In this paper, we
provide a framework to allow Collaboration in relational databases, namely MySQL.

Data Scientists need to work with databases daily. Data analysts and engineers need
to be proficient in SQL and Database Management. Using a Relational Database Man-
agement System such as MySQL as a collaboration framework helps them access, com-
municate, and work on data more efficiently and robustly. The relational Database Man-
agement System is the core for storing and updating data for most projects. Thus using
RDBMS as a collaboration framework makes the framework faster and more efficient
than other collaboration frameworks such as git. This highlights the importance of this
paper for building a collaborative framework using RDBMS.

Currently, MySQL does not provide any support for Collaboration. If a user updates
a data item, it is not reflected in the database until and unless it is accepted by an update-
issuer (PI). Only after being accepted the data is reflected in the database and is visible to
the other collaborators. This limits the use of MySQL from being used in collaborative
environments as PI becomes the bottleneck in the update process.

To better understand the need for our approach, we first illustrate how conventional
update approval fails to support an efficient collaborative environment. Later we present
our approach to overcoming these shortcomings. Assume that users A and B collaborate
with PI in some tasks (as shown in Fig. 1). Suppose User A updates a data item X at
time T1 and changes its value from x to y. At time T2, the PI is notified about the update
made by User A on the data item X. Now, the updated value of X is visible to both A
and PI. Still, B can see only the old value of X. Thus, PI becomes the bottleneck as every
update needs to be approved by him before it is reflected in the database. Moreover, B
cannot comment or discuss the update made by User A on the data item X before it is
approved by the PI and committed into the database.
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Fig. 1. An example of conventional update approval

This causes hindrance in the collaboration of work between Users A, B, and PL
Another drawback is that if B’s work depends on the value of X, then knowing the
updated value of X ahead of the time before it is committed will allow B to make
necessary changes that need to be done in case the PI approves the update of X by A.
Moreover, having prior knowledge of the new value of X will allow B to carry out his
work with this new updated value and provide his feedback to the PI on the outcome of
his experiment in case the update of X gets approved. From the figure, if the PI approves
the new value of X at time T3, then B will be able to view the updated value of X after
a time delay of T1 + T2 + T3. However, if at T3 PI rejects the update, then B will
continue viewing the old value of X and will not learn from this experience. Also, as B
is unaware of the change made on X by A, he may submit a similar change to X, which
will be a waste of time both for B and PI.

To overcome the problem faced by the conventional update approval method in a
collaborative environment, we propose a framework that will work on top of a relational
database, namely MySQL, to handle the needs of a collaborative environment efficiently.
As shown in Fig. 2, at a time, T1 collaborator A updates the value of data item X. Instead
of directly committing the updated value in the database, it is marked pending approval.
It is waiting for the PI to approve or reject the update. At the time, T2’s PI is notified
about the update. In the meantime, until the approval or rejection of the update takes
place, any collaborator, say B, can see and comment on the update. Now the updated
value is visible to B from time T2. Thus, PI is no longer a bottleneck as now all the
collaborators can view and comment on the update even before it is committed in the
database. Also, now PI can view the feedback of other collaborators on the update and
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accordingly decide whether to accept or reject the update. At time T3, the PI examines
the update and approves or rejects it.
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Fig. 2. Depiction of how things work in our collaboration framework

If the update gets accepted, then the new value of X is visible to B, and the status
of the version of X with value b is changed to being “approved” (as shown in Fig. 2).
Otherwise, if PI rejects the update, then the update status is marked as “rejected.” After
the value of the update is approved, it is finally reflected in the actual table and is removed
from the pending table. We will discuss the role of the actual table and the pending table
later in the paper. It is now compared with the conventional update model in Fig. 1. The
delay for collaborator B to view the update is improved from T1 + T2 + T3 to 0. Such
a model will provide efficiency in Collaboration as each user will give his feedback on
the work being done by others before it is accepted and committed to the database.

1.1 Our Conributions

In this paper, we present an efficient system that realizes collaboration inside a rela-
tional database, namely MySQL. While MySQL allows easy updates and querying of
data, it does not support different features needed in a collaborative scenario, namely
update approval/rejection, commenting, versioning, history of updates, and dependency
between different versions of data derived from each other. Hence, we extend MySQL
with the following functionalities in the following manner.
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Perform Insert, Update, and Delete operations on the data item.

Maintain the history of all the updates for a given data item or cell.

Mark each update as either Approved, Rejected, or Pending Approval.

Extend SQL to allow querying (i) history of all updates, (ii) Approved data only, and

(iii) Most recent values only.

e Maintain different versions of the data item and multiple instances of the same version
data.

e Establish dependency between different versions of data items and describe depen-
dency rules.

e Provide metrics for the performance of users: (i) User with a maximum number of

approvals, (i) Users with a maximum number of rejections, and (iii) User with most

numbers of updates.

The rest of the paper is organized in the following manner. Section 2 discusses the
related work. Section 3 presents an overview of the presented collaboration framework.
Section 4 discusses the design of this framework. Section 5 draws the life cycle of a
suggested change. Section 6 presents the result obtained from the experiment. Section 7
draws the conclusion and lists down future work.

2 Related Literature

There have been few attempts to design databases frameworks to support a collaborative
environment by including features like versioning. One such framework, which goes
by the name AUDIT, has been proposed in the paper ‘AUDIT: approving and tracking
updates with dependencies in collaborative databases’, and a query interface for this
framework has been explained in the paper ‘COACT: a query interface language for
collaborative databases [14, 15]. The AUDIT framework has been implemented on top of
Apache HBase [30-32]. HBase already supports version and history tracking of updates.
However, nothing like this is facilitated by the commonly used relational databases like
SQL. A drawback in the AUDIT framework is that it can consider only one instance of
data at a particular version, i.e., if there is more than one instance of the data item at
a particular version in the Pending table and one of them gets approved then all other
instances will be automatically rejected. The framework presented in this paper considers
all the instances of the data item at a particular version.

Orpheus database is another attempt at facilitating versioning capabilities on huge
datasets [17, 18]. It is implemented on top of standard relational databases, and thus it
supports most of the features supported by relational databases [16]. The OrpheusDB
makes use of three models to represent different versions of the dataset:

e The combined table model supports versioning by including an attribute that stores a
set of versions for each row.

e The second model uses a separate table that stores the versioning information by
mapping versions to row IDs.

e The third model is used to store the mapping row IDs to versions.
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OrpheusDB executes the operation ‘checkout’, which creates a new version of the
table using the older versions. The other important operation is ‘commit,” creating a new
checkout version. However, the operations in the Orpheus database are performed on the
complete dataset. In contrast, the framework suggested in this paper operates on a single
data cell (a particular column of a particular row). Most of the frameworks proposed
to date facilitate versioning only at the dataset level, contrary to the framework we are
proposing, which supports versioning at the data cell level [7-9, 19], Apart from these two
models, there are other related works like temporal databases, collaborative databases,
checkout and check-in systems, and active databases [26—29]. Temporal databases [12,
13], or multi-version databases [20—22] can track the histories of data with each update.
However, these databases present zero support for mandatory features like pending
approval or rejecting approvals by the PI. Thus these databases are not exactly used in
collaborative environments.

An active database management system (ADBMS) [24, 24] is an event-driven system
in which schema or data changes generate events monitored by active rules. Active
database management systems are invoked by synchronous events generated by user or
application programs and external asynchronous data change events such as changes
in sensor value or time. Using various rules [23], active databases can handle pending
approval and reject the pending approvals if they are invalid. However, such a system
would be highly inefficient. However, there are a lot of shortcomings in using git. Git
requires technical excellence and is much slower. It has poor GUI and usability.

3 System Overview

To explain how collaboration is carried out in a database, we need to understand various
terminologies and processes that are carried out in a collaborative environment.

3.1 Update

The update refers to any changes made to the database by any collaborators. A col-
laborator updates the data item or cell in the actual table. This update can be of three

types:

a) Insert - Insert a new row of data in the actual table.

b) Modify- Modify or change previous data already present in the cell of the actual
table.

¢) Delete - Delete an entire row from the actual table.

Any update made by the collaboration needs to be approved by the PI before it is
finally reflected in the actual table. Each update creates a new version of the data on
which the update was made. The version number of the updated data item is decided by
the version number of the data item on which the update was made. We will elaborate
on the versioning of data in the subsequent topic.
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3.2 Approval/Reject of Updates

In a collaborative environment, every update made by a collaborator needs to be reviewed
and examined before committing it to the actual database. This is done to maintain the
authenticity and consistency of the database. It is the role of the Principal Investigator
(PD) to ensure that the database does not contain any ambiguity by examining each
update carefully. Once the PI has examined the update made by a collaborator, he decides
whether to approve the update or reject it. If the PI approves the update, then the changes
are reflected in the actual database else; if the update is rejected, no changes are made
in the actual database. The record of this is maintained in history.

3.3 Pending Approval

When a collaborator makes an update in a data item, the update is set up as a request
awaiting PI approval to be accepted and reflected in the original database. The update
request is moved to a Pending table (explained later), where the PI can examine the
updates made by the collaborators and take necessary actions (approval or rejection) on
the pending updates. All such updates pending approval of the PI are termed as Pending
Approval updated in this paper. On the other hand, all the updates in the pending table
can further be updated by a collaborator resulting in a new update request, which will
then be stored in the pending table awaiting approval of the PI.

3.4 Version

Each update of the data item results in the creation of a new version of that data item.
Version no. of the updated data item is determined from the previous version of the data
item from which the update has been derived. For example, if a collaborator updates a
data item at version 1, then the newly updated data item will have version no. 2 (shown
in Fig. 3a). In our collaboration framework, we are considering multiple instances of a
version to exist simultaneously. This allowed introduction efficiency in the collaborative
environment as multiple users could work on the same version of a data item. This
will result in multiple instances having the same version no, all of which need to be
considered. For example, assume a data item X having version 1 is updated by different
collaborators. User A updates the data item X and creates version 2 of this data item (say
version 2.1). Now, if another update is made by User B on data item X having version 1,
then this will also result in the new version of data item X having version number 2 (say
version 2.2). Thus, both instances of version 2 of data item X need to be considered to
account for the work done by both the users on the same version of the data (Fig. 3b).
Now to provide consistency among different instances of the same version, we assume
the role of the Merger. We further explain the merging and role of a merger in the next
topic.

3.5 Merging

Different users can create different instances of the same version derived from the pre-
vious data item. This can lead to inconsistencies and incompleteness in the version of
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data, as selecting a particular instance of the version of the data item will not show the
entire changes made in that version. For example, assume two versions of X, version
2.1 and version 2.2, both derived from version 1 of X. Now version 2.1 may not contain
the changes made in version 2.2 of the data item X and vice versa. Thus if a user views
version 2.1 of X, he will not be getting complete knowledge about the changes made
in the data-item X in version 2. This will result in inconsistency in the data among dif-
ferent versions. To overcome this issue, we introduce the concept of merging different
instances of the same version to keep the data at a particular version consistent and com-
plete. Thus all the different instances of a version, contributed by different collaborators,
are combined, and only one instance of each version is maintained (shown in Fig. 4).

Version 1 ‘ Data-item
Update
Version 2 ‘ Data-item ‘
V4
We
Version 3 i @
Data-item

= PP A

Version N ‘ Data-item ‘
a b
Fig. 3. a Numbering of different version of a data item, b Different instances of the same version
of the data-item after update

3.6 Working of Collaborations in Databases

We have implemented our collaboration framework in a relational database. Data is
stored in a relational database in the form of tables. Collaborators work on a common
database that is accessible to all. In our collaboration framework, any changes made to
a data item are not directly updated to the original table until and unless the PI approves
it. We have assumed that the update is carried out in an Actual table that contains the
data on which all the collaborators are working. We have implemented the framework
for each cell of the Actual table. Thus, they allow the collaborators to change a particular
column of a row from the table. Initially, the Actual table is empty, and when the data
is inserted into the table, it is treated as the 1% version of the data. When a user updates
a data item (or cell) in the Actual table, it is set as pending approval. This request is
maintained in a separate table called the Pending table. So for each cell in the Actual
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Fig. 4. Merging different instances of the same version into a single version

table for which an update is done, a row is created in the Pending table for that update,
which contains the cell’s data and other details. Updates pending in the Pending table
can also be taken up for further work by a collaborator. We have maintained a Final
table along with the Pending table. The Final table contains all the records regarding
the latest update of a cell in the Actual table. Each row of both the Final and Pending
table corresponds to the cell of the Actual table on which the update is carried out. Once
the update in the Pending table is accepted/rejected by the PI, it is moved to the History
table. The History table maintains the record of all the updates carried out in a data item
over time.

4 System Design

This section describes the various tables used in designing the required framework. It
discusses the schemas of the tables and their utility in making the framework sturdy and
definitive. Apart from the Actual table (which stores the Actual data in its cells), we
have used the following six tables:

Final Table: This table stores as a tuple, particularly the latest data approved by the PI
corresponding to one of the Actual table cells. We identify a cell of the Actual table using
the tuple <row number, column name>. Each tuple in this table has values corresponding
to the following columns:

Row no: It keeps the cell’s row number in the Actual table to which this tuple belongs.
Column name: It stores the name of the column of the cell in the Actual table to which
this tuple belongs.

Approved timestamp: It has the timestamp at which the PI approved this data.

Data: This column has the md5 hash of the latest approved data.

Latest contributor: It saves the id of the contributor who made the most recent change.
Version no: It has the current version number of the data.
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History Table: This table keeps the details of the changes which were either approved
or rejected for all the cells in the Actual table. Each tuple in this table has values
corresponding to the following columns:

e HS no (History Serial Number): This is an auto-increment column for identifying a
row uniquely in this table.

e Row no: It keeps the cell’s row number in the Actual table to which this tuple belongs.

e Column name: It stores the name of the column of the cell in the Actual table to which
this tuple belongs.

e Data: This column has the md5 hash of the data.

e Version no: The current version number of the data.

e Operation: The operation is intended by the contributor to the cell’s data, and it can
take values from { ‘Insert,” ‘Update, ‘Delete’}.

e Operation timestamp: The timestamp at which the change was implemented depends
on whether it was approved or rejected by the PI.

o Status: The status of the change suggested, i.e., whether it was approved or rejected.

e Version seq no: The current sequence number of the data in a particular version
(Assuming that there can be more than one data having the same version).

e Contributor:The Id of the contributor who suggested this change.

Pending Table: This table stores the changes submitted by the collaborators as a tuple,
and these changes are yet to be approved or rejected by the PI. Each tuple in this table
has values corresponding to the following columns:

e PS no (Pending Serial number): This is an auto-increment column for identifying a
row uniquely in this table.

e Row no: It keeps the cell’s row number in the Actual table to which this tuple belongs.

e Column name: It stores the name of the column of the cell in the Actual table to which
this tuple belongs.

e Data: This column has the md5 hash of the data.

e Version no: It has the current version number of the data.

e Operation: The contributor intends the operation to the cell’s data, and it can take
values from { ‘Insert,” ‘Update,” ‘Delete’}.

e Submission timestamp: The timestamp at which the change was submitted.

e Version seq no: The current sequence number of the data in a particular version
(Assuming that there can be more than one data having the same version).

e Contributor: The Id of the contributor who suggested this change.

Merge Table: Since we allow more than one data to have the same version, efficient
merging of all the data having the same version number to get a single data is needed, and
this Merge table just facilitates that. Each tuple in this table has values corresponding to
the following columns:

e MS no (Merge Serial number): This is an auto-increment column for identifying a
row uniquely in this table.
e Row no: It keeps the cell’s row number in the Actual table to which this tuple belongs.
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e Column name: It stores the name of the column of the cell in the Actual table to which
this tuple belongs.

Version no: It has the current version number of the data.

Sequence count: It stores the number of data having the same version number, which
has been merged for each cell corresponding to tuple <row number, column name>.
Merged timestamp: It has the latest timestamp at which a new data having that
particular version number was merged with already existing data at that version no.

Comment Table: This table keeps the details of all the comments made by collaborators
on data waiting for approval in the Pending table. Each tuple in this table has values
corresponding to the following columns:

e CS no (Comment Serial number): This is an auto-increment column for identifying a
row uniquely in this table.

e PS no (Pending Serial number): It keeps the serial number of that row in the Pending
table on which the comment was made.

e Comment: It has the comment made by one of the collaborators.

o Commenter: It stores the Id of the collaborator who commented.

e Timestamp: It keeps the timestamp at which this comment was made.

5 Life Cycle of the Proposed Framework

We assume that the Actual table is that table that has the original data, and a cell in this
table is identified by the tuple <Row number, Column name> where Row number is an
auto-increment column in the Actual table, as shown in Fig. 5.

Since this framework supports updates at a cellular level, so a collaborator might
want to change the data in any of the cells and submit the changed data. The changed data
of a cell, along with other details, is stored as a tuple (row) in the Pending table waiting
for verification by the PI. In Fig. 5, the cell corresponding to the tuple <7, Col 2> has
data equal to ‘value 10°. A collaborator wants to update the cell data to ‘value 12°, hence
corresponding to that cell, a row is inserted in the Pending table. The ‘Data’ column of
the newly inserted row has data equal to ‘value 12’. The change can be either rejected
or approved by the PI depending on the authenticity of the new data suggested by the
contributor and the feedback from other collaborators on this new data. Either way, this
changed data, along with other details, is moved to the History table with ‘Approved’ or
‘Rejected’ status. If the PI approves the new data, then the version count is updated in
the Merge table, and the new data is merged with other data of the same version so that a
single unified data exists for a given version. As shown in Fig. 5, the change is approved
by the PI, and hence ‘value 12’ and other columns are moved to the History table with
status = ‘Approved.’ The data is updated in the Final table, which has < row no, column
name > corresponding to the cell whose data is being changed and so corresponding to
the tuple <7, col2 > in the Final table, we now have ‘Data’ equal to ‘value 12’.
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Fig. 5. The life cycle of a suggested change

6 Results and Discussions

In this section, we evaluate the performance of different framework Algorithms in the
following manner. We evaluate the time taken by different functionalities under insert,
update, and delete for the different numbers of records in the table. The corresponding
output of the experiment is shown in Fig. 6, Fig. 7, and Fig. 8, which shows the total
query delay for each operation.

Insert Operation: Issuing an INSERT algorithm by a collaborator involves inserting
new rows in the Pending table having data corresponding to the row’s cells, which are
to be inserted. Issuing the APPROVE algorithm for the Insert operation will move the
corresponding rows from the Pending table to the History table and insert the row in the
Actual table. Invoking the REJECT algorithm instead of APPROVE will simply move
the rows in the History table without affecting the Actual table. Figure 6 shows that the
INSERT has the least delay, which is expected because it inserts data to the Pending
table only. In contrast, REJECT inserts data to the History table and removes data from
the Pending table.

Update Operation: Issuing an UPDATE algorithm by a collaborator involves inserting
anew row in the Pending table having data corresponding to the cell of the Actual table,
which is to be updated. Issuing the APPROVE algorithm for the Update operation will
move the corresponding rows from the Pending table to the History table and updation of
the row in the Actual table. Invoking the REJECTION algorithm instead of APPROVE
will simply move the rows from Pending to the History table without affecting the Actual
table. Figure 7 shows that the UPDATE operation on the Actual table results in the least
delay. This is expected because it inserts a single row in the Pending table compared to
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REJECT or APPROVE. This results in the removal of data from the Pending table and
the insertion of a row corresponding to the update in the History table. Approve also
results in the updation of the record in the Actual table and thus has the highest delay as
visible in Fig. 7.

Insert Operation

Time (ms)

No. of records in Pending Table (in Thousand)

Fig. 6. Evaluation of INSERT, APPROVE and REJECT for insert operation

Delete Operation: Issuing a DELETE algorithm by a collaborator involves inserting a
new row in the Pending table having data corresponding to the row of the Actual table,
which is to be deleted. Issuing the APPROVE algorithm for the Delete operation will
move the corresponding rows from the Pending table to the History table and updation
the row in the Actual table. Invoking the REJECTION algorithm instead of APPROVE
will simply move the rows from Pending to the History table without affecting the Actual
table. Figure 8 shows that the Delete operation has similar behavior to the Update delay.
Delete operation involves inserting a single row in the Pending table corresponding to
the row to be deleted in the Actual table. APPROVE and REJECT both result in adding
data in the History table and removing data from the Pending table with APPROVE,
resulting in the deletion of the row from the Actual table. This is the same as the case
discussed in the Update operation, resulting in the same trend in the graph. However, the
delay of the Delete operation is less than that of the Update operation. This is because
an update involves writing operations on the database, which increases the delay as no
such operation occurs in the Delete operation.
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7 Conclusion and Future Scope
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The framework suggested in this manuscript is implemented on top of standard rela-
tional databases like SQL, and unlike most other frameworks, it supports versioning at
the data cell level. One more significant advantage of this framework is that it considers
all the instances created by different collaborators for a data item at a particular version
instead of just considering one of the instances and rejecting all others. The framework
even includes certain contribution metrics that enable the PI to get an idea of the perfor-
mance of different collaborators. A well maintainable interface can be easily concluded
for the framework. We have described the algorithms and the prototypes for all the
functionalities, making this framework easier to implement in a real-time collaboration

scenario.
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Since multiple instances of the data item at a particular version are considered, and
the data item at the next version can originate from any of those instances at the previous
version, it becomes difficult to trace the origination of data at a particular version.
We intend to work on this aspect of the framework in the future. Another part of the
framework which deserves a bit more work is the merging feature, as the merging feature
needs to be efficient and accurate for the overall efficiency of the framework.
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