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Abstract. Using sensors and mobile devices integrated with hardware and soft-
ware tools for Human Recognition Activities (HAR), is a growing scientific field,
the analysis based on this information have promising benefits to detect regular
and irregular behaviors in individuals during their daily activities. In this study,
the Van Kasteren dataset was used for the experimental stage, and it all data was
processed using the data mining classification methods: Decision Trees (DT), Sup-
port Vector Machines (SVM) and Naive Bayes (NB). These methods were applied
during the training and validation processes with the proposed methodology, and
the results obtained showed that all these three methods were successful to iden-
tify the cluster associated to the activities contained in the Van Kasteren dataset.
The Support Vector Machines (SVM) method showed the best results with the
evaluation metrics: True Positive Rate (TPR) 99.2%, False Positive Rate (FPR)
0.6%, precision (99.2%), coverage (99.2%) and F-Measure (98.8%).

Keywords: HAR - Data mining - Cluster - Evaluation metric - Dataset - Van
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1 Introduction

Using sensors and mobile devices integrated with hardware and software tools for Human
Recognition Activities (HAR), is a growing scientific field, the results have promising
benefits for detecting regular and irregular behaviors in individuals during their daily
activities. Many studies related to HAR can be found, studies like [1], where authors
used several computational intelligence methods to identify actions like crouch, stand
up, jump, run, walk and others, and there are applications in wide areas such as health-
care, security, domotics, sports and others [2-5]. Several data mining techniques (DM),
machine learning (ML), and deep learning (DL) play a relevant role inside HAR, since
they provide tools to perform tasks such as classification, segmentation and hybrid sys-
tems. These methods can be compared, based on their results, as you can see in [6-9].
The implementation of these methods can be found in several studies, such as K-Nearest
Neighbor (KNN) [1, 8, 10, 11], Support Vector Machine (SVM) [1, 6, 10, 12, 13], Naive
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Bayes (NB) [14, 15], Decision Trees (DT) [1, 16], and Neural Convolutional Networks
(CNN) [17]. Datasets play an important role in the process of HAR, since scientists can
develop new solutions for efficient identification of activities, in the literature you can see
several studies where the authors use different datasets [1, 10, 12, 18, 19]. The most rep-
resentative datasets related to HAR are Van Kasteren [20], CASAS Kyoto [21], CASAS
Aruba [22], CASAS Multiresident [23], Opportunity [24-26], UCI HAR [27, 28] and
mHealth [29, 30]. The first five datasets, contain data captured from individual interac-
tions with sensors deployed in indoor environments and the last two datasets, contain
data collected using body sensors (wearables) or smartphones. Ensuring the high quality
of a HAR model is a complex task, due to the elevated number of evaluation metrics for
validation, as you can see in [17, 31, 32]. The main objective of this study is to present a
model based on data mining techniques for HAR, the proposed approach integrates the
unsupervised cluster method K-Means with the classification techniques SVM, DT and
NB. These were compared to achieve the best results in the validation metrics: precision,
coverage, False Positive Rate FPR, True Positive Rate TPR and F-Measure. The dataset
chosen by this study was Van Kasteren, due the high quality of its data and, the number
of existing recommended studies of this kind. The study is structured as follows: in
Sect. 2 you can find previous studies related to HAR, Sect. 3 presents the materials and
methods used in the current study, Sect. 4 shows the methodology, Sect. 5 presents the
results obtained, and finally Sect. 6, show the conclusions and future works.

2 Related Works

Several authors propose the implementation of techniques or methods for the develop-
ment of tools that can correctly identify human activities, different hardware devices and
software are used to collect data, for later analysis related to HAR. Next, you can find a
brief description of some contributions in this field of study.

In [7], authors manifested difficulties in activity recognition based on sensor net-
works in SMART HOME, usually, probabilistic models such as Markov Hidden model
(HMM) and Linear Discriminant Analysis (LDA), are used to classify activities. In that
study, SVM based on minority sampling (SMOTE) overcome HMM, LDA and SVM,
and this approach could lead to a significant increase in performance for the classifica-
tion process. The Van Kasteren dataset was used during the experimentation process,
and accuracy was the chosen evaluation metric. In [8], the performance of several classi-
fication algorithms was analyzed, based on a system for recognition of online activities
under Android platforms. In this study, the classification algorithm KNN was improved
with clustering algorithms. Grouped KNN eliminates the computational complexity, and
the performance is evaluated in four test subjects for activities like walking, running,
sitting and standing up. According to [1], the recognition of human activities using
automated methods has surged recently as a key research topic, in this study, authors
proposed an optical flow descriptor based on features derived from movement, human
action is analyzed through a histogram containing local and global cinematic features,
authors used the UCF101 and Weizman datasets, and they used the classification tech-
niques KNN, DT, SVM and DL. The classification rates obtained were 98.76% using
KNN for Weizman and 70% for UCF101. In [11], the study showed the percentage
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of the population that owns a smartphone has increased significantly recently, and this
fact can be used to collect information about the context of the user. In this study, the
authors proposed a HAR model, using smartphones to obtain data, several statistics from
the sensor data were calculated to model each activity and, a learning supervised tech-
nique performed classification in real time. The methods KNN and a classifier based on
K-means were compared, and the activities analyzed were still, walking, running and
vehicle. According to [16], human movement detection is an important task to several
areas such as healthcare, physical state and elder care. This study proposed a model for
human movement detection using smartphone sensors and learning automated methods.
The data was obtained from the accelerometer, gyroscope, step counter and cardiac fre-
quency sensors. The algorithms used were KNN, DT, Random Forest, SVM with PCA
and evaluation metrics were f-measure, accuracy and area under curve. In [17], the study
shows that HAR is a field that has attracted much attention in the last few years, based
on the demand in several areas. In this study, the authors proposed the implementation
of a Deep Neural Convolutional Network (Convent) with the objective of making effi-
cient and effective HAR based on smartphone sensors. The experimentation showed that
Convent derive relevant and more complex features with each extra layer, even the com-
plexity level diminishes from layer to layer. Neural networks overcome other data mining
techniques in HAR, using a dataset collected from 30 volunteer subjects, achieving a
general performance of 94.79% in the test dataset and 95.75% with extra information
from temporal Fast Fourier Transform in the HAR dataset. According to [19], HAR
represents a great contribution for health monitoring, in the study, the authors proposed
an approach based on SMART HOME, data was collected through several sensors in
different locations. The dataset used was Van Kasteren and CASAS. In their approach,
authors first selected a class for each activity, and then the key features are used for
activity recognition. The methods used were Multi-class SVM, Correct Incorrect Dis-
tance Learning and Ranking (CIDLR) and Direct Distance Minimization (DDM). The
results obtained for HAR achieved 84.24% for Van Kasteren and 97.5% for CASAS. In
[33], the study showed that human activity recognition must consider the semantics of
the environment and the relationship between the elements on it. The authors called this
“activity space”, the location and the artifacts in it (identified by RFID tags), allowed to
apply PMM to recognize the activity performed by the individual. Preliminary studies
indicated that the proposed model was noise tolerant and had a high accuracy to detect
the activity space of the individual, and the ability to handle big volume of data. The
study in [34] showed a smart home with a ubiquitous intelligent monitoring system,
with 4 sensors (ECG, Environment Temperature, Location Camera, Facial and Expres-
sion Sensor) and 7 contexts (ECG, pulse, body temperature, environment temperature,
location, movement and facial expression). In this study, authors used LSVM (Support
Vector Machine) and association rules to analyze captured patterns. The proposed model
identified with a high level of accuracy (over 70%), the service needed by the human
based on the analysis of the information provided by the sensors. Authors in [35], man-
ifested that HAR provides valuable context information for wellness, healthcare and
sports applications, recently many approaches have been proposed for automated learn-
ing, to identify activities from sensor data. Nevertheless, most methods are designed for
off-line processing, and not on the sensor node, the proposed approach was implemented
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using an application for Android devices, 4 datasets were used: ActiveMiles, WISDM
vl1.1., Daphnet FoG and Skoda. Crossed validation was made with 10 subsets. In [36],
the authors proposed the learning of composite features formed by 2D single corners
in time and space, to recognize human activities. Each corner is codified with relation
to their neighbors and the whole set. The extraction of composite features was made
by data mining (association rules). The final classifiers can be used to perform activity
localization and classification. According to [37], gesture and movement detection for
hands is quite challenging, especially in real environments. This study performed the
recording of a hand, and 5 different gestures, and the gestures are replaced later using the
interaction with a computer mouse. The hand silhouette was extracted as a combination
of different segmentation methods, to produce an invariant affine Fourier descriptor and
then to be classified by SVM. The gestures are recognized was changes by a Finite State
Machine FSM. According to [38], the authors proposed a hierarchical method to detect
and recognize human activities in MPEG sequences. The algorithm presented 3 stages:
1. Using PCA analysis from the movement vectors in MPEG, grouping macroblocks per
speed, distance and human proportions, 2. The DC DCT components of luminance and
chrominance are compared with activity templates and human skin, 3. An exhaustive
analysis of the regions without compression in the previous steps through segmentation
and graphs. According to [39], authors presented an approach to group human activity
analysis in a smart home environment based on auto adaptive neural network called
Growing Self-Organizing Maps (GSOM). The dataset used was collected from several
sensors in an apartment within a period of two weeks. The results indicated that GSOM
showed attractive features for interpretation and analysis of useful patterns present in
the data from daily activities.

3 Materials and Methods

3.1 Dataset Description

The dataset selected for the proposed method is Van Kasteren [20]. The data was collected
by different sensors such as layer switches, mercury contacts, infrared passive sensors
PIR and flotation sensors. The collection process was made during two weeks in an
apartment occupied by two men. For the annotation process, they used Bluetooth headsets
with voice recognition and an activity log handwritten. The data are binary type, and you
can see the activation, on and off, from the sensors. The actions identified were grouped
in the activities: brush teeth, shower, go to bathroom, take a bath, shave, breakfast,
dinner, have snack, drink, load dishwasher and unload dishwasher and others. The dataset
presents a structure formed by two plain text documents called KasterenSenseData and
KasterenActData, these contain the information of the sensors and the set of activities
studied respectively. To start with the analysis of the data, first you must perform a
depuration process. First stage involves unifying the data in one single format, storing
which sensors were used in each activity. Then, the data integration is determined by the
number of times that each activity is found in the dataset, and this is shown in Fig. 1.
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Fig. 1. Number of activities by category.

In Fig. 2, you can see the number of activities by capture date, based on the sensors
installed inside the indoor environment of the study.
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Fig. 2. Number of activities by date.

After the dataset was integrated, the process of separating and transforming the
data was made, including an analysis of the distribution of the data with relation to the
frequency of occurrence of each activity, considering that the dataset is unbalanced, also
the authors proceeded to the segmentation of the data using the K-Means method, after
obtaining the optimal selection of the number of clusters based on the elbow method.
Finally, the integration of the segmentation algorithm and the classification algorithms
SVM, DT and NB was introduced.

3.2 Simple K-Means

Clustering is a data mining task where analyzed data are divided in groups [40], according
to [41], all data belonging to a single cluster are grouped, based on common features
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of the attributes. There are different methods such as partition, hierarchical, based on
density. Simple K-Means is a popular clustering method, considered of hierarchical type,
and it is used especially for grouping datasets of low dimension [41], highlighting its
simplicity and efficiency, as mentioned by [42, 43]. In [43], authors indicated that the
number of groups to create must be known previously.

3.3 Decision Trees

Decision Trees (DT) is a method used in classification processes to perform a partition
of the data in subsets, usually the structure of a DT is formed by one single root node
and several adjacent nodes called children, the combination of parent and children nodes
allows to achieve an answer, found inside the terminal node as mentioned by [44, 45].
According to [46, 47], DT are used extensively for modelling of data in real time pre-
diction systems inside real complex environments. In [48] you can see a DT is used to
support decision making processes. In [49] DT are viewed as a supervised approach for
classification processes, the most common algorithms are J48, C4.5 and Random Forest.

3.4 Naive Bayes

According to [50], the Naive Bayes (NB) method is based on the Bayes theorem with
independence between the assumed predicates, a naive Bayesian model is easy to build,
without a complex estimation of the iterative parameters, which makes it useful for big
datasets. In [51], the authors manifest that this method is based on classic mathematic
theory, the model can be implemented for a wide range of activities, since it needs few
estimated parameters, also the methods is insensitive to missing data. Bayesian networks
are considered an alternative to classic expert systems oriented to decision making and
prediction under uncertainty in probabilistic terms [52]. NB is a probabilistic classifier
that calculates a probability set, counting the frequency and combination of the values
given by the dataset [53]. The algorithm uses the Bayes theorem and assumes that all
data are independent from the values of the class variable [54].

3.5 Support Vector Machines

Support Vector Machines (SVM) is considered a method of high level when the available
data is limited, since it brings self-regulation to reduce the overfitting, it is used in
many areas such as text and hypertext categorization, handwritten characters recognition,
image classification and others [55-59]. Usually, SVM are used to solve classification
problems efficiently, since it is an automatic learning system, based in the development
of statistical learning systems [60].

4 Methodology

This study is based on the training of the methods DT, SVM and NB using the Van
Kasteren dataset under the same training scenario. Previously, the dataset was integrated,
as mentioned in Sect. 3.1, then all data was preprocessed and transformed to create the
model under the proposed approach, where the best classification algorithm, Simple
K-Means, is integrated. You can see each of the stages of the methodology below.
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4.1 Data Cleaning and Preparation

In this stage, a meticulous analysis was performed on the data, after their integration, to
identify atypical values, redundant and missing data. In this stage, it was noticed that the
activities were unbalanced, being the most predominant the “use toilet” activity, which
can create an issue of over training in that activity, and reduced accuracy capacity in the
rest of the categories described in Sect. 3.1. You can see in Fig. 3, the distribution of the
activities according to the dataset.

bed Toilet BreakFast Shower Leave Drink Dinner

Fig. 3. Activity distribution before data balancing

With this situation, it was necessary to perform a balancing process, on the classes, to
obtain best levels in the evaluation metrics, so it was decided to implement the SMOTE
algorithm [61], to allow generation of synthetic data for minority classes, based on the
number of near neighbors used and the percentage needed to increase the selected class
and the random seed for the random sampling. In this stage, it is perfectly clear that
all data must be prepared (remove missing data, atypical data, data normalization, etc.)
before using SMOTE, since the selected neighbor chosen to generate synthetic data,
could contain noise or disturbances, and the data produced would have low quality.
Nevertheless, the SMOTE filter has a positive impact when the data are unbalanced,
since the balancing processes diminish the probability of biased learning in favor of
a majority class [62]. In Fig. 4, you can see the distribution of the activities after the
SMOTE filter was applied.

4.2 Cluster Adjustment and Preparation

After the preparation and transformation stage was finished, the next step was to deter-
mine the optimal number of clusters to use to create the proposed model. For this task, it
was used the elbow method. According to [63], the elbow algorithm allows to determine
the real number of groups in a dataset, based on [64], it is a visual method, where k is
set starting in 2, the right number of generated groups. Next, in Fig. 5, you can see the
results shown by the elbow method.

Based on Fig. 5, you can see the elbow shows in k = 4, which means the optimal
number of clusters is 4. Then, the generation of 4 groups of the Simple K-Means was
implemented. Next you can see the features of data for each group created.
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Fig. 5. Elbow method results

e Cluster No 1: Group of the activities associated with the activity “Drink”, where the
activation of the sensors CupsCupboard, Fridge and Freezer is present. This group
has 103 records, representing 14% of the data.

e Cluster No 2: Group of the activities associated with the activity “Shower”, where
the activation of the sensors HallToiletDoor, HallBathroomDoor, ToiletFlush and
HallBedRoomDoor is present. This group has 118 records, representing 16% of the
data.

e Cluster No 3: Group of the activities associated with the activity “Bed”, where the
activation of the sensors HallToiletDoor, HallBathroomDoor, Fridge, FrontDoor, Toi-
letFlush and HallBedRoomDoor is present. This group has 319 records, representing
43% of the data.

e Cluster No 4: Group of the activities associated with the activity “Breakfast”, where
the activation of the sensors Microwave, CupsCupboard, Fridge, PlatesCupBoard,
Freezer, GroceriesCupBoard and PansCupBoard is present. This group has 206
records, representing 28% of the data.

With these clusters, you can see the number of activities to be recognized is reduced
from the data, but these groups can be related to other activities, as shown in Table 1.
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Table 1. Relationship of clusters and activities

Cluster Activity

1 Drink

2 Shower, Toilet

3 Bed, Leave

4 Breakfast, Dinner

4.3 Activity Classification

After all clusters were defined, the training and testing process was performed, using
the classification methods selected: DT, SVM and NB. These are compared under the
same test scenario, using crossed validation with 10 subsets to guarantee the dataset
was divided randomly, one part for training and one part for test and evaluation. The
evaluation metrics implemented were precision, coverage, FPR, TPR and F-Measure.
Next, you can see the results obtained by the implemented methods. In Table 2, you can
see the results obtained by DT for the activities classification associated with the clusters
described in Sect. 4.2. The results were considered successful, with a precision rate of
98.9%, indicating a wrong classification in 8 records only.

Table 2. DT J48 results + crossed validation: 10 folds

Class TPR FPR Precision Coverage F-measure
Cluster 0 96.1% 0.6% 96.1% 96.1% 96.1%
Cluster 1 1% 0% 1% 1% 1%
Cluster 2 99.1% 0.9% 98.8% 99.1% 98.9%
Cluster 3 99.5% 0% 1% 99.5% 99.8%
Average 98.9% 0.5% 98.9% 98.9% 98.9%

In Table 3, you can see the results obtained by SVM for the activities classification
associated with the clusters described in Sect. 4.2. The results were considered suc-
cessful, with a precision rate of 99.2%, indicating a wrong classification in 6 records
only.

In Table 4, you can see the results obtained by NB for the activities classification
associated with the clusters described in Sect. 4.2. The results were considered promising,
with a precision rate of 97.6%, indicating a wrong classification in 20 records only.

With these results from the experimentation phase, the best algorithm was SVM with
crossed validation 10 subsets, and it was integrated with the Simple K-means method
finally. Next, you can see in Fig. 6 the comparison of the algorithms.
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Table 3. SVM results + crossed validation: 10 folds
Class TPR FPR Precision Coverage F-measure
Cluster 0 1% 0% 1% 1% 1%
Cluster 1 94.9% 0% 1% 94.9% 97.4%
Cluster 2 1% 0.14% 98.2% 1% 98.4%
Cluster 3 1% 0% 1% 1% 1%
Average 99.2% 0.6% 99.2% 99.2% 98.8%
Table 4. NB results + crossed validation: 10 folds

Class TPR FPR Precision Coverage F-Measure
Cluster 0 99.0% 0% 1% 99.0% 99.5%
Cluster 1 99.2% 0.29% 86.7% 99.2% 92.5%
Cluster 2 94.4% 0.2% 99.7% 94.4% 96.9%
Cluster 3 1% 0.2% 99.5% 1% 99.8%
Average 97.3% 0.6% 97.6% 97.3% 97.4%

120.00%

100.00%

80.00%

60.00%

40.00%

20.00%

0.00% TPR FPR Precisiéon Coverage F-Mesure
mDT 98.90% 0.50% 98.90% 98.90% 98.90%
uSVM 99.20% 0.60% 99.20% 99.20% 98.80%
mNB 97.30% 0.60% 97.60% 97.30% 97.40%

Fig. 6. Comparison results of DT, SVM and NB algorithms

5 Results and Discussion

HAR is a field of study in constant growing, and researchers are working more in the
efficient identification of different activities, the technology devices have an important
role in the process, since they provide the capture and compilation of the information
correctly. The computational intelligence techniques framed inside the disciplines of
DM, ML and DL have a substantial place inside HAR, since they all use data to discover
patterns that become useful knowledge. In this study, the authors compared the classifi-
cation methods DT, SVM and NB, during the processes of training and validation of the
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proposed approach, under the same test scenario. The results obtained showed that, all
three methods are successful to recognize the cluster associated with each of the activ-
ities contained in the dataset Van Kasteren. The SVM method obtained the best result
with TPR (99.2%), FPR (0.6%), Precision (99.2%), Coverage (99.2%) and F-Measure
(98.8%), surpassing the results proposed by similar works as [31]. These results clearly
show that it is possible to create hybrid systems where traditional classification methods
can be integrated with unsupervised methods, corresponding to clustering this time, since
the latter permit to segment the activities with certain degree of similarity, obtaining a
reduction of the variables, which it is quite useful with datasets with a high number of
attributes. Finally, the presented results showed that data mining hybrid methods repre-
sent an alternate solution inside HAR, and their findings can be used to support decision
making processes.

6 Conclusions and Future Works

The recognition of human activities in daily life is research field with growing interest
in recent years, different authors have decided to study monitoring several activities,
using sensors connected through a network infrastructure, devices like smartphones and
wearables, they also have built many datasets that permit the implementation of data
mining methods with the goal of performing classification and detection processes. This
study used the dataset Van Kasteren [20], in the same way as many other studies. To
analyze the data, it was necessary to perform several procedures, highlighting integration
and representation of the data to obtain a single format capable of being processed.

In this research, the classification methods DT, SVM and NB were compared under
the same test scenario, during the training and validation processes, the results showed
that all three methods are successful to identify the cluster associated to the activities con-
tained in the dataset Van Kasteren. The SVM method obtained the best result with TPR
(99.2%), FPR (0.6%), Precision (99.2%), Coverage (99.2%) and F-Measure (98.8%),
surpassing the results proposed by similar works as [31].
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