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Abstract. Decentralized computing and blockchain technology play a
significant role in the implementation of modern digital economy business
models. The most noticeable trends in this economy are the diversifica-
tion and convergence of platforms and services, which is often achieved
through undesirable fragmentation of the overall IT landscape. Business
solutions represented by different blockchain networks turn out to be
poorly connected, data exchange between them is difficult. The search for
ways to overcome barriers between different decentralized networks leads
to an increase in the importance of cross-platform integration solutions,
providing the necessary level of interoperability. Such solutions must be
secure both in terms of confidentiality and fault tolerance. Below is a
vision of the architecture of integration gateways using the ODAP-2PC
protocol, which provides crash fault-tolerance for the integration of var-
ious networks. This architecture provides transparency of interaction,
reliability and continuity of audit in digital asset exchange systems or
payment systems with increased requirements for interoperability.
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1 Introduction

There is a growing interest in digital currencies and virtual assets as the foun-
dation of the next generation digital economy. Blockchain technology has estab-
lished itself as a reliable tool due to its properties such as immutability, trans-
parency and controllability [1–3]. Private organizations, governments are actively
researching and investing in blockchain-based digital assets, for example, by pro-
moting new platforms for digital transactions [4]. The key task on the way to
creating a digital economy is the secure connection of various networks, provid-
ing network effects between them [5–7]. Thus, the interaction of blockchains is a
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key moment in this area [2,8–10]. Although significant progress has been made
in the interoperability of public and private blockchains, legacy systems cannot
yet seamlessly interoperate with each other [11]. Moreover, current solutions are
not standardized and do not offer the possibility of seamless blockchain interac-
tion across the enterprise, and the need for adaptability is a motivating factor
for combining different blockchains to a heterogeneous ecosystem. The choice
of new blockchains allows you to explore new scenarios and keep up with the
times. However, each blockchain comes with its own security risks as the tech-
nology is still evolving. Therefore, developers have to choose between novelty
and stability, which leads to a huge variety of options. This diversity leads to
fragmentation: there are many immature solutions for blockchains (for example,
without extensive testing). Until recently, blockchains did not take into account
the need for interoperability, since each of them was focused on solving specific
problems, which led to disparate stores of data and values.

2 Future Developments of Blockchain in 6G Network

Blockchain is one of the most famous technologies unlocking the potential of
6G systems. This section explores the possibilities and strengths of blockchain
technology to address potential issues. As 5G connects users, services and appli-
cations, security and privacy are paramount. However, data management in 5G
is more difficult than in earlier wireless networks, because the connected devices
can be more diverse in type, they are expected to be very large in number, and
the data they generate will be larger and more distributed (Table 1).

Table 1. Comparison of the new generation network.

5G 6G

Transmission speed 0.1 Gb/s–20Gb/s 1 Gb/s–1 Tb/s

Reliability (error rate) (≤10−5) (≤10−5)

Solidity (106/km2) (107/km2)

Localization accuracy 10 sm in 2D 10 sm in 3D

Mobility 500 km/h 1000 km/h

Throughput (10 mb/s/m2) (10 gb/s/m3)

Delay 1–5 ms 10–100 ns

Transaction privacy leak: The blockchain relies in part on transparent trans-
actions. Consequently, in blockchain-based systems, user privacy is at risk.
Finally, blockchain-based smart contracts have significantly reduced the risk of
de-anonymization, thanks to a closed transaction between contract participants
[13].
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However, as flexible as smart contracts are, they introduce a number of new
attack surfaces into the system. The three main attack vectors for blockchain-
based smart contracts are vulnerabilities in the blockchain itself, in the smart
contract, and in the code-executing virtual machine [14].

The network layer transmits messages related to transactions and system
management. Scaling requires each node to select only raw transactions for newly
mined blocks; this will effectively halve the number of transactions required. In
addition, the network plane topology can be modified to improve broadcast
protocols [15].

The storage layer is a ledger - a global memory that stores member state
changes resulting from write and read operations mutually agreed upon by all
members at the consensus level, as well as smart contracts or other state-related
entities. Storage tier performance improvement methods are divided into:

– Storage sharding;
– Distributed hash tables.

6G is expected to dramatically increase the performance and number of wire-
less network services, resulting in a significant increase in ubiquitous computing
resources.

Fig. 1. Illustration of the relationship between different blockchain concepts.

The following types of blockchain network interaction can be distin-
guished [17]:

– Full state replication between blockchains;
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– Blockchain cross-application support;
– Blockchain compatibility with other technologies.

Figure 1 shows the relationship between different blockchain interoperability
concepts. This approach can provide interoperability at the semantic level (that
is, related to the transfer of a data value that corresponds to the interaction)
mapped to the application level. Based on the foregoing, let’s take a closer look
at multi-level protection, using the DGT platform as an example.

3 Layered Data Protection Approach

Most optimization algorithms require synchronization of local peer-to-peer access
to WAN information. This is a separate problem, known as the aggregation prob-
lem [7], and refers to a set of functions that provide access to such components of
a distributed system as network size, load average and uptime. Consider the solu-
tions of the DGT platform, which considers the problem of fault tolerance with
a multi-level data processing approach. This approach is based on the deploy-
ment of a virtual network for solving problems or when developing applications.
Servers or nodes may also be located on different physical networks. Node clus-
ters are part of a larger network division - segments, which can be of two types:
public and private. In a separate network, only one public segment is possible,
joining nodes can freely interact with other segment nodes. The network can have
several private segments, the main difference of which from the public segment
is the controlled topology (Fig. 2).

Fig. 2. DGT network topology and node attaching
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The initial implementation of the network, also called the “static core”, which
is a group of nodes that form special trust relationships (the public keys of
such nodes are known in advance and are registered at the time of the core
deployment). Joining other nodes requires the processing of node certificates for
private shards, or a dynamic connection for public shards.

DGT is positioned as a platform for distributed and decentralized comput-
ing, where the system processes data regardless of the specific application task.
To solve a specific task, it is required to set up a family of transactions, as well
as an add-on of the applied client part [19,20]. In fact, the DGT software is the
set of typical nodes, which provide interaction with other nodes, data validation
and insertion of new data into the storage (registry), also called DAG or State.
It is aimed at supporting consortium-based networks. This means that a node
can join the network if certain conditions are met. In the simplest terms, this
could be checking the host for a certificate. Depending on the implementation
of the anchor mechanism, the degree of openness of the network varies - from
completely open (public) to completely closed (private). Nodes are combined
into groups called clusters. The initial interaction is carried out through con-
nections between nodes with one dedicated node in the cluster - Leader. The
leader collects data from transaction checks at each node. Such checks are called
“votes”. If the number of votes exceeds a certain threshold, then the transaction
is considered approved in the cluster and awaits arbitration - performed outside
the cluster (additional verification). Within a cluster, nodes interact with each
other via dedicated channels, also called permalinks.

Following Sawtooth, DGT is a multi-transactional system in which several
families of transactions can be addressed. Each family is processed by a separate
transaction processor. Transaction families complement the technology of smart
contracts, and also allow you to set the boundaries of the availability of different
types of transactions for different network segments. But this approach cannot
provide complete system protection, as server components or the server itself
may fail.

4 Failure Recovery

To ensure a fair exchange of assets, blockchain gateways must work reliably and
be able to withstand various attacks. Thus, a disaster recovery strategy should
be a major factor in the design of blockchain gateways, where specific recov-
ery protocols can be developed as part of the digital asset transaction protocol
between gateways. The recovery protocol associated with the failover strategy
ensures that the source and target DLTs are changed sequentially, i.e. that assets
taken from the source DLT are preserved in the destination DLT and no double
spending can occur.

Gateways allow the seamless transfer of digital currencies and virtual assets
between these systems. The Internet Engineering Task Force is currently working
on an asset transfer protocol that works between two gateway devices. In a lay-
ered approach, when increasing throughput, communication failure may occur,
to solve this problem, you can use the ODAP protocol.
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Fig. 3. The structure of a multi-level network. V1, V2 and V3 are the validator nodes,
N1, N2, N3, N4 and N5 are the nodes of the blockchain network

5 Open Digital Asset Protocol (ODAP)

ODAP is an internetworking protocol that handles multiple cross-border dig-
ital asset transactions using asset profiles (asset schema) and the concept of
gateways. The most common layered network architecture is the client-server
architecture. It includes two ranks of communication participants, the rank of
the client and the rank of the server, while the rank of the server is dominant in
the network. This model is the basis for the centralized exchange and storage of
information, and the most common network architecture in the modern Internet.
The structure of this network is shown in Fig. 3. It can be seen from the figure
that “Node 1” is a server and all network clients access it with requests. It can
also be seen that the other nodes do not communicate directly with each other,
they do not imply such a possibility. All inter-client interactions occur either
through the mediation of the server, or do not occur at all. In this case, when
the server fails, in fact, the entire network fails and the client nodes absolutely
lose the opportunity to receive the service provided by the server node.

Crash fault-tolerant (CFT) systems can fail on n/2 nodes, where n is the
number of nodes. As long as there are most nodes with the latest state, failures
are tolerable [18]. The primary backup model defines a set of n hosts (or nodes)
that, as a group, provide fault tolerance for the service, thereby increasing avail-
ability. In this model, the application client sends messages to the primary node
P . The primary nodes forward message updates to the backup set B = B1, ..., Bn

when it receives a message. Backup server k propagates a new incoming message
to backup server k + 1, k ≤ n, k ∈ R. Node P is notified of the update when
n-node failover is reached. The message has been replicated to at least n nodes.
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If such an acknowledgment cannot be received P , the message update request
is resubmitted. If P fails, then a new leader Pnew ∈ B is chosen. If the standby
node receives a request from an application client, it forwards it to P , accepting
it only when the latter sends an update request. When an update is received, P
sends a message update to its right neighbor, sending back an acknowledgment.

Another recovery mechanism is self-healing [16]. It is assumed that dur-
ing self-healing, when nodes fail, they sooner or later recover. Although this
mode is cheaper than primary backup because it uses fewer nodes, less messages
exchanged, and less storage requirements.

6 Distributed Recovery Procedure

One of the key requirements for deploying asset transfer gateways is the high
availability of the gateways. The distributed recovery procedure then improves
the fault tolerance of the layered nodes through fault tolerance. Next, we present
an overview of the ODAP-2PC. ODAP-2PC supports two alternative fault tol-
erance strategies:

– Self-healing mode: after a failure, the gateway eventually informs other parties
about its recovery and continues the protocol execution;

– Primary backup mode: if a node goes down indefinitely, a backup is created
using the log storage API to retrieve the most recent version of the log.

We assume that the gateway does not lose its long-term keys (public/private
key pair) and can re-establish all TLS connections. In the main-backup mode,
we assume that after a period δt of failure of the main gateway, the backup
gateway unambiguously detects this failure and assumes the role of the main
one. Failure is detected using a conservative value of δt. To do this, a backup
gateway essentially does the same thing as a gateway in self-healing mode:

– reads the log and continues the process. In this mode, the log must be shared
between the primary and backup gateways. If there is more than one backup,
a leader election protocol must be run to decide which backup will take the
lead role.

– In both modes, logs are written before operations to ensure the atomicity and
consistency of the protocol used to exchange assets. The log data is considered
as a resource that may be internal to the DLT system.

There are several situations where a failure can occur [18]. On Fig. 4 shows
the GS (source gatway) failing before it performs the verification operation for
the GR (recipient gateway) steps 1 and 2. Both gateways retain their storage
APIs. In self-healing mode, the gateway eventually recovers (step 3) by creating
a recovered message in the form (step 4). The unbroken gateway requests the
log entries that the failover gateway needs (steps 5, 6). In particular, the GS
obtains the required log entries in step 7 and compares them with its current
log. The GS then attempts to reconcile the changes with its current state (step
8). After processing, if both versions of the log match, the log is updated and
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Fig. 4. GS failure before issuing initialization-validation GR

the process can continue. If the logs differ, then the GS calls the updateLog
primitive, updating its log (step 9) and thereby allowing the failed gateway to
recover the current moment.

In this particular example, step 9 will not occur because the exec-validate,
done-validate, and ack-validate operations were not performed by GR. If the Log
Storage API is in Shared mode, no additional synchronization steps are required.
After that confirms successful recovery (steps 10, 11).

A set of experiments was carried out with a two-rank processing system as
shown with fault tolerance on the DGT platform. Initially tested on a stable with
24 presti nodes over 1000 transactions and it resulted in an average throughput
of (Fig. 5) 0.009 s per transaction.

In Fig. 6 simulated forced failure of 6 out of 24 nodes while processing 1000
transactions, in this scenario, the node leader started to process voting rounds
among 18 nodes and continued to process data. This processing position took
an average of 0.0077 s (Fig. 6) of time.
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Fig. 5. Transaction processing graph with 24 nodes deployed.

Fig. 6. Graph of transaction processing with 24 deployed nodes which forced a system
failure on 6 nodes.

In the third scenario, it was decided to run on 12 nodes to simulate fault
tolerance at 24 nodes. Despite such a failure in the number of nodes, the PBFT
consensus round of voting was stable, processing one transaction in 0.0073 s on
average (Fig. 7).
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Fig. 7. Graph of transaction processing with 24 deployed nodes which forced a system
failure on 12 nodes.

Each node is a set of services that interact with each other and are responsible
for organizing the network, storing data, and processing transactions. Even a
single node delivers a significant service that supports client applications via
APIs. At the same time, a number of network capabilities of the platform can
be used only if there are several nodes. Therefore, thanks to this technology, we
eliminate the main drawback of a distributed system - data failure, which allows
us to reduce the risks associated with the failure of a part of the system.

7 Conclusion

In this article, we have presented a possible view of how to overcome barriers
between different decentralized networks leading to an increase in the importance
of cross-platform integration solutions, providing the necessary level of interop-
erability. Such solutions must be secure both in terms of confidentiality and fault
tolerance. Integration gateways using the ODAP protocol, which provides crash
fault-tolerance integration of various networks. We have shown that our solution
is fault tolerant by using a multi-rank distributed recovery mechanism approach.

The research is partially funded by the Ministry of Science and Higher Educa-
tion of the Russian Federation as part of World-class Research Center program:
Advanced Digital Technologies (contract No. 075-15-2020-903 dated 16.11.2020).
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