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Preface

The present book includes accepted papers of the 4th International Conference on
Intelligent Technologies and Applications (INTAP 2021), held in Grimstad, Norway,
during October 11–13, 2021, organized and hosted by the University of Agder (UiA)
and by Oslo Metropolitan University (OsloMet) with the support of the Top Research
Centre Mechatronics (TRCM), UiA; the Center for Artificial Intelligence Research
(CAIR), UiA; and theArtificial Intelligence ResearchGroup (AIRG), IslamiaUniversity
of Bahawalpur (IUB), Pakistan. INTAP 2021 was supported by the Institute of Electrical
and Electronics Engineers (IEEE) Norway Section.

The conference was organized in thirteen simultaneous tracks: Intelligence [6
papers], Internet of Things (IoT) [1 paper], Smart Electrical Energy Systems [4 papers],
Decision Support Systems [1 paper], Intelligent Environments [1 paper], Social Media
Analytics [2 papers], Robotics [8 papers], Artificial Intelligence (AI) and Machine
Learning (ML) Security [1 paper], ML in Energy Sectors and Materials [4 papers],
Applications of Intelligent Technologies in Emergency Management [1 paper], ML and
AI for Intelligent Health [2 papers], ML and AI for Sensing Technologies [2 papers],
and Miscellaneous [6 papers].

INTAP 2021 received 243 submissions from authors in 27 countries and districts in
six continents. After a single-blind review process, only 39 submissions were accepted
as full papers based on the classifications provided by the Program Committee, resulting
in an acceptance rate of 16%. The selected papers come from researchers based in
several countries includingAustralia, Belgium, Chile, China, Denmark, Finland, France,
Germany, Greece, India, Italy, Japan, Lithuania, Malaysia, the Netherlands, Norway,
Pakistan, Palestine, Philippines, Portugal, Romania, South Africa, Spain, Sweden, the
UK, the USA, and Vietnam. The highly diversified audience gave us the opportunity to
achieve a good level of understanding of the mutual needs, requirements, and technical
means available in this field of research. Papers coauthored bymembers of the conference
committees were handled so that there were no conflicts of interest regarding the review
process.

The selected papers reflect state-of-the-art research in different domains and
applications of artificial intelligence and highlight the benefits of intelligent and smart
systems in these domains and applications.

The high-quality standards of research presented will be maintained and reinforced
at future editions of this conference.

Furthermore, INTAP 2021 include six plenary keynote lectures given by Domenico
Prattichizzo, ShugenMA,DeepakKhazanchi, StephanSigg, andValeriyaNaumova. The
talk by Valeriya Naumova was supported and sponsored by the European Association
for Artificial Intelligence (EurAI). We would like to express our appreciation to all of
them and in particular to those who took the time to contribute a paper to this book.

On behalf of the conference Organizing Committee, we would like to thank all
participants, the authors, whose high-quality work is the essence of the conference, and
the members of the Program Committee and all reviewers, who helped us with their
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eminent expertise in reviewing and selecting the quality papers for this book. As we
know, organizing an international conference requires the effort of many individuals.
We also wish to thank all the members of our Organizing Committee, whose work and
commitmentwere invaluable. Finally, we thank Springer for their trust and for publishing
the proceedings of INTAP 2021.

October 2021 Filippo Sanfilippo
Ole-Christoffer Granmo
Sule Yayilgan Yildirim
Imran Sarwar Bajwa
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Dense Nearest Neighborhood Query

Hina Suzuki1(B), Hanxiong Chen2, Kazutaka Furuse3, and Toshiyuki Amagasa2

1 Degree Programs in Systems and Information Engineering, University of Tsukuba,
Tsukuba, Japan

suzuki.hina.ss@alumni.tsukuba.ac.jp
2 Department of Computer Science, University of Tsukuba, Tsukuba, Japan

{chx,amagasa}@cs.tsukuba.ac.jp
3 Faculty of Business Administration, University of Hakuoh, Oyama, Japan

furuse@fc.hakuoh.ac.jp

Abstract. A nearest neighbor (NN) query is a principal factor in appli-
cations that handle multidimensional vector data, such as location-based
services, data mining, and pattern recognition. Meanwhile, a nearest
neighborhood (NNH) query finds neighborhoods which are not only
dense but also near to the query. However, it cannot find desired groups
owing to strong restrictions such as fixed group size in previous studies.
Thus, in this paper, we propose a dense nearest neighborhood (DNNH)
query, which is a query without strong constraints, and three efficient
algorithms to solve the DNNH query. The proposed methods are divided
into clustering-based and expanding-based methods. The expanding-
based method can efficiently find a solution by reducing unnecessary
processing using a filtering threshold and expansion breaking criterion.
Experiments on various datasets confirm the effectiveness and efficiency
of the proposed methods.

Keywords: Nearest neighborhood query · Spatial database ·
Information retrieval · Grid index

1 Introduction

In multi-dimensional vector data such as spatial databases, a nearest neighbor
(NN) query is a fundamental and important query in many fields, such as data
mining and information retrieval, and it is widely used in various applications,
such as services using pattern recognition, facility information, and map and
navigation services using location information.

Many neighbor searches have been developed from the NN search. Sometimes
users want to search a “dense group” of neighboring points quickly. Examples
are as follows:

– A tourist who wants to visit several stores without moving too much
– A user who wants to find a social networking community whose hobbies and

interests match his own
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
F. Sanfilippo et al. (Eds.): INTAP 2021, CCIS 1616, pp. 3–16, 2022.
https://doi.org/10.1007/978-3-031-10525-8_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10525-8_1&domain=pdf
https://doi.org/10.1007/978-3-031-10525-8_1
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– A user who wants to identify an accident-prone area near a school

Figure 1 shows an example for some neighbor points from a given query q. In (b),
four points nearest to the query are searched, which are obtained by repeating the
single neighbor point search four times. As indicated in this example, searched
points may be scattered in the data space. In (c), a dense group including four
points is searched. This paper addresses the latter type of searches.

(a) (b)

qq

(c)

Fig. 1. (a) Data Points, (b) 4-NN of query q (data points that are emphasized as
triangles), (c) A Dense neighborhood of q

Among the many studies on the efficiency and extension of the NN query, the
most relevant queries for this type are the nearest neighborhood (NNH) query [1]
and balanced nearest neighborhood (BNNH) query [6], which are explained in
detail in Sect. 2. The BNNH query is an extension of the NNH query that solves
the query of the empty output owing to the strong constraints. However, the
remaining constraints of the BNNH query interfere with users obtaining the
desired output.

In this paper, we propose a novel flexible query, dense nearest neigh-
borhood (DNNH), releasing the above constraints, and three algorithms for
solving the query. One is an intuitive method that uses clustering techniques,
and the other two algorithms provide faster search by exploiting the filtering
thresholds and expansion breaking criteria for group retrieval. To verify the use-
fulness and the efficiency of the proposed methods, we conducted experiments
on a large dataset and compared the performance of the proposed methods.

2 Related Work

The neighborhood search query starts with the most basic (k-)NN query, which
searches for the (k) points closest to the query point, and has been studied in
many ways to improve its efficiency and extension [2,5,7,8]. Intuitively, cluster-
ing the dataset and find the nearest cluster answers DNNH query. However, it
is inefficient to run the clustering algorithm whenever a single datum changes.
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To compare, we still implement an algorithm based on x-means and believe that
using other clustering algorithms makes no fundamental difference.

The queries that are most relevant to the search for dense neighborhood
groups are the NNH query [1] and BNNH query [6]. When each of these queries
is applied to the dataset in Fig. 1(a), the candidate groups are as shown in (a),
(b) and (c) of Fig. 2.

(a) (b) (c)
k = 3 k = 4

Fig. 2. (a) NNH, specifying k = 3 and a fixed radius ρ. Circles with a smaller ρ may
not guarantee 3 points contained (b) BNNH, specifying k = 4 and ρ is changeable.
May enlarge the circles to guarantee 4 points contained and gives up the density. (c)
DNNH

NNH Query. The NNH query [1] outputs the smallest distance between the
center of a circle and a query point among the circles that contain more than a
specified number (k) of points within the circle of a specified radius (ρ).
As shown in Fig. 2(a), it is possible to obtain the desired group (triangle mark
points in Fig. 1(c)) by specifying the appropriate parameters. However, in real-
ity, it is not always the case that more than k points are found within the circle
of fixed ρ, which implies that the query obtains an empty result if the appropri-
ate parameters cannot be specified. Estimating the appropriate parameters in
advance is particularly difficult for large datasets.

BNNH Query. The BNNH query uses a circle of variable radius to guarantee
that it contains the specified number (k) of points. This is implemented by
finding the circles minimizing the evaluation Δ(C, q) expressed by the following
equation:

Δ(C, q) = α‖q − c(C)‖ + (1 − α)ρ

Here, c(C) is the center of C, and ρ is the radius of C. ‖q−c(C)‖ is the Euclidean
distance between q and c(C). α is a value for 0 < α < 1, where the closer the
value to 0, the greater the cohesion, and the closer it is to 1, the greater the
distance to q. Unlike NNH queries, BNNH queries allow to enlarge the circle to
guarantee k data in the answer.

However, there is still the problem that the group circle will not be dense
unless an appropriate k is specified. For example, the candidate groups in the
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sample dataset (Fig. 2(b)) by BNNH with varying parameters are shown in Fig. 3.
The best dense nearby group is group C with parameter k = 4, as shown in (a).
However, in (b), for parameter k = 5, it returns group C ′, which is neither dense
nor close to the query q.

(a) (b)
k = 4 k = 5

C

C

Fig. 3. The candidate groups by BNNH with varying parameters. (a) k = 4, (b) k = 5

Therefore, the BNNH query strongly depends on the parameter k, and there
is a high possibility that the desired dense nearby group cannot be obtained if
the appropriate value is not given. Nevertheless, it is difficult to estimate the
value depending on the dataset and query location in advance. To address the
problem that neither NNH nor BNNH guarantees that the answer groups found
are dense, we propose DNNH, which finds a dense group without specifying
the parameters k and ρ. DNNH queries are more flexible than BNNH queries
because they compare dense groups that were retrieved regardless of the number
of points in the group.

3 Dense Nearest Neighborhood Query

Definition 1. (Dense nearest neighborhood query, DNNH). Given a set of
points P and a query point q, the DNNH query returns a group C that min-
imizes the value of Δ(C, q).

The total degree of approximation Δ is defined by the following equation1:

Δ(C, q) = ‖q − c(C)‖ + sd(C) (1)

Here, c(C) is the centroid of C, and sd(C) is the standard deviation of C. Com-
pared with the previous studies that used the center and radius of a circle, this
method can accurately represent the variation of points in a group. Moreover,
DNNH overcomes the disadvantage of BNNH such that the searched groups are
not necessarily dense, because it does not require the number of points in each
group.
1 Note that the definition of Δ is not same as the one of BNNH.
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The most difficult part of solving a DNNH query is to efficiently retrieve
dense groups. For example, if we consider how to find a dense group to which a
point p may belong, in the case of the BNNH query, because the number of data
in the group k is specified, we can find it only by performing a number of NN
searches based on k for p. Meanwhile, in a DNNH query, the number of data in
a group is not specified; thus, we must find a dense group from a large number
of combinations including p, and it is NP-hard to find the optimal solution. We
propose three approximate solutions by heuristics—the one is by clustering and
the others are by expanding—for implementing efficient DNNH search.

3.1 Clustering-Based Approach

As the simplest approach for solving DNNH queries, we propose calculating Δ
after clustering all the points. It is important to note here that the DNNH query
is parameter free; therefore, clustering should not take redundant parameters as
well.

X-means is an extension of k-means and is characterized by the fact that
it can estimate the number of clusters and perform clustering simultaneously
without the need to specify the number of clusters in advance, by using the
recursive 2-means partitioning and the stopping criterion based on the informa-
tion criterion BIC. BIC is calculated by the likelihood function and the size of
a dataset, intuitively telling whether it is likely to split a set into two. In this
study, we used an algorithm improved by Ishioka [4]. This algorithm differs from
the original one by Pellog and Moore in that it considers the possibility that the
variance differs among clusters, and it uses approximate computation for some
calculations to enhance the efficiency. The pseudocode is shown in Algorithm1.

3.2 Expanding-Based Approach

Clustering of large datasets used in the abovementioned approach is time con-
suming. To avoid this, our another approach attempts to retrieve groups from
nearby the query q. Intuitively, points located near the query are more likely
to form the result group. In this approach, we retrieve groups from the query’s
neighborhood and filter points that cannot be answers using the current degree
Δe as a threshold. Using this approach, we briefly repeat the following: (1)
Extract the query neighbor from the dataset, (2) retrieve the dense group to
which the extracted point belongs (Sect. 3.2.1, 3.2.3), (3) update the threshold
for filtering and remove the points that cannot be answers from the dataset
(Sect. 3.2.2).

3.2.1 Evaluation Metric for Retrieving a Cluster
In this section, we explain how the retrieval of a dense group Cp to which a
point p belongs is performed. In this study, this is achieved by selecting a dense
preferred group from among the groups obtained by expansion using an NN
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Algorithm 1. X-means Clustering-based Algorithm
Input: P , q, k0

Output: C
1: C, C ← φ
2: C1, C2, ..., Ck0 ← k-means++ (p, k0) // partition P into k0 clusters
3: for each Ci ∈ {C1, C2, ..., Ck0} do
4: splitClusterRecursively(Ci)

5: for each Ci ∈ C do
6: if Δ(Ci, q) < Δ(C, q) then
7: C ← Ci

8: return C

9: function splitClusterRecursively(C)
10: C1, C2 ← k-means++(C, 2)
11: if BIC(C) > BIC′(C1, C2) then
12: for each Ci ∈ {C1, C2} do
13: splitClusterRecursively(Ci)

14: else
15: Insert C into C

search. The problem is to select a group from the enlarged ones based on the
criteria, which we address by designing and using the enlargement index Δe.

The Δe is calculated by

Δe(C, pnext) = Δ(C, q) · πe(C, pnext)

where πe(C,P ) denotes the expandability of group C in dataset P and is defined
by the following equation:

πe(C, pnext) =
pdmean(C)

pdmean(C) + ndmean(C, pnext)

pdmean(C) =
1

(|C|
2

)
∑

pi,pj∈C

‖pi − pj‖

ndmean(C, pnext) =
1

|C|
∑

p∈C

‖pnext − p‖

pnext = arg min
p∈P−C

‖c(C) − p‖

pdmean and ndmean represent the average distance between the samples in the
group and the average distance between the candidate points (pnext) and the
samples in the group, respectively. The candidate point pnext is the point that
has the smallest distance to the center c(C) among the points not in C.
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3.2.2 Bounding the Expanding Group
In this section, we explain the conditions under which a point p is removed
using Δ of an already retrieved group C. Let Cp denote the group to which p
belongs. If min Δ(Cp, q) > Δ(∃C, q) holds, the group to which p belongs will
not be preferred to the existing groups, and no further processing of p is neces-
sary. Therefore, if we can derive min Δ(Cp, q) from the information of p, we can
determine whether the group is removed by filtering using Δ(C, q). However, in
a DNNH query where the number of data in a group is not specified, Δ may be
as small as possible depending on the distribution of the data, and it is difficult
to determine the exact filtering threshold. Evidently, it makes no sense to find
dense groups in a uniform distribution; therefore, we assume that the data of Cp

follow a normal distribution.
Based on the assumption that the data of Cp follow a normal distribution,

arg min Δ(Cp, q) as Cmin
p , we can approximate its centroid and standard devia-

tion. In this case, minΔ(Cp, q) can be calculated as follows:

min Δ(Cp, q) = ‖q − cmin
p ‖ + sd(Cmin

p ) =
‖q − p‖

2
+

‖q − p‖
2α

=
α + 1
2α

‖q − p‖

The α indicates the sigma rule coefficient, and all points in group Cp are assumed
to be within the radius α · sd(Cp) from the centroid. According to the 68-95-
99.7 rule of the normal distribution, about 95%, 99.7% of the points of Cp are
within the radius 2sd(Cp), 3sd(Cp) from the centroid. Therefore, α = 2 or 3
seems to be effective. Substituting this into min Δ(Cp, q) ≤ Δ(C, q), we obtain
‖q − p‖ > 2α

α+1Δ(C, q). This leads to the following conclusion.

Theorem 1. A point p locating further than a bound, that is, p which holds the
following in equation:

‖q − p‖ >
2α

α + 1
min

C
Δ(C, q) (2)

can be removed in the filtering process.

3.2.3 Expansion Breaking Criteria
The bound given above is inefficient because it works only in the second and
subsequent retrieval of clusters. For the computation of pdmean, ndmean, the first
group retrieval always continues to expand until the entire dataset is included,
and O(|P |2). This is a problem because the DNNH query does not specify the
group size, which affects the efficiency.

By the definition of Δe, we know that p of small Δe suggests that the corre-
sponding group is desired so that we can stop the enlargement process, thereby
reducing the computational cost. Then, we determine that Δe is small enough.
Under the assumption that C to which p belongs follows a normal distribu-
tion, and they exist within the radius α · sd(C) from the centroid c, when Eq. 3
holds for the expansion point pnext , we can conclude that further expansion is
meaningless.



10 H. Suzuki et al.

‖pnext − q‖ ≥ α · sd(C) (3)

In addition, in the latter half of the cluster retrieval, where the solution is less
likely to be obtained, we aim to further speed up the process by terminating the
expansion when the cluster is found to be less preferable than the current most
preferable cluster Cbest among the retrieved clusters. However, as mentioned in
Sect. 3.2.2, because the DNNH query does not specify the group size, Δ may be
as small as possible depending on the distribution of the data. For C of a certain
size, it is reasonable to assume that sd(C) monotonically increases with each
expansion. Let C ′ be the cluster of C expanded an arbitrary number of times;
then, sd(C ′) > sd(C) holds by the assumption. Here, if

sd(C) > Δ(Cbest) (4)

holds, then by the definition of Δ, Δ(C ′) > sd(C ′) > sd(C) > Δ(Cbest) holds.
This means that Eq. 4 can be used as expansion breaking criteria to stop expand-
ing C.

3.2.4 Basic Expanding Algorithm
The basic method is shown in Algorithm 2. In this method, the points of dataset
P are first sorted in order of their distance from the query point q. The points
are extracted from the sorted dataset in order from the top (line 3), and groups
are retrieved as described in Sect. 3.2.1, 3.2.3 (lines 4, 10–18). After the retrieval
is finished, the points in the group are removed from P as processed (line 5), the
threshold bound is updated and filtered (lines 6–8), and if there are still unpro-
cessed points, the group is retrieved again (line 2). The process is terminated
when there are no more unprocessed points.

3.2.5 Grid Expanding Algorithm
The problem of the basic method is that the entire process, from indexing to
filtering of the dataset, is point-based, which is inefficient. Therefore, we propose
a grid-based method for preferential search from the neighboring points of query
points and further reduction of the search space in the NN search. The images
are presented in Fig. 4. The figure shows an example of a grid that divides the
space into 4×4 cells. The grid structure allows us to directly refer to the points
in the cells, thereby enabling us to achieve a more efficient refinement of the
search space in the NN search and coherent filtering process for each cell. The
pseudocode is shown in Algorithm 3.

4 Experiments

We conducted experiments to verify the efficiency of the proposed methods. All
algorithms for the solutions presented were implemented in C++. The experi-
ments were conducted on a Windows operating system with the following speci-
fications: Windows 10 Home, with a 2.9 GHz 8-Core Intel Core i7 processor and
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Algorithm 2. Basic Expanding Algorithm
Input: P , q, α, kmin , kmax

Output: Cbest

1: bound ← ∞
2: while P is not empty do
3: p ← nearest point ∈ P from q that is nearer than bound in Eq. 2
4: C ← RetrieveCluster(p, kmin , kmax )
5: P ← P − C
6: if Δ(C) < Δ(Cbest) then
7: update bound of Eq. 2
8: Cbest ← C

9: return Cbest

10: function RetrieveCluster(p, kmin , kmax )
11: C ← {p}, Cbest ← C
12: while P is not empty ∧ Eq. 4 is not satisfied do
13: pnext ← nearest point ∈ P from c
14: if Eq. 3 is not satisfied then break

15: if |Cbest | = 1 ∨ Δe(C, pnext) < Δe(Cbest , pnext
best) then

16: Cbest ← C

17: C ← C ∪ pnext

18: return Cbest

memory of 64 GB 1466 MHz MHz DDR4. The real data NE (123,593 data),
RR (257,942 data), and CAS (196,902 data) were provided by the U.S. Cen-
sus Bureau’s TIGER project2. In addition, to measure the correspondence to
the datasets with various distributions, we prepared uniform random data UN
(10000–200000 pts) and a cluster dataset RN. RN is a composite dataset of ran-
dom numbers that follow the standard normal distribution and are scaled and
arranged equally in space as clusters. All these datasets were two-dimensional
and normalized to [0, 1]. Experiments compare the performance of the three pro-
posed methods (x-means clustering-based, basic expanding, and grid expanding)
on real data, scalability, changes in cluster size |C|, α, and distance between clus-
ters. In the grid expanding algorithm, we vary the grid size n and investigate
the appropriate value of n. q was selected randomly from the dataset. Unless
otherwise stated, α = 2, n = 100, the distance between clusters = 1.0, and
the cluster size lower limit kmin = 10. All results are reported as the average
processing time for conducting DNNH queries 10 times.

4.1 Experimental Results

Performance for the Real Datasets. The results are presented in Fig. 5. The
results of the x-means clustering-based algorithm are “xmeans”; basic expanding
and grid expanding algorighm are “basic” and “grid,” respectively; and “U100”
2 http://chorochronos.datastories.org/?q=user/15/track.

http://chorochronos.datastories.org/?q=user/15/track
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pruned cell

bound

Fig. 4. Grid-based algorithm

and “U500” indicate that the cluster size upper limit kmax is set to 100 and
500, respectively. First, it can be observed that the x-means clustering-based
algorithm is the slowest, and the basic expanding and grid expanding algorithms
are the fastest for all datasets. This is especially true for RR, where even the
basic expanding algorithm (kmax = 500), which is the slowest among the basic
expanding and the grid expanding algorithms, is 10 times faster than the x-
means clustering-based algorithm. The fastest algorithm is the grid expanding
algorithm, which is up to three times faster than the basic expanding algorithm.

Fig. 5. Performance for the real datasets

Effect of Dataset Size. The results are shown in Figs. 6 and 7. First, the exper-
imental results for the UN dataset (Fig. 6) show that the x-means clustering-
based algorithm is the fastest when the data size is 10000. However, after 50000,
the basic expanding and the grid expanding algorithms are reversed and become
faster. A linear or gradual increase in the execution time is observed in all algo-
rithms. The fastest algorithm is the grid expanding, which shows a higher per-
formance than the basic expanding, as the data size increases. The experimental
results for the RN dataset (Fig. 7) show that the basic expanding and the grid
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Algorithm 3. Grid Expanding Algorithm
Input: P , q, kmin , kmax , α
Output: Cbest

1: bound ← ∞, Pcur ← φ
2: cells ← get surround cells of q
3: while cells locate in bound do
4: Pcur ← points in cells
5: while Pcur is not empty do
6: p ← nearest point ∈ Pcur from q that is nearer than bound in Eq. 2
7: C ← RetrieveCluster(p, kmin , kmax )
8: P ← P − C
9: if Δ(C) < Δ(Cbest) then

10: update bound of Eq. 2
11: Cbest ← C

12: cells ← the next round of cells
13: return Cbest

14: function RetrieveCluster(p, kmin , kmax )
15: C ← {p}, Cbest ← C
16: cells ← get surround cells of p
17: while cells locate in bound do
18: Pcur ← points in cells
19: while Pcur is not empty ∧ Eq. 4 is not satisfied do
20: pnext ← nearest point ∈ Pcur from c
21: if Eq. 3 is not satisfied then break

22: if |Cbest | = 1 ∨ Δe(C, pnext) < Δe(Cbest , pnext
best) then

23: Cbest ← C

24: C ← C ∪ pnext

25: cells ← the next round of cells
26: return Cbest

expanding algorithms are clearly faster than the x-means clustering-based algo-
rithm when the cluster size |C| = 50 and the increase in the execution time was
also slow. Again, the fastest algorithm is the grid expanding algorithm, which
performed about 100 times faster than the x-means clustering-based algorithm.

Effect of Cluster Size. The results are shown in Fig. 8. From 10 to 200, the
basic expanding and the grid expanding algorithms are from 10 to 1000 times
faster than the x-means clustering-based algorithm. However, the execution time
of the basic expanding and the grid expanding algorithms increased with an
increase in the cluster size and reversed when the cluster size was 500. For the
x-means clustering-based algorithm, the decrease in execution time as the cluster
size increases can be attributed to the fact that the number of clusters in the
entire dataset decreases owing to the fixed data size, which reduces the number
of divisions by k-means and the amount of BIC computations.
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Fig. 6. Effect of data size (UN) (kmax =
500)

Fig. 7. Effect of data size (RN) (kmax =
1000; |C| = 50)

Effect of the Cluster Distance. The results are shown in Fig. 9. If the distance
between clusters is x, there is an interval of x clusters between the clusters.
Consequently, while the basic expanding and the grid expanding algorithms are
from 10 to 100 times faster than the x-means clustering-based algorithm in
many cases, the performance of the basic expanding and the grid expanding
deteriorated rapidly when the distance of the clusters was 0.0. This is because
the expansion breaking criteria can no longer function due to the loss of distance
between clusters, but it does function after 0.5, indicating that the proposed
expansion breaking criteria is effective even for small intervals.

Fig. 8. Effect of cluster size (|P | =
100000; kmin =5; kmax =1000)

Fig. 9. Effect of distance of clusters
(|P | = 100000; |C| = 50; kmax = 500)

Effect of sigma rule coefficient α. The results are shown in Fig. 10. Con-
sequently, it is the fastest when α = 2 or 3 especially in the grid expanding
algorithm. The slowest speed is obtained when α = 1 or 5 because it is quite
small or large value that the expansion breaking criteria or filtering no longer
works.
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Effect of Grid Size n. For example, because the datasets are two-dimensional,
when n = 100, the maximum number of cells is n2 = 100000. The results are
shown in Fig. 11. The cluster size of RN is fixed at 50 (RN-50P) and 200 (RN-
200P). Hence, the fastest execution time was obtained when n = 10, 30 or 50,
and the execution time increased slowly. This is because, when the grid size
becomes quite large, the cells become smaller than necessary, and the amount
of search and the expansion processing of each cell increases.

Fig. 10. Effect of α (|P |=100000; |C|=
50; kmax =500)

Fig. 11. Effect of grid size n (|P | =
100000 (UN, RN); kmax =300)

4.2 Evaluation of the Proposed Methods

Overall, the grid expanding algorithm is the fastest. In particular, in compar-
ison between the basic expanding and the grid expanding algorithms, the grid
expanding algorithm is faster in all results, unless the data size is small or ineffi-
cient parameter settings (such as α = 5) are used. Therefore, the grid expanding
algorithm should be chosen unless there is concern about memory usage or the
small overhead of building the cellular data. Depending on the distribution of
the data, a grid size of approximately 10–50 is considered the most suitable for
achieving a good balance between memory usage and processing efficiency.

However, depending on the distribution of the dataset and the purpose of
the search, the x-means clustering-based algorithm may be a better choice. For
example, the dataset may be sparsely distributed or the cluster size may be larger
than 200. However, in this study, we consider finding a set of nearby facilities
in a location-based service using a spatial database, or finding a set of objects
with attributes similar to those of a particular user in a social network service
(SNS). In these situations, the basic expanding or the grid expanding algorithm
is preferable because it can rapidly detect small- to medium-sized neighborhood
clusters.
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5 Conclusion and Future Work

In this paper, we proposed a DNNH query, which finds dense groups without
severe constraints, and the efficient methods for solving the query: x-means
clustering-based algorithm, basic expanding algorithm, and grid expanding algo-
rithm. The DNNH query can flexibly find more desirable groups for users, which
cannot be achieved by strongly constraining existing problems. Among the pro-
posed methods, the grid expanding algorithm is the fastest, and it can contribute
to many applications that deal with large datasets.

For future work, we are going to investigate the effect of the expansion break-
ing criteria in distributions with overlapping clusters. We will also extend the
grid based method to high dimension data. For example, we can consider an
approach using density-based clustering methods such as DBSCAN [3] for group
retrieval. It is also under consideration to parallel our algorithms and apply
multi-threaded solution.
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Abstract. A method for nonlinear topology identification is proposed,
based on the assumption that a collection of time series are generated in
two steps: i) a vector autoregressive process in a latent space, and ii) a
nonlinear, component-wise, monotonically increasing observation map-
ping. The latter mappings are assumed invertible, and are modeled as
shallow neural networks, so that their inverse can be numerically evalu-
ated, and their parameters can be learned using a technique inspired in
deep learning. Due to the function inversion, the backpropagation step is
not straightforward, and this paper explains the steps needed to calcu-
late the gradients applying implicit differentiation. Whereas the model
explainability is the same as that for linear VAR processes, preliminary
numerical tests show that the prediction error becomes smaller.

Keywords: Vector autoregressive model · Nonlinear · Network
topology inference · Invertible neural network

1 Introduction

Multi-dimensional time series data are observed in many real-world systems,
where some of the time series are influenced by other time series. The interrela-
tions among the time series can be encoded in a graph structure, and identifying
such structure or topology is of great interest in multiple applications [7]. The
inferred topology can provide insights about the underlying system and can
assist in inference tasks such as prediction and anomaly detection.

There is a plethora of applications where topology inference is relevant and its
successful application has a potential practical impact. Examples of real-world
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applications include inference of connectomes in neuroscience to detect different
conditions from multiple EEG signals, discovery of hidden logic causation links
among sensor variables in industrial environments (e.g. network of Oil & Gas
separators), identification of spread patterns of an infectious disease in a certain
population, or inference of dependencies among different types of stocks, among
others. In most of these applications, the signal interrelations are often inher-
ently nonlinear [3,6,17] due to the nature of the underlying interactions. In these
cases, using linear models may lead to inconsistent estimation of causal inter-
actions [20]. We propose deep learning based methods by applying feed-forward
invertible neural networks. This project proposes a low-complexity nonlinear
topology identification method that is competitive with other nonlinear meth-
ods explaining time series data from a heterogeneous set of sensors.

1.1 State of the Art and Contribution

The use of linear VAR models for topology identification have been well-studied.
A comprehensive review of topology identification algorithms was recently pub-
lished [7], where the issue of nonlinearity is discussed together with other chal-
lenges such as dynamics (meaning estimating time-varying models).

In [22], an efficient algorithm to estimate linear VAR coefficients from stream-
ing data is proposed. Although the linear VAR model is not expressive enough
for certain applications, it allows clear performance analysis, and is subject to
continuous technical developments, such as a novel criterion for automatic order
selection [15], VAR estimation considering distributions different to the Gaus-
sian, such as Student’s t [23], or strategies to deal with missing data [9,22,23].

The use of invertible neural networks for analyzing inverse problems is dis-
cussed in [1] and references therein, where a mapping is sought between an
observation space and an underlying space where some real variables (and pos-
sibly some latent unknowns) lie. Invertibility is required because the mapping
has to be evaluated in one direction for training and in the reverse direction for
prediction. However, to the best of the authors’ knowledge, such an idea has not
been investigated with a VAR process in the latent space.

Regarding non-linear topology identification based on the VAR model, ker-
nels are used in [13,18] to linearize the nonlinear dependencies by mapping vari-
ables to a higher-dimensional Hilbert space. The growth of computational com-
plexity and memory requirements (a.k.a. “curse of dimensionality”) associated
with kernel representations is circumvented in [13,18] by restricting the numeric
calculation to a limited number of time-series samples using a time window,
which results in suboptimal performance. A semiparametric model is proposed
for the same task in [5].

A different class of nonlinear topology identification methods are based on
deep feedforward or recurrent NNs [19,20] combined with sparsity-inducing
penalties on the weights at one layer, labeled as “Granger-causality layer”. An
additive model based on NN is proposed in [2] for nonlinear VAR processes.
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Recent work [14] considers a nonlinear VAR framework where the innovations
are not necessarily additive, and proposes estimation algorithms and identifia-
bility results based on the assumption that the innovations are independent.

All the aforementioned nonlinear modeling techniques are based on estimat-
ing nonlinear functions that predict the future time series values in the measure-
ment space, which entails high complexity and is not amenable to predicting
multiple time instants ahead. The main contribution of our work is a model-
ing assumption that accounts for mild nonlinear relations that are independent
from the latent linear structure, and reduces the model complexity in terms
of the number of parameters and reduces the overfitting risk at long-horizon
predictions. The model complexity will be explained in detail in Sect. 3.2.

2 Background

2.1 Graph Topology Identification

Estimating the topology of a system means finding the dependencies between
network data time series. These dependencies may not be physically observable;
rather, there can be logical connections between data nodes that are not direcrly
connected in a physical sense due to, e.g. control loops. Topology inference has
the potential to contribute to the algorithmic foundations to solve important
problems in signal processing (e.g. prediction, data completion, etc.) and data-
driven control.

Fig. 1. Illustration of an N-node network with directed edges

While the simplest techniques such as correlation graphs [10] cannot deter-
mine the direction of interactions in a network as illustrated in Fig. 1, one may
employ to this end structural equation models (SEM) or Bayesian networks [21].
However, such methods account only for memory-less interactions. On the other
hand, causality in the Granger [8] sense is based on the idea that the cause
precedes the effect in time, and knowledge about the cause helps predicting the
effect more accurately. The way Granger causality is defined makes it interesting,
from a conceptual point of view, for understanding data dependencies; however,
it is often computationally intractable. Thus, alternative causality definitions,
such as those based on vector autoregressive (VAR) models [8,22] are typically
preferred in practical scenarios. The simplest possible VAR model is a linear
VAR model.
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Consider a collection of N sensors, where yn[t] denotes the measurement of
the n-th sensor at time t. A P -th order linear VAR model can be formulated as

y[t] =
P∑

p=1

Apy[t − p] + u[t], P ≤ t ≤ T (1)

where y[t] = [y1[t], ........, yN [t]]T , Ap ∈ RN×N , p = 1,. . . , P, are the
matrices of VAR parameters (see Fig. 2), T is observation time period, and
u[t] = [u1[t], ........., uN [t]] is an innovation process typically modeled as a Gaus-
sian, temporally white random process. With a

(p)
n,n′ being the (n, n′) entry of the

matrix Ap, the r.h.s above takes the form:

yn[t] =
N∑

n′=1

P∑

p=1

a
(p)
n,n′yn′ [t − p] + un[t], P ≤ t ≤ T (2)

for n = 1, . . . , N , The problem of identifying a linear VAR causality model
reduces to estimating the VAR coefficient matrices {Ap}P

p=1 given the observa-
tions {y[t]}T−1

t=0 . The VAR causality [12] is determined from the support of the
VAR matrix parameters and can be interpreted as a surrogate (yet not strictly
equivalent) for Granger causality1.

2.2 Nonlinear Function Approximation

The main advantages of linear modeling are its simplicity, the low variance of the
estimators (at the cost of a higher bias compared to more expressive methods),
and the fact that linear estimation problems often lead naturally to convex
optimization problems, which can be solved efficiently.

However, there are several challenges related to inferring linear, stationary
models from real-world data. Many instances such as financial data, brain signals,
industrial sensors, etc. exhibit highly nonlinear interactions, and only nonlinear
models have the expressive capacity to capture complex dependencies (assuming
that those are identifiable and enough data are provided for the learning). Some
existing methods have tried to capture nonlinear interactions using kernel-based
function approximators (see [13,17] and references therein). In the most gen-
eral non-linear case, each data variable yn[t] can be represented as a non-linear
function of several multi-variate data time series as:

yn[t] = hn(yt−1, . . . , yt−P ) + un[t], (3)

where yt−p = [y1[t−p], y2[t−p], ....., yN [t−p]]T , and h(·) is a non-linear function.

1 Notice that VAR models encode lagged interactions, and other linear models such
as structural equation models (SEM) or structural VAR (SVAR) are available if
interactions at a small time scale are required. In this paper, for the sake of simplicity,
we focus on learning non-linear VAR models. However, our algorithm designs can
also accomodate the SEM and SVAR frameworks without much difficulty.
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However, from a practical perspective, this model is too general to be useful in
real applications, because the class of possible nonlinear functions is unrestricted
and, therefore, the estimators will suffer from high variance. Notice also that
learning such a model would require in general an amount of data that may
not be available in realistic scenarios, and requiring a prohibitive complexity. A
typical solution is to restrict the the modeling to a subset of nonlinear functions,
either in a parametric (NN) or nonparametric (kernel) way.

Our goal in this paper is to learn nonlinear dependencies with some under-
lying structure making it possible to learn them with limited complexity, with
an expressive capacity slightly higher than linear models.

3 Modelling

The linear coefficients in Eq. (1) are tailored to assessing only linear mediat-
ing dependencies. To overcome this limitation, this work considers a non-linear
model by introducing a set of node dependent nonlinear functions {fi}N

i=1. In
previous work on nonlinear topology identification [2,13,17,20], nonlinear mul-
tivariate models are estimated without necessarily assuming linear dependencies
in an underlying space; rather, they directly estimate non-linear functions from
and into the real measurement space without assuming an underlying structure.
In this work, we assume that the multivariate data can be explained as the non-
linear output of a set of observation functions {fi}N

i=1 with a VAR process as
an input. Each function fi represents a different non-linear distortion at the i-th
node.

Given data time series, the task is to jointly learn the non-linearities together
with a VAR topology in a feature space which is linear in nature, where the
outputs of the functions {fi}N

i=1 belong to. Such functions are required to be
invertible, so that sensor measurements can be mapped into the latent feature
space, where the linear topology (coefficients) can be used to generate predic-
tions, which can be taken back to the real space through {fi}N

i=1. In our model,
prediction involves the composition of several functions, which can be mod-
eled as neural networks. The nonlinear observation function at each node can
be parameterized by a NN that is in turn a universal function approximator [4].
Consequently, the topology and non-linear per-node transformations can be seen
in aggregation as a DNN, and its parameters can be estimated using appropriate
deep learning techniques.

The idea is illustrated in Fig. 2. The green circle represents the underlying
latent vector space. The exterior of the circle is the space where the sensor mea-
surements lie, which need not be a vector space. The blue lines show the linear
dependency between the time series inside the latent space. The red line from
each time series shows the transformation to the measurement space. Each sensor
is associated with a different nonlinear function. Specifically, if yi[t] denotes the
i-th time series in the latent space, the measurement (observation) is modeled
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Fig. 2. Causal dependencies among a set of time series are linear in the latent space
represented by the green circle. However, the variables in the latent space are not
available, only nonlinear observations (output of the functions fi) are available. (Color
figure online)

as zi[t] = fi (yi[t]). The function fi is parameterized as a neural network layer
with M units, expressed as follows:

fi (yi) = bi +
M∑

j=1

αijσ (wijyi − kij) (4)

For the function fi to be monotonically increasing (which guarantees invert-
ibility), it suffices to ensure that αij and wij are positive ∀j. The pre-image of
fi is the whole set of real numbers, but the image is an interval (

¯
zi, z̄i), which

is in accordance ro the fact that sensor data are usually restricted to a dynamic
range. If the range is not available a priori but sufficient data is available, bounds
for the operation interval can be easily inferred.

Let us remark three important advantages in the proposed model:

– It is substantially more expressive than the linear model, while capturing
non-linear dependencies with lower complexity than other non-linear models.

– It allows to predict with longer time horizons ahead within the linear latent
space. Under a generic non-linear model, the variance of a long-term predic-
tion explodes with the time horizon.

– Each non-linear nodal mapping can also adapt and capture any possible drift
or irregularity in the sensor measurement, thus, it can directly incorporate
imperfections in the sensor measurement itself due to, e.g. lack of calibration.
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Fig. 3. Schematic for modeling Granger causality for a toy example with 2 sensors.

3.1 Prediction

Given accurate estimates of the nonlinear functions {fi}N
i=1, their inverses, and

the parameters of the VAR model, future measurements can be easily predicted.
Numerical evaluation of the inverse of fi as defined in (4) can easily be done
with a bisection algorithm.

Let us define gi = f−1
i . Then, the prediction consists of three steps, the first

one being mapping the previous samples back into the latent vector space:

ỹi[t − p] = gi (zi[t − p]) (5a)

Then, the VAR model parameters are used to predict the signal value at time t
(also in the latent space):

ŷi[t] =
p∑

p=1

n∑

j=1

a
(p)
ij ỹj [t − p] (5b)

Finally, the predicted measurement at each node is obtained by applying fi to
the latent prediction:

ẑi[t] = fi (ŷi[t]) (5c)

These prediction steps can be intuitively visualized as a neural network. The
next section formulates an optimization problem intended to learn the parame-
ters of such a neural network. For a simple example with 2 sensors, the network
structure is shown in Fig. 3.

3.2 Model Complexity

To analyze the model complexity in terms of the number of parameters, observe a
single nonlinear function fi as defined in (4). If fi is modeled using M neurons or
units, 3M +1 parameters are needed. Given a collection of N time series, a P -th
order VAR model without an intercept needs N2P parameters. Assuming that
each of the nonlinear functions fi is modeled with the same number of neurons
M , the complexity of the proposed model is (3M + 1)N + PN2. Whenever
N >> M , the dominant term is PN2, meaning that the complexity of the
proposed model is practically the same as that of a linear VAR model for high
dimensional time series.



24 L. M. Lopez-Ramos et al.

4 Problem Formulation

The functional optimization problem consists in minimizing ‖z[t]− ẑ[t]‖22 (where
z[t] is a vector collecting the measurements for all N sensors at time t), subject
to the constraint of fi being invertible ∀i, and the image of fi being (

¯
zi, z̄i). The

saturating values can be obtained from the nominal range of the corresponding
sensors, or can be inferred from data.

Incorporating Eq. (1), the optimization problem can be written as:

min
f,A

‖z[t] − f
( p∑

p=1

A(p)
[
g(z[t − p])

])‖22 (6a)

s. to:
M∑

j=1

αij = z̄i −
¯
zi ∀i (6b)

bi =
¯
zi ∀i (6c)

αij ≥ 0 ∀i, j (6d)
wij ≥ 0 ∀i, j (6e)

The functional optimization over fi is tantamount to optimizing over αij ,wij ,
kij and bi. The main challenge to solve this problem is that there is no closed
form for the inverse function gi. This is addressed in the ensuing section.

5 Learning Algorithm

Without a closed form for g, we cannot directly obtaining gradients with auto-
matic differentiation such as Pytorch, as is typically done in deep learning with
a stochastic gradient-based optimization algorithm. Fortunately, once {gi(·)} is
numerically evaluated, the gradient at that point can be calculated with a rel-
atively simple algorithm, derived via implicit differentiation in Sect. 5.2. Once
that gradient is available, the rest of the steps of the backpropagation algorithm
are rather standard.

5.1 Forward Equations

The forward propagation equations are given by the same steps that are used to
predict next values of the time series z:

ỹi[t − p] = gi (zi[t − p], θi) (7a)

ŷi[t] =
p∑

p=1

n∑

j=1

a
(p)
ij ỹj [t − p] (7b)

ẑi[t] = fi (ŷi[t], θi) (7c)
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C[t] =
N∑

n=1

(zn[t] − ẑn[t])2· (7d)

Here, the dependency of the nonlinear functions with the neural network param-
eters is made explicit, where

θi =

⎡

⎢⎢⎣

αi

wi

ki

bi

⎤

⎥⎥⎦ and αi =

⎡

⎢⎢⎢⎣

αi1

αi2

...
αiM

⎤

⎥⎥⎥⎦ , wi =

⎡

⎢⎢⎢⎣

wi1

wi2

...
wiM

⎤

⎥⎥⎥⎦ , ki =

⎡

⎢⎢⎢⎣

ki1

ki2

...
kiM

⎤

⎥⎥⎥⎦

.

5.2 Backpropagation Equations

The goal of backpropagation is to calculate the gradient of the cost function with
respect to the VAR parameters and the node dependent function parameters θi.

The gradient of the cost is obtained by applying the chain rule as following:

dC[t]
dθi

=
∑N

n=1
∂C

∂ẑn[t]
ẑn[t]
∂θi

where ∂C
∂ẑn[t]

= 2(ẑn[t] − zn[t]) = Sn
(8)

∂ẑn[t]
∂θi

=
∂fn

∂ŷn

∂ŷn

∂θi
+

∂fn

∂θn

∂θn

∂θi
(9)

where
∂θn

∂θi
=

{
I, n = i
0, n �= i

Substituting Eq. (8) into (9) yields

dC[t]
dθi

=
N∑

n=1

Sn

(
∂fn

∂ŷn

∂ŷn

∂θi
+

∂fn

∂θn

∂θn

∂θi

)

·
(10)

Equation (10) can be simplified as:

dC[t]
dθi

= Si
∂fi

∂θi
+

N∑

n=1

Sn
∂fn

∂ŷn

∂ŷn

∂θi
. (11)

The next step is to derive ∂ŷn

∂θi
and ∂fi

∂θi
of Eq. (11):

∂ŷn[t]
∂θi

=
P∑

p=1

N∑

j=1

a
(p)
nj

∂

∂θj
ỹj [t − p]

∂θj

∂θi
. (12)

With f ′
i (ŷ) = ∂fi(ŷ,θi)

∂(ŷ) , expanding ỹj [t − p] in Eq. (12) changes (11) to:

dC[t]
dθi

= Si

(
∂fi

∂θi

)
+

N∑

n=1

Sn

(
f ′

n(ŷn[t])
P∑

p=1

a
(p)
ni

∂

∂θi
gi (zi[t − p], θi)

)

·
(13)
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Here, the vector

∂fi (ŷ, θi)
∂θi

=
[
∂fi (ŷ, θi)

∂αi

∂fi (ŷ, θi)
∂wi

∂fi (ŷ, θi)
∂ki

∂fi (ŷ, θi)
∂bi

]

can be obtained by standard or automated differentiation via, e.g., Pytorch [16].
However, (13) involves the calculation of ∂gi(z,θi)

∂θi
, which is not straightfor-

ward to obtain. Since gi(z) can be computed numerically, the derivative can be
obtained by implicit differentiation, realizing that the composition of fi and gi

remains invariant, so that its total derivative is zero:

d

dθi
[fi (gi (z, θi) , θi)] = 0 (14)

⇒ ∂fi (gi (z, θi) , θi)
∂g (z, θi)

∂g (z, θi)
∂θi

+
∂fi (ỹ, θi)

∂θi

∣∣∣∣
ỹ=gi(z,θi)

= 0 (15)

⇒ f ′
i(gi(z, θi))

∂g (z, θi)
∂θi

+
∂fi (ỹ, θi)

∂θi

∣∣∣∣
ỹ=gi(z,θi)

= 0 (16)

Hence
∂gi (z, θi)

∂θi
= −{

f ′
i(gi(z, θi))

}−1

(
∂fi (ỹ, θi)

∂θi

∣∣∣∣
ỹ=gi(z,θi)

)

·
(17)

The gradient of CT w.r.t. the VAR coefficient a
(p)
ij is calculated as follows:

dC[t]

da
(p)
ij

=
N∑

n=1

Sn
∂fn

∂ŷn

∂ŷn

∂a
(p)
ij

(18)

∂ŷn[t]

∂a
(p)
ij

=
∂

∂a
(p)
ij

P∑

p′=1

N∑

q=1

a(p′)
nq ỹq[t − p]

where ∂a(p′)
nq

∂a
(p)
ij

=
{

1, n = i, p = p′, and q = j
0, otherwise (19)

dC[t]

da
(p)
ij

= Sif
′
i (ŷi[t]) ỹj [t − p]· (20)

Even though the backpropagation cannot be done in a fully automated way, it
can be realized by implementing Eqs. (17) and (13) after automatically obtaining
the necessary expressions.
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5.3 Parameter Optimization

The elements in {A(p)}P
p=1, and {θi}N

i=1 can be seen as the parameters of a NN.
Recall from Fig. 3 that the prediction procedure resembles a typical feedforward
NN as it interleaves component-wise nonlinearities with multidimensional linear
mappings. The only difference is that one of the layers computes the inverse of
a given function, and its backward step has been derived. Moreover, the cost
function in (6) is the mean squared error (MSE).

The aforementioned facts support the strategy of learning the parameters
using state-of-the-art NN training techniques. A first implementation has been
developed using stochastic gradient descent (SGD) and its adaptive-moment
variant Adam [11]. Constraints (6b)–(6e) are imposed by projecting the output
of the optimizer into the feasible set at each iteration.

The approach is flexible enough to be extended with neural training regu-
larization techniques such as dropout or adding a penalty based on the L1 or
L2 norm of the coefficients, to address the issue of over-fitting and/or promote
sparsity. The batch normalization technique can be proposed to improve the
training speed and stability.

Fig. 4. Comparison of the proposed method (M = 12, P = 2) vs. a linear VAR model.
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Fig. 5. Comparison between the generating (target) topology and its estimates via the
nonlinear and linear methods.

6 Experiments

The experiments described in this section, intended to validate the proposed
method, can be reproduced with the Python code which is available in GitHub
at https://github.com/uia-wisenet/explainable nl var.

A set of N = 10 sensors is simulated, and an underlying VAR process of
order P = 2. The VAR parameter matrices are generated by drawing each weight
i.i.d from a standard Gaussian distribution. Matrices {A(p)}P

p=0 are scaled down
afterwards by a constant that ensures that the VAR process is stable [12].

The underlying process samples {y[t]}T
t=1, where T = 1000, are generated

as a realization of the aforementioned VAR process, and the simulated sensor
observed values {z[t]}T

t=1 are obtained as the output of nonlinear observation
functions that are also randomly generated.

The proposed nonlinear VAR estimator is analyzed in a stationary setting,
and compared to the VAR estimator of the same order. The training and test
curves are shown in Fig. 4. It can be observed that the proposed nonlinear model
can explain the time series data with significantly lower error.

https://github.com/uia-wisenet/explainable_nl_var


Explainable Nonlinear Modelling of Multiple Time Series 29

Topology Identification. An experiment (N = 5) where the proposed method
attempts to identify a sparse topology (i.e. support of the matrix of VAR param-
eters) is illustrated in Fig. 5. To this end, an adjacency matrix W is calculated
such that

[W ]ij =
∥∥∥
[
[A1]ij , [A2]ij , ...[AP ]ij

]�∥∥∥
2

Unfortunately, the algorithm in its current form could not identify the topology
(despite the error metric on the test set was lower). This undesired effect could
be because this implementation does not incorporate any mechanism to avoid
local minima or saddle points, which will be subject of future work.

7 Conclusion

A method for inferring nonlinear VAR models has been proposed and validated.
The modeling assumes that the observed data are the outputs of nodal nonlin-
earities applied to the individual time series of a linear VAR process lying in
an unknown latent vector space. The number of parameters that determine the
topology does not increase, so that the model complexity remains similar to VAR
modeling, making the proposed model amenable for Granger causality testing
and topology identification. The optimization method, similar to that of DNN
training, can be extended with state-of-the-art tools to accelerate training and
avoid undesired effects such as convergence to unstable points and overfitting.

Acknowledgement. The authors would like to thank Emilio Ruiz Moreno for helping
us manage a more elegant derivation of the gradient of gi(·).
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Abstract. With the advent of state-of-the-art models based on Neural Networks,
the need for vast corpora of accurately labeled data has become fundamental.
However, building such datasets is a very resource-consuming task that addition-
ally requires domain expertise. The present work seeks to alleviate this limitation
by proposing an interactive semi-automatic annotation tool using an incremental
learning approach to reduce human effort. The automatic models used to assist
the annotation are incrementally improved based on user corrections to better
annotate the next data. To demonstrate the effectiveness of the proposed method,
we build a dataset with named entities and relations between them related to the
crime field with the help of the tool. Analysis results show that annotation effort
is considerably reduced while still maintaining the annotation quality compared
to fully manual labeling.

Keywords: Semi-automatic annotation · Natural language processing · Named
entity recognition · Semantic relation extraction · Incremental learning ·
Criminal entities

1 Introduction

The explosion of digital data in the last decades resulted in an exponential increase in
structured and unstructured information with a massive growth for the latter. Unstruc-
tured data either does not have a predefined data model or is not organized consistently,
contrary to structured data that presents a format, which improves its usability. Accord-
ing to Computer World [15], unstructured information may account for more than 70%
to 80% of all data in corporations. For many organizations, appropriate strategies must
be developed to manage such volumes of data. The Central Service for Criminal Intel-
ligence (CSCI) of the French Gendarmerie receives and processes multiple documents
per year such as criminal reports, signaling from citizens and companies. Only in terms
of formal complaints the CSCI receives ~1.8 Million each year. These documents, sent
by heterogeneous and voluntary sources, come mostly in unstructured form, making it
impossible to impose or even control the reports format. However, having structured
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information is crucial for investigators and intelligence analysts who spend a consider-
able amount of time analyzing this data. Hence it is crucial to develop techniques that
automatically organize text in a structured way such that the information obtained can be
directly analyzed, classified, and used by other, higher-level information management
tools.

State-of-the-art text mining tools are based on Deep Learning techniques that require
sufficiently large corpora of labeled data. The unavailability of such resources and the
prohibitive cost of creating them are addressed in this paper. Today we may find dif-
ferent frameworks proposing generic pre-trained models. However, the lack of domain-
specific knowledge makes them unsuitable for certain fields. Law enforcement is not an
exception. The vocabulary of the analyzed documents and information of interest vary
significantly from those proposed by the regular frameworks. In this situation, transfer
learning or even the full retraining of available models may be required which implies
the annotation of a substantial number of documents.

This paper describes our efforts to build a system that simplifies and speeds up
annotation. We propose a semi-automatic tool for textual information annotation that
combines the efficiency of automatic annotation and the accuracy of manual annotation.
We investigate the validity of the proposed method on Named Entity Relation extraction
(NER) [17] and Semantic Relations Extraction (SRE) [20]. Many other tasks could be
usedwithin the annotator framework, but they are not the focus of thiswork.Weuse state-
of-the-art pre-trained models capable of extracting general named entities and relations
between them. As the user provides domain-specific text and corrects model predictions
by modifying or adding missing elements, a background training process launches. A
transfer learning strategy with fine-tuning is utilized to enable injecting user knowledge
into models. After several iterations, the model’s accuracy becomes high enough that
we switch from an annotation mode to a reviewing mode, which reduces the amount of
manual labor and level of expertise required to annotate domain-specific texts.

The remainder of this paper is organized as follows: Sect. 2 gives a brief overview of
some related work. In Sect. 3, we outline our pipeline proposal, frameworks used, and
experimental setup. Section 4 analyses the results and Sect. 5 concludes the paper.

2 Related Works

As manual labeling of data is a costly, labor-intensive, and time-consuming task,
researchers have been exploring techniques to derive better annotation systems that
minimize human effort. Different techniques have been proposed to partially or fully
automate the annotation process. In this section, we present a selection of these studies,
to compare and contrast these with our efforts.

2.1 Semi-automatic Approaches

Semi-automatic text annotation combines automatic system predictions with human
corrections by asking a human annotator to revise an automatically pre-tagged document
instead of doing it from scratch.
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In their study, Komiya et al. [14] show that this approach can significantly improve
both annotation quality and quantity. They compare manual annotation to a semi-
automatic scheme where non-expert human annotators revise the results of a Japanese
NER system. This method reveals that the annotation is faster, results in a better degree
of inter-annotator agreement and higher accuracy. Following this line of work, Akpinar
et al. [1] conduct a series of experiments to measure the utility of their tool and conclude
that this approach reduces by 78.43% the labeling time, accelerates the annotators learn-
ing curve, and minimizes errors compared to manual tagging. Ganchev et al. [9] take a
similar approach but with a different implementation that only allows binary decisions
(accept or reject) from the human annotator. They conclude that this system reduces the
labeling effort by 58%.

Halike et al. [11] point out the utility of this approach for low resource languages.
Their work expands an existing Uyghur corpus with Named Entities and Relations
between them using a semi-automatic system. Their method enables rapidly building a
corpus and training a state-of-the-art model tackling the deficiency of annotated data.

Cano et al. [6] present BioNate-2.0, an open-source modular tool for biomedical
literature that comes with a collaborative semi-automatic annotation platform allowing
the combination of human and machine annotations. Their pipeline includes corpora
creation, automatic annotation, manual curation, and publication of curated facts.

Semi-automatic approaches are generally found helpful by most annotators; how-
ever, they still require human intervention and are not efficient when applied to specific
domains far from which the automatic model was trained [14]. Thus, requiring an initial
manual annotation to help increase efficiency.

2.2 Semi-automatic with Iterative Learning Approaches

Other researchers take this idea one step further by proposing a semi-automatic app-
roach with an interactive system that incrementally learns based on user feedback. The
component used to tag the data automatically is updated at regular rounds based on user
corrections to increase its efficiency and reduce the number of annotator updates.

Wenyin et al. [19] use this strategy for Image Annotation via keyword association
for image retrieval. Their strategy is to create and refine annotations by encouraging
the user to provide feedback while examining retrieval results. When the user indicates
which images are relevant or irrelevant to the query keywords, the system automatically
updates the association between the other images based on their visual similarity. The
authors conclude that through this propagation process, image annotation coverage and
quality are improved progressively as the system gets more feedback from the user.

Bianco et al. [4] develop an interactive video annotation tool integrating an incre-
mental learning framework on the object detection module. Results demonstrate that the
system reduces the average ratio of human intervention. The authors also highlight the
utility of such systems for large-scale annotated dataset generation.

This paper proposes a similar method to annotate general and crime-related entities
and relations in free text.We present a semi-automatic text annotation tool that iteratively
updates auxiliary Natural Language Processing (NLP) models based on user feedback.
Unlike the previously described studies, we additionally evaluate the impact of the
model update frequency on the annotation and compare the intermediate models to a
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traditionally trained model, i.e., once with all the labeled dataset. Even though these
studies were not applied to textual information, they provided some valuable guidelines
for the development of our work, such as the suggestion to keep the ontology simple and
the need to support annotators with interactive GUIs.

2.3 Fully Automatic Approaches

While semi-automated techniques require a significant amount of human labor, less
than manual annotation but still considerable, other studies focused on fully automatic
annotation.

Laclavik et al. [16] present Ontea, a platform for automated annotation based on cus-
tomizable regular expression patterns for large-scale document annotation. The success
rate of the technique is highly dependent on the definition of the patterns, but it could
be very powerful for enterprise environments where business-specific patterns need to
be defined and standardized to identify products. Similar to this work, Teixeira et al.
[23] and Hoxha et al. [12] propose methods to construct labeled datasets without human
supervision for NER using gazetteers built from Wikipedia and news articles. The eval-
uation results show that the corpora created can be used as a training set when no other
is available but still are considered of silver quality and may lead to low performance
trained models.

Canito et al. [5] make use of data mining algorithms to annotate constantly flowing
information automatically. They test their approach on classification, clustering, and
NER. They conclude that this approach is suitable for scenarios where large amounts of
constantly flowing information are involved, but the results are poor compared tomanual
and semi-automatic techniques.

These fully automatic methods considerably reduce manual labor but have a lower
precision or recall compared to other techniques.

3 Our Pipeline Proposal

3.1 Proposed Strategy

This paper presents an NLP annotator platform that automatically identifies and tags
entities and relations between them in the input text. The human annotator then corrects
the model prediction instead of annotating the text from scratch. The strategy is to
iteratively update and refine the inference models via fine-tuning, until the whole corpus
is annotated. The goal is to change the task from a manual annotation to a manual
reviewing by using corrections introduced, making the annotation process much faster
and more pleasant.

The motivation behind retraining the model is to propagate the knowledge gained
from the corrected documents to the following ones. This helps increasemodels precision
onknown tagswhile learningnewclasses identifiedbyusers. If annotators identify during
the annotation process, a new class that is of interest, model’s architecture is adapted
accordingly. After a few examples, as models learn, the new class will naturally start
appearing on the next pre-annotated documents. Additionally, this method allows to
revise or correct possible flaws in the annotation guidelines early rather than at the end
as in traditional linear annotation methods [2].
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3.2 Tool

The tool is based on a lightweight Web interface using a REST API to enable communi-
cation between the client and the server. When the server receives a request to annotate
plain text, it returns a JSON object with the entities and relations automatically detected
with the trained models. The interface is designed to be intuitive and user-friendly. It
displays the input text highlighting detected entities on the annotation view alongside
a relational graph constructed with the recognized relations. With simple mouse clicks,
the user can manually create or remove entities and relations from the annotation view.
The update is automatically detected and saved in the dataset.

3.3 Annotation Process

A typical user scenario goes as follows. First, the user prepares a dataset in the supported
format and uploads it to the tool. The system automatically sends an annotation request
to the server and displays the results. The user can review and correct the pre-annotated
document and move to the next one. The system sends, in the background, a train
request to the server with the last document manually corrected. The server finetunes
the automatic models based on user feedback. Once it is complete, the server stores
the updated models to the system, and uses them for the following inference round.
The inference and training requests are treated asynchronously which avoids adding any
possible overhead due to model retraining, making the training process transparent to
users during the daily use of the system.

3.4 Training Process

The systemuses genericNLPmodels pre-trained on large corpora for curation assistance.
Different scenariosmay arise during this process. Themodelsmay be applied to a domain
unknown by the generic models. New use cases or even new classes of tags may be
identified. This novelty should be captured by the models to better fit with the data in
hand and keep up with changes introduced by the user.

This is made possible through transfer learning. However, this approach may suffer
from a performance degradation on old tasks, also known as catastrophic forgetting
[8–10]. When trained on one task, then trained on a second task, models may “forget”
how to perform on the first one. Different fine-tuning adaptation techniques have been
studied to reduce this effect and trainmodels on new tasks while preserving their original
capabilities [18].

In our case, the goal is to perform model expansion while still using the original
network’s information. Ideally, the new tasks could be learned while sharing parameters
from the old ones without retraining on the whole original dataset. For this reason, we
preserve the original weights of the previous architecture and add new task-specific
nodes with randomly initialized parameters fine-tuned at a later stage instead of training
a new model from scratch. The fine-tuning operates at the classifier nodes as low layers’
weights are frozen. To tackle the possible catastrophic forgetting, at each training call, we
retrain the model on the latest corrected texts mixed with a random sample of previously
reviewed documents. On average, it is expected that the training set contains a fair
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distribution of most of the classes recognized previously by the model along with the
newly introduced ones. As the model requires a few examples to learn a completely new
class, we use a heuristic for training data construction that ensures an upsampling of
the latest documents. The idea is to give a higher weight to the last batches of received
documents. It can be seen as a warm-up step to enhance fine-tuning on new classes and
rapidly converge the new weights.

The iterative training approach may be prone to overfitting as the model is re-trained
multiple times on repetitive data. For this reason, we use a decaying dropout rate to
tackle the small data size at the beginning of the annotation. However, overfitting is not
totally unfavorable for our use case as the goal of the incremental process is somehow
to mimic the annotator behavior and not train a final model for production. Ideally, if
the dataset used is composed of similar documents, the closer the model gets to the fed
documents, the fewer corrections are needed, but this does not apply if the documents are
from entirely different domains. To investigate this, we evaluate the model performance
throughout the annotation phase against a test set compared to a traditionally trained
model. Results of this analysis are reported in Sect. 4.

3.5 Framework Selected

Many frameworks can be used to assist the annotation process, as long as they support a
continuous learning strategy. For this reason, the tool was built in a modular way, so that
any othermodel that supports the training features described above can be integrated. The
specific ones we selected were chosen only for our initial investigation of the strategy,
as comparing frameworks is not the focus of this study.

Hugging Face. To perform NER, we use a BERT-based Transformer model. BERT [7]
is a pre-trained transformer network [24], which sets for various NLP tasks new state-
of-the-art results. It was trained on a large corpus in a self-supervised fashion using
a masked language modeling objective. This enables the model to learn an internal
representation of the languages in the training set that can then be used to extract features
useful for downstream tasks. We fine-tune the model on the NER task by adding a
token classification head on top of the hidden-states output. Our work is based on the
implementation distributed by Hugging Face [13]. However, we modified the original
trainer implementation to add new classes to the model architecture on the fly without
the need to retrain the model from scratch.

Breds. For the SRE task, we base our work on BREDS [3], an adaptation of Snowball
[21] algorithm that uses word embeddings to compute the similarity between phrases. It
is a bootstrapping approach that iteratively expands a set of initial seeds by automatically
generating extraction patterns. We chose this method as bootstrapping approaches do
not require a large labeled dataset and can easily scale to other relations by adding new
patterns or new seeds. Additionally, this method fits the mental model of investigators
that usually have examples expressing a known or unknown relation and aim to find
similar seeds and/or discover the nature of the relation.We improved the original BREDS
pipeline to expand the extraction to non-verb mediated relations.
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3.6 Experimental Setup

In addition to developing a new corpus of general and crime-related entities and relations
between them, this study aims to determine how to best address this task using a semi-
automatic annotation tool. To assess its validity, we perform two different experiments.

Experiment 1. Seven annotatorswith a variety of backgrounds participated in the study.
Each user was asked to curate documents manually and using the semi-automatic app-
roach. Both experiments were done using the same annotation tool. To address the
proficiency bias, half of the annotators started with the manual mode and the other half
began with the semi-automatic mode. For each document they worked with, the total
annotation time and editing (adding, removing) actions were saved. Finally, annotators
reported their general satisfaction with both experiments by filling a questionnaire. By
assisting curators with automated annotations, we expect their work to be considerably
reduced in time and complexity since they have to correct previous annotations rather
than create them from scratch. However, due to time constraints, this experiment was
performed on only a subset of the dataset. The goal was to get an effort measurement and
assess the feasibility of the study. Additionally, we ask an expert annotator to manually
label the data used in this experiment to evaluate the quality of the annotations.

Experiment 2. In this experiment, only one annotator was recruited to label the whole
dataset. The annotator had been involved in the creation of the local manually anno-
tated corpus and had experience annotating named entities and relations. During the
annotation, we trained two different evolutive models, one every time a new document
is reviewed and the second one every time ten new documents are corrected, to assess
the impact of the updates on the model’s performance. We are also interested in know-
ing how far these incremental models will be, performance-wise, from the final model
trained once on the whole corpus. We suspect that the second approach will be more
accurate as it is less prone to overfitting.

Before running these experiments, we started by annotating a couple of documents
manually with domain experts to get familiar with the task and refine the annotation
guidelines. Then, we retrained NLP models on these documents. Finally, once the
accuracy of the system became stable, we started the experiments.

Dataset. The dataset used consists of real, non-confidential, and anonymized documents
collected from the internal database of CSCI. The documents were randomly extracted
to avoid bias and have a large representation of the knowledge database. It consists of
several texts, including crime reports and complaints.

Annotation Scheme. The annotation scheme was first developed after inspecting, with
domain experts, the entities and relations of interest. It was further enriched after a first
manual annotation campaign. Special cases encountered at this stage, helped adjust the
defined guidelines. For instance, some modus operandi texts did not specify precisely
what the infraction is, but it is an information that can be inferred from other elements
of the text. For example, the words: ‘rummage’ and ‘break-in’ indicate a possible theft.
These elements were therefore marked as crime elements (CELM).
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The final annotation scheme for Named Entities consists of regular entities such
as PER, ORG, GPE, DATE, TIME, MONEY, EVENT, etc. but also specific domain
entities such asLEO(lawenforcement officer name, including titles),DRUG,WEAPON,
CRIME (infractions), and CELM (words or expressions referring to an infraction). The
final annotation scheme for Semantic Relations is summarized in Table 1.

Table 1. Types and sub-types of relations in the annotation scheme.

Relation label Sub-types

PER-PER Familial and social relations, aliases, criminal action

PER-OBJ NORP (nationality), DATE (date of birth, date of death), GPE (place of
birth, place of death), ADDRESS (place of residence), PROFESSION
(title), CRIME (victim, assailant)

PROFESSION-OBJ ORG (Organization affiliation), GPE (place of work)

ORG-GPE Physical location

DATE-TIME Timeline

CRIME-OBJ DATE (crime date), TIME (crime time), GPE (crime location),
MONEY (damage)

EVENT-OBJ DATE (event date), GPE (event location)

Evaluation Process.

Metrics. To evaluate themodel’s performance, we compute the P (Precision), R (Recall)
and F1-score metrics by comparing the golden standard annotations with the output of
the automatic system.

Incremental NER Models. An additional evaluation method is used to compare the dif-
ferent approaches used for training evolutive models against the vanilla model, i.e., the
original pre-trained model.

The utility and difficulty of recognizing some types varies. Therefore, we go beyond
simple token-level performance and evaluate each entity type recognized in the corpus.
We define the accuracy ratio as

ratio = correct − incorrect

correct + incorrect
(1)

where #correct represents the total number of correct predictions and #incorrect, the
total number of incorrect predictions.

• A positive ratio means that the model is overall making correct predictions.
• A ratio of 1 means that all the model predictions are correct.
• A negative ratio means that the model is overall making incorrect predictions.
• A ratio of −1 means that all the model’s predictions are incorrect.
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• A ratio of 0 means that the model is balanced.

The ratio is computed every time a new document is reviewed and corrected by a
human annotator. The values are saved and plotted in an accumulative ratio graph. This
curve enables to better visualize the global trend of the model performance evolution
over the annotation campaign.

4 Results and Discussion

4.1 Dataset

Following the semi-automatic approach, we create a labeled dataset for NER and SRE
using the annotation scheme described in Sect. 3.6. The data was annotated with the help
of a domain specialist to ensure the annotation guideline followed was concordant with
the user’s needs and requirements. The generated corpus consists of 3063 documents,
348503 tokens, 16780 sentences, 27416 entities and 5182 relation tuples in total.

4.2 Annotation Time and Effort

Table 2 shows the averaged annotation time and number of actions according to each
method. The annotation time is approximately two times shorter than that of Manual,
which indicates an improvement linked to the use of our approach. During the experi-
mentation, we noticed that the annotation time decreased as annotators got more familiar
and experienced with the task. However, the total annotation time decreased even more
when using pre-annotated documents. From these observations, we can conclude that
the annotation becomes faster with the curation assistance. This is further confirmed
with the analysis on the number of correction actions performed in both settings.

Table 2. Comparison of annotation time and number of actions for the two annotation modes

Method Averaged time per
sentence (seconds)

Number of actions
per sentence

Manual 23.61 15

Semi-automatic 10.27 8

4.3 Annotation Quality

Manual Inspection. We evaluate the curations generated by the different annotators
with respect to a golden standardmanually generated by an expert annotator. The results,
reported in Table 3, indicate that annotations are, on average, more consistent with the
presence of pre-annotations. Therefore, the overall annotation quality is higher in these
conditions as annotators seem to make fewer errors. A possible explanation is that the
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automatic task performs relatively well on easy tasks such as detecting dates or times,
and the other complicated ones are left for the human. Therefore, their focus is reduced
to the essential and complex cases, making the annotator less prone to make errors.

Training Data for the Automatic Model. To further validate the quality of the semi-
automatic process on a larger set of data, we train a final model using the generated
corpus during the second experimentation. We split the data into a training set (90% of
the total data) and a test set (10% of the total data) and obtain a Precision of 88%, a
Recall of 86% and an F1-score of 87% for the NER task.

Table 3. Averaged annotation quality in terms of P, R and F1 for the two annotation modes

Method Precision Recall F1-score

Manual 82% 71% 76%

Semi-automatic 80% 85% 82%

In order to have a fair evaluation of our model, we validate themodel performance on
a fully human-annotated dataset. We use the CoNLL-2003 dataset [22], as gold standard
and achieve an F-score of 91.7% which validates the quality of the generated corpus.

4.4 Annotator Feedback

At the end of the experimentation, annotators were asked to assess their satisfaction with
the tool. Most annotators agreed that the user interface functionalities made the process
more pleasant. They especially appreciated the automatic boundary snapping function-
ality during token selection. It was generally observed that annotators were comfortable
and rapidly got familiar with the tool. They also reported that less manual look-up was
required. Overall ratings of the tool were positive except for some negative comments
focusing primarily on difficulties understanding the feedback process in general and
details of exactly how the automatic algorithms operated.

4.5 Incremental Models’ Performance

Table 4 compares the performance of incrementalmodels to a traditionally trainedmodel.
The results show that the iterative models were able to overcome overfitting and general-
ize well. The final model has a higher F1-score, but the distance between these systems
is not significant. This was also observed during the annotation. The auxiliary model’s
predictions were fairly accurate, and the human annotator added only a few modifica-
tions. This achieved our goal of switching from an active annotation mode to a reviewing
mode. These findings can be explained by the high regularisation used over the iterative
models to prevent them from overfitting.

We perform another evaluation to closely analyze the accuracy evolution of the
iterative models throughout the experimentation. Figures 1 and 2 show the accumulative
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Table 4. Models performance scores in terms of Precision, Recall and F1-score

Model Training set Test set

Precision Recall F1-score Precision Recall F1-score

1by1 89.05% 87.58% 88% 83.38% 82.3% 82.84%

10by10 89.89% 87.47% 88.67% 84.44% 82.56% 83.49%

All (baseline) 90.38% 87.59% 88.96% 88.44% 86.56% 87.49%

accuracy ratio, in percentage, of some entity classes. The training iterations represent
the number of documents manually reviewed.

We compare the performance of the incremental models on the new entities added
in Fig. 1. The graphs show that both models could learn new entities over the iterations
as the curve is increasing steadily until it reaches a stable point. It can also be seen that
the training size has a significant impact on model learning. There is a general trend of
increasing accuracy the more documents are labeled. This observation was also noticed
during the experimentation. Indeed, after annotating over 500 documents, the models
were able to output correct predictions and tag these new entities correctly. This signif-
icantly improved the annotation time as it reduced the number of corrections required.
Overall, both models’ performance was similar as seen for a couple of classes such
as CELM. However, there was a noticeable difference in predicting the tags: CRIME,
ADDRESS, DRUG, and PERIOD. For these entities, the 10 by10 model prediction was
more accurate. A possible reason could be the noisy steps introduced by the frequent
updates on the 1by1 model. Updating the model each time a modification is performed
could add a noisy gradient signal as observed when comparing Stochastic Gradient
Descent with Mini-Batch Gradient Descent algorithms.

In Fig. 2, we use the vanilla model as a baseline and compare it to the iterativemodels
on only the old set of entities recognized by the original model. It can seem surprising
that the vanilla model performed poorly on old entities, i.e. entities trained to detect on
a large corpus of documents. This is due to the fact that we changed the definition of
these entities slightly by including tokens in the tags that were not considered before.
For example, we include the postcode of the city in the GPE definition and also the
person title in PER. The gap between the vanilla model and the iterative models shows
that these models could learn and adapt to the updated entities’ definitions. Overall, we
notice that the 10 by10 model achieves higher accuracy compared to the vanilla baseline
and 1by1 model.
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Fig. 1. Percentage of the accumulative ratio of correct predictions on new entities

Fig. 2. Percentage of the accumulative ratio of correct predictions on old entities

5 Conclusion

This paper presents a semi-automatic annotation tool based on an iterative learning
process to reduce human intervention. We evaluate the effectiveness of our method on
two NLP tasks that performNER and SRE for general and criminal entities and relations
between them. The proposed method helped reduce the annotation time and number of
actions performed by more than 50%, compared to manual curation, and improve the
corpus quality. Using the generated dataset, with new annotated classes, we achieve a
final F1-score of 87% and 81% for NER and SRE tasks respectively. These findings can
have many implications as the underlying method can be applied to other multimedia
applications and be of great use for large-scale annotation campaigns.

There are other areas in which we can further evaluate and enhance the performance
of the system. Further experimental investigations are needed to assess the impact of
incremental learning approaches against traditional semi-automatic methods at annota-
tion quality levels. Due to time constraints, it was not possible to do these experiments
as part of the current work. Another interesting study is to find the optimal trade-off
interval value for incremental models. This paper showed that a low training frequency
could add a noisy gradient element and disrupt the training. Meanwhile, choosing a high
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value would not rapidly convey the knowledge introduced by the manual reviewing.
Additional work has to investigate the optimal hyper-parameter tuning strategy to train
evolutive models.
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Abstract. Welding residual stress (WRS) estimation is highly nonlinear pro-
cess due to its association with high thermal gradients generated during weld-
ing. Accurate and fast estimation of welding induced residual stresses in critical
weld geometries of offshore structures, piping components etc., becomes impor-
tant from structural integrity perspective. Fitness for services (FFS) codes like
API 579, BS7910 recommend residual stress profiles are mainly based on three
approaches, out of which nonlinear finite element modelling (FEM) results cou-
pled with residual stress experimental measurement, have been found to be most
conservative and realistic. The residual stress estimation from thermo mechanical
FEMmodels is computationally expensive as it involves a large degree of interac-
tions between thermal, mechanical, metallurgical and phase transformations etc.
The destructive and non-destructive measurement techniques also carry a large
amount of uncertainly due to lack of standardization and interpretation variabil-
ity of measurement results. To mitigate the aforementioned challenges, response
surface models (RSMs) have been proposed in this study, for the estimation of
WRS at a significant confidence. This paper examines the applicability of 12 dif-
ferent Response Surface Models (RSMs) for estimating WRS. The training and
testing data is generated using FEM, Abaqus - 2D weld interface (AWI) plug-in.
To compare the accuracy of the RSMs, three metrics, namely, Root Mean Square
Error (RMSE), Maximum Absolute Error (AAE), and Explained Variance Score
(EVS) are used. An illustrative case study to demonstrate the applicability of the
response surface model to predict WRS is also presented.
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1 Introduction

Residual stresses are defined as internal self-balanced stresses, which are inherently
present in the material without the application of external load. Residual stress acts in
three distinct length scales [17] defined as type I (long range macro stresses), type II
(grain dimension inter-granular stresses) and type III (sub grain or atomic scale stresses),
where type I are often used in practice for maintaining structural integrity of welded
joints. Residual stresses estimation has always been a subject of interest for designers,
manufacturers, and integrity engineers as harmful tensile residual stress have been found
to accelerate crack propagation in welded joints. Accurate estimation of stress intensity
factor due to residual stresses can further help in better prediction of remaining fatigue
life of welded joints while using fracture mechanics procedures of welded joints. In
various defect assessment procedures of fitness for service codes (FFS) like BS 7910,
API-579 [8, 15], welding residual stresses (WRS) profiles for distances away from weld
toe or welds placed at close proximity like critical offshore brace joints, piping’s welds
etc. are not available [4] often leading to conservative assessment. Challenges due to
harmful tensile residual stress at distance away from welds have been well documented
in [1] causing failures due to stress corrosion cracking in welded austenitic steel piping’s
of nuclear plants.

Finite Element Methods (FEM) is still considered a fast and inexpensive method for
determining residual stresses.However, due to themulti physics phenomenonof complex
fluid and thermo dynamics associated with the weld pool during melting, coupled with
the global thermo-mechanical behavior of the weld, FEM consumes a large amount of
computational time. Consequently, to overcome the aforementioned shortcomings of
FEM, Response Surface Models (RSMs) may be used to closely predict the WRS for
any values of dimensional parameters for these weld joints. Previously, authors have
used RSM to predict Stress Intensity Factor (SIF) for assessing fatigue degradation of
offshore piping [10, 11]. Thus, the main objective of this manuscript is to predict WRS
of welded joints using RSMs. Different Machine learning (ML) algorithms are trained
on the training dataset (obtained from the Abaqus simulation) and compared to each
other based on the metrics such as RMSE, MAE, EVS. K-fold cross validation is used
to for dividing the dataset into training and testing. Finally, the most accurate algorithm
is used to estimate the WRS values for the test dataset.

The remainder of the paper is structured as follows: In Sect. 2, the manuscript
discusses the uncertainty associated with FEM simulation of WRS and various other
methods to evaluate it. Thereafter in Sect. 3, a small discussion regarding the RSM is
presented. Subsequently, in Sect. 4, an illustrative case study is presented. Finally, the
paper is concluded in Sect. 5.

2 Uncertainty in Estimation of Welding Induced Residual Stress

To estimate WRS various FEM based numerical methods are available [5] which often
consumes large computational time as welding process involves a complex interaction
between thermal, mechanical, phase transformations, metallurgical a shown in Fig. 1
[12]. FEM model of welds involves many parameters, such as 2D or 3D approaches,
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heat source calibration, filler, parent metal temperature dependent properties, heat loss
consideration, efficiency of welding process, phase transformations, constraint condi-
tions, etc. These models are able to estimate long-range type-1 residual stresses [17] at
the macro level, as they follow a continuum mechanics approach. Weld modeling can
be dealt with at a complex fluid and thermo dynamics level, where conservation of mass
and momentum of various parameters are considered in thermal modeling. Hence, to
conservatively model complex residual stress distribution during welding, improve heat
source calibration based on analytical models, isotropic hardening models where mixed
hardening models are not available and the use of annealing transitional temperature
ranges are adopted [5].

However, in general applications, the structural mechanics approach of sequentially
coupled thermal and thermo-mechanical method is employed to model single and multi-
pass welds. 2D axisymmetric models have been used in past due its time saving, however
3D models are well known to capture realistic welding conditions which consumes
more computational time. Various other, simplified thermo elastic plastic time saving
technique like sub-structing, block dumping [3], inherent strain method [16] have been
known to reduce large computational time for WRS estimation. In recent times, various
machine learning based predictive models [2] have also gained popularity in estimating
WRSbut relies heavily on accuracy of input numerical and experimental data and training
and testing of developed algorithms.

Thermo mechanical 
interaction in FEM 
is used conventional-

Phase transformations also used in high alloy metals

Fig. 1. Interactions of different parameters and processes in arc welding of ferritic steel adapted
from [7]
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3 Response Surface Modeling

As discussed in Sect. 1, the main purpose of RSMs is to act as a replacement to the com-
putationally expensive and/or time-consuming simulations, without compromising the
accuracy of the output. In total, 12 regression algorithms, namely, multi li-near regres-
sion (MLR), least absolute shrinkage and selection operation (LASSO), Ridge, Bayesian
Ridge, Support Vector Machine (SVM), k-nearest neighbor (kNN), Tree, Random For-
est, Bagging, AdaBoost, Gaussian Process Regression (GPR) and Gradient Boosting
Regression (GBR), have been used to predict the value of Residual Stress in the weld.
The mathematical details of a few of the aforementioned regression algorithms have
been discussed by the authors in [10, 11]. As will be shown in the next section, that GBR
is the most accurate algorithm amongst the aforementioned algorithms to predict WRS.

GBR is a generalization of gradient boosting and involves three elements, namely, a
loss function (which needs to be optimized), aweak learner (used formaking predictions)
and an additive model (to add weak learners to minimize the loss function) [9]. The
principal idea behind this algorithm is to construct the new base-learners to bemaximally
correlated with the negative gradient of the loss function, associated with the whole
ensemble [9]. The loss functions applied can be arbitrary, but if the error function is the
classic squared loss, then the learning procedurewould result in consecutive error-fitting.
Furthermore, the prediction accuracy of GBR also depends upon the hyperparameter
selection such as the number of estimators, learning rate etc., which shall be discussed
in the next section.

4 Illustrative Case Study

In this manuscript, the single bead-on-plate analysis of the European Network Task
Group, NeT Task [13] Group 1, has been analyzed on type 316L steel, as shown in
Fig. 5, by performing a thermo-mechanical analysis in Abaqus using a 2Dweld interface
(AWI) plug-in. The single bead was modeled using dimensions from weld macrography
and temperature-dependent physical and tensile material properties referenced from [6].
Due to symmetry, with respect to the weld section centerline, half symmetry was used
to reduce the model size (Fig. 2).

Fig. 2. Single bead mid-length macrograph of net specimen adopted from [13]



Residual Stress Prediction of Welded Joints 49

4.1 Abaqus 2D Weld Modeler Interface (AWI)

The 2D weld modeler is a plug-in for Abaqus CAE, compatible with its 2017 version.
This plug-in imports the basic geometry, having materials, sections assigned, and parts
meshed with no imposed boundary conditions. It can automatically generate and define
weld passes, by facilitating easy assignment of the weld bead sequence, which is very
effective in the modeling of multi-pass welds. In the pass control section of this plug-in,
the time required to ramp up the heating cycle to melting and the hold time can be
inserted for each pass. Similarly, the cooling time can be inserted, accordingly. Surface
film conditions and radiation heat transfer properties can be assigned simultaneously.
Subsequently, AWI generates thermal and mechanical models, which can be edited to
assign mesh elements and related boundary condition. The model change feature allows
AWI to activate and deactivate weld beads in torch hold and pause step and controls the
amount of heat transferred to the model, to avoid overheating. In mechanical analysis,
torch temperature is capped, avoiding excessively large thermal strains. The annealing
temperature can be set in material properties, to avoid a large accumulation of plastic
strains.

4.2 Finite Element Modeling

A 4-node linear heat transfer quadrilateral DC2D4 element was used in the thermal anal-
ysis, along with 4-node bilinear generalized plane strain quadrilateral CPEG4 element
in the mechanical model. A total of 2497 elements were created for the entire model.
A generalized plain strain CPEG4 element was used in the mechanical model, as it has
been demonstrated to give higher accuracy results, compared to those of plane strain
element. An annealing temperature of 1200 °C was used in the modeling, to avoid the
accumulation of plastic strain, and elastic perfectly plastic conditions was used in the
analysis.

4.3 Thermal and Mechanical Model in AWI

In the Abaqus AWI plug-in, torch hold time is calculated as shown in Tables 1 and
2, from linear 2D heat input approximation [14]. Welding parameters are referenced
from [6] for the linear heat input Q (J/mm) calculation. Ramp and hold time were used
in the thermal model, followed by convective cooling as thermal boundary condition.
To remove rigid body motions and to introduce symmetry conditions in the 2D model,
appropriate boundary conditions were employed in themechanical model. Contour plots
of nodal temperature distribution and longitudinal stresses are shown in Fig. 3.
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Fig. 3. Nodal temperature & longitudinal stresses distribution in Abaqus

4.4 Data Preparation and Model Evaluation

Two different data sets corresponding to Longitudinal Stress (LS) and Transverse Stress
(TS) generated from FEM are used to train and test the performance of different RSMs.
The dataset is shown in Table 1 and Table 2. The values of the following input parameters
“current, voltage and traveling speed” are referred from the cases study presented in [13],
while the input parameters “heat input to the metal, Length of weld pool, Hold time” are
analytically derived. A correlation matrix for the training dataset is shown in Figs. 4 and
5. It can be seen from Fig. 4, that LS has a strong negative correlation with the parameter
“Distance from center of weld”, while in Fig. 5, TS has a positive correlation with the
same parameter, which is in agreement with the physical observations due to the fact
that stresses perpendicular to the weld are more deleterious to structural integrity due
to its loading direction. In order to gain maximum advantage of the predictive power
of the machine learning algorithms, scaling of the data using Standard Scaler function
of Sckitlearn library was performed. Thereafter, a ML pipeline consisting of all the
algorithms was created in order to prevent data leakage. Since, we had limited number
of data, therefore K-fold cross validation technique (10 folds and 10 repeats) was used
to evaluate different ML models. In order to compare the accuracy of the regression
algorithms, three metrics, namely, Root Mean Square Error (RMSE), Mean Absolute
Error (MAE), and Explained Variance Score (EVS) are used. Mathematically, these are
written as:
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∧
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Table 1. FEM based training data set input

S.no Current
(amps)

Voltage
(V)

Traveling
speed (v)
(mm/s)

Heat input to
the metal
(J/mm)

Length of
weld pool
(mm)

Hold time
(sec) = l/v

1 202.73 9.03 2.49 552.24 4.34 1.74

2 218.66 7.55 2.61 475.21 4.02 1.54

3 207.41 10.01 2.51 621.10 4.80 1.91

4 213.71 7.62 2.66 459.03 4.73 1.78

5 206.88 9.35 2.65 548.10 4.18 1.58

6 212.46 8.55 2.48 549.44 4.15 1.67

7 211.64 8.40 2.68 498.30 4.41 1.65

8 217.23 9.89 2.44 660.48 4.44 1.82

9 212.71 9.21 2.41 610.94 4.31 1.79

10 204.06 9.03 2.30 600.35 4.03 1.75

11 216.44 9.33 2.53 599.32 4.44 1.76

Table 2. FEM based testing data set input and output

S.no Current
(amps)

Voltage
(V)

Traveling
speed (v)
(mm/s)

Heat input to
the metal
(J/mm)

Length of
weld pool
(mm)

Hold time
(sec) = l/v

1 203.51 8.13 2.65 467.70 4.59 1.73

3 219.46 8.70 2.55 561.05 4.00 1.57

4 207.97 9.13 2.37 600.95 4.34 1.83

5 215.55 7.88 2.62 485.59 4.64 1.77

4.5 Result Discussion

The regressionmodel which has lowest value of RMSE andMAE and for which EVS are
closer to 1 is the most accurate model. The value of the three metrics for 12 algorithms
for the analysis has been shown in Table 3. The collective time taken by all 12 algorithms
for training and making predictions was less than 2 min, and for GBR, the time taken
was 45 s. From Table 3 it is seen that Gradient Boosting Regression (GBR) is the most
accurate algorithm as it has lowest errors (i.e. RMSE, MAE) and EVS closest to 1. The
value of various hyperparameters for GBR used in the case study are learning rate =
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0.5, number of estimators = 200 (as seen from Fig. 6). The value of RS obtained from
FEM and GBR on the validation data set is shown in Fig. 7. As can be seen from Fig. 7
that there are very few outliers and in general the trend between the actual and predicted
Longitudinal RS and Transverse RS is almost linear, thus indicating good prediction
accuracy of the GBR. Thereafter authors used the trained GBR to predict the value of
Longitudinal and Transverse RS on the test dataset (shown in Table 2) the results of
which are presented in Figs. 8, 9, 10 and 11, which clearly depict that GBR is able to
predict the WRS with significantly higher accuracy.

Fig. 4. Correlation matrix for longitudinal RS

Fig. 5. Correlation matrix for transverse RS
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Table 3. Different RSMs comparison for longitudinal & transverse RS

RSM RMSE MAE EVS

Long Trans Long Trans Long Trans

MLR 58.1 39.7 48.2 30.2 0.881 −0.173

LASSO 56.7 39.5 46.9 30.0 0.885 −0.148

Ridge 61.9 39.1 49.1 29.7 0.844 −0.13

BayesRidge 56.9 36.5 46.9 28.0 0.883 −0.001

SVM 46.0 29.1 37.9 20.5 0.915 0.353

kNN 61.7 19.3 49.8 16.3 0.848 0.72

Tree 13.3 22.3 8.3 15.7 0.995 0.661

RandomForest 4.0 2.6 2.1 1.9 0.996 0.995

Bagging 4.1 2.7 2.1 1.9 0.998 0.994

AdaBoost 4.0 6.6 2.7 4.8 0.998 0.966

GPR 41.7 15.0 31.5 9.7 0.921 0.87

GBR 4.0 1.3 2.0 0.9 0.999 0.999

Fig. 6. Estimator selection for GBR

The Gradient boosting regression model used in this case study for predicting the
nonlinear pattern of WRS is an attempt to highlight the application of ML in structural
integrity world. Welding input parameters used for given case study are limited in range
hence expected outcomes fromGBR and FEMmodels have a better correlation. Training
of these regression models from wider range of input parameters having varying weld
geometries in combination with outputs of various experimental & numerical methods
(considering non linearities associated with welding) will be way forward.
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Fig. 7. RS predicted by FEM and GBR for test data set

Fig. 8. RS predicted by FEM and GBR for test data set (1st Test Set)
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Fig. 9. RS predicted by FEM and GBR for test data set (2nd Test Set)

Fig. 10. RS predicted by FEM and GBR for test data set (3rd Test Set)
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Fig. 11. RS predicted by FEM and GBR for test data set (4th Test Set)

5 Conclusion

The main conclusion of the paper is as follows:

• Welding residual stresses (WRS) estimation away from weld center becomes impor-
tant from structural integrity aspect especially in constrained geometries of offshore
jackets and piping’s welds.

• Longitudinal stresses (LS) equal or more than yield magnitude of material in plastic
zone formed adjacent to fusion zone can help in determining full field WRS profile
from weld center till they fully vanish.

• Transverse stresses (TS) distribution estimation away fromweld center can help in SIF
determination due to WRS and help in efficient determination of crack propagation
rates used in fracture mechanics procedures.

• Gradient Boosting Regressor accurately predicted the WRS in the longitudinal and
transverse direction on the test dataset. The time taken for training and testing the
GBR model was 45 s which in comparison to FEM is quite fast the FEM simulations
took approximately 30 min.

• The trained GBRmay be used as an alternative to FEM for predictingWRS in similar
problems without compromising the accuracy, nevertheless saving simulation time.
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Abstract. Traditional techniques of training Artificial Neural Networks (ANNs)
i.e. theBackPropagation algorithm (BPA), havehigh computational time andnum-
ber of iterations and hence have been improved over the years with the induction
of meta-heuristic algorithms that introduce randomness into the training process
but even they have been seen to be prone to falling into local minima cost solu-
tions at high dimensional search space and/or have low convergence rate. To cater
for the inefficiencies of training such an ANN, a novel neural network classifier
is presented in this paper using the simulation of the group teaching mechanism
to update weights and biases of the neural network. The proposed network, the
group teaching optimization algorithm based neural network (GTOA-NN) con-
sists of an input layer, a single hidden layer of 10 neurons, and an output layer.
Two University of California Irvine (UCI) database sample datasets have been
used as benchmark for this study, namely ‘Iris’ and ‘Blood Transfusion Service
Center’, for which the training accuracy is 97% and 77.9559%whereas the testing
accuracy is 98% and 83.5341% respectively. Comparative analysis with PSO-NN
and GWO-NN unveil that the proposed GTOA-NN outperforms by 0.4% and 4%
in training accuracy and 2.6% and 6.8% in testing accuracy respectively.

Keywords: Meta-heuristic · Neural network · Intelligent control system · Group
teaching optimization algorithm · Classification

1 Introduction

System’s complexity affects its accuracy. Many researchers have proposed different
models by imitating human learning capability and intelligence. Most common among
them are fuzzy logic [1], expert system [2], artificial neural networks [3] and adaptive
control [4]. Expert systems are incapable to cater for imperfections due to general com-
plexities as they are centered on expert experiences instead of real time statistics. Fuzzy
logic and neural networks are among intelligent systems to handle complexities.

Artificial Neural Networks (ANNs) simulate human behavior of processing infor-
mation. As of now, the field of artificial intelligence is centered on the combination of
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intelligent identification and decision making strategies. Subsequently, the utilization of
ANN in various fields of engineering has become a center of focus. In the field of pattern
classification, ANNs have shown impeccable performance in terms of adjusting them-
selves to the data without any explicit information. Basic utilized classification methods
primarily incorporate Naive Based approach (NB) [5], Support Vector Machine (SVM)
[6], Radial Basis Function Neural Network (RBF-NN) etc.

ANNs address non-linearity better than other models. Hand writing identification
[7], product assessment [8], fault recognition [9] and medical findings [10] are some
of the fields in which ANNs are contributing. Back propagation algorithm (BPA) based
neural networks are perhaps the most abundantly applicable and developed ANNmodel
but a major drawback in this model is that the training speed is slower than anticipated.
The training process of neural networks contribute majorly to the complexity of model.
In addition to it, structure of the network impacts the execution remarkably. Accordingly,
to decide the ideal weights and organization of an ANN is a tough ask.

With an aim to beat afore-mentioned shortcoming of redundantANNand enhance the
efficiency of ANN, a multi-input novel approach is proposed that uses Group Teaching
Optimization Algorithm [11] based classifier to optimize neural network.

2 Related Work

Many researchers have proposed their methods using ANNs in different applications.
Liu et al. [4] presented ANN based technique to calculate the unknown mass of a car
body approximately using adaptive control scheme for a quarter car model. ANNs show
better performance during learning as compared to the traditional classificationmethods.
Neural networks mostly used are based upon the BP algorithm. This method consists
of two processes: forward propagation of information and back propagation of error.
While network is trained, variations are constantly monitored and weights are converged
towards relative error function gradient until the stopping condition is met. The major
limitations of BP based ANNs include falling into local minima or maxima and slower
speed.

In order to overcome these shortcomings, many researchers have proposed their
models while transforming the formation, applying different activation functions and
refining weight updation methodology. Zhang et al. [12] presented a model to overcome
the weaknesses in BP neural networks. In this model, multiple-input feed-forward neu-
ral network activated by Chebyshev polynomials of Class 2 was used. Zhang et al. [13,
14] also proposed methods to optimize activation functions using linear independent
polynomials or orthogonal polynomials. Han et al. [15] merged Adaptive PSO with
Radial Basis Function Neural Network (RBF-NN) for optimization of neural network
constraints. Sanz et al. [16] presented a hybrid Hopefield Network Genetic Algorithm
based model to handle Terminal Assignment (TA) problem in situations where greedy
heuristic based techniques are no longer valid. Ren et al. [17] introduced Particle Swarm
Optimization (PSO) based BP neural network combined with comprehensive parameter
selection to calculate wind speed forecasting. Khadse et al. [18] proposed conjugate
gradient back propagation based approach for classification of voltage sag and swell
detection in real time power quality calculation using ANN. Zhang et al. [19] provided
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relatively simpler connection between forward andbackward stages via unified two-stage
orthogonal least squaresmethods.Da et al. [20] presented improvedPSOcombining sim-
ulated annealing algorithm and conventional PSO to avoid local optimum. Li et al. [21]
presented super-resolutionmapping of wetland inundation from remote sensing imagery
through integration of BP neural network and genetic algorithm. Mavrovouniotis et al.
[22] trained neural network through ant colony optimization algorithm for pattern classi-
fications. Younis et al. [23] used RBF-NN to predict fatigue crack growth rate in aircraft
aluminum alloys. Zafar et al. [24] presented a model containing MPPT control of PV
systems under partial shading and complex partial shading using a meta-heuristic algo-
rithm namely; the Group Teaching Optimization Algorithm (GTOA). Meta-heuristic
algorithms also have many applications in the field of renewable energy [25–30].

3 Group Teaching Optimization Algorithm Based Neural Network
(GTOANN)

Before discussing the implementation of GTOA on an ANN, basic idea of GTOA is
introduced. The algorithm mimics group teaching mechanism. The target is to improve
knowledge of the whole class. The entire class differs from each other depending upon
the abilities. To apply group teaching technique for optimization of the algorithm, a
certain population is assumed. Decision variables and fitness function depend upon the
students, courses offered and acquaintance of students for the offered courses. Keeping
in view, the generality, a simple model is designed based upon the following rules:

• Students of the class are primarily segregated on the basis of ability to fetch knowledge.
Larger is the difference between ability to accept knowledge, more difficult is to
formulate the teaching plan

• A good teacher is the one who pays more attention to the students who have poorer
acceptance tendency as compared to the students with brighter students

• It is considered for a good student to self-learn during his free time by interacting with
other students and vice versa

• A good instructor allocation is pivotal in improving knowledge of the students

The algorithmconsists of four phases. It startswith teacher allocation phase, followed
by grouping phase, then the teacher phase and finally the student phase. These phases
are briefly explained and illustrated in Fig. 1.

3.1 Grouping Phase

Assuming that the knowledge of whole class lies in normal distribution, it is mathemat-
ically represented as:

(x) = 1√
2πδ

e
−(x−u)2

2δ2 (1)

where x represents the value for which function of normal distribution is needed. δ and
u represents the standard deviation and mean knowledge respectively. A large value of
δ means greater difference between knowledge of students. A good teacher is the one
who improves the knowledge of students and reduces standard deviation.
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Fig. 1. Phases of GTOANN

3.2 Teacher Phase

This phase corresponds to the second rule, which is that the teacher transfers knowl-
edge to one student. On the basis of that, different teaching plans are made for average
and brilliant students. Keeping this in view, this phase is further sub-divided into two
categories.

Teacher Phase I. Based upon the stronger capability of taking information, an instruc-
tor teaches the brilliant section of the class. Moreover, teacher aims to increase average
comprehension of whole class keeping in view the difference in abilities of absorbing
information. Thus, the ability of brilliant student of gaining knowledge is given by.

xt+1
teacher.i = xti + a × (

Tt − F × (
b × Mt + c × xti

))
, (2)

where

M t = 1

N

∑
xti , (3)

and

b + c = 1. (4)

t represents the number of iterations, N is number of students, xti represents the
student’s knowledge i at time t. T t represents the knowledge of teacher at time t. F is a
factor to decide efficiency of teacher, xt+1

teacher.i is the knowledge of student i at time t after
gaining knowledge from instructor. a, b and c are randomly selected values between 0
and 1.

Teacher Phase II. Good teacher pays more attention to the students having poor ability
of fetching knowledge according to second rule. Thus, knowledge of average group is
represented by:

xt+1
teacher.i = xti + 2 × d × (

T t − xti
)
, (5)
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where d is the random number in the range of [0,1]. Moreover, some of the stu-
dents cannot gain enough knowledge from the teacher therefore their mental acuity is
represented using Eq. (6).

xt+1
teacher.i =

⎧
⎨

⎩

xt+1
teacher.i, f

(
xt+1
teacher.i

)
< f

(
xti

)

xti , f
(
xt+1
teacher.i

)
≥ f

(
xti

) (6)

xt+1
student.i =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

xt+1
teacher.i + e(xt+1

teacher.i − xt+1
teacher.j) + g(xt+1

teacher.i − xti ),

for f (xt+1
teacher.i) < f (xt+1

teacher.j)

xt+1
teacher.i − e(xt+1

teacher.i − xt+1
teacher.j) + g(xt+1

teacher.i − xti ),

for f (xt+1
teacher.i) ≥ f (xt+1

teacher.j)

(7)

T t =

⎧
⎪⎪⎨

⎪⎪⎩

xtfirst, f
(
xtfirst

)
≤ f

(
xtfirst+xtsecond+xtthird

3

)

xtfirst+xtsecond+xtthird
3 , f

(
xtfirst

)
≤ f

(
xtfirst+xtsecond+xtthird

3

) (8)

3.3 Student Phase

Student phase is based upon the third rule. In their free time, students can enhance
his/her information either through self-learning or by interaction with other classmates.
It can mathematically be represented by Eq. (7) where e and g are values within the
range [0,1]. xt+1

teacher.i is the student’s knowledge i through learning by interacting with
other students whereas, xt+1

teacher.j represents comprehension of student j at time t, after
gaining from mentor. j ∈ {1, 2, . . . , i − 1, i + 1, . . . ,N }. Moreover, a student may not
be able to enhance his information by interacting with fellow students. Mathematically
this weakness of the student is represented as:

xt+1
i =

⎧
⎨

⎩

xt+1
teacher.i, f

(
xt+1
teacher.i < f

(
xt+1
student.i

))

xt+1
student.i, f

(
xt+1
teacher.i ≥ f

(
xt+1
student.i

)) (9)

3.4 Teacher Allocation Phase

In order to enhance the comprehension of whole class, allocation of a good teacher is
crucial during learning phase. This process is explained in Eq. (8) where xtfirst , x

t
second

and xtthird are best students on first, second and third spots respectively. Outstanding and
average group of the class must share same teacher for the algorithm to converge rapidly.
A pseudo code for GTOA, to get an optimum solution is shown in Fig. 2.
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Fig. 2. Pseudo code of the proposed GTOANN

4 Design GTOANN and Theoretical Analysis

For the design of an ANN, a three layered network, as seen in Fig. 3, is constructed
which contains an input layer, a hidden layer and output layer.

The connections between the layers aremade such that every neuron in the input layer
is connected with each neuron in the hidden layer and each neuron in the hidden layer is
further connected with all neurons in the output layer. A conversion function for tuning
the inputs into desired form of outputs are also utilized in the neural network, called the
activation function. Lastly the comparison between desired output and predicted neural
network output i.e. the cost function is the result that needs to be minimized for an
efficient neural network classifier.

For the construction of GTOA based NN, randomly assigned weights and biases are
incorporated into the network initially. Two-thirds of a sample dataset are marked as
the training dataset and are fed into the network. The output generated by the network,
predicted output, and the desired output are fed to the algorithm which in turn optimizes
the weights and biases of the neural network so that the cost function is minimized. This
training scheme is depicted as a flowchart in Fig. 4.

It is pertinent to mention that number of hidden layer neurons have a great influence
on overall efficiency of network. Smaller number of neurons effects the learning capa-
bility of network, ultimately effecting the accuracy of the training phase. Consequently,
if the number of hidden layer neurons is large, it results in forming the overfitting
phenomenon and increases complexity of the network. Therefore, optimum value of
intermediate layer neurons is quite crucial. On the basis of trial and error, 10 neurons
were chosen to converge the network into its optimum solution. With neurons less than
10, the training dataset ended up with inadequate accuracy while with neurons more than
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Fig. 3. Proposed structure of GTOA-NN

Fig. 4. Flowchart of proposed GTOA-NN

10, the training accuracy improved but prediction of any outliers on the testing dataset
were inaccurate and hence testing accuracy was insufficient.

Secondly, a suitable activation function needs to be acquired. The activation function
determines the strength the neuron will produce and receive. In [31], a comparison was
performed between the four activation function as given by (10), (11), (12) and (13).
It concluded that the sigmoid function substantially outperforms the other activation
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functions, therefore for the purposes of this study the sigmoid activation function is
utilized.

�
a
i

= axi + b Linear Func. (10)

�
a
i

= 1

1 + e−xi
Sigmoid Func. (11)

�
a
i

= exi − e−xi

exi + e−xi
Hyberbolic Tan.Func. (12)

�
a
i

= exp

[
− 1

2σ 2
‖ni − mi‖2

]
Gaussian Func. (13)

In [32], a popular cost function namely; Normal Mean Square Error (NMSE) is used
for a neural network training algorithm, therefore it is chosen for the purpose of this
study as well.

5 Results

Two University of California Irvine (UCI) database sample datasets were chosen as the
benchmark for the proposed GTOA-NN classifier, details of which are tabulated as Table
1. ‘Iris’ dataset contains 3 classes of 50 instances each, where each class refers to a type
of iris plant and ‘Blood Transfusion Service Center (BTSC)’ dataset, which is the donor
list database from the BTSC of Hsin-Chu City in Taiwan. Division of the datasets was
made such that the training sample came to two-thirds of the complete matrix will the
remaining became the testing dataset. Using the NN determined in the previous chapter
a population size of 100 particles was chosen for the GTOA and the stopping criteria
was chosen to be 50 iterations which provided sufficiently high accuracy. In contrast,
increasing the number of iterations would result in overfitting of the ANN. GTOA’s
tuning parameter i.e. efficiency of teacher F, is set at 0.8.

Table 1. Details of datasets.

Dataset Number of attributes Number of classes Number of instances

Iris 4 3 150

Blood transfusion service
center

4 2 748
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Table 2. Comparison of classification for training data.

Dataset Training accuracy (%)

PSONN GWONN GTOANN

Iris 97 89 97

Blood transfusion service center 77.1543 77.5551 77.9559

Average rank 87.0772 83.2776 87.4780

Table 3. Comparison of classification for testing data.

Dataset Testing accuracy (%)

PSONN GWONN GTOANN

Iris 96 92 98

Blood transfusion service center 80.3213 75.9036 83.5341

Average rank 88.1607 83.9518 90.7671

To further reaffirm the advantages of the GTOANN classifier a comparison analy-
sis was performed with two other swarm based multi-input algorithms for neural net-
work weights updation namely, particle swarm optimization [33] based neural network
(PSO-NN) and grey wolf optimization [34] based neural network (GWO-NN). For the
comparison experiment, same number of iterations and population size were selected.
For PSO the tuning parameter C1 and C2 are set at 1.5 and for GWO the parameter ‘a’
is set at 2. The error graphs of training the two abovementioned datasets can be seen in
Fig. 5 which makes known that the overall cost is minimized further for the proposed
GTOA-NN as compared to other designed ANNs.

With the minimized cost prediction at 50 iterations each, the accuracy of the trained
models is tested for both the training dataset and the testing dataset. Results of the
comparison are depicted in Table 2. and Table 3. It can be seen that GTOA-NN exhibits
higher accuracy. This is so, primarily because GTOA is very effective in optimization of

Fig. 5. Cost vs iterations for Iris (Left) and BTSC (Right) dataset.



A Novel Group Teaching Optimization Algorithm 67

complex mathematical problems due to the nature of algorithm in improving knowledge
of the whole class of students.

Figure 6 and Fig. 7 show scatter plots of the true outputs of each dataset and its
predicted output from the four NNs against two features of the dataset. This further
clarifies the superiority of the GTOA-NN. For PSO, convergence becomes challenging
for a high-dimensional state space because the randomness causes the solution to move

Fig. 6. Scatter plot for Iris testing dataset – GTOA (Left), GWO (Right), PSO (Bottom).

Fig. 7. Scatter plot for BTSC testing dataset – GTOA (Left), GWO (Right), PSO (Bottom).
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rather unevenly. Whereas in the case of GWO, although the heuristics of the algorithm
ensures fast cost minimization i.e. at fewer number of iterations, the parameter ‘a’ which
is decreasing with the increase in number of iterations, causes the algorithm to converge
at a local minima solution.

6 Conclusion

This paper proposed a novel neural network classifier namely the Group Teaching Opti-
mization algorithm based Neural network (GTOA-NN). A three layered network is
utilized with 10 neurons at the hidden layer, sigmoid activation function and NMSE as
the cost function. To verify the prospects of the proposed network, it was trained and
tested using two varying sized datasets acquired from the University of California Irvine
(UCI) database namely, ‘Iris’ and ‘Blood Transfusion Service Center’. Comparison with
two multi-input algorithms i.e. PSONN and GWONN prove that under the same num-
ber of iterations and search space, GTOA-NN performs 0.4% and 4% better for training
accuracies and 2.6% and 6.8% better for testing accuracies respectively. It is possible to
examine further multi-faceted datasets using this neural network classification technique
subject to change in the preliminaries i.e. increasing the number of neurons, widening
the search space, changing the activation function and/or cost function depending on the
problem in question, etc.
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Abstract. Neural networks are typically trained on large amounts of
data using a gradient descent optimization algorithm. With large quanti-
ties of data it is infeasible to calculate the gradient over the entire dataset,
and the gradient is therefore estimated over smaller minibatches of data.
Conventional wisdom in deep learning dictates that best performance
is achieved when each minibatch is representative of the whole dataset,
which is typically approximated by uniform random sampling from the
dataset. In deep reinforcement learning the agent being optimized and
the data are intimately linked, as the agent often chooses its own traver-
sal of the problem space (and therefore data generation), and further the
objective is not necessarily to perform optimally over the whole problem
space but rather to identify the high rewarding regions and how to reach
them. In this paper we hypothesize that one can train specifically for
subregions of the problem space by constructing minibatches with data
exclusively from this subregion, or conversely that one can avoid catas-
trophic forgetting by ensuring that each minibatch is representative of
the whole dataset. We further investigate the effects of applying such
a strategy throughout the training process in the offline reinforcement
learning setting. We find that specific training in this sense is not possible
with the suggested approach, and that simple random uniform sampling
performs comparable or better than the suggested approach in all cases
tested.

1 Introduction

Deep learning (DL) is a field of machine learning (ML) encompassing methods
for training artificial neural networks (ANNs) to perform tasks such as classifica-
tion and regression. These networks are typically trained in an iterative fashion
with gradient descent methods. To generalize well to the networks’ production
environment, a large and diverse training dataset is needed. With large datasets
it is generally preferable to estimate the gradient over smaller minibatches, i.e.
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subsets of the whole datasets, as this allows more iterations of improvements in
the same amount of time as calculating the true gradient over the entire dataset,
while still yielding sufficient accuracy for consistent improvements over time [2].
This algorithm is called stochastic gradient descent (SGD) [8], which also has
the added benefit of introducing some noise in the optimization process which
can help avoid getting stuck in local minima of the loss function.

For the trained model to be consistent it is typically assumed that each
sample in the training set and in the minibatches are i.i.d, and this is usually
achieved with the simple random sampling (SRS) scheme, where every sample is
drawn without replacement with uniform probability [2]. Since the aim of SGD
is to yield the true gradient over the whole training set in expectation, conven-
tional wisdom dictates that best performance is achieved when each minibatch
is representative of the whole dataset.

One of the main benefits of the class of off-policy reinforcement learning
(RL) algorithms are their superior sample efficiency—due to them storing the
agent’s experiences in a replay buffer which constitutes the training dataset of the
problem—from which minibatches are sampled with replacement. Also there is
typically a marked difference in the informativeness of different experience sam-
ples. For instance, some samples may correspond to typical events that already
are highly represented in the data and therefore sampled and learned from often,
while other samples may represent rare highly rewarding events that the agent
should learn how to achieve more often.

This paper investigates whether faster convergence or better asymptotic
performance can be achieved for off-policy RL methods by ensuring a certain
state space distribution of the gradient descent minibatches. Specifically, we first
explore whether specific training in RL is possible with this approach, i.e. train-
ing to learn subtasks or improve performance in subregions of the state space
without deteriorating performance in other tasks and regions. We then explore
how specializing minibatches into subregions and subtasks compare to conven-
tional SRS and to ensuring that each minibatch is general and representative
of the whole dataset, on their effects on the convergence rate and asymptotic
performance of the learning process in RL. We will use the offline RL setting [9]
to investigate these questions, as it better isolates the effects we are looking at
than online RL.

The rest of the paper is organized as follows. Section 2 presents related
approaches in modifying the sampling strategy in deep learning optimization
algorithms. Section 3 then presents the requisite RL theory and presents the
SGD algorithm. In Sect. 4, the methodology proposed in this work is evaluated
in a regular deep learning setting on the MNIST dataset as a pedagogical exam-
ple to gain some insights. Section 5 outlines the methodology used in this work
and details the experiments performed. Section 6 presents the results of these
experiments and discusses the methodology and claims of the paper in light
of these results and concludes the paper, presenting the author’s thoughts on
further work in this area.
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2 Related Work

Curriculum learning (CL) is a an alternative approach to the problem of achiev-
ing better convergence speed by selecting data samples for training. The concept
of CL is based on starting with the easy parts and gradually increasing the dif-
ficulty as the trainee improves. In the DL setting this amounts to identifying
the data samples that are easier to learn and serve these to the neural network
(NN) first. Thus the CL approach requires either some expert domain knowl-
edge to ascertain the difficulty of different data points, or requires first processing
the data points with the model being trained to use self supervised curriculum
methods. CL in reinforcement learning is often applied at the level of designing
experiments [4,11], starting with giving the agent easier instances of the envi-
ronment or episodes with favorable conditions, rather than using it as a method
of sampling from the experience replay buffer like the approach in this paper.

Several previous works have noted the inadequacies of uniform SRS and the
room for improvements. In [14], the authors suggest performing stratified sam-
pling from clusters designed to minimize the in-cluster gradient variance, which
in turn accelerates the convergence of minibatch SGD. Recently, [12] suggested
a similar scheme called typicality sampling in which the dataset is divided into
two: one group which is typical for the dataset—in the sense that the samples are
highly representative of the whole dataset and contribute the most to the true
gradient—while the other group is the rest of the dataset. Minibatches are con-
structed by SRS in each group. The authors show that this scheme reduces the
variance of each minibatch gradient wrt. the true gradient, and further that the
method achieves a linear convergence speed in expectation. Both of these meth-
ods require reconstructing the clusters and groups at each iteration, but they
both include approximate versions of the methods that are shown empirically to
outperform standard SGD on several datasets.

Prioritized experience replay (PER) [13] is an attempt at improving on the
standard SRS scheme in RL. The idea in PER is that the more “surprising”
an experience is, the more there is to learn from it. Samples are drawn with a
non-uniform probability based on the “surprise” metric, which is typically the
temporal difference (TD) error. PER shows clear improvements over uniform
SRS in sample efficiency, and was found in [7] to be the single most important
contribution to the then state of the art (SOTA) algorithm on the Atari-game
suite, Rainbow, which combined several advancements in RL.

3 Background Theory

3.1 Reinforcement Learning

RL is a machine learning framework to compute optimal plans for sequential
decision making problems framed as Markov decision processes (MDPs). The
process is defined by a tuple 〈S, s0,A, R, T , γ, 〉, where S is a set of states and s0 is
the distribution of initial states, A is a set of actions, R(s, a) is a reward function,
T is a discrete time state transition function describing transitions between
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states as a function of actions, and γ ∈ [0, 1) is a discount factor, reflecting
the relative importance of immediate and subsequent rewards. In the episodic
setting we define the return, R(τ) =

∑
(st,at)∼τ γtR(st, at) as the sum of rewards

over a sequence of states and actions, τ = (s1, a1, s2, a2, . . . , sT , aT ), where T is
the episode length and ∼ denotes that the states and actions are distributed
according to the sequence τ . The RL objective can be stated as finding a policy
π, i.e. a function generating actions from states, that maximizes the return over
the states and actions in the environment: maxθ J(θ) = Eτ∼T (s0,πθ) [R(τ)]. Here
θ denotes the parameterization of the policy.

Deep Determinstic Policy Gradient (DDPG). DDPG [10] is an off-policy
actor-critic RL algorithm employing function approximation for the key com-
ponents, the policy π and the state-action value function Q, typically imple-
mented as neural networks. Samples are collected by using a stochastic ver-
sion of the policy πb—typically obtained by adding independent Gaussian noise
to the output of the policy (2)—and are then added to a replay buffer D.
The agent is trained by estimating the action-value function of the policy
Qπ(s, a) = Eτ∼π [R(τ) | si = s, ai = a], which estimates the value of being
in state si, taking action ai and from then on always acting according to the
policy π. This action-value function therefore offers guidance on how to improve
the current policy π, by differentiating the action-value function wrt. the actions
as in (1) with the objective function (3):

π(s) = arg max
a

Q(s, a) (1)

πb(s) = π(s) + N (μ, σ) (2)
Lπ(θ) = max

θ
Es∼D [QθQ(s, πθ(s))] (3)

where θQ is the parameterization of the Q-function. The Q-function is trained to
satisfy the 1-step Bellman optimality equation over mini-batches B drawn from
the replay buffer D.

yt = R(st, at) + γQθQ(st+1, πθ(st+1)) (4)

LQ(θQ) = E(st,at,st+1)∼B

[
(yt − QθQ(st, at))

2
]

(5)

3.2 Stochastic Gradient Descent

The objective functions in Sect. 3.1 are typically optimized with some variant of
SGD. The parameters η of the objective L are updated by performing a step of
gradient descent of length α along the gradient estimated over the minibatch of
samples B according to:
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η = η − α∇ηL (6)

L =
∑

i∈B
	(xi) (7)

Here, 	 is the objective evaluated at a single data sample xi. In true SGD
the gradient is estimated over a single data sample, while the mini-batch variant
estimates the gradient over a larger batch of data points. The data points in
the mini-batch are usually assumed to be i.i.d. In RL however data samples
are temporally correlated as they are generated in sequences of interaction with
the environment with a likelihood that depends on the generating function π.
To alleviate this temporal correlation, off-policy RL algorithms gather the data
samples in a replay buffer and then sample independently of the time dimension
from this buffer.

4 Looking at MNIST: A Motivating Example

To develop some intuition and understanding in a more controlled environment
we will first look at how the distribution of samples in the mini-batch affects
performance in regular deep learning. We use the MNIST dataset, consisting
of 70000 images of handwritten digits, commonly used to test image processing
algorithms for classification purposes. To make the comparison to reinforcement
learning more straightforward, a simple multilayer perceptron (MLP) is used
consisting of two hidden dense layers with 512 units. We test two cases, one
where we use the whole dataset and the distribution over digits is uniform, and
one unbalanced case where the distribution is uneven as shown in Fig. 1b. Each
data sample is grouped based on its label, and each batch contains only images
of one digit in the single sampling strategy or a distribution proportional to that
of the whole dataset in the proportional strategy.

This experiment confirms the conventional wisdom: having each batch be
representative of the whole dataset yields the best performance, and random
sampling performs very similar if not identically to this. Specializing each batch
into only one digit performs considerably worse than the other two alternatives.
Interestingly this performance gap shrinks when the dataset is unbalanced. This
suggest that if one cares more about performance in certain aspects or subregions
of the data space, that specializing might have the hypothesized effect, which is
promising for the reinforcement learning setting.

5 Reinforcement Learning

We will look at the offline RL setting [9], in which the agent is exclusively
trained on data that already been collected by another policy, and the agent has
no interaction with the environment of its own. This setting makes clustering the
data easier, makes comparisons to regular deep learning more straightforward,
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Fig. 1. Validation accuracy on the MNIST dataset for the three sampling strategies
on the balanced dataset on the left and the uneven dataset on the right.

and isolates the effects that we are investigating to a larger degree than online
RL.

To further facilitate clustering of the data we have focused on the two envi-
ronments MountainCarContinuous-v0 and Pendulum-v0 who both feature a low
dimensional state space, consisting of two and three dimensions respectively.
To see if the insights garnered from low dimensional problems are applicable
to higher dimensional problems we also conduct the same experiments on the
Walker2d-v3 environment.

5.1 Data and Clustering

We adopt the “final”-strategy from [6] to obtain the datasets, i.e. train a reg-
ular RL agent with high exploration noise N (0, 0.5) for [100k, 100k, 1m] time
steps for each environment Pendulum, MountainCarContinuous and Walker2d,
respectively and save all experiences from the training process. This strategy
should ensure sufficient coverage of the state and action spaces making offline
learning possible, even for algorithms such as twin delayed DDPG (TD3) which
are not specifically designed for the offline RL setting [1]. We use the default
hyperparameters of TD3 from [5] except for the learning rate which we halve to
0.0005.

We employ three different sampling strategies: (1) “single”, meaning all data
in a minibatch come from the same cluster, (2) “proportional”, meaning each
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minibatch has the same distribution over clusters as the whole dataset, and (3)
“default”, corresponding to normal SRS without clustering of data.

For simplicity we have chosen to use the K-means clustering algorithm. The
number of clusters was set individually for each environment based on the size
of the state space aiming at a similar homogenity in the clusters among the
environments. The state spaces of the environments and clusters estimated from
the datasets are shown in Fig. 2. We did experiment with more advanced clus-
tering algorithms such as DBSCAN [3], but found similar results, and therefore
preferred the simpler K-means algorithm.

(a) Pendulum (b) MountainCar

Fig. 2. The state spaces and clusters of the different environments for the datasets
used in the experiments. The Walker2d environment is not shown here due to its high
dimensionality.

5.2 Specific Training

To test whether specific training is possible, we take a model that has been
trained such that it is able to complete the task set forth by the environment,
train it further with data only from a specific subset of the state space, and look
at whether behaviour is changed in this region but not other regions. Figure 3
shows the results of these experiments, in state space transition plots. Although
we can see that behaviour is most greatly impacted for the data trained on, there
are also significant changes in behaviour in other parts of the state space.

6 Results, Discussions and Conclusion

Considering that specific training does not seem to work as hypothesized, one
should not expect that specializing minibatches should give increased perfor-
mance. Indeed, Fig. 4 and 5 shows that in general the single sampling strategy
has a much slower learning curve than the other two strategies and a worse
asymptotic performance in most cases Notably, for the Pendulum environment
the single strategy is unable to find a solution to the problem for 4 of 5 seeds,
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Fig. 3. Results of specific training experiments visualized in state space plots. The
arrows indicates the direction and magnitude of the state change resulting from apply-
ing the actor action in the given state. The Pendulum environment plot is in polar
coordinates where the radial axis corresponds to velocity starting at maximal negative
velocity, while the angular axis corresponds to the angle of the pendulum. Left) Before
specific training, Middle) After specific training, Right) The difference in state transi-
tions before and after specific training. The shaded region corresponds to the training
data used for this experiment. Again, the Walker2d environment is omitted due to its
high dimensionality.

Fig. 4. The learning curves of the different sampling techniques with minibatches of
size 100.

while the other strategies solve the problem within very few samples. Inter-
estingly, the SRS technique performs equal or better than ensuring that each
minibatch is representative of the whole dataset for both batch sizes and in all
environments.

With smaller minibatch size, the single sampling strategy has less of a per-
formance gap, although the performance order between the approaches is main-
tained. This might be because with smaller minibatches, the updates make less
drastic changes to the actor and Q-networks, and each strategy therefore becomes
more similar to each other.
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Fig. 5. The learning curves for the different sampling techniques with minibatches of
size 32.

These results suggest that it is important when training NNs in RL that
the NNs continually train on diverse data. Since NNs typically employ a global
loss function and uses non-local activation functions in its layers, there is no
mechanism to constrain the changes to the output to be local in the neighborhood
of the input. This means that even if the training minibatch only contains data
from one region, there is no guarantee that the agent does not change behaviour
for other inputs. Furthermore, having diverse data in the minibatches might be
important to avoid catastrophic forgetting, i.e. unlearning useful primitives and
behaviour that the NN previously has showcased when it is trained to improve
at new tasks and data.

Finding some way to ensure that the behaviour RL agents are modified locally
could be important to allow for learning of specific primitives and to avoid catas-
trophic forgetting. Some techniques to achieve this has been proposed, such as
dividing the state space and assigning a separate agent to each part, but such
an approach introduces edge effects on the borders of the division and in gen-
eral more complexity. Developing a way to achieve this with a single agent is
therefore an interesting prospect.

While we found that specializing minibatches into state space clusters did not
improve performance in RL, there are several other properties one can design the
minibatches to have, which might have more positive effects. For instance, one
can look into how the ratio of imagined data from hindsight experience replay
(HER) or simulated data through a world model to real data affects performance,
or the mix of on-policy and off-policy data. This is left for future research.
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Abstract. Throughout history, people have migrated from one place to another.
People try to reach European shores for different reasons and through different
channels. The “European migration crisis” is still ongoing and more than 34,000
migrants and refugees have died trying to get to Europe since 1993. Migrants look
for legal ways, but also risk their lives to escape from political oppression, war, and
poverty, as well as to reunite with family and benefit from entrepreneurship and
education. Reliable prediction of migration flows is crucial for better allocation of
resources at the borders and ultimately, from a humanitarian point of view, for the
benefit of the migrants. Yet, to date, there are no accurate largescale studies that
can reliably predict new migrants arriving in Europe. The purpose of ITFLOWS
H2020 project is to provide accurate migration predictions; to equip practitioners
and policy makers involved in various stages migration management with ade-
quate methods via the EuMigraTool (EMT); and to propose solutions for reducing
potential conflict/tensions between migrants and EU citizens, by considering a
wide range of human factors and using multiple sources of information. In this
paper, a machine learning framework, capable of making promising predictions,
focusing in the case of mixed migration from Syria to Greece, is proposed as an
initial implementation of the EMT.

Keywords: Big data · Simulation ·Migration · Prediction

1 Introduction

1.1 Motivation

Back in 2015, more than one million people crossed into Europe. Many of them took
huge risks and embarked on dangerous journeys to escape conflict and find a better life.
But the sudden influx of people sparked a crisis - both humanitarian and political - as
Europe struggled to respond. Thousands died attempting to reach its shores and, while
some countries opened their arms, others erected fences and closed their borders. The
EU is committed to finding effective ways forward. Amongst other considerations, the
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EU and its Member States have repeatedly pointed out the need for a comprehensive
approach to migration and security [1], as both the anticipation and the actual arrival
of an initially irregular migrant in EU territory requires appropriate policy decisions
by national and EU authorities, and efficient operational actions by border authorities,
NGOs, and municipalities. Hence, two major challenges have been recently recognized
by the EU Commission: 1. The reliable prediction of migration movements [2]; and 2.
The specific management of migration, particularly the arrival, reception, settlement of
asylum seekers, and the successful integration of refugees [3]. Reliable prediction of
migrants is crucial for better allocation of resources at the borders and ultimately, from
a humanitarian point of view, for the experience of the migrants. Yet, to date, there are
no accurate large-scale studies that can reliably predict new migrants arriving in Europe
[4].

The main issue is a lack of cohesion between the tools and data platforms in the
field of migration and asylum in Europe, with numerous international, national, and
nongovernmental organizations gathering data on migratory movements, the number
of refugees and available resources, but doing it independently from each other and
with limited scope. The data is scattered, existing information is not analysed in its
entirety and in addition, there is a dearth of real-time information to anticipate a variety
of headwind drivers of migration, such as conflict, weather and climatic conditions,
or political upheaval. Therefore, policy designs in migration, asylum and integration
management often lack appropriate foresight. ITFLOWSproject aims toprovide accurate
migration predictions and to propose solutions for reducing potential conflict/tensions
between migrants and EU citizens via the EuMigraTool (EMT).

The overall impact of EMT is envisaged to be the following: For practitioners,
the immediate benefit of more accurate foresight and research-backed predictions will
allow better coordination amongst the various actors and stakeholders engaging in the
management of migration flows across the European regions. These are first responders,
border authorities, law-enforcement agencies, search and rescue NGOs, as well as field
operatives engaging in hotspots and registration points. For policy makers, ITFLOWS
will lay the ground for research-based policy recommendations that could help design
future EU policies in the field of mixed migration management and, particularly, asylum
and integration. It will thus provide a picture of how the near future will look in terms
of all relevant stages of migration, while using these informative predictions to signal
the necessity for new or reformed immigration and integration policies.

1.2 Related Work

Most data-driven approaches for prediction so far have focused solely on one specific
country of origin or destination in each study. For instance, predictions have been made
on the Haitian migration to the United States [5 , 6] and the US/Mexico border [7].
There are also models predicting forced displacement trends fromMali, African Central
Africa, Burundi [8] and South Sudan [9].

In Europe, some countries, such as the United Kingdom [10] and Sweden [11], are
using their own individual models to forecast the number of migrants arriving in their
territories but each of themuses different data sources and timeframes for prediction [12].
Similarly, some early warningmodels have been able to predict which countries have the
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potential to create refugee outflows [13] but they have not included movements driven
primarily by environmental causes, such as natural disasters [14], weather changes [15],
or other unexpected conditions. Finally, a very promising effort wasmade by the Conflict
Forecast Project [16] where data on conflict histories together with a corpus of over 4
million newspaper articles were used in a combination of unsupervised and supervised
machine learning to predict conflict at the monthly level in over 190 countries.

ITFLOWS’ EMT aims to provide utilize multi-disciplinary data sources to provide
a large-scope model, that will be able to cover multiple areas/countries as a global view,
while at the same time providing dedicated small-scale models targeting specific origin
and destination countries. This way, stakeholders will be able to focus on their areas of
interest and utilize various state-of-the-art algorithms and data sources to run simulations
and get predictions on migration flows from specific origin countries as well as potential
tensions in destination countries. With the ITFLOWS’ EMT, practitioners will be able to
better achieve their goals inmanagingmigration flows and better allocate their resources,
while migrants will benefit from better procedures and receival in their settlement areas.
Although, as mentioned above, EMT targets global coverage, the present work focuses
on a specific case (namely Syria-Greece), as the ITFLOWS project is still in an early
development stage.

1.3 Inspiration

The present work is inspired by the recent works of the UNHCR Jetson Project [17] and
theSomalia case.According to them, themost influential (independent, x) variables – and
therefore the datasets collected – to understand forced displacement and the push-pull
factors of population movement in Somalia are:

• Violent conflict: is defined in ACLED codebook – which is one of the main violent
conflict data sources in the region. They used twomain variables from this data source:
the sum of violent incidents per month per region and the number of fatalities (deaths)
per month per region. ACLED is the only data source for Jetson with a public API.

• Climate&Weather anomalies: climate andweather predictive analytics is a rigorous
science with many meteorology and environmentally based methods. To keep the
experiment as simple as possible they analysed two main variables: rain patterns and
river levels.

• Market prices: were suggested to be included in this experiment by refugees them-
selves via key informant interviews. They highlighted the importance of two com-
modities for their livelihoods: water drum prices and [local] goat market prices, this
latter being a proxy for movement. This is because refugees stated that goats are a
sensitive product to extreme weather conditions.

In the examined case of Syria-Greece migration prediction, features are built accord-
ingly and applied to a machine learning framework similar to the project’s Experiment
#1, where forced displacement is predicted one month in advance.
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2 Data Sources and Forecast Methodology

2.1 Data Sources

ITFLOWS uses Big Data sources to measure migration intentions and provide accurate
predictions of recent flows. The choice of indicators requires a clear understanding of
the various actors connected, their demographics and behavioural characteristics. This is
presented visually through a network graph in Fig. 1. The project accesses a vast collec-
tion of different datasets regarding asylum seekers (UNHCR, HDX, FRONTEX, IOM
etc.), demographic/socioeconomic indicators for both origin and destination countries
(most notably EUROSTAT, WORLDBANK etc.) as well as climate change indicators
(EMDAT, ECMWF etc.) and features indicating the presence of violence or disaster
in general, (Armed Conflict Location & Event Data project, GDELT etc.). Since every
prediction case requires a tailored collection of features to rely on, a thorough analysis
was conducted for the Syria-Greece case to find the best fit of features for the model.

Fig. 1. Visual presentation of the network graph.

Syria-Greece Case: Understanding migration dynamics and drivers is inherently com-
plex.At the individual level aswell as at a national level, circumstances differ fromperson
to person. Existing research strongly suggests that human migration is considered as a
possible adaptive response to risks associated with climate change [18], violence [17]
as well as demographic/socioeconomic indicators [19]. Therefore, all the prementioned
datasets were explored and representative features were created with them. The most
important databases for the model are the Emergency Events Database (EMDAT), the
Armed Conflict Location & Event Data project (ACLED), UNHCR’s Operation Por-
tal of Refugee Situations, the Humanitarian Data Exchange (HDX) database and the
WORLDBANK dataset.
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2.2 Data Processing and Features Extraction

Since the goal is to develop a machine learning model capable of producing reliable
and unbiased predictions, it is extremely important that enough data are provided to the
algorithms. Hence, a prediction on a monthly basis was selected, and yearly features
were converted to monthly ones without the use of interpolation. A careful examination
of the data led to i) the following time window of training: February 2016–August 2020
and ii) the following prediction and target variables.

More than 300 indicators (both demographic and socioeconomic) of the WORLD-
BANK dataset were inspected, as far as correlation with the target variable and data
suitability are concerned, and 25 of them (the ones with the highest absolute value cor-
relation) were provided as input to themodel. Since correlation is not causation, different
groupings and subgroupings of the features were used to avoid any omitted variables
bias. The best results were achieved using features FEAT_1 and FEAT_2 of the Table
1. Since immigration seems to be not only an event-driven (wars, disasters, coups etc.)
response but also a gradually developing phenomenon (economic crisis, climate change,
political upheaval etc.), different time lags were tested on the independent variables (last
250 days, last 100 days etc.) to provide the models with such intuitions.

2.3 Model Specifications

The target variable is a numerical one which makes the prediction of it a problem of
regression. Therefore, various regressors were examined to find the best fit for the model
including SVR, Lasso, Ridge, Random Forests, Decision Tree and Linear Regression
(without penalization). The metric used for each model’s performance evaluation is the
coefficient of determination R2.

R = 1− RSS

TSS

RSS: Sum of square of residuals.
TSS: Total sum of squares.
R square is a good measure of how much variability in the dependent variable can

be explained by the model.

Train-Test Split. Since the task is a time series regression, randomly shuffling the data
was not a choice. After a lot of experimentation with all the models, a 75/25 percent split
of the data was selected for training and testing, respectively, leading to the following
prediction timespan: July 2019–August 2020.
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Table 1. Final set of features used for the prediction of monthly sea and land arrivals at Greece
from Syria.

Feature Name Dataset Description Type Freq Var 

NUM_NAT_DIS_200 EMDAT Number of 
Natural 
Disasters 
during the 
last 200 
days.

Disasters Monthly Pred. 

NUM_NAT_DIS_100 EMDAT Number of 
Natural 
Disasters 
during the 
last 100 
days.

Disasters Monthly Pred. 

NUM_BATTLES_250 ACLED Number of 
battles, 
explosions, 
or remote 
violence 
during the 
last 250 
days.

Violence Monthly Pred. 

TOT_AFFECTED_200 EMDAT Number of 
people
affected by 
feature 
No1.

Disasters Monthly Pred. 

TOT_DEATHS_200 EMDAT Number of 
deaths 
caused by
feature 
No1.

Disasters Monthly Pred. 

TOT_AFFECTED_100 EMDAT Number of 
people
affected by 
feature No2. 

Disasters Monthly Pred. 

TOT_DEATHS_100 EMDAT Number of 
deaths 
caused by
feature No2. 

Disasters Monthly Pred. 

TOT_FAT_250 ACLED Total 
fatalities of 
feature No3. 

Violence Monthly Pred. 

(continued)
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Table 1. (continued)

NUM_PROT_RIOT_VAL_250 ACLED Number of 
civilian 
violence 
(protests, 
riots etc.) 
during the 
last 250 
days.

Violence Monthly Pred. 

TOT_FAT_PROT_250 ACLED Total 
fatalities of 
feature No9. 

Violence Monthly Pred. 

ASYLUM_APL_SYRIANS HDX Total asylum 
appli-
cations from 
Syrian 
civilians 
during that 
year. 

Refugee Yearly Pred. 

FROM_SYRIA UNHCR Sea and land 
arrivals to 
Greece from 
Syria. 

Refugee Monthly Target

LAST_INCOMING UNHCR Last month’s 
sea and land 
arrivals to
Greece from 
Syria. 

Refugee Monthly Pred. 

FEAT_1 WORLDBANK Net official 
development
assistance 
and official 
aid received 

Economy Yearly Pred. 

(current 
US$)

FEAT_2 WORLDBANK Population 
ages 20 -24, 
female (% 
of female 
population) 

Economy Yearly Pred. 

Feature Name Dataset Description Type Freq Var 
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Table 2. Correlation of violence and disaster features with the target variable (Pearson).

Feature name Correlation (Pearson)

TOT_AFFECTED_200 0.012276

TOT_DEATHS_200 0.063775

NUM_NAT_DIS_100 0.474577

TOT_AFFECTED_100 −0.062395

TOT_DEATHS_100 −0.024254

NUM_NAT_DIS_100 −0.062368

NUM_BATTLES_250 −0.218147

TOT_FAT_250 −0.185228

NUM_PROT_RIOT_VAL_250 −0.289228

TOT_FAT_PROT_250 −0.258253

LAST_INCOMING 0.881505

Correlation is not causation. However, when it comes to linear regression it provides
helpful intuition on the predictive power of the features. For that reason, the features
having the least significant correlation (TOT_AFFECTED_200, TOT_DEATHS_200,
TOT_AFFECTED_100, TOT_DEATHS_100) with the target variable as shown in Table
2 were excluded (only for the linear regressors, not the decision trees).

For comparisonpurposes, a base performancewas establishedusingonly lastmonth’s
sea and land arrivals as input to a Ridge Regressor which achieved a basic R2 = 0.5514.
Any performance worse than that helped refine the feature extraction process. The
adjusted R squared metric, which penalizes you when you add an independent vari-
able with insignificant impact to the model (in contrast to R squared), was also used
as a guide for comparing a model’s performance on different predictors. This decision
improved the performance of the linear regressors significantly and led the model to
optimal performance as shown in the Results section.

3 Results

The best pipeline, of the ones tested, achieved a promising R2 = 0.6812 when predicting
monthly sea and land arrivals of Syrians to Greece. This pipeline consists of a stan-
dardization step and a Ridge Regressor with strict penalization (alpha = 6). The input
features to the final model are the following (Table 3 and Fig. 2):

It is interesting that although migration is heavily tied to unemployment and labour,
there was no economic indicator (of the ones available) that improved the model’s
performance significantly. Such observation makes sense for the case of Syria since the
country has suffered extreme violence and war the latest years, generating refugees and
not so many emigrants.

For comparison purposes, the next best-performing model is the Lasso Regressor
achieving R2 = 0.6162 (Fig. 3).
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Table 3. Best fit of features of the final model.

Feature name Description

NUM_NAT_DIS_250 Number of natural disasters last 200 days

NUM_NAT_DIS_100 Number of natural disasters last 100 days

NUM_BATTLES_250 Number of battles last 250 days

TOT_FAT_50 Total fatalities of battles last 250 days

NUM_PROT_RIOT_VAL_250 Number of civilian violence (riots etc.) last 250 days

TOT_FAT_250 Total fatalities during civilian violence last 250 days

LAST_INCOMING Total sea and land arrivals last month

ASYLUM_APL_SYRIANS Total applications filled by Syrians for EU countries last
month

FEAT_1 Net official development assistance and official aid received
(current US$) Syria

FEAT_2 Population ages 20–24, female (% of female population)
Syria

Fig. 2. Plot of the model’s predictions (green) vs the real values (blue) [Ridge]. Vertical axis
denotes number of migrants arriving by land or sea, while the horizontal axis denotes time in
months (July 2019–August 2020) (Color figure online)



90 G. Stavropoulos et al.

Fig. 3. Plot of the model’s predictions (green) vs the real values (blue) [Lasso]. Vertical axis
denotes number of migrants arriving by land or sea, while the horizontal axis denotes time in
months (July 2019–August 2020) (Color figure online)

4 Conclusion/Future Work

Undoubtedly, there is much room for improvement when it comes to not only predicting
accurately but also providing the end user (of the EMT tool) with valuable intel on the
predicted migrant flows (age, sex etc.). GDELT is one of the most promising databases
available and one of the main datasets for this project is the Global Quotation Graph,
or GQG in short. GDELT is a project constructing catalogues for human societal-scale
behaviours and beliefs from countries all around theworld. The databaseworks in almost
real time and is one of the highest resolution inventories of the media systems of the
non-Western world. It is described as a key for developing technology that studies the
worlds society. GQG compiles quoted statements from news all around the world. It
scans monitored articles by GDELT and creates a list of quoted statements, providing
enough context (before and after the quote) to allow users to distinguish speaker identity.
The dataset covers 152 languages from all over the world with some minor limitations
and most of them are translated to English. It is updated every minute but is generated
for public use only every 15 min [20-22].

Downloaded content and reports from this dataset will be used as input in an LDA
model for topic modelling. The main goal is to detect violence and various other topics
(like immigration, terror, economic crisis etc.) on the national press of the destina-
tion countries, which might provide the model with helpful predictive intuition on the
country’s generated migrant flows.

Apart from the Syria-Greece case, ITFLOWS project emphasizes in analysing the
countries shown in Table 4 in their respective way to forecast migrant flows. The aims
to include more data in the model like climate change and topic shares from the LDA
as well as data found through GDELT and mainly GQG. That way the forecast can be
more accurate and comprehensive.
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Table 4. List of countries of origin and destination countries, listed in alphabetical order with no
relation between countries in the same row.

Countries of origin Destination countries

Afghanistan France

Eritrea Germany

Iraq Greece

Mali Italy

Morocco Netherlands

Nigeria Poland

Syria Spain

Venezuela Sweden
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Abstract. Smart cities are becoming the key technology as more and
more people are attracted to living in urban environments. Increased
number of inhabitants and current issues such as pandemic restrictions,
terrorist threats, global warming and limited resources require maxi-
mum effectivity in all areas of city operations. To support these dynamic
demands, software-based approaches for network management are being
used. They provide programmability, which allows implementation of
almost any functionality, but is dependent on quality of the developed
application. To ensure the best possible quality, developers need an envi-
ronment on which they can develop and test the application effectively.
Such an environment should be as close to a real network as possible,
but as easy to use as an emulated network.

This paper describes a method for creating a flexible and inexpen-
sive practical environment for developing and testing applications for
software-defined smart city networks. The paper analyzes four relevant
open source controllers, compares their features and suitability for smart
city applications; and provides a guideline for creating inexpensive SDN
capable switches from general purpose single board Raspberry Pi com-
puters. The presented environment can be deployed easily, but its hard-
ware nature allows real performance measurements and utilization of
IoT-based nodes and sensors. This is verified in an use case smart city
topology.

Keywords: SDN controllers · Smart city · Software-defined networks ·
Software switch · Raspberry Pi

1 Introduction

Smart city is a concept for enhancing current mega cities by innovative tech-
nologies from information and communication fields with the goal of improv-
ing every aspect of the city’s operations. This includes economy, transportation,
safety, waste and resources managements, and many others. The smart city mar-
ket is steadily growing with investments increasing about 20% every year and
expected to reach almost 200 billion U.S. dollars in 2023 [26]. Recent pandemic
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F. Sanfilippo et al. (Eds.): INTAP 2021, CCIS 1616, pp. 93–104, 2022.
https://doi.org/10.1007/978-3-031-10525-8_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10525-8_8&domain=pdf
http://orcid.org/0000-0001-6595-0419
https://doi.org/10.1007/978-3-031-10525-8_8


94 F. Holik

events and their negative impact on the economy might lead to an assumption
that these expanses will be reduced, but the opposite is more likely true. Smart
cities will be more important than ever, as their functionalities might signifi-
cantly help with enforcing quarantine restrictions, support contact tracing, and
check social distancing. The increased effectiveness of all city’s operations plays
an even greater role in these demanding situations.

Growth of smart cities puts requirements on corresponding underlying tech-
nologies, especially on communication networks. These networks must cope with
stringent requirements on performance, reliability, scalability and security, which
can change significantly based on dynamically fluctuating city needs. From this
perspective, the static concept of traditional networking is ineffective and out-
dated. Only innovative software-based approaches such as software-defined net-
works (SDN) can cope with these dynamic conditions effectively.

SDN is a network concept of physical separation of forwarding and control
layers on a networking device. While the forwarding layer is left on the device,
the control layer is placed on a centralized element called the SDN controller. The
controller provides management of the entire network and can be extended with
custom made applications - for example to fit specifically smart city scenarios.

Functionality of SDN is based on the quality of its control application. Devel-
opment of these applications is a demanding task, especially in complex and
large scale networks such as smart cities. These networks are spread across vast
areas and must remain fully functional, which eliminates the possibility of pre-
deployment testing. SDN applications must therefore be developed and tested
on dedicated, often only emulated networks. While this approach is quick and
simple, it does not provide practical insight into the network operations. On the
other hand, use of real networking devices only for development is expensive,
time consuming and inflexible. The approach described in this paper combines
the advantages of both approaches.

2 Related Work

SDN iswidely accepted as a suitable technology for demanding smart city networks
andalotofresearchworkhasbeendoneinthisarea [5–8,11,16,18,25,28].Authors in
[8] summarized the main advantages of SDN in smart cities: intelligence, scalability
and integration; and limitations of traditional networks: users identification based
onIPaddresses,problematicsecurityandineffectivemobilitymanagement.Further
research proved that SDN is capable of handling real-time applications, including
in problematic areas such as wireless sensor networks [7,11].

Activities towards real world deployment and practical verification are emerg-
ing. A large scale integration of SDN, cloud and IoT devices was tested on 8
million inhabitants Guadalajara smart city [5]. An emulated multi-tenant net-
work corresponding to a virtual smart city of Poznan, integrated metro scale
IoT network, cloud orchestrator and the SDN controller in [18].

Most of the research work in the area of SDN controllers comparison is
focused either on security [2,27] or performance [21,22,29,30]. The most rele-
vant comparison of Rosemary, Ryu, OpenDaylight and ONOS summarized basic
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features of these controllers, but the main focus of the work was on security com-
parison using the STRIDE (Spoof, Tamper, Repudiate, Information Disclose,
DoS and Elevate) model [2]. Software reliability of 10 different versions of the
ONOS controller was analyzed in [27]. Performance comparison work targeted
mostly outdated or experimental controllers [21,22,30]. The most advanced open
source controllers - OpenDaylight and ONOS - were compared only in [29], where
authors performed tests in 5 different scenarios. In most of these scenarios, the
ONOS controller achieved slightly higher performance.

The idea of creating an SDN-enabled switch from a single board computer
by installation of a software switch is not new and was first researched in [13].
Authors installed Open vSwitch (2.0.90), which supported OpenFlow 1.0, into
the first model of Raspberry Pi and tested its performance. Despite this software
and hardware, the measured performance was comparable with 1 Gbps net-
FPGA (Field Programmable Gate Arrays), which costs approximately 30 times
as much as the Raspberry Pi. The following paper [12] analyzed a stack of four
Raspberry Pi devices controlled by the ONOS controller. This work was followed
by several other papers [1,3,4,15] implementing more recent versions of Open
vSwitch and using newly emerging Raspberry Pi models. None of the mentioned
work considered use of the created environment for practical development of
SDN applications for scenarios such as smart cities. The closest work in this
area is providing QoS in IoT networks on 4-port switches made from Raspberry
Pi 3 devices [17].

3 Open Source SDN Controllers

The key component of a software-defined network is a controller, which manages
all connected devices, provides networking functions, collects traffic statistics
and has interfaces for remote control and advanced applications integration.
SDN controllers can be classified into open source and commercial. This section
describes features of the four most relevant open source controllers for smart city
scenarios.

3.1 Ryu

Ryu [24] is one of the simpler SDN controllers and has only basic functions. It
is written in Python and uses module structure for various networking function-
alities. These modules are placed in separated Python files and their use has
to be specified during each controller launch via the ryu-manager command.
The controller has extensive documentation, which contains examples of code
implementation and format of OpenFlow messages in JSON. The community
also provides a freely accessible Ryu book [23], which explains several modules
and describes process of developing custom applications.

The controller is ideal for anyone starting with general SDN development. It
has a relatively shallow learning curve and the strict module separation allows
safe and quick development of custom functionality. It is also suitable for quick
establishment of network connectivity and for testing specific functions.
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In the area of smart cities, the controller is missing advanced features and it
is therefore not recommended for these deployments. Applications developed for
this controller would have to be migrated into more suitable controllers before
the real deployment.

3.2 Floodlight

Floodlight controller [9] provides a compromise between the simplest and most
advanced controllers. It has clear documentation, straightforward installation,
basic configuration, but also provides GUI and supports even advanced features
including high availability. The controller is written in Java and uses similar
modular architecture as more advanced controllers.

The controller provides a set of extensible Representational State Transfer
(REST) APIs and the notification event system. The APIs can be used by exter-
nal applications to get and set the state of the controller, and to allow modules
to subscribe to events triggered by the controller using the Java Event Listener.

Floodlight supports basic features necessary for every smart city deployment
- namely GUI and high availability. It does not have more advanced features
such as security, support of legacy devices, or ability to dynamically adjust mod-
ules while running, but this fact is compensated by its relative simplicity and
low hardware requirements. Unfortunately, the controller lacks in frequency of
updates, which would address security and other issues.

The controller is ideal for new developers learning to work with SDN, but
using a near-realistic environment. Developed applications can also be used in
real scenarios. However, for development of more advanced commercial applica-
tions, which would be used in real smart city scenarios, use of more advanced
controllers is recommended.

3.3 OpenDaylight

OpenDaylight [20] is the most widespread open source SDN controller and it is
defined as “a modular open platform for customizing and automating networks
of any size and scale”. OpenDaylight is written in Java and it is being used as a
base for many commercial controllers, which extend its functionality.

Use of OpenDaylight controller requires significantly more resources than
previous controllers - in terms of hardware, knowledge, installation and initial
configuration. Developing custom applications is even more demanding as the
controller has a complex architecture. Moreover, the official documentation is
not nearly as user friendly and complete as in previous controllers, and described
features are often relevant only for older versions of the controller.

OpenDaylight is an ideal controller for real smart city scenarios. It can reli-
ably monitor and control large scale networks with a high number of connected
nodes. The controller is focused on security and reliability and allows configura-
tion changes or installation of a new functionality without a need for restarting
the controller. The controller is also in active development and new major ver-
sions are regularly released every 6 months with minor updates available as
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needed. The fact that it is widely used as a base for commercial controllers
proves its suitability for real world use.

3.4 Open Networking Operating System

Open Networking Operating System (ONOS) [19] is a similar controller to Open-
Daylight, but its main focus is on resiliency, scalability and deployment in pro-
duction environments.

ONOS provides a slightly more detailed documentation than OpenDaylight,
but it is still not so well structured and complete as in the case of Ryu or
Floodlight. Use of the controller requires similar resources as in the case of
OpenDaylight.

ONOS is the second analyzed controller, which is ideal for real smart city
deployments. It is similar to OpenDaylight, but offers several unique features.
It is slightly more oriented towards resiliency and it is the only controller which
supports individual removal of functionalities even during the controller oper-
ations. Its functionalities can be also installed and activated without a need
of restarting the controller. New versions are being released in approximately
3 month intervals with incremental updates available if needed.

3.5 Summary of Controllers Features

Table 1 summarizes supported features of each of the analyzed controllers. It
includes only features which are officially supplied with the controller. Other
features provided by independent developers and communities can be addition-
ally installed.

4 Custom SDN-Enabled Switches

The second key component of SDN are forwarding devices, which are connected
to the controller. They are being called switches, although they support all
ISO/OSI layers and not only layer 2 forwarding. They can have the following
forms:

1. Traditional switch with optional OpenFlow support (limited features)
2. Software switch (slow performance)
3. Specifically developed OpenFlow device (full features)

Hardware networking devices supporting the OpenFlow protocol are rela-
tively expensive and their use only for development purposes might not be eco-
nomically sustainable. Use of software devices is much more efficient method, but
it does not allow practical verification and native connection of specific hard-
ware IoT sensors and nodes. A solution using advantages of both approaches is
to create an SDN-enabled device from a cheap generic single board computer
with an integrated software switch.
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Table 1. Features of compared SDN controllers

Functionality/Controller RYU FLT ODL ONOS

Basic functionality (L2, L3, STP, VLANs, ACL, FW)

GUI (S = secure) - S S

Dynamic routing (M = MPLS) - - M

Virtualization, OpenStack -

Fault tolerance -

Quality of Service (QoS) -

L2 link aggregation - -

Intent networking - -

Service Function Chaining - -

YANG Management - -

Virtual Private Network (VPN) - - -

Dynamic Host Configuration Protocol (DHCP) - -

Load-balancing - -

ISP support - - -

CAPWAC - - -

Performance monitoring - -

Machine-to-machine communication - - -

Legacy device support - -

Device drivers - -

Controllers cooperation - - -

4.1 Required Components

To create a custom SDN-enabled device from a single board computer, two
components are required:

1. Software switch - the most widespread being Open vSwitch (OVS). It is an
open source multilayer software switch written in C language. It is flexible,
universal and supports various management protocols including OpenFlow.
OVS can be deployed either as a software switch (for example in virtualized
data center environments) or in a hardware device.

2. Hardware computer - can have form of a single board computer based on the
ARM (Advanced RISC Machine) architecture. The most widespread type of
this computer is Raspberry Pi. It has several models, which differs in size,
performance and connectivity options as summarized in Table 2.

4.2 Installation

There are two methods of installation of Open vSwitch on the Raspberry devices
default operating system - Raspbian:
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Table 2. Comparison of Raspberry Pi models

Model Release date Price (USD) CPU (GHz) RAM (MB) Ports USB

B 02/2012 25 1 × 0.7 512 1FE 2

A+ 11/2014 20 1 × 0.7 256 - 1

B+ 07/2014 25 1 × 0.7 512 1FE 4

Zero 11/2015 5 1 × 0.7 512 - 0

2B 02/2015 35 4 × 0.9 1024 1FE 4

3B 02/2016 35 4 × 1.2 1024 1FE 4

3B+ 03/2018 35 4 × 1.4 1024 1GbE 4

3A+ 11/2018 25 4 × 1.4 512 - 1

4B 01/2019 35/45/55 4 × 1.5 1024/2048/4096 1GbE 4

4B 05/2020 75 4 × 1.5 8192 1GbE 4

1. Installation from Raspbian repository - it is the easiest method of installation
as it requires only a single command: sudo apt-get install openvswitch-switch.
The main disadvantage of this method is that the repository might not include
the most recent version of OVS (at the time of writing this paper, only version
2.3, which supports only OpenFlow 1.3 and older, was available).

2. Installation with Debian packages - the most up to date source code can be
downloaded from Github [10]. This version already supports OpenFlow 1.4.
The following commands show the installation. The last component will also
perform initial configuration of the switch and sets it to automatic startup
upon the system’s boot.
# 1. Download the source code
git clone https://github.com/openvswitch/ovs.git
# 2. Compilation (requires build-essential and fakeroot tools)
# X = the number of threads, which the compilation can use
DEB BUILD OPTIONS=’parallel=X’ fakeroot debian/rules binary
# 3. Installation of Dynamic Kernel Module Support (DKMS)
sudo apt-get install dkms
# 4. Compiled kernel package installation
sudo dpkg -i openvswitch-datapath-dkms 2.5.2-1 all.deb
# 5. Installation of a package for generation of unique IDs
sudo apt-get install uuid-runtime
# 6. Order-dependent installation of user-space packages
sudo dpkg -i openvswitch-common 2.5.2-1 armhf.deb
sudo dpkg -i openvswitch-switch 2.5.2-1 armhf.deb

4.3 SDN Configuration

Installed and configured OVS can be integrated with SDN. This requires estab-
lishing communication between the controller and the device. Two modes of this
communication are available:
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1. Unsecured communication - the basic form of connection uses standard TCP
and can be setup with the following commands.
# 1. Create a virtual switch with a name S-NAME
sudo ovs-vsctl add-br S-NAME
# 2. Configure IP and TCP port (default 6653) of the controller
sudo ovs-vsctl set-controller S-NAME tcp:IP:PORT
# 3. Create a virtual interface in the /etc/dhcpd.conf
interface S-NAME
static ip_address = IP/PREFIX
# 4. Apply the configuration (or reboot the device)
sudo /etc/init.d/dhcpcd reload
# 5. Assign the physical interface to the virtual switch
sudo ovs-vsctl add-port S-NAME INT-NAME

2. Secured communication - this form uses TLS for encryption and it requires
use of private keys and certificates. The required files can be generated by
the OpenFlow public key infrastructure management utility, which can be
managed by the ovs-pki command. Files generated on the device then have
to be transferred to the controller. The procedure of how to load these files
will vary based on the controller.
# 1. Create certification authorities
sudo ovs-pki init
# 2. Create private key and certificate for the controller
sudo ovs-pki req+sign C-NAME controller
# 3. Create private key and certificate for the switch
sudo ovs-pki req+sign S-NAME switch
# 4. Set the required files for the TLS configuration
sudo ovs-vsctl set-ssl
/home/S-NAME-privkey.pem
/home/S-NAME-cert.pem
/home/controllerca/cacert.pem
# 5. Enable TLS
sudo ovs-vsctl set-controller S-NAME ssl:IP:PORT

5 Use Case Verification

Installation and configuration of switches and controllers were verified on a topol-
ogy simulating a small smart city as shown in Fig. 1. Three Raspberry Pi 3B
devices were used as SDN-enabled switches. The same platform cannot be used
to host SDN controllers due to the different architecture (ARM vs x86-64) and
low CPU performance. To make the use case environment as efficient as possible,
a NUC8i7BEH mini-PC [14] was used for the SDN controller. Such a device is
relatively cheap (around 800 USD depending on RAM and SSD configuration),
has sufficient performance and low energy consumption. It is therefore ideal for
this role.
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Fig. 1. Use case verification topology

5.1 Controllers Analysis

Four controllers from Sect. 3 were installed into separate virtual machines in
order to test their performance - especially various RAM configurations. The
main motivation was to determine the minimal amount for stable run of the
controller. Results are presented in Table 3 together with approximate startup
times and controllers support to launch modules.

Table 3. Controllers performance analysis

Controller Minimum RAM Startup time* Support of modules launch

Ryu 256 MiB <30 s At start (manually)

Floodlight 256 MiB <20 s At start (configuration file)

OpenDaylight 4096 MiB <20 s Dynamic start at run

ONOS 4096 MiB <20 s Dynamic start/stop at run

* Measured time is just approximate as it is highly dependent on the network
topology size, the controller performance and its current load.

Results show that Ryu and Floodlight have very low memory requirements
and can run on practically any device. On the other hand, OpenDaylight and
ONOS require a device with at least 4 GiB of RAM even in the smallest network
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topologies. Startup times do not vary significantly between the controllers and
should not play a role in the controller selection process.

In environments where the network should correspond to real smart cities,
only OpenDaylight and ONOS are recommended as they are the only ones allow-
ing to start new modules while the controller is running (and in the case of ONOS
also stop and remove them).

5.2 Deployment Findings

The verification revealed the need to use specific features, which are summarized
below to make any future deployment testing more effective.

1. Port numbers - the OVS device uses integer labeling. A specific port can be
found with the following command:

sudo ovs-ofctl dump-ports DEVICE-NAME INTERFACE-NAME
2. Datapath ID - is an identification number, which the controller uses to recog-

nize connected devices. By default, the device’s MAC address of the interface
leading to the controller is used. This address can be configured with the
following command (sets the MAC address to 1):

sudo ovs-vsctl set bridge DEVICE-NAME
other-config:hwaddr=00:00:00:00:00:01

3. Time synchronization - encrypted communication and use of certificates
require synchronized time between the controller and devices. In this case,
it is necessary to ensure the time synchronization, for example by the Preci-
sion Time Protocol (PTP). A time difference can lead to the following error:

SSLError: [SSL: SSLV3 ALERT BAD CERTIFICATE]

6 Conclusions

The paper described issues of developing SDN applications for smart city sce-
narios. In two main sections, the topic of creating a practical and cost-effective
environment for these scenarios was researched. Presented information was ver-
ified and tested on an use case topology of a small scale smart city network.

The analysis of four open source controllers summarized their key features
and included recommendations for the most effective utilization of each controller
in smart city networks. Ryu controller was recommended only for learning pur-
poses and quick verification of connectivity as its deployment in smart cities
is not feasible due to lack of features. Floodlight controller was identified as a
compromise between simple Ryu and more advanced controllers. While it can
be used for development and testing of smart city applications, its usage in real
networks was also not recommended.

OpenDaylight and ONOS were identified as similarly advanced open source
controllers. They require significantly more effort to deploy and manage, but
because of supported features, they can be safely used in real world smart city
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networks. The final choice from these two controllers depends on the target appli-
cation. OpenDaylight supports more functionalities while ONOS offers slightly
higher performance and is more flexible in terms of controlling running features.

The presented approach for creating an SDN-enabled switch from a Rasp-
berry Pi device can be used to quickly create an environment suitable for prac-
tical development testing not limited only to smart city scenarios.
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Abstract. Aquaponic systems are engineered ecosystems combining
aquaculture and plant production. Nutrient rich water is continuously
circulating through the system from aquaculture tanks. A biofilter with
nitrifying bacteria breaks down fish metabolism ammonia into nitrite
and nitrate, which plants and makes the aquaculture wastewater into
valued organic fertiliser for the plants, containing essential macro and
micro elements. At the same time, the plants are cleaning the water by
absorbing ammonia from the fish tanks before it reaches dangerous levels
for the aquatic animals. In principle, the only external input is energy,
mainly in the form of light and heat, but fish food is also commonly pro-
vided. Growing fish food is potentially feasible in a closed loop system,
hence aquaponic systems can possibly be an important source of proteins
and other important nutrition when, for example, colonising other plan-
ets in the future. Fully autonomous aquaponic systems are currently not
available. This work aims at minimising manual labour related to clean-
ing pipes for water transport. The cleaning process must be friendly to
both plants and aquatic animals. Hence, in this work, pure mechanical
cleaning is adopted. A novel belt-driven continuum robot capable of trav-
elling through small/medium diameter pipes and manoeuvring branches
and bends, is designed and tested. The robot is modular and can be
extended with different cleaning modules through an interface providing
CAN-bus network and electric power. The flexible continuum modules of
the robot are characterised. Experimental results demonstrate that the
robot is able to travel through pipes with diameters varying from 50 mm
to 75mm, and also capable of handling T-branches of up to 90◦.
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Fig. 1. NIBIO Living Lab aquaponic system.

1 Introduction

The potential of integrated aqua-agriculture systems (IAAC) for large com-
mercial and smaller urban applications to contribute to sustainable develop-
ment is promising. IAAC, like aquaponic circular-food-production-systems, can
help solving the Food-Water-Energy Nexus challenge [29]. In aquaponic systems
(Fig. 1), fish excrement and fish feed remnants are composted and provides the
plant crops with nitrogen, phosphorus and other essential nutrients. Elements
that the plants absorb. This is a win-win situation since fishes do not tolerate
some of these nutrients in large amount. As a result, the water can be reused
and recycled for the fish production site, and a huge amount of water can be
saved, coupled with an organic way of producing healthy and sustainable food.

When producing aquatic animals on-land together with plant production in
water cultivation, floating trays are used to support the plants. Plant roots are
hanging underneath these trays, directly into the fish wastewater. In this way
plants are, partly through bacteria/biofilter, cleaning the water and removing
ammonia from the fish tanks before it reaches dangerous levels for the aquatic
animals. Water is continuously circulating through the system, and nutritious
water is used as fertiliser for the plants. To give the optimal crop nutrition level,
the water stream flowing from the aquaculture fish tanks can be controlled.
In principle, the only external inputs are replacement of evaporated water and
energy, mainly in the form of artificial grow light and heat, together with fish
feed. Recirculated land-based aqua-agriculture food production systems may be
possible in completely closed loops, hence aquaponic systems could be an impor-
tant source to produce proteins and other important nutrition to people in urban
areas or when for example colonising other planets in the future [2,26].

Fully automatic and autonomous aquaponic systems are currently not avail-
able [32]. This work aims on removing some of the manual labour related to
cleaning small and medium diameter pipes for water transport, to reduce man
hours used on cleaning the system parts and therefore reducing costs. Due to
the nutritious water circulating in an aquaponic system, microorganism such as
algae and bacteria growth [7] leads to the need of regular cleaning of especially
fish tanks and water transporting pipes. Cleaning has to be eco-friendly to both
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Fig. 2. Digital Mock-Up (DMU) of modular pipe cleaning robot with cleaning module
as payload.

plants and aquatic animals, hence the decision taken to use pure mechanical
cleaning for this project. A novel belt-driven continuum robot capable of travel-
ling through small and medium diameter pipes and manoeuvring branches and
bends is designed and tested.

This paper is organised as follows. The need for developing a pipe-cleaning
robot is motivated in Sect. 2. A brief review of related continuum-robot research
is given in Sect. 3. In Sect. 4, the main contributions of this work are presented,
including robot concept development and detailed design of key components. In
Sect. 5, preliminary results are outlined. Finally, conclusions and future works
are discussed in Sect. 6.

2 Robotic Pipe Cleaning and The Need of Novel
Solutions

Robotic pipe cleaning is an active research area, and a number of different prin-
ciples and solutions was found during the initial phase of the project. However,
to include a larger number of principles and prior art in the literature study,
it was decided to include pipe inspection robots and some other robots capable
of locomoting through narrow passages in general. This section is therefore not
limited to pipes and pipe cleaning.

The existing research and technology will be presented and briefly discussed
in the light of aquaponic-specific requirements given for this pipe-cleaning task.
Firstly the robot must be capable of travelling small and varying diameter
pipes with T-branches and bends, secondly the robot must be produced in
bio-compatible materials to avoid contamination of the closed-loop aquaponic
system. As a final requirement, the robot must be modular, to be extendable for
future tasks, for example swimming and cleaning the main fish farming tanks in
addition to pipes.

Existing pipe travelling robots can be divided into traditional- and non-
conventional locomotion variants [19]. Traditional designs include belt driven,
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wheel driven, and fluid propulsion with propellers or other thruster designs. The
non-conventional category is a bag for everything else, such as clamp-and-pull-
designs, smart balls, inchworm-mimicking designs [19], and other bio-inspired
concepts like legged robots, peristaltic earth-worm-like robots [28] and snake
robots as presented in Sect. 3 (Continuum Robots).

An example of traditional locomotion is the cylindrical elastic crawler mecha-
nism for pipe inspection developed by Fukunaga and Nagase [17]. This amoeba-
inspired tracked crawler design consists of a plastic screw inside a cylindrical
outer shell, with multiple belts symmetrically positioned perpendicular to the
shell, giving propulsion in longitudinal direction. The belts are directly driven
by the screw, resulting in identical velocity on all belts, working similar to a
locking differential in a car. In addition to the size-benefit of having only one
motor, the synchronised movement is also expected to improve traction under
slippery conditions. This robot is as a consequence not steerable, and therefore
on its own not suitable for manoeuvring pipe branches. The original design from
[17] is able to travel through pipes ranging from 30 mm to 100 mm in diameter.

Few existing pipe cleaning robots are found to be modular and steerable.
One of the few existing modular and steerable designs is made for inspecting
urban gas pipes, but is not suitable for pipe diameters below 160 mm [5]. The
aquaponics pipe cleaning task is demanding when it comes to the small and vary-
ing diameter of pipes, T-branches and bends, and bio-compatibility. Due to the
lack of available existing solutions viable for small diameter pipes, it was decided
to develop a new, novel pipe cleaning robot concept. This concept is combining
conventional crawling-belt propulsion modules with continuum robot elements
for bending and steering. The pipe-crawling module design is strongly influ-
enced by ground-breaking work of Fukunaga et al. on amoeba inspired propul-
sion [9,17,18], and inherits the ability to passively handle a sufficiently large
span of pipe diameters. Continuum robots is a large research field on its own,
and the next section will give an overview of important developments as seen by
the authors.

3 Continuum Robots

The term continuum manipulator was first introduced in [3,4,21]. Continuum
robots are continuously curving manipulators. They do not exhibit rigid link-
ages and distinct rotational joints. Instead, the structures bend continuously
along their length due to elastic deformation and create motion by generating
smooth curves, much like animal tentacles, or arms of an octopus, or tongues [14].
This notion is analogous to the continuous morphological manipulator described
in [4], which is a snake/hyper-redundant robot idea pushed to its logical extreme.
Namely, this group of robots has backbone architectures that have been pushed
to their limits, with their number of joints tending to infinity and with their link
lengths tending to zero [31].

Since the early 1960 s, several designs of continuum robots have been pro-
posed. One of the first implementation was the Tensor Arm, which was presented
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in [1], based on the original Orm concept of Leifer and Scheinman [22]. The Ten-
sor Arm foreshadowed several later designs by having a flexible backbone bent
by remotely powered tendons. However, synchronization of the inputs to exploit
the robot’s shapes proved challenging until the 1990 s. Successively, experts like
Shigeo Hirose [10] have made significant contributions to the field of continuum
robotics.

How to actuate (bend and possibly extend/contract) the backbone is one
of the most important design concerns of this type of robots. Actuation of
continuum manipulators can either be intrinsic to the structure (e.g., pneu-
matic or hydraulic [8,13]) or extrinsic through mechanical transmission (e.g.,
tendons [16,20].

The structure design of continuum robots can also be approximated by
adopting a modular approach. In this perspective, our research group recently
introduced Serpens, a low-cost, open-source and highly-compliant multi-purpose
modular snake robot with series elastic actuator (SEA) [24,25]. Even though the
proposed prototype was validated for achieving perception-driven obstacle-aided
locomotion [23], it was not specifically designed to navigate pipes. Regarding
robotic systems specifically designed for in-pipe inspection, recent works have
proven the potential of multi-link robots to adapt to pipes with different diam-
eters. For example, the design of an inspection robot with passive adaptation
ability, which is used to inspect small size water supply pipeline was presented
in [12,35].

However, to the best of our knowledge, it is still an open challenge to build
continuum robots capable of being resilient to uncertain environments, such as
travelling through small and medium diameter pipes and manoeuvring through
different debris and branches.

4 Pipe Cleaning Robot Design and Development

For proof-of-concept, a robot consisting of two belt-driven propulsion modules,
a continuum bending actuator module, and the main computer module was
designed. A digital mock-up is shown in Fig. 2. This design is resulting from a
systematic and top-down product development process, breaking down top level
functions into more manageable pieces, potentially in an iterative fashion, and
then identifying technologies and solutions for fulfilling each derived function.
Similar top-down design methods can be applied for both product development
and systems engineering in general [6,30]. A simplified breakdown structure for
the top-level function of cleaning pipes in an operating aquaponic facility is
shown in Table 1.

The continuum bending actuator module consists of two spine-style flexible
actuators. One of the flexible actuators, resulting from the iterative design pro-
cess is depicted in Fig. 3. This can be considered an adaption and improvement
of the design shown in [34]. In the design process multiple other variants were
explored. Including a spineless flexible rubber structure and a vertebra spine-
like variant mimicking human body [36]. These first variants did not behave
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Fig. 3. Continuum bending module for pipe cleaning robot, detail with metal tension
spring backbone visible inside the 3D-printed outer spring structure. Monofilament
nylon strings for actuation.

Fig. 4. Translation module assembly.

well from a control system point of view, as motions ended up to be unpre-
dictable due to the flexibility in all axis, and difficulty in controlling tension
for the vertebra variant. A different principle, in the form of a spring actuator
completely 3D-printed including a centre compression spring was also explored.
This version was also too flexible in the longitudinal axis, due to the compression
spring. Therefor this was replaced with a tension spring. However, printing ten-
sion springs requires too fine tolerances for a viable spring to be printed, and the
fifth and final version therefore ended up with a metal tension spring backbone
inside the actuated 3D-printed outer spring structure. The last version is the
only tested configuration that behaved sufficiently well to be controllable and
therefore applicable for the pipe robot steering function.

A key technology for implementing the propulsion concept inspired by [9], is
production of bio-compatible and durable belts. A food-grade silicone material
was selected for this purpose, and custom molds designed and 3D printed for belt
molding and splicing/gluing (Fig. 5). A housing and waterproofable motor com-
partment was designed for the propulsion module. The prototype is 3D printed in
non-waterproof ABS plastic, but with the possibility of gaskets in essential loca-
tions for later stage underwater tests. A complete translation module is shown
in Fig. 4.
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Table 1. Top-down design approach with one top level function.

Top level
function

Cleaning aquaponic water pipes

Derived
functions

Move robot Navigate Detect
bends,
junctions,
and
obstacles

Clean pipe Avoid
harming
fish

Explored
solutions

Fluid
propulsion
(propellers)

Acoustic Force
feedback

Passive
brush

Passive
safety

Wheels Odometry Computer
vision

Active
brush

Active
safety (Fish
detecting
AI [15])

Belts Inertial Acoustic

Non-
conventional

Pre-loaded
map or
SLAM

The module interface is standardised at mechanical, electrical and logical
level. This enables the robot to be quickly re-organised in different configurations
and potentially with new modules. At the electrical and logic level, power is
available for computers and actuators, while CAN-bus [11] is used for information
flow. The module interface is shown in Fig. 6.

5 Testing and Verification

Propulsion and bending modules was tested and verified separately during devel-
opment. The final assembly was then tested at system level, to verify if the
requirements of crawling through both straight pipes and manoeuvring bends
and T-junctions could be fulfilled.

The belt propulsion module design is shown to be viable, and able to provide
necessary power and traction for pipe crawling by running the translation module

Fig. 5. Bio compatible silicone belts.
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Fig. 6. Pipe cleaning robot electrical module interface.

assembly (Fig. 4) through a set of acrylic pipes. Friction between belts and the
main propulsion screw is identified to be an issue with this design while running
in air. Water immersion is expected to reduce this problem. Visible wear and
tear on the belts was however more or less eliminated with lubrication, and
food-grade lubrication is readily available if necessary. No further testing was
performed on propulsion module-level.

Table 2. Monofilament nylon string pulled distance vs applied pulling force.

Step number Force [N] Measured pulled distance [mm]

0 0.00 0.0

1 1.01 1.0

2 2.02 2.0

3 3.03 2.9

4 4.04 4.0

5 5.05 5.3

6 6.06 8.0

7 7.07 12.0

8 8.08 19.0

9 9.09 21.0

10 10.10 23.5

11 11.11 25.2

12 12.12 28.0

Testing of the spring-based continuum actuators shows this design to be
viable with improvements to durability. The nylon monofilament lines selected
was susceptible to damage from sharp edges on the 3D-printed springs, an issue
that still is not solved for long term use. It was also observed that the nylon lines
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Fig. 7. Bending module with speckle pattern ready for Digital Image Correlation (DIC)
measurements.

Fig. 8. Robot prototype manoeuvring through straight acrylic pipe and a 90◦ T-
junction.

lost some tension over time, but not to such extent that it posed a problem, and
this issue was not looked into further. The modules overall perform well, and
are expected to be closed-loop controllable using similar methods as developed
for the universal joint-spine robot in [33]. The relation between force applied to
one of the nylon strings and the deflection of the actuator was measured using
Digital Image Correlation (DIC) with Vic-3D from Correlated Solutions Inc.
This measurement method requires a speckle pattern to be used on the object
under test. A flexible actuator module with speckle pattern is shown in Fig. 7. A
reference measurement was first taken during no-load conditions. Then tension
was increased in twelve steps of 1.01 N using small weights of approximately 101 g
each. Results from this initial load test are summarised in Table 2. For each of
the steps, the deflection was also measured using the DIC equipment, such that
the raw data from this test is force versus pulled string distance, and deflection
since last measurement. Based on the measured deflections and applied force, a
relation between bending angle α resulting from a given string pull force input
fn can be calculated.
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System level testing was performed in a dry but otherwise representative
environment, consisting of acrylic pipes for observability. In the first test, the
robot is crawling through a straight acrylic tube as shown in Fig. 8. As a final
check of the manoeuvring capability, the robot was manually steered through a
90◦ T-junction, as shown in the same figure. No control system was developed
for the characterised bending actuator, so these tests are open-loop only.

6 Concluding Remarks

Producing fish and vegetables together, in a fully automatic aquaponic system,
is potentially achievable. Fish and vegetables are valuable sources for proteins
among other nutritious human diets, also if or when colonising distant planets
[2]. Today we see this concept as useful in cities and urban areas where space
comes at a premium. To get the system more sustainable, automation is neces-
sary due to expensive man hours. Today, completely self-contained circular aqua-
agriculture production systems e.g. aquaponics, are not available on the market
[32]. One of the obstacles concerns cleaning and maintenance of the IAAC sys-
tems. Microbes like algae and bacteria thrives in the nutritious water circulating
in these IAAC systems, and it is necessary with regular cleaning of fish tanks
and water transportation pipes in particular. Both vegetation and aquatic crea-
tures, must be protected throughout the cleaning procedure. For these reasons, a
mechanical cleaning solution was proposed in this work. A novel belt-driven con-
tinuum robot capable of travelling through small and medium diameter pipes,
was proposed. The robot is modular, and is ready to be expanded with for exam-
ple various cleaning modules through a combined interface providing CAN-bus
network and electric power. Preliminary experimental results were presented to
illustrate the potential of the proposed design. The presented results include a
one degree-of-freedom characterisation of the continuum actuator for steering,
as a starting point for closed loop control system development. The robot is
demonstrated capable of moving through pipes with a varying diameter from
50 mm to 75 mm, and is able to handle T-branches up to 90◦ as demonstrated
in Fig. 8.

As future work, the design of reliable control algorithms for the proposed
robot will be investigated. Also a battery-module including inductive charging
is planned, to make the concept even more suitable for underwater use. Another
important area for improvement is software modularity and interfaces. Usage
of micro-ROS [27] and similar light-weight frameworks will be explored. The
current low-level software architecture of the robot must be supplemented with
functionality for route planning and guidance, navigation, and control (GNC).
This would make it possible to extend the robot capabilities towards autonomous
operations in sustainable, circular food production facilities.
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Abstract. With a high number of countries closing learning institu-
tions due to the restrictions in response to the COVID-19 pandemic, over
80% of the world’s students was not attending school. As a response to
this challenge, many educational institutions are increasing their efforts
to utilise various educational technologies and provide remote learning
opportunities. One of the biggest drawbacks of the majority of these
existing solutions is limited support for hands-on laboratory work and
practical experiences. This is especially relevant to science, technology,
engineering, and mathematics (STEM) departments, which must contin-
uously develop their laboratories and pedagogical tools to provide their
students with effective study plans. To facilitate a safe, digital access to
laboratories, a novel haptic-enabled framework for hands-on e-Learning
is introduced in this work. The framework enables a fully-immersive
tactile, auditory, and visual experience. This is achieved by combining
virtual reality (VR) tools, with a novel wearable haptic device, which
is designed by augmenting a low-cost commercial off-the-shelf (COTS)
controller with vibrotactile actuators. For this purpose, the Unity game
engine and the Valve Knuckles EV3 controllers are adopted. To demon-
strate the potential of the proposed framework, a human subject study is
presented. Results suggest that the proposed haptic-enabled framework
improves the student engagement and illusion of presence.

Keywords: E-learning · VR · Haptics

1 Introduction

E-Learning courses and contents have been dramatically boosted by the Covid-
19 pandemic although many universities and higher education institutions were
already starting providing on-line contents. Most probably, all the experiences
gained during the period of mobility restrictions will represent a step change in
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the world of learning, with effects that may potentially rest also when the sani-
tary emergency will be finished. E-Learning brings several possibilities in terms
of interaction for the students, enlargement of possible users and design of spe-
cific contents [3]. However, there are many aspects of a “in presence” lecturing
that cannot be delivered “at home”. Among all, physically attending a lecture
is an experience involving all the human senses beside the auditory and visual
channels typically used for e-Learning. As an example, several medicine classes
are held in practical labs, where students not only listen to the teacher, but can
also physically interact with dummy reproduction of organs or ex-vivo experi-
ments. In these examples, the sense of touch plays a fundamental role and is at
the bases of the whole learning process. Several other examples can be identified
in other disciplines with a similar predominant role of tactile experiences. This
is especially true for science, technology, engineering, and mathematics (STEM)
education. In the last two decades, the field of Haptics has introduced a possible
digitisation of the sense of touch [9]. Starting from complex and cumbersome
desktop haptic interfaces, in the last few years many research groups have pro-
posed wearable haptic interfaces, which enable a multi contact interaction with
virtual or remote objects [16,19]. This opens up to the opportunity of a new
generation of e-Learning contents that includes tactile experience. The main
roadblock toward the spreading of this technology is the current cost or com-
plexity of the proposed solutions, that must also include a reliable hand tracking
system [4]. To achieve a possible large spread of solutions allowing the develop-
ments of tactile contents, it is necessary to develop systems with a reduced cost
by using commercially available off-the-shelf (COTS) components.

In this perspective, our research group earlier presented a low-cost platform
for a fully immersive haptic, audio, and visual experience to allow researchers
for including haptic capabilities in a more adaptable, interactive, and trans-
parent manner to their applications [23]. This is made feasible by a pair of
haptic gloves that uses vibrotactile actuators and open-source electronics. A
Leap Motion sensor [28] tracks hand and finger motions, while a head-mounted
3D display provides intuitive visual stereoscopic feedback. Using a headset with
a built-in microphone provides an extra bidirectional audio channel. The Unity
cross-platform 3D environment [29] is chosen to properly integrate these aspects.
Successively, a new prototyping iteration was implemented aiming at improving
the robustness of the proposed framework [24]. To demonstrate the potential
of the redesigned framework, two human subject studies in virtual reality (VR)
were considered. Results proved that the proposed haptic-enabled framework
provides good rendering performance and a realistic illusion of presence. These
studies demonstrate that it is possible to fabricate immersive tools that are
economical, customisable, and fast to fabricate.

In line with these same designing guidelines, this paper introduces an innova-
tive haptic-enabled architecture for hands-on e-Learning. This is accomplished
by integrating VR tools with a novel wearable haptic device created by adding
vibrating actuators to a COTS controller. To achieve this, the Unity gaming
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engine [29] and the Valve Knuckles EV3 [30] controllers are employed. A human
subject study is conducted to show the possibilities of the proposed framework.

The paper is organised as it follows. A review of the related research work
is given in Sect. 2. In Sect. 3, the proposed framework architecture is presented.
The considered human subject study is described in Sect. 4. In Sect. 5, simulation
results are outlined. Finally, conclusions and future works are discussed in Sect. 6.

2 Related Research Work

The majority of haptic devices that are currently available on the market cannot
be considered fully wearable. Interfaces like those of the sigma.x, omega.x and
delta.x series (Force Dimension) or the Phantom Premium (3D Systems, Inc.)
are usually accurate, and able to provide a wide range of forces. In literature,
they are called “grounded” interfaces, as their base is fixed to the ground [19].
The pursuit of more wearable haptic technologies lead researchers to the develop-
ment and design of exoskeletons, a type of haptic interface which is grounded to
the body [13]. Even if exoskeletons can be considered wearable haptic systems,
they are often quite heavy and cumbersome, reducing their applicability and
effectiveness. This is why, in recent years, research efforts in the field of haptics
focused on the development of a new generation of wearable haptic interfaces.
Haptic thimbles [14,21], haptic rings [15,18], and haptic armbands [2], have been
successfully applied in different applications, ranging from teleoperation and VR
or augmented reality (AR) to human guidance. The key feature enabling wear-
ability of such devices is that the grounding of the system is coincident with the
point of application of the stimulus. As a consequence, the haptic interface is
only capable of providing cutaneous cues that indent and stretch the skin [7], and
not kinaesthetic cues, i.e., stimuli that act on skeleton, muscles, and joints [10].
Wearable haptic interfaces, providing only cutaneous stimuli, do not exhibit any
unstable behaviour due, for instance, to the presence of communication delay
in the closed haptic loop [17]. As a consequence, the haptic loop with wearable
tactile interfaces results to be intrinsically stable.

Regarding the application of haptics for e-Learning, a multimodal haptic sim-
ulator was presented in [8]. The haptic simulator helps student comprehension
of complex ideas (e.g., physics topics) and has the potential to supplement or
replace traditional laboratory training with an interactive interface that improves
motivation, retention, and intellectual stimulation. A review and early pilot test
of haptic tooling to support design practice, within a distance learning cur-
riculum was recently presented in [5]. However, most of these works still adopt
relatively expensive haptic devices that are yet not available to the vast majority
of students. Hence, our research group recently presented a novel perspective for
a sustainable integration of virtual and augmented reality (VR/AR) with haptic
wearables into STEM education to achieve multi-sensory learning [22]. To the
best of our knowledge, a low-cost and open framework for a fully-immersive hap-
tic, audio and visual experience is still missing for e-Learning laboratory skills
and student engagement.
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(a) (b)

Fig. 1. The proposed framework: (a) the framework architecture, (b) the Valve Knuck-
les EV3 controllers augmented with vibrotactile motors.

3 Framework Architecture

The proposed framework architecture, encompassing software, hardware, and
multi-modal rendering strategies, is described in this section.

3.1 Software Architecture

The framework architecture is depicted in Fig. 1-a. In the following, the key
elements of the system are presented.

The primary components of the proposed framework are the COTS Valve
Knuckles EV3 controllers. These controllers combine complex sensor inputs to
track hand position, finger position, motion, and pressure to determine user
intent. We have equipped these controllers with precise shaft-less vibrotactile
motors embedded on the outer shell, as shown in Fig. 1-b. Distinctive haptic
feedback patterns may be communicated to the user via these motors, accurately
simulating virtual finger collisions. The controller for the motors is implemented
on an Arduino Mega board [1]. The Arduino is an open-source electronics proto-
typing platform that uses flexible, user-friendly hardware and software. A variety
of libraries are provided by Arduino to make programming the microcontroller
easier. As a result, software development and, by extension, hardware develop-
ment are simplified, cutting down on the time it takes to prototype a system.
The choice of adopting an Arduino board makes the motor controller simple to
maintain and allows for the addition of new features in the future. The Valve
Knuckles EV3 controllers, which are augmented with vibrotactile motors, rep-
resent a significant advance when compared to similar COTS devices since they
are easy to obtain by just using simple additional components, and they are
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Fig. 2. The components diagram of the proposed system.

Fig. 3. The control circuit for one vibrotactile actuator.

resilient and low-cost. The SteamVR application programming interface (API)
is then used for the integration with the visualisation environment.

The Unity cross-platform 3D-environment [29] is chosen as middleware for
the integration of all framework components. The HTC VIVE Pro VR headset is
adopted to provide the user with realistic visual feedback (a common computer
monitor can also be used to lower the cost) and with a bidirectional audio channel
to enhance the user experience.

Based on the Unified Modeling Language (UML), a component diagram is
shown in Fig. 2.

3.2 Hardware Implementation

One of the embedded vibrotactile actuators and the corresponding control circuit
is shown in Fig. 3. The motors are driven by a ULN2003 stepper motor driver
module. Three 1,5 V AA alkaline batteries are used to power the circuit for a
total of 4,5 V.

3.3 Multi-modal Rendering Strategies

For the collision detection, finger ray casting is adopted [11], as shown in Fig. 4.
For the i-th finger, a ray is casted, from the finger tip, in the forward direction,
against all object colliders in the scene when within a length t, which is the
distance tolerance. This makes it possible to calculate di, which is the distance
value of the representative i-th contact.
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Fig. 4. The implementation of finger ray casting for collision detection.

Based on [24], the tactile rendering system employs a force calculation
paradigm in which the amount of force exhibited is related to the penetration
depth or separation distance [12]. The i-th force Fi is given by:

Fi = k(t − di) − kvvi, (1)

where vi is the i-th approaching velocity. While, k and kv are stiffness and
damping constants, respectively. The force is then rendered by using a Pulse
Width Modulation (PWM) signal, where the duty cycle of the i-th vibration
actuator, Di, is proportional to the force to be rendered normalised between the
specific actuator range, as shown by the following equation:

Di =
αFi − Fmin

Fmax − Fmin
, (2)

where α is a scaling factor. While, Fmin and Fmax are the minimum and maxi-
mum renderisable forces, respectively.

Furthermore, auditory rendering is obtained by generating a sound feedback
with a pitch that is proportional to the force to be rendered normalised between
the specific frequency range. The i-th pitch frequency, fi, is calculated according
to the following equation:

fi = fmin
β(Fi − Fmin)(fmax − fmin)

Fmax − Fmin
, (3)

where β is a scaling factor. While, fmin and fmax are the minimum and maximum
renderisable frequencies, respectively.

Similarly, visual rendering is achieved for the collision points by generating a
colour feedback with a wavelength that is proportional to the force to be rendered
normalised between the specific wavelength range (visible spectrum). The i-th
wavelength, λi, is calculated according to the following equation:

λi = fmin
γ(Fi − Fmin)(λmax − λmin)

Fmax − Fmin
, (4)
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Fig. 5. A sequence diagram depicting the interaction with a virtual object.

where γ is a scaling factor. While, λmin and λmax are the minimum and maxi-
mum renderisable wavelengths, respectively.

The multi-modal rendering is achieved by simultaneously combining auditory,
visual and tactile rendering together, as depicted in the sequence diagram shown
in Fig. 5. When a finger moves towards an interactive virtual object (i.e., within
the distance tolerance), the SteamVR component detects this movement and
sends the corresponding input signal towards the main application logic com-
ponent. When this signal is received, the application logic component defines
the direction in which the ray cast should be drawn. According to the inter-
active collision, the Unity Game Engine provides the distance between the fin-
ger tip and the colliding virtual object on the corresponding casted ray. After
successfully determining the distance of collision, the application logic compo-
nent estimates the velocity at which the finger is moved towards the colliding
object. Consequently, the force is calculated and the corresponding tactile feed-
back is rendered. To render the audio feedback, the application logic calculates
the required frequency level, then adjusts the pitch according to the calcula-
tion and renders the audio feedback through the virtual reality headset. Visual
feedback is rendered in a similar manner - the system calculates the required
wavelength, which is then displayed to the user.
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 : Communication packets : Application logic  : Arduino

opt

[finger value count > 0]

CheckFingerCount()5: 

CreateMessage()6: 

SendMessage()7: 

Finished action12: 

CalculateDutyCycle()1: 

CalculateVibrationActuator()2: 

PrepareArduinoValue()3: 

AddFingerForce()4: 

ReceiveMessage()8: 

ReadData()9: 

SetHapticValue()10: 

Finished action11: 

Fig. 6. A sequence diagram of the procedure for rendering of tactile feedback.

As shown in the detailed sequence diagram of Fig. 6, to render tactile feed-
back, the application logic component calculates the duty cycles to be sent to the
motors. These values are prepared to be sent to the Arduino through commu-
nication packets component. When the values are sent through communication
packets, the system checks how many fingers should receive the feedback. If there
are no fingers in contact, the system does not send any signals to the Arduino.
Otherwise, if there is at least one finger in contact, the communication packets
component creates a message, which is then sent to the Arduino. The Arduino
simply actuated the received values to the motors. Consequently, the tactile
feedback is perceived by the user.

4 Human Subject Study

To demonstrate the potential of the proposed framework, a case study is pre-
sented. In particular, an educational approach to the recycling and disposal of
domestic waste is considered. The aim is to increase both academic and public
awareness for this process. Recycling includes a series of activities consisting of
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collecting any kind of recyclable materials that would otherwise be considered
waste, sorting and processing them into raw materials. In the considered case
study, we focus on the sorting procedure. As shown in Fig. 7, a simulated scene
is created including two main interactive stations: 1) a counter where unsorted
waste items are laid up; 2) a sorting counter with allocated/marked collecting
regions for paper, glass and plastic materials. The underlying idea is that the
user would learn how to properly sort out home waste by participating into a
multi-modal auditory-visual-tactile experience. A game-based learning and gam-
ification approach is adopted to promote user engagement and motivation. The
goal is to sort all waste materials in the shortest time possible. From a grasping
perspective, waste objects composed of shape primitives like cuboids, cylinders
and spheres are considered. This is relevant because it makes it possible to assess
grasping procedures that could potentially be generalised to different types of
objects [25–27].

A number of human subjects is selected for this study. In particular, 10
persons participate to this preliminary study. Each participant is first asked to
familiarise with the simulation environment and successively is asked to perform
the following test sequences: a) sorting materials by using only visual feedback;
b) sorting materials by using auditory and visual feedback; c) sorting materials
by using a combined auditory, visual and tactile feedback.

For each test, a timer is started when the user first touch any of the waste
objects. The timer is stopped when all the waste objects are properly sorted.
Moreover, a user survey is conducted immediately after the test session. In partic-
ular, the Igroup Presence Questionnaire (IPQ) [20] is considered. The IPQ test is
a scale for measuring the sense of presence experienced in a virtual environment
(VE). The current version of the IPQ has three sub-scales and one additional
general item not belonging to a sub-scale. The three sub-scales, which can be
regarded as independent factors, include: a) spatial presence - the sense of being
physically present in the VE; b) involvement - measuring the attention devoted
to the VE and the involvement experienced; c) experienced realism - measur-
ing the subjective experience of realism in the VE. The additional general item
assesses the “sense of being there”, and has high loadings on all three factors,
with an especially strong loading on spatial presence.

5 Simulations and Experimental Results

Figure 7 depicts the scene of one human subject sorting materials by using a
combined auditory, visual and tactile feedback. A video depicting the entire
experiment is available on-line at https://youtu.be/izcScavUGbo. The IPQ sur-
vey results for the multi-modal rendered experience are shown in Fig. 8. These
results are very promising regarding spatial presence and realism, while involve-
ment is relatively well perceived on average.

https://youtu.be/izcScavUGbo
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Fig. 7. The results of the conducted human subject study: (a) the objects to be sorted,
(b) the sorting baskets, (c) a human subject sorting objects by using the combined
auditory, visual and tactile feedback, (d) the time distribution for the selected test
sequences.
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Fig. 8. The IPQ survey results for the multi-modal rendered experience.

6 Conclusions and Future Work

This study introduced an innovative haptic-enabled framework for hands-on e-
Learning to offer safe, digital access to laboratories. A fully immersive tactile,
auditory, and visual experience is achievable thanks to the proposed framework.
This is accomplished by merging virtual reality (VR) tools with a novel wear-
able haptic device created by supplementing a low-cost commercial off-the-shelf
(COTS) controller with vibrotactile actuators. The Unity gaming engine and
the Valve Knuckles EV3 controllers are used for this purpose. A human sub-
ject research was performed to validate the developed framework. The consid-
ered haptic-enabled framework boosts student engagement and the perception
of spatial presence, realism and involvement.

As future work, the proposed framework could be used to develop teaching
modules and to test the concept with engineering students in an experimen-
tal setting [6]. This would make it possible to evaluate the applicability of the
concept on a larger and practical scale.
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Abstract. Autism spectrum disorder (ASD) is a neurodevelopmen-
tal disorder that affects 1 in 160 children globally. Autism is char-
acterised by abnormalities in communication, social interactions and
behavioural challenges. Sensory processing difficulties affect two-thirds
of children with autism. This causes anxiety and typically leads to
repetitive behaviour referred to as problem behaviours. Stereotypy and
aggression are some of the most frequently observed problem behaviours.
Behavioural interventions may help manage symptoms and develop cog-
nitive skills, thus promoting a child’s participation in social activities.
A growing body of literature suggests that technological advancements
in mobile health (mHealth) systems can be utilised to develop various
intervention modalities. The central goal is to help children with ASD
adapt to their surroundings by managing their problem behaviours. A
promising possibility is to monitor physiological signals with wearable
sensors to anticipate the onset of problem behaviour and provide inter-
vention through wearable assistive devices. This paper presents a new
perspective to manage problem behaviour and concept guidelines for a
potential mHealth framework to deliver vibrotactile and thermal stimuli
for sensory-based intervention.

Keywords: Autism · Wearable devices · Vibrotactile intervention ·
Thermal intervention · mHealth

1 Introduction

ASD is one of the most common childhood disorders (1 in 160) [17]. Autism is a
neurodevelopmental disorder that results in significant psychological, emotional,
and behavioural difficulties. Autism is further considered a pervasive disorder
that can cause sensory-perceptual anomalies, such as a hypersensitivity to con-
tact with other people. Children with ASD may also have sensory integration
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Fig. 1. The underlying idea of adopting wearable technology based interventions.

difficulties in processing the visual, auditory, kinaesthetic, tactile, and olfac-
tory sensory systems [9]. Sensory integration is the ability to process and regu-
late sensory stimuli in the surroundings for adaptive functioning. A behavioural
meltdown may occur due to overwhelming external stimuli, resulting in a tem-
porary loss of control. This loss of control usually leads to repetitive, distract-
ing behaviour known as stereotypical motor movements or stereotypy [8]; often
expressed verbally (e.g., shouting, crying), and/or physically (e.g., kicking, lash-
ing out, biting). Physical aggression is particularly debilitating as it may happen
suddenly and without notice, and sometimes even long after the effect of the
stressor (external stimuli). This unpredictability makes it difficult for them to
participate in social activities. These individuals have a hard time understand-
ing the social world and interpreting it, thus resulting in diminished situational
awareness. This acts as a barrier to accessing essential services such as access to
healthcare, education, and employment for individuals on the spectrum. Manage-
ment of these challenges requires some form of behavioural therapy. Therapeutics
for autism incorporate a multidisciplinary approach. It includes a combination
of psychological and behavioural therapies, speech therapy, educational inter-
ventions, and psycho-pharmacological treatments.

This work focuses on non-pharmacological treatments (evidence-based thera-
pies) using wearable and mobile technologies that support optimal outcomes for
children with autism. Wearable technology-based interventions provide a promis-
ing option for improving sensory integration in autistic children. The underlying
concept is as shown in Fig. 1. The use of assistive technologies in ASD can be
helpful in communication, cognition, and sensory integration. These technolo-
gies can be used in various ways, such as an agent for motivating pedagogy or
an alternative and augmentative communication device that mainly focuses on
social interactions for autistics.

In a review by Wali & Sanfilippo [54], the prevailing implementation, as well
as the research challenges of supporting technology for individuals with autism,
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were presented; the study highlights both therapeutic and technological solu-
tions. In another study by Sanfilippo et al. [43,44]; a prototype of an integrated
wearable health sensor monitoring system with haptic feedback was presented.
In line with this viewpoint, our research team presented a novel architecture
for customising the surrounding environment using information from multiple
sensory channels to increase situational awareness [45].

The objective for this work is to provide fresh insights on intervention mech-
anisms based on the evidence presented in the existing literature on wearable
assistive devices and digital health systems. A promising approach is monitor-
ing physiological biosignal data using commercially available wearable devices
to predict the onset of problem behaviours using machine learning and artificial
intelligence models, to provide proactive behavioural intervention.

We seek to stimulate global efforts towards the development of wearable
intervention technologies for delivering empathic vibrotactile and thermal stim-
ulus as intervention. This paper is not a systematic literature review but rather
a new perspective on the current state of the art in wearable behavioural inter-
vention technologies and our research aspirations for a proactive intervention
framework. This work includes a background on psycho-physiological aspects
of problem behaviours (aggression, stereotypy, anxiety). We focus on wearable
and mobile technologies for intervention, particularly devices that augment the
sensory functions of kinaesthetic and tactile somatosensory systems. This paper
is divided into two sections; the first section looks into the existing intervention
approaches; the second section presents the guidelines for the mHealth frame-
work.

2 Intervention Approaches

2.1 Visual and Auditory

Virtual reality (VR) has evolved as a tool for cognitive behavioural therapy in
treating psychological disorders, and it has been proven to help individuals cope
with stressful situations. Studies [12,14] show vision-based techniques have been
used for cognitive training. Visual learning methods are suitable for children with
autism, as they may aid in sensorimotor integration and social communication.
The benefits of employing VR therapies, such as computer-based representations
of reality, to help people with autism practice demanding social interactions in
a less anxiety-inducing environment are noteworthy. With advancements in VR
glasses and mounted displays, point of view scenarios are utilised to develop
safe environments for visual intervention. Studies [42,52] have found improved
results in sensorimotor accuracy when virtual reality and kinaesthetic meth-
ods are used together with no short term negative consequences. Researchers
that have used VR together with cognitive behavioural therapy have shown
improvements across social communication, overcoming fear, and reduced stereo-
types [11,32].
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Studies have demonstrated that individuals with autism prefer auditory stim-
uli to other types of stimuli. A study by Hall L et al. [24] has reported improve-
ments in children’s behaviour related to sensory processing and visual-motor
delays. They reported that when an auditory stimulus is presented, children
interact for a more extended period. Gee et al. [20] has demonstrated that
negative and stimming behaviours have decreased in a participant who was
provided sound-based intervention combined with occupational therapy for 10
weeks. This intervention technique has shown that it reduces auditory sensory
over-responsivity.

2.2 Vibrotactile Prompting

Tactile (sense of touch) processing difficulties are among the most frequently
reported sensory complaints in ASD patients. Tactile empathy is the ability
to perceive and interpret emotions through touch. The perception of touch is
essential for laying the foundation for social connection, communication, and
other behaviours. Touch and pressure generating modalities are widely used as
non-pharmacological therapeutics in the management of sensory hypersensitivity
in autistics. Deep pressure stimulation (DPS) is a form of tactile stimulation that
uses weighted blankets, vests, and vibrotactile devices to help reduce anxiety in
children with hyposensitivity. DPS is regarded as an evidence-based intervention
mechanism for reducing stress and creating a sense of relaxation. In empirical
studies [19,41] the effects of DPS on problem behaviour are fairly promising. A
study by Bestbier et al. [7] has shown that deep pressure touch has immediate
effects on the somatosensory response and benefits the population.

Prompting is a method of making individuals execute desired behaviour by
providing additional stimuli (prompts). Taylor et al. [49] in their study used
vibrational prompts at routine intervals to maximize verbal initiations in chil-
dren. Anglesea et al. [4] in their research employed vibrational prompts at vari-
able intervals (range of 10–30 s) to prompt participants to bite at each vibration,
resulting in reduced rapid eating for all three participants. Safety skills were tar-
geted in research by Taylor et al. [48], to successfully train three participants to
request support while they were lost in a group environment. Anson et al. [5]
compared their prompting approach to verbal and gestural prompting and found
that the discreet, non-intrusive tactile prompt was as effective as the more con-
ventional prompting method.

Studies [23,29,36] have shown that apparent haptic movements could poten-
tially help with social communication. This motion is observed when two stim-
uli are presented in alternation at a relatively high frequency. Apparent haptic
motions create the illusion of continuous motion, this resembles the sense of
touch and could be a relaxing stimulus based on the individual’s sensitivity to
touch [27].
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2.3 Wearable Assistive Devices and Applications

With constant improvements in technological and functional design applications
of wearable assistive devices, real-time feedback of physiological biomarkers is
becoming a reality. This has enabled affect sensing for monitoring emotional
state and valence of individuals. Various studies have utilised wearable sensors
and smartwatches for affect/emotion recognition [3,22,28,47,56]. A feasibility
study by Di Palma et al. [13] identified a correlation between children’s physio-
logical responses and their engagement in cognitive tasks using wearable devices.
Another research by Daniel et al. [10] has reported the support among children
for the usability of wearable devices for affect sensing. Studies have also explored
the possibility of using wearable devices for emotional regulation and behavioural
interventions. Torrado et al. [50] in their study, reported that children recov-
ered from mild episodes of stress when using smartwatches for interaction. Voss
et al. [53] utilised Google glass as a digital intervention to improve socialisation
in children with autism. They reported a 4.58-point average gain on the Vineland
Adaptive Behaviour Scale involving 71 participants.

While researchers have examined the various uses of wearable devices, only
a few have looked at the possibility of employing wearable assistive devices for
behavioural and cognitive intervention. Table 1, presents a few of the selected
wearable sensors and solutions that are available commercially. This table does
not review all the devices/prototypes in this area of research. However, it
focuses more on wearable sensors and assistive devices for behavioural interven-
tion and highlights the design gaps. Current intervention approaches are reac-
tive, i.e., behavioural intervention is only delivered when physical symptoms of
problem behaviour are observed. We believe there is little evidence of existing
work that combines prediction science and intervention mechanisms for problem
behaviours.

3 Guidelines for mHealth Framework

3.1 Motivation

Intervention approaches within the gamut of behavioural and developmental
interventions have become the primary method for treating children with autism
to promote social, adaptive and behavioural functioning. There are many poten-
tial uses of affect sensing for individuals with autism. These include develop-
ing physiological and behavioural measures to classify emotional states asso-
ciated with preclinical symptoms of problem behaviour and monitoring phys-
iological and behavioural reactions to tailor treatment to an individual. Evi-
dence [30,35,46] suggests that problem behaviour causes physiological changes
preceding the onset of an emotional meltdown episode. Researchers have shown
success in utilising the changes in the physiological state by monitoring biomark-
ers to predict emotional state [22,26,28,37]. Even though wearable and digital
intervention solutions need more evidence-based research and clinical trials, stud-
ies have shown such solutions are accepted amongst most individuals.



A Perspective on Intervention Approaches 137

Table 1. Overview of selected wearable sensors and intervention solutions for autism.

Ref. Form factor Biomarkers Intervention

method

Type Description

Emotibit [1] Wristband HR, HRV, EDA,

RR, SpO2

– Open-source

prototype

Real-time monitoring

of biomarkers

E4 [15] Wristband HR, HRV, EDA,

ST

– Commercial

device

(research

grade)

A research-grade

wearable device for

real-time

physiological data

acquisition

PulseOn

OHR [40]

Wristband HR, HRV, Acc – Commercial

device

Arrhythmia detection

and analysis software

ViSi Mobile

System [16]

Wristband

with electrodes

HR, HRV, ST – Commercial

device (clinical

use)

Monitoring vitals for

arrhythmia and fall

detection

AIO Sleeve [2] Arm sleeve HR, HRV – Commercial

device

Monitors stress in

real-time

My Feel

Sensor [34]

Wristband HR, EDA, ST In-app alert Commercial

device

Monitors biomarkers

throughout the day

and learns to

recognize your

emotional patterns

Awake Labs [6] Smartwatch HR, EDA In-app alert Commercial

Device

Stress and anxiety

management

Moodmetric

Smart

Ring [33]

Ring EDA In-app alert Commercial

device

It helps to identify

personal stress

triggers

Pip [39] Fingertip

Sensor

EDA In-app alert Commercial

device

Looks for variations

in EDA using

fingertip sensors to

monitor stress

Touchpoints

Europe [51]

Wristband – Alternating

tactile

simulation

Commercial

device

Produces bi-lateral

vibrations for

calming

Feelzing [18] Ear patch – Neuro-

stimulation

Commercial

device

Uses a proprietary

waveform to

stimulate the nervous

system

We suggest integrating promising intervention approaches with affect/
emotion prediction, thus enabling proactive just-in-time solutions for managing
problem behaviours. We present concept guidelines in this section for a potential
mHealth framework. This is divided into two parts. First, it predicts the proba-
bility of a meltdown antecedent to the occurrence of the episode. Based on this
prediction, the second part delivers vibrotactile and thermal feedback as stimuli
for managing problem behaviours.

3.2 Background

Sensory and attention abnormalities of stimuli are an important area of study in
autism psychophysiology. It is known that abnormalities in physiological arousal
underlie behavioural issues in autism; Several researchers have hypothesized that
abnormalities in physiological reactivity may underlie emotional meltdowns and
arousals [25]. Arousal is a type of emotion that occurs when the autonomic
nervous system (ANS) is actuated. The ANS is a division of the nervous system
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that controls many organic functions, and is critical to maintaining homeostasis;
it is a dynamic equilibrium in which continuous changes occur, yet relatively
uniform conditions prevail. Among various neurophysiological traits in autism,
the role of ANS has gained more attention. The ANS is one of the body’s major
systems for maintaining homeostasis. It has two main branches: the sympathetic
nervous system (SNS) and the parasympathetic nervous system (PNS). The SNS
and PNS work together to maintain homeostasis. Individuals are sympathetic-
predominant when facing a challenge or stress, whereas parasympathetic activity
increases during resting and relaxation. The SNS is dominant in emergencies;
it triggers pervasive and dramatic changes in the body, including heart rate
(HR) acceleration, elevated electrodermal activity (EDA), bronchiole dilation,
dopamine release and blood pressure enhancement. The PNS contains cholinergic
fibres that produce enzymes that control the contractility of smooth muscles and
slow HR.

3.3 Sensing Using Viable Biomarkers

As mentioned above, when the system is regulated by sympathetic behaviour,
the HR is increased. When the parasympathetic system actively modulates sym-
pathetic activity, the HR declines towards a resting rate. Another physiological
signal for assessing an individual’s anxiety is assessing electrodermal function.
An increase in EDA reflects SNS activation, while stable and decreasing EDA
indicates PNS activity. Psychophysiological functionality may also be assessed
by heart rate variability (HRV), which is a marker of autonomic cardiovascu-
lar activity and is generally accepted as a good predictor of the relationship
between psychological and physiological processes. Preliminary research suggests
that cardiovascular reactivity can be used to characterise anxiety [21]. As sympa-
thetic and parasympathetic modulations control heart functions, HRV is widely
accepted and convenient in measuring the signal of autonomic function; its vari-
ability can reflect autonomic activity.

HRV measures the beat-to-beat variation in heart rate and reflects the inter-
play between sympathetic and parasympathetic systems. Greater variability in
the beat-to-beat rhythm indicates a balance between sympathetic and parasym-
pathetic contributions and is predictive of an overall good mental health. HRV
has also been used to investigate physiological differences in generalised anxiety
disorder, social anxiety, post-traumatic stress disorder, and panic disorder. While
EDA is not a direct measure of sensory processing, it is a reliable measure of SNS
arousal. Activation of the SNS results in the secretion of sweat, which conducts
electricity, from eccrine sweat glands throughout the body. Eccrine sweat glands
are only innervated by the sympathetic branch of the ANS, so increases in EDA
can be, in part, attributed to increases in physiological arousal.

3.4 A Novel Approach to Proactive Intervention

Based on the hypothesis that physiological changes occur prior to the occur-
rence of a problem behaviour, this work lays the groundwork for developing
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user-centered proactive wearable intervention device. This device will potentially
reduce the impact of problem behaviour by predicting an emotional meltdown
prior to its occurrence in individuals with ASD. We present guidelines for the
design of an mHealth framework for delivering empathic vibrotactile and ther-
mal feedback. As previously stated, the framework is divided into two parts:
(a) Prediction of problem behaviour by monitoring biomarkers using wearable
sensors; (b) Intervention by delivering vibrotactile and thermal feedbacks as a
stimulus using a novel wearable assistive device.

Prediction: The ability to assess changes in emotional valence during a melt-
down without interfering with everyday routines could revolutionize behavioural
healthcare. Researchers [30,35] have studied the practicality of employing wear-
able biosensors for affect sensing in autistics using data obtained from partici-
pants in artificial environments that replicate problem behaviour. While these
findings are intriguing, previous research in this field has relied on contrived
experimental conditions and activities. In our work, we plan to conduct data
collection in naturalistic environments, such as in schools and therapy sessions.
This information will be used to develop prediction models based on time-series
analysis of the biomarker data (HR, HRV, EDA). The prediction model will
subsequently be used to detect problem behaviours using biomarkers in real-
time using a wearable open source commercial-off-the-shelf sensor. We plan on
exploring two methods for developing the prediction algorithm: statistical and
ML. Statistical methods such as Bayesian non-parametric clustering and the non-
homogeneous Poisson point process are a few methods we plan to implement.
Machine learning models such as support vector machines, linear regression clas-
sifiers, principal component analysis and other pattern recognition algorithms
will be utilized. Furthermore, deep neural networks for time series classification
is also a possible approach to consider for developing a prediction algorithm.

Intervention: Existing research provides some evidence that the tactile prompt
can increase verbal initiation in children [5]. However, a hypothesis that has not
yet been tested is whether incorporating a tactile stimulus as an intervention
mechanism regulates problem behaviours. Based on this hypothesis, the ultimate
goal of our research is to develop a real-time automated prediction system that
parents, teachers, and caregivers may utilize to deliver just-in-time intervention
for children with autism. C-Tactile (CT) afferents are low-threshold mechanore-
ceptive units found in lower densities in glabrous human hand skin [55]. The
axons of CT afferents are unmyelinated, which means there is no insulation
around them, as found in the wrists and arms. Taking advantage of this, we will
design, test and validate a novel wearable device that stimulates CT afferent
neurons to provide empathic tactile feedback. Mechanical/haptic actuators such
as eccentric rotating mass, linear resonant actuators, and piezoelectric vibra-
tional actuators are possible elements that could generate vibrotactile motions
that mimic the sense of touch and pressure. Studies [31,38] have shown that
the proprioception of warmth can also help reduce stress and anxiety in the
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general population, but this hypothesis has not yet been studied in individuals
with autism. Thus, combining thermal stimuli with tactile stimuli might be ben-
eficial to render thermo-tactile feedback as a stimulus. We can achieve this by
integrating flexible thermal pads and other Peltier elements in the design of the
wearable device prototype.

4 Conclusion and Future Work

Many studies looked into the relationship between physiology and psychology
in autism, only a few have looked into predicting problem behaviours using
biomarkers in autistics. There is lack of sufficient literature integrating pre-
diction and intervention mechanisms for problem behaviour in children with
autism. This paper presents a guideline for the use of physiological biomark-
ers to predict problem behaviours and render empathic vibrotactile feedback
for behavioural intervention. This research project relies on the hypothesis that
stimulating the somatosensory system reduces stress/anxiety, thereby reducing
the effect of problem behaviours. Noticeably, there is overwhelming evidence
suggesting that physiological signals can be used as indicators of certain psycho-
logical states of humans. Biomarkers such as heart rate, heart rate variability,
and electrodermal activity have been shown in studies to be extremely useful
in detecting aggression, emotional distress, and stereotypy. There is a need to
develop solutions targeting problem behavior in individuals to improve sensory
integration for situational awareness in autistics. It will be interesting to combine
prediction algorithms and intervention approaches, especially focusing on the use
of wearable devices for empathic auditory-visual-tactile feedback and contribute
towards the design, implementation and validation of a proactive framework.
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Abstract. Plug&Produce systems accept reconfiguration and have the attribute
of physical and logical flexibility. To implement the Plug&Produce system in
a manufacturing plant, there is a need to assure that the system is safe. The
process of risk assessment provides information that is used to implement the
proper safety measures to ensure human and machine safety. An important step
in the risk assessment process is hazard identification. Hazard identification of
Plug&Produce system is unique as the hazard identification method provided in
the safety standards do not consider system flexibility. In this paper, a framework
for hazard identification of a collaborative Plug&Produce system is presented. A
study case that includes a collaborative Plug&Produce system is presented and
the framework is applied to identify the system’s hazards. Also, the generalisation
of the framework application is discussed.

Keywords: Plug&Produce · Collaborative robots · Risk assessment · Hazard
identification

1 Introduction

Reconfigurable manufacturing systems (RMS) are designed for rapid change in the
structure to adjust the production output within the same part family in response to
the requirements [13]. The concept of Plug&Produce system is built upon the concept
of RMS. A Plug&Produce system has the capability of instant and automatic physi-
cal reconfiguration, and the capability to adapt intelligent control logic. Plug&Produce
possess the attributes of logical flexibility and physical flexibility. Logical flexibility
refers to system ability for facilitated replanning, reprograming, and rescheduling. Also,
physical flexibility refers to system ability for facilitated change in the layout, machines,
and material handling devices. A human worker can be considered as the most flexi-
bles component of the manufacturing system and the involvement of human worker in
the manufacturing system add flexibility to the system. A collaborative operation is an
industrial operation performed by humans and robots working side by side and collab-
orating to achieve the task. The collaborative work between the human and the robots
raises safety challenges.

To realize the industrial application of the Plug&Produce system, it is required to
assure that the system is complying with safety standards. To ensure the safety of the
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system according to standards, risk assessment is needed to be performed and to perform
risk assessment, it is required to identify the hazards. Hazard identification process must
consider the flexibility of the system and the possibility of system reconfiguration. The
safety standards can be used to assess the safety of a flexible system. However, the
existing standards do not consider flexibility.

In this study, a framework, to identify the hazards of a collaborative Plug&Produce
system, is presented. The study discusses risk assessment according to standards and
describes the process of hazard identification within the risk assessment. Then the
study discusses hazard identification for collaborative operations and hazard identifica-
tion for Plug&Produce systems. A framework for hazard identification of collaborative
Plug&Produce system is derived. A collaborative Plug&Produce system with several
reconfiguration scenarios is presented as a study case and the framework is applied to
identify the hazard of the system in the presented study case. Also, the generalisation of
the framework application is discussed.

2 Background

2.1 Plug&Produce Systems

Modern manufacturing systems have some critical requirements such as short lead-time,
a high variety of products, and fluctuating production volumeswith low production costs.
To meet the requirements several strategies are developed based on the reconfigurable
manufacturing concept [5]. The concept of Plug&Produce is inspired by the concept of
Plug and Play in the computer world. It is described as an agile manufacturing system
that accepts reconfiguration in a short time and has distributed control system over
the manufacturing devices [2]. One framework for the Plug&Produce considers the
system as a system of several self-aware and modular production process modules with
a distributed control strategy based on a multi-agent system [4]. New devices plugged
into the Plug&Produce system are identified automatically and instantly allowing for
making changes in the system in a short time [3].

A Plug&Produce system contains resources, and resources have skills. To achieve
the production goals, the system generates process plans. A process plan is a sequence
of skills that are utilised to achieve the goal. The skills are utilised without specifying
the resource which allows the system to achieve the goal if resources are changed [4].

2.2 Collaborative Robot System

The objective of collaborative robots is to combine the repetitive skills of the robots with
the cognitive skills and abilities of the human. A collaborative robot system is a system
designed in a way that the operator and the robot share the workspace. The robot is a
component in the collaborative robot system and the associated cell layout is designed
to eliminate the hazard. The operational characteristics of the collaborative robot system
are different from the traditional robot systems. In collaborative operations, the operator
can be in proximity with the robot while the actuators of the system are powered [20].

Human-Robot Collaboration opens new possibilities for industries and adds addi-
tional flexibility to industrial production. New robotic applications are enabled by a
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human-robot collaboration including robot assistance in welding tasks and assembly
processes, human assistance and ergonomic support and machine tending and material
handling [14, 21].

Plug&Produce systems allow quick and easy adaptation of collaborative operations
in the manufacturing processes. The modular integration of collaborative operations
within Plug&Produce allows achieving the collaborative operation goals regardless of
the participating resources [16, 22].

2.3 Safety Standards

The standard ISO 12100 gives an overview of the basic principles and methodology
for hazard identification, risk assessment and risk reduction. The standard also defines
basic terms that are related to risk assessment. Harm is defined as physical injury or
damage to health. Hazard is defined as the potential source of harm. Risk is defined as
the combination of the probability of occurrence of the hazard that generates the harm
and the severity of the harm [17].

The standard ISO 10218 specifies the requirements and provide a guideline for safe
design and use of industrial robots, and describes the hazards associated with robots
and provides requirements to eliminate the hazards. The standards provide definitions
for terms. Collaborative operation is defined as the state in which specifically designed
robots work in collaboration with a human operator within the same defined workspace.
The collaborative workspace is a workspace within the safeguarded zone in which the
human and the robot perform the collaborative operation [18].

The standard ISO 14121 gives a guideline to conduct a risk assessment in accordance
with ISO 12100 and provides tools and methods to achieve the actions included in the
risk assessment. It also provides examples of measures to reduce risks [19].

The standard ISO 15066 specifies the safety requirements for collaborative robot
systems and the work environment. It provides a guideline for hazard identification, risk
assessment and risk reduction associated with collaborative robot systems [20].

ISO 10218 and ISO 15066 identify four collaborative methods. Safety-rated moni-
tored stop, Hand guiding, Speed and separationmonitoring and Power and force limiting
[18, 20].

Safety-rated monitored stop includes that the operator performs manual tasks inside
a collaborative area, which is an operative space shared between the human and the
robot. Inside such a collaborative area, both the human and the robot can work, but not
at the same time since the latter is not allowed to move if the operator occupies this
shared space. In the hand guiding method, the operator can teach the robot positions
by moving the robot without the need of an intermediate interface, e.g., robot teach
pendant.The speed and separation monitoring method allows the human presence within
the robot’s space through safety-rated monitoring sensors.The power and force limiting
collaborative method prescribe the limitation of motor power and force so that a human
worker can work side-by-side with the robot.

The current collaborative methods given by the standards are similar to traditional
automation and don’t support the implementation of an intelligent collaborative system.
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A new type of collaborative method named deliberation in planning and acting is pro-
posed, in which the robot and the operator deliberate and execute an agreed-upon plan
[10].

There is a possibility to change between operational modes, the collaborative, and
non-collaborativemodes.When the collaborativemode is activated, it is indicated clearly
to the operator with light indicators. The sensory system is adjusted to allow the human
presence in the collaborative workspace without causing a safety stop. Robot speed at
the collaborative mode is adjusted to ensure human safety according to the performed
risk assessment [9].

3 Risk Assessment and Hazard Identification

The process of risk assessment provides information that is used to implement the proper
safetymeasures to ensure human andmachine safety. The general strategy for risk assess-
ment is provided in ISO 12100 and a practical guideline for achieving the risk assessment
activities is provided in ISO 14121. The procedure of a system risk assessment includes
the following actions, in the order given:

1. Determine the limits of the machinery, which includes the limitation of the machine
in space and defining the intended use and reasonably foreseeable misuse.

2. Identify the hazards and the associated hazardous situations.
3. Estimate the risk for each identified hazard.
4. Evaluate the risk and decide the need for risk reduction.

The objective of determining the limitation of the machine is to have a clear descrip-
tion of the machine properties, the use and possible misuse and the environment in
which the machine will be operated and maintained. The objective is achieved by an
examination of the functions of the machine and the tasks associated with the use of the
machine.

The objective of hazard identification is to list all hazards and hazards associated
situations which allow describing the hazard scenario. Hazard identification methods
must consider the human interaction with machines during the entire life cycle of
the machine, the possible operating conditions and modes of the machine, and the
unexpected behaviour of the operator or reasonably foreseeable misuse of the machine.

Risk estimation is the process to understand the nature of the risk and determine its
magnitude which results from combining the consequences and their likelihood. It starts
by addressing the severity of the harm. There are levels of severity of harm. It combines
the level of severity with the probability of occurrence of the harm. The combination
leads to determine the level of the risk.

Risk evaluation is the process of comparing the results of risk estimationwith applied
protective measures to determine if the hazardous situation requires further risk reduc-
tion. Also, to determine if the risk reduction has been achieved without introducing new
hazards or raise the level of other risks.
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3.1 Hazard Identification of Collaborative Robot System

Standard ISO 15066 defines risk assessment for a collaborative robot system, as the need
to identify the hazards and estimate the risk of a collaborative robot system so the proper
risk reduction methods measures are implemented. The hazard identification process of
collaborative robot operation in a collaborative robot system considers the robot-related
hazards such as robot characteristics, robot contact conditions and the proximity of the
operator to the robot. Also, it considers the hazard related to the robot system including
the end-effector and workpiece hazard and operator location with respect to hazardous
fixtures. To identify the hazards of a collaborative operation, the collaborative operation
is divided into several tasks, each task is allocated to the robot or the human operator
and allocated to a workspace. Each task is then analysed to identify the hazards [20].

Task-based hazard identification of collaborative operations is discussed in [6–8].
The safety design of the collaborative robot system focuses on individual hazards within
the collaborative workspace rather than keeping the operator away from the hazardous
zone [11].

3.2 Hazard Identification for Plug&Produce Systems

Risk assessment of Plug&Produce comprises of determining the limit of the machines,
hazard identification, risk estimation and risk evaluation. The modularity feature
of the Plug&Produce system makes the procedure of risk assessment specific. The
Plug&Produce system is modular and consists of several process modules, and each
process module can be considered as a system itself.

A system of systems consists of several autonomous systems. A Plug&Produce sys-
tem can be considered a system of systems [1]. Two types of hazards are identified in
the system of systems. The two types of hazards are single system hazards and emer-
gent hazards [12, 15]. Relative to the Plug&Produce concept, the single system hazards
are associated with hazards of a single module while the emergent hazards are asso-
ciated with the hazards that are generated when several modules are configured in the
Plug&Produce system. According to [15], emerging hazards can be subdivided into
reconfiguration hazards, integration hazards and interoperability hazards.

1. Integration hazards: can be subcategorized into interface hazards, proximity hazards,
resources hazards.

• Interface hazard: a hazard in which the module transfers a hazard source to another
dependent or cooperative module.

• Proximity hazard: a hazard in one module caused by close physical proximity to
another module.

• Resource hazard: a hazard resulted from insufficient shared resources or resources
conflict.

2. Reconfiguration hazards: results from a change in the system configuration from one
configuration to another.

3. Interoperability hazard: it occurs when data of one module is miss interpreted by
another module.
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4 Hazard Identification of Collaborative Plug&Produce System

Hazard identification of collaborative robot systems is discussed in Sect. 3.1, and haz-
ard identification of Plug&Produce system is discussed in Sect. 3.2. Based on findings
Sects. 3.1 and 3.2, the hazard identification of a collaborative Plug&Produce system is
discussed.

The risk assessment of the collaborative Plug&Produce system includes the steps of
identifying the machine limitation, hazard identification, risk estimation and risk evalu-
ation. In this study, identifying the use of process modules is considered as identifying
machine limitations.

The step of hazard identification of collaborative Plug&Produce is unique due to the
flexibility of the system both in hardware and control structure. The safety standards
can be used to assess the safety of a flexible system. However, the existing standards
do not consider flexibility. Hazard identification process must consider the flexibility of
the system and the possibility of system reconfiguration. Plug&Produce system recon-
figuration means that process modules are added or removed from the system, or the
position of process modules and the layout of the physical system is changed. Also, in
a Plug&Produce system, the objective could be changed. Hence, the use of the same
process module is changed.

4.1 Hazard Identification Framework

To address the unique hazard identification process of the collaborative Plug&Produce
system, a framework for hazard identification is proposed. Also, a study case of a col-
laborative Plug&Produce system is presented. The framework is applied to identify
the hazard of the collaborative Plug&Produce system described in the study case. The
framework includes the following steps:

1. Determine the use of each process module.
2. Identify the hazard of each module and the associated hazards situations for every

use of the module.
3. Identify the emerging hazards for every foreseen reconfiguration.

4.2 Study Case

To demonstrate the proposed hazard identification framework, a Plug&Produce cell is
presented in this study case. Figure 1 shows the presented Plug&Produce cell. The
cell consists of an industrial robot in the centre of the cell and several positions for
Plug&Produce process modules. Two process modules are included in the cell and
the cell can be configured differently. The yellow circle estimates the collaborative
workspace. Process module 1, shown in Fig. 2, includes an inherently safe designed
collaborative robot and a surface space. Process module 2, shown in Fig. 3, includes
an industrial robot and a surface space. When process module 1 is configured in the
system, the shared accessible collaborative workspace is indicated to the operator, and
the worker understands that it is safe to be in the shared collaborative workspace.

In the presented Plug&Produce system, three foreseen reconfigurations can be
identified. The reconfigurations are:
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Fig. 1. Plug&Produce cell

Fig. 2. Module 1 includes an inherently safe designed collaborative robot

Fig. 3. Module 2 includes an industrial robot

1. Reconfiguration1: change of the use of the collaborative process module

Module 1 is used to perform two collaborative operations. the use of the collaborative
module changes based on the produced part. The first collaborative operation is assem-
bly, and the second collaborative operation is grinding. The first operation contains the
following steps:
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• The industrial robot in the centre of the cell carries a workpiece and place it on the
table of the collaborative module.

• The operator prepares a part.
• The collaborative robot picks the part and places it in its intended position in the
workpiece.

Also, the cell produces another product using the second collaborative operation. The
part that the operator prepares, needs grinding performed by the collaborative robot. The
worker then picks the finished part and place it in position in the workpiece. The second
operation contains the following steps:

• The industrial robot in the centre of the cell carries a workpiece and places it on the
table of the collaborative module.

• The operator prepares a part.
• The collaborative robot performs grinding on the part.
• The worker picks the part and places it in position.

2. Reconfiguration2: change the location of the collaborative module.

The second configuration is the change position of module 1 i.e., the change of
the cell layout so the collaborative module is in a different position. The collaborative
module location is changed from position 4 indicated in the figure by P4 to position 2
indicated on the figure by P2.

3. Reconfiguration3: change the collaborative module with a different module.

The third reconfiguration is to change module 1 with module 2. The assembly oper-
ation objective does not change. However, the assembly operation is not collaborative.
The operator does not participate in the assembly operation. The operator job of prepar-
ing the parts is done outside of the robot workspace and then a batch of the prepared
parts is brought to the processing module to achieve the assembly operation.

4.3 Hazard Identification of the Study Case

The first two steps in the framework are to identify the use of the process modules and
to identify the associated hazards. Table 1 presents the identified hazards for module 1,
Table 2 presents identified hazards for module 2. The modules have defined uses, and
the hazards associated with assembly operation are different depending on the module
that is used to perform the assembly. Module 1 includes a robot that is safe inherently
designed, so the power and force of the robot’s motor are limited to element the hazard
of collision between the robot and the worker body.
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The third step is to identify the emerging hazards from every foreseen reconfigu-
ration of the system. Table 3 lists the identified emerging hazards of every foreseen
reconfiguration.

Table 1. Module 1 identified hazards

Module 1

Module use Life cycle Task Hazard zone Hazard Hazardous
situation

Assembly Operation Pick & Place Shared
workspace with
the worker

Head or body
injury

Worker in the
shared
workspace and
the contact with
the part carried
by the robot
happens due to
loss of part
control

Griding Operation Grinding the
surface

Shared
workspace with
the worker

Head or body
injury

The grinding
wheel bursts and
parts of the
grinding wheel
hits the worker

Eye injuries Debris from the
grinding
operation flies
and reach the
operator’s eyes

Body part
burn

Grinding results
in heat and
contact with hot
material causes
burn
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Table 2. Module 2 identified hazards

Module 2

Module use Life cycle Task Hazard zone Hazard Hazardous
situation

Assembly Operation Pick & Place Shared
workspace with
the worker

Head or body
injury

Worker in the
shared
workspace and
the contact with
the part carried
by the robot
happens due to
loss of part
control

Pick & Place Shared
workspace with
the worker

Head or body
injury

Worker in the
shared
workspace and
the contact with
robot happens
due to robot
movement

Table 3. Identified emerging hazards

Reconfiguration Emerging hazard type Hazard Hazardous situation

Reconfiguration1 Resource hazard Body or head injury The use of a process
module with a high power
load becomes included in
the system which causes
electricity overload
The system shut down
unexpectedly and in an
unsafe manner

Reconfiguration2 Proximity hazard Body or head injury Module 1 and module 2
become in proximity and
the contact between the
robot in module 2 and the
operator happens due to
the robot movement

Reconfiguration3 Interoperability hazard Body or head injury The human faultily
interprets the indicators
that the workspace is not
collaborative, and contact
happens due to the robot
movement
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5 Conclusion

Plug&Produce systems have physical and logical flexibility. Including collaborative
operations in the Plug&Produce system increases flexibility. Guidelines provided in
safety standards can be used for hazard identification of collaborative Plug&Produce
system. However, safety standards do not consider flexibility. The hazard identification
of the highly flexible collaborative Plug&Produce is unique. A framework to identify
the hazards of a collaborative Plug&Produce system is proposed in this paper. The
framework is used to identify the hazards of a collaborative Plug&Produce cell presented
in a study case. The generalisation of the framework is then discussed. The generalisation
of the framework is faced with challenges. These challenges are related to the extended
effort needed to identify all emerging hazards due to many possible reconfigurations
of the system. Also, due to the complexity of identifying the hazards of such a highly
flexible system, there is a need to verify that all hazards are identified.

A possible improvement to the framework is to automatically identify the hazards.
Information that can be used to identify the hazards such as the functional and the
physical attribute of the process module along with the use of the module are stored in a
database. A software that is programmed to perform the proposed framework for hazard
identification, uses the stored hazard-related information and automatically identifies all
the hazards. The software is programmedwith a verificationmethod to ensure all hazards
are identified. The development of the verification method for hazard identification and
the development of the software for automatic hazard identification is an interesting
topic for future research.

Acknowledgement. This work is a part of the project named SafeAgain funded by the KK-
stiftelsen foundation.
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Abstract. Recent developemnts in Machine Learning (ML) and Sig-
nal Processing (SP) are of paramount importance for the advancement
of artificial intelligence in the health sector. The implications of these
enabling technologies encompass several broad fields from mathemat-
ics to product development in connection with the practitioners and
patients. This paper aims at guiding researchers and entrepreneurs in
the journey from basic research to application of data-driven technol-
ogy for the health sector. Two key topics related to automatization of
data processing, namely sparsity-based processing, and automated ML,
are introduced and discussed in relation to biomedical SP. The discussed
topics are exemplified in the context of cardiac signal processing.

Keywords: Signal processing · Biomedical engineering ·
Interpretability · Machine learning · Automated machine learning ·
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1 Introduction

Machine learning (ML) algorithms play a key role in recent technological
advances to improve clinical care, design new medicines, and reduce health-
care costs [38]. Predictive algorithms are part of the core of enhanced diagnosis,
automated treatments, and systematic understanding of disease progression [1].
Under the umbrella term of Artificial intelligence (AI), many different technolo-
gies are applied and continuously evolved to increase the quality of computer-
aided patient care, monitoring [35], and healthcare system management [7].

In the recent past, the main limitation of data-driven information systems
was the scarcity of training data sets. Nowadays we live in an era of data deluge
where information systems are generally more limited by the speed at which data
are processed. The development of algorithms to efficiently implement Big-data
analytics [19,32] has raised a lot of interest in the last years in many sectors,
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including healthcare. In this context, the availability of enormous amounts of
information stems from the rapid and systematic digitalization of hard copies
of patient records [30], and the capability of new equipment to easily store data
from medical imaging (e.g., magnetic resonance imaging (MRI) [9]) and biomed-
ical signals such as electrocardiography (ECG) [19] and electroencephalography
(EEG) [41].

An increased capability to store and process large amounts of data at a
practical speed allows to have access to data from large numbers of patients1,
but it also allows to store signal data with a high resolution, and reducing the
negative impact of compression algorithms. The analysis of signals with high
resolution and high dimensionality [40] is subject to a great deal of research
activity, where the recent advances in ML are rapidly incorporated and exploited.

Signal processing (SP) is the enabling technology for the transformation and
interpretation of real-world sources of information in many forms such as electri-
cal potentials, pressure, light or, more generally, anything that can be measured
by a sensor or user interface. Signals are different from bulk data in the fact
that they are defined on structured domains, such as time, space (in the case
of images or volumetric signals), or graphs (in the case of, e.g. epidemiological
[8] or point-cloud data [29]). Whereas SP extracts knowledge from information
considering its structure, biomedical SP focuses on physiological activities rang-
ing from gene and protein sequences, to neural and cardiac rhythms or images
from tissues and organs [6].

Recent mathematical developments in statistical SP (SSP) are a rigorous
foundation for signal interpretation [28,31] beyond mere prediction of outcomes,
enabling theoretical performance bounds [42], or interpretation of numerical
parameters of trained models [23], a simple but prototypical example being
regression analysis [37]. Interpretability [17], explainability [33], and adaptation
to diverse tasks [16] are desirable properties of ML and SP algorithms, especially
when they are part of critical systems such as biomedical signal monitoring and
decision-making [34,36]. Modern SP research seeks continuous improvement in
terms of adaptivity of signal refining algorithms [5], and accuracy of pathol-
ogy classification [18]. The main technical challenges in this context are related
to the computational complexity [3] and the need for large and representative
datasets [2] for the algorithms to be applicable in a wide range of patients and
clinical cases.

The vision that this paper aims to put forth is that the design of SP algo-
rithms must be based on rigorous formulation of optimization problems and
judiciously chosen figures of merit [24]. In other words, algorithm design is based
on rigorously applied mathematics and, as a consequence, engineers and practi-
tioners with a focus on applied healthcare need to be aware of the implications
of the mathematical models underlying their tools. With the correct formula-

1 It is worth noting that the legal and ethical challenges associated with the automated
analysis of personal sensitive data are equally important and closely associated with
the technical challenges, motivating the inter-disciplinarity between both research
areas.
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tion, application of novel optimization methods has demonstrated the potential
to reduce the computational and large sample requirements [13] of current SP
techniques. Much of the research effort consists in carefully analyzing the prob-
lem formulations and data structures to find the mathematical properties that
allow to reduce computation times by orders of magnitude [4].

When such a breakthrough is achieved, the convention of what is an
“intractable” technical problem is challenged because some problems become
tractable, creating opportunities for development at more advanced levels of
technology readiness which ultimately lead to novel products with a direct soci-
etal impact. An example of such a breakthrough in the recent past has given
rise to the rapid growth of mobile communications in the last few years. Future
advances of data-driven biomedical processing and eHealth will stem not only
from the surrounding technology but also from basic research and algorithmic
foundations.

Overview. The goal of this paper is to explain more in detail the interrela-
tion between the research topics relevant to the development of new solutions
for biomedical signal and data processing, and how this can have an impact in
making biomedical applications accessible to a broader sector of the world pop-
ulation (democratization and reduction of the technological gap). Specifically,
several topics in mathematics, computation, ML theory, SP/data analysis, and
biomedical applications will be discussed in depth (Fig. 1).

2 From Mathematical Formulas to Data-Driven
Biomedical Applications

Fig. 1. Summary of the key research topics that, in view of the author, will enable
innovation in Biomedical SP research in the near future.
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2.1 Mathematical Foundations of Signal Processing and Machine
Learning

Optimization: Finding Models with Good Data Fit. Optimization theory
underpins the design and performance analysis of adaptive mechanisms in many
applications in science and engineering. The best known applications of optimiza-
tion formulations are in engineering system design in areas such as telecommu-
nications, mechatronics, and computational physics. However, optimization for-
mulations are of paramount importance in SP and in ML, regardless of whether
it is to optimize parameters in neural network (NN) architectures or other types
of machines aimed at learning from data. With the rigorous formulation of opti-
mization problems where data-fit cost functions are optimized, together with
recently developed and powerful optimization algorithms, modern applications
such as artificial vision, speech processing, network planning, logistics, search
engines, and biomedical engineering enjoy advancements in capabilities that were
only achievable by humans in the recent past. Moreover, technical tasks that are
less visible but still fundamental, such as dimensionality reduction, data rep-
resentations, feature extraction, statistical modelling, resource allocation, etc.
directly benefit from research advances in optimization theory.

Statistics: Reasoning Under Uncertainty. For various reasons ranging from
the natural randomness in life science to more technical challenges, data acquired
in biomedical contexts will suffer from uncertainty. More specifically, equipment
imperfections, the preference for less invasive measurement methods, or even
radiation dose reduction, make the available data noisy or even cause data misses.
Many datasets contain bad or missing data, and the need of imputing (inferring)
some data entries from the rest of the available data becomes larger as the
number of variables and/or data points grow. Also, noise is unavoidable in any
physical data acquisition system, and SP research continuously provides with
novel techniques to mitigate the effect of noise using the structure underlying
the data.

2.2 Machine Learning Theory and Applications

Optimization formulations aiming at obtaining the best data fit are challenged
by an undesired effect known as overfitting, which can be described intuitively
as the behaviour of a learner (machine) which “memorizes” the data with a
low generalization capability, so that it will perform poorly when used in cases
not covered by the training data. To avoid overfitting, optimization formula-
tions in ML are often regularized, meaning that they are modified to express
a priori information about the desired properties, and/or promote simple solu-
tions. Adding a penalty (regularization) function based on application-dependent
information is common practice, and it involves a slight increase of the number
of parameters to learn (hyperparameters) but current methods suffer a large
increase in computational complexity to control the intensity of the regulariza-
tion and find a balance between data fit and model simplicity. Procedures to
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systematically adjust hyperparameters have only recently been proposed (see,
e.g. [11,20] and references therein), and they have not been fully analysed yet
despite their importance.

Hyperparameter optimization is a task directly related to meta-learning tech-
niques. In a nutshell, meta-learning is a more ample learning paradigm that aims
beyond learning specific tasks from given datasets. It is about enabling machines
to learn new tasks by reusing previous experience, rather than considering each
new task in isolation [10] Meta-learning systems are trained by being exposed
to a large number of tasks and then their ability to learn new tasks is exploited.
Initial experiments consisted in training with images of a large number of classes
and few training images in each class. After training the meta-learning system,
a small number of images of a new class (unknown by the trained system) were
given and the agent was required to learn how to classify images of the new class.

More recently, meta-learning (and more specifically, model-agnostic meta-
learning, MAML [10]) has shown the power to produce personalized data anal-
ysis tools as reported in [39]. Besides, meta-learning has proven to enhance the
clinical risk prediction with limited electronic health records [43]. The latter
two results motivate further studies to exploit the potential of meta-learning in
biomedical signal processing.

Meta-learning and hyperparameter optimization rely heavily on bi-level opti-
mization [11] because there are two optimizations at play: a) the learning of a
specific task (which corresponds to classic ML), and b) the “learning-to-learn”
(specific to meta-learning). Several techniques are available for bi-level optimiza-
tion, and some of them use second-order information (Hessian) of the first task
(a.k.a. inner objective). In ML applications though, due to the high dimension-
ality, models are conventionally optimized through first-order stochastic meth-
ods, and second-order information is often not available. Recent development of
second-order stochastic optimization have a clear potential to extract the neces-
sary second-order information for the bi-level optimization problems that may
arise in biomedical ML and SP formulations.

2.3 Signal and Data Processing

Recent advances in SP are based on ML and optimization algorithms. Empirical
risk minimization (fitting a model to the available data) is not always enough
though, as it does not take into account the problems associated with excessive
complexity of the models. Section 3 will further elaborate on a set of techniques
for promoting simple models, known as sparsity-aware signal processing.

2.4 Biomedical Applications

One of the multiple knowledge needs in biomedical engineering and eHealth
is related to the efficiency of the data processing algorithms. Improvements in
such efficiency have an economic meaning but, more importantly, direct ben-
efits for individual and public health. For the reasons argued above, aiming
this research action at developing interpretable SIP algorithms specifically for
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biomedical/eHealth applications has a huge potential to turn recent mathemat-
ical developments into a direct and tangible benefit for the society.

The aforementioned results in Meta-learning [39,43] motivate future studies
where meta-learning is used to produce a system for personalized clinical risk
prediction tool, but no research work has addressed this task yet.

Cardiac Pathologies. In order to focus our discussion on a specific exam-
ple, Sect. 5 will focus on biomedical SP in cardiology. The classification of car-
diac pathologies from electrocardiographic (ECG) signals will be discussed. The
widespread use of ECG recordings relies heavily on the development of SIP tools
for denoising and interference suppression, feature extraction, and diagnosis of
cardiac diseases.

3 Sparsity: Automated Simplicity

Sparse data structures can be easily compressed as they contain many zero
entries. Sparsity is discussed and exploited in many fields of mathematics: mainly
to improve the efficiency at solving large systems of equations. In sparse data,
having the information concentrated in a few data entries helps interpretability.
Data structures such as vectors, matrices, tensors, graphs and neural networks,
the sparser they are, the more efficiently they can be stored and processed,
because all the zero entries do not need to be written/loaded in memory.

One of the most relevant aspects of sparsity is that, apart from being useful
for mathematical procedures, it can be enforced in the data structures that
are obtained by inference algorithms that are present in engineering, statistics,
measurement equipment, data analytics, and network science. The ability of
the aforementioned algorithms to obtain data representations that (apart from
accurately describing the data) are as sparse as possible, has a direct impact on
the scalability of the data-processing systems.

Lengthy descriptions are generally not human-readable, and patients and
doctors need to access the available information at different levels of detail. One
of the advantages of sparsity-aware SP is that it is naturally endowed with the
ability to regulate the level of detail of a model inferred from data.

Natural signals can often be processed in a way such that relevant infor-
mation lies in a few points of the signal domain (e.g., frequencies), as opposed
to complex representations that are not human-readable. To this end, sparsity-
aware SP algorithms can detect the structure that enhances interpretability using
recent mathematical advances to exploit sparsity in signals of natural or techni-
cal origin. This is important in health-related applications as health issues are
generally explained by a restricted set of variables [27].

Sparsity-aware signal processing uses recent advances in mathematical opti-
mization and statistics to exploit sparsity in signals and networks in both natural
and technical contexts.

The recent mathematical developments in statistical learning with sparsity
[12] are a rigorous foundation for interpretation of sparse vectors of coefficients
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when performing, e.g., a regression analysis. In order to discover a sparse struc-
ture (which is also associated with good generalization of ML models), regu-
larization is a critical element. If this is realized correctly, the impact in the
application side will be huge.

Optimization formulations are often regularized to promote simple solutions
such as sparse structures, i.e., where information is concentrated in a few entries
while most of the rest are zero. Sparsity, as a form of simplicity, is one of the key
features for interpretability. However, sparsity-promoting penalties are sensitive
to hyperparameters.

Recent developments in sparsity from a rigorous mathematical point of view
[14] characterize the properties of statistical learning with sparsity. Beyond the
mathematical analysis, engineering researchers and practitioners are actively
finding new ways to exploit sparsity to improve the applicability and impact
of their algorithms.

4 Automated Machine Learning (AutoML)

Adaptation to diverse tasks is a desirable property of ML algorithms. In this con-
text, the recently developed paradigm of automated machine learning (AutoML)
[15] is leading to a higher degree of autonomous information management as it
allows to adjust ML models with reduced human intervention.

In the context of AutoML, learning-to-learn techniques [10] allow to tailor
ML model training for specific classes of problems, to process data even more
efficiently than traditional ML approaches. It is natural therefore to expect future
research aiming at using these tools to bring personalization of data analysis to
tackle the diversity of health-related needs across individuals and population
groups. Recent works about meta-learning (learning general features for classes
of tasks) have motivated increased interest for bi-level optimization techniques.
Additionally, algorithms that automatically optimize hyperparameters [20] have
a huge potential for developing SP algorithms.

The meta-learning framework breaks the “one machine-one task” pattern
present in ML, one of the obstacles towards a general AI. Instead of processing
one dataset associated with one task, a meta-learning algorithm processes a
collection of datasets (related to a class of tasks) extracting general information
useful for learning a new task of the same class with a minimal amount of data.
Meta-learning is related to transfer learning, with the additional advantage that
it can extract general information pertaining a class of tasks. This is particularly
useful when many of the tasks have a small amount of data associated.

Conventional ML approaches aim at training a single classifier from the data
from multiple patients, trying to minimize the prediction error averaged over the
whole set of patients represented in the dataset. This generally produces one-size-
fits-all models that apply the same rules to all signals regardless of the patient.
However, signal patterns may have different meanings if they are produced by
different underlying clinical conditions. Consequently, patients with minoritarian
clinical conditions may be affected by larger misclassification rates.
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On the other hand, a meta-learning approach formalizes signal classification
for each patient as a separate task, removing the constraint of using a single clas-
sifier aimed at all patients. The output of a meta-learning algorithm is a learning
entity that can use patient-specific training data to complete their training and
improve the classification accuracy for each individual. An example of such an
entity is a computer program consisting of: i) a deep neural network (DNN) with
specific initial neural weights, and ii) a training algorithm. The specific initial
weights are determined using data from all patients in the dataset using model-
agnostic meta-learning (MAML) and the training is completed for each patient
by running a few learning epochs with the patient-specific data. The result is
a personalized classifier for each patient, leading to a higher overall accuracy.
Alternative meta-learning approaches aim at automatically designing the train-
ing algorithm to maximize the capacity of learning from the data of a single
patient.

5 Cardiac Signal Enhancement and Interpretation

The external ECG is traditionally obtained non-invasively by attaching a set
of electrodes to the chest and limbs, although alternative wearable and wire-
less devices to acquire ECG have been recently developed [25]. On the other
hand, intracavitary or intracardiac ECGs (referred to as electrograms (EGMs))
are obtained by setting one or more electrodes in direct contact with the inner
surface of the heart; this technique is used for the identification of ventricular
tachycardias and classification of other types of arrhythmias. The processing of
EGMs has the additional associated challenge of using a multivariate signal, and
the exploitation of its spatio-temporal correlations is a currently active research
field. However, currently existing algorithms lack the scalability required to pro-
cess a large set of time series while limiting the model complexity.

A typical ECG SP pipeline is compound of several processing blocks, includ-
ing 5 fundamental steps: filtering to remove noise and interferences, wave-
form delineation, feature extraction, ECG compression, and classification of the
patient’s status. In the context of ECG denoising, the spectral properties (fre-
quencies) of the signal are the main features used to identify and separate the
different components (QRS complex, P-wave, T-wave, noise, and artifacts). For
instance, baseline wander and power line interference have strong structure that
can be exploited to filter them out. On the other hand, electrode noise and elec-
tromyographic noise have frequential components that overlap the characteristic
frequencies of some of the waveforms of interest [21]. The frequency overlap
between some types of noise and the signals of interest calls for the development
of nonlinear SP algorithms, which have not been analysed as much as linear time
invariant (LTI) systems and are object of current research.

The properties of LTI filters allow further development into adaptive fil-
tering algorithms. Adaptive filters are solutions where the filter’s configuration
(response coefficients) varies with time depending on the input data, which is
particularly useful when the noise is nonstationary. LTI and adaptive filters
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have been proposed and compared for the removal of different types of noise and
artifacts in cardiac signals. Their flexibility and applicability motivate further
research in adaptive nonlinear filtering and extended Kalman filtering [26,44].
Surprisingly, the benefits of hyper-parameter optimization and meta-learning in
the context of univariate or multivariate adaptive filters have not been studied
yet.

Denoising and classification of ECG can also be designed via regression-
based methods. These can be further divided into parametric and nonparametric
(fully data-driven) methods. Parametric methods based on wavelets express the
signal as the addition of many instances of “basic waveforms” (called wavelets
because of their short duration), and its main advantages are their flexibility
and interpretability. In this basis, a complex and long ECG can be expressed by
listing the location and shape of the wavelets in a sparse data structure. A few
recent works (see [22] and references therein) have developed sparse regression
techniques where each coefficient corresponds to a heartbeat, which enjoys high
interpretability. However, such a method has only been tested on synthetic data
and its adaptation to real signals requires its hyperparameters to be optimized.

The use of sparsity-aware SP appears also in the detection of atrial fibrilla-
tion, a pathology of high risk that is also a high-complexity electrical pattern in
the heart [27].

6 Conclusion

Signal processing algorithms are designed to extract knowledge from biomedi-
cal information, based on rigorous mathematical formulations and with a solid
practical motivation. The interpretability of the information structures produced
by ML algorithms is valuable when they are applied to biomedical signals and
patient records, and this motivates future research in sparsity-aware signal pro-
cessing. Future research will aim at improving the efficiency and learning capa-
bility of the aforementioned SP techniques. Researchers and innovation-oriented
business face the challenge of identifying specific biomedical practical problems
where the newly developed schemes can bring a qualitative improvement. The
resulting algorithms will be a key piece in medical equipment software and end-
user eHealth applications, with the aim of making them more dynamic and easily
re-programmable. An important step in this process is to demonstrate the usabil-
ity and reduced need for human intervention of the newly developed algorithms
and product prototypes.
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Abstract. From the visual scenes, detection of smoke and fire is a challenging
task and many approaches have been proposed for the classification of smoke
and fire. However, an intelligent image-based system for fire and smoke detection
is crucial to prevent large-scale fire events in the world. Rule-based conventional
algorithms are not very sufficient to perform these types of detections in real-world
due to manual feature engineering and other issues like complex images, similar
intensities, variations in objects shape and size, etc. To overcome these issues,
DeepFireNet model is proposed. DeepFireNet model performs automatic feature
engineering as it is totally based convolutional neural networks (CNN). A general-
ized dataset is collected and then DeepFireNet model is trained on the raw pixels
of the images belonging to the fire and smoke category. The proposed method
outperforms, when it is compared with the state-of-the-art methods like AlexNet,
SqueezeNet, and FireDetectionModel. The proposedmethod is achieved an accu-
racy of 92.33% on an open-source dataset named ‘DeepQuestAI’. As the proposed
CNN is very simple and straight forward, due to simplicity and a smaller number
of layers in the network, DeepFireNet is a lightweight model and could easily
deployed in hand carry devices like mobile phones, and Raspberry Pi.

Keywords: Deep learning · Convolutional neural network · Fire detection ·
Smoke detection

1 Introduction

To avoid large-scale damages and property loss due to fire events, fire and smoke detec-
tion at early stages is necessary. Several tools and algorithms have been proposed for the
detection of fire and smoke using traditional methods, and in most cases expensive fire
and smoke sensors is required in fire and smoke detection. The main disadvantage of the
traditional methods is that the installed sensors can only detect fire or smoke in very lim-
ited area. Furthermore, these sensors are unable to provide sufficient information about
the fire area, area localization and direction [7, 11]. To overcome the issues found in
traditional methods, many AI based deep learning solutions have been proposed. These
models can detect fire and smoke where these are installed. Chen et al. [2] proposed
a method for smoke detection. To conclude pixels that each pixel represents smoke or
not, and diffusion & chromatically based rule used. Toreyin et al. [13] were used clue

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
F. Sanfilippo et al. (Eds.): INTAP 2021, CCIS 1616, pp. 171–181, 2022.
https://doi.org/10.1007/978-3-031-10525-8_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10525-8_14&domain=pdf
http://orcid.org/0000-0002-2625-9294
https://doi.org/10.1007/978-3-031-10525-8_14


172 M. Mubeen et al.

and motion features for the detection of fire and flame. Mueller et al. [10], propose
a video-based optical flow method to detect fire and non-fire motion. To measure the
dimensions of the flame GIS-based reality method was proposed by Bugaric et al. [1].
The above-mentioned methods are used to create rule-based algorithms that depend on
expert knowledge. The huge diversity can be found among features of fire and smoke
due to color, texture and due to these diversities obtaining an effective accuracy is a
challenging task. To overcome the above issue of feature extraction, many deep learning
algorithms are best to extract features of smoke and fire images. CNN is best to achieve
an effective result in visual problems, only a few studies have been published with CNN
in terms of fire and smoke detection. Two joined deep CNNs proposed by Zhang et al.
[15] for detection of fire in image dataset. In this method firstly image is tested if the
fire is detected in this image, then other classifiers detect the exact location of a fire in
the particular image.

The advancements of computer vision and image processing techniques can be used
to overcome problems faced in classification of fire and smoke. Video based fire detec-
tion technologies can cover more areas for fire detection and fast responses. Deep neural
network solutions perform very well concerning traditional algorithms. As described
above CNN is the deep convolutional neural network, which can be used to solve several
problems with modern solutions. Image classification, object detection, object local-
ization and instance segmentation in machine learning and computer vision are some
common issues solved using deep learning. In this study, deep convolutional neural net-
work (DCNN) based solution is proposed to solve image classification problem. This
problem is from multi-class classification domain as there are more than two classes to
predict.

2 Background

In recent years,manymethods are proposed for fire and smoke detection. JianZhang et al.
[12] used Deep Convolutional Neural Network to take the advantages of neural networks
to train the model for smoke detection. In this study 2D images and corresponding
annotations used for training, the proposed method automatically extracts the features
from the given image. The proposed method used the AlexNet model and change the
output layers to 2 classes, one for smoke images and the second class for non-smoke
images. In their proposed method total number of layers was 8 (5- convolutional layers),
4 sets of datasets were used for training and testing, and finally got the average accuracy
alarm rate 99.56% and false alarm rate 44%. Frizzi [4] proposed a method that used
CNN which performs feature extraction and classification in the same architecture.
CNN consists of different layers with a combination of convolutional layers and fully
connected layers. They used a dropout rate of 0.5 to prevent the model from overfitting.
In their dataset, they were considered simple 2D RGB images for training and testing for
3 classes (fire, smoke, and no-fire). The number of samples in the considered dataset was
1427 samples of fire images, 1758 smoke images samples, and 2399 negative images to
train the model. After training, they achieved 97% accuracy on the testing dataset. They
applied a sliding window of 12 × 12 on the last feature map to detect fire and smoke.
AngeloGenovese et al. [5] proposed an image processing systembased on computational
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intelligence techniques for fire and smoke detection. Their proposed method provides an
affordable system that consumes low power and minimum computational resources. As
the smoke predicts the possibility of fire so they mainly focus on the detection of smoke
to make this system responsive and affordable for inexpensive platforms. The proposed
method was designed to handle 320x240 images at the rate of 7 FPS, which makes it run
faster. For the accomplishment of this task first, they performed feature extraction and
then performs classification on two classes (fire, not fire). The feature extraction process
mainly focuses on the below following things: • Moving Region Detection • Smoke
Color Analysis • Rising Region Detection • Perimeter Disorder Analysis • Growing
Region Detection • Perimeter Disorder Analysis Finally, after training, they achieved a
1.97% True positive rate and 98% True negative rate on 7FPS. Yin et al. [14] proposed a
method that based on deep normalization and convolutional neural network of 14 layers
for automatic feature extraction and classification for fire and smoke detection from
images. To improve the performance of traditional convolutional neural networks they
replaced the convolutional layers with normalized convolutional neural layers. For the
prevention of overfitting because of the imbalanced dataset, they generatedmore training
samples from the original dataset by using intelligent image enhancement techniques
in their study. They used a total of 10712 images for training from which 2254 images
of fire and 8363 of non-fire. Finally, in their study, they achieved 97% True alarm rates
and 60% false alarm rate. Yong-Tae Lee et al. [9] proposed a method in which aerial
images are considered for fire and smoke detection. In their study, they were considered
unmanned vehicle images (UAV) due to the expensiveness of manned vehicles like aero
planes in terms of fire monitoring, images taken from satellite can’t be used for early fire
detection due to low temporal resolution and low spatial resolution. For UAV images
they used deep convolutional neural networks for wildfire detection. In their study, a
total of 23053 images were used for training from which 10985 images were of ‘fire’
and 12068 images of ‘non-fire’. Experiments on different convolutional neural networks
performed for significant results achievements in terms of training time consumption,
and out of them modified GoogLeNet they were able to achieve 99% accuracy for fire
detection with 3 h training time.

Literature review shows that CNNs are the more powerful solutions for fire and
smoke detection like problems but still there exists some shortcomings in the studies
discussed above. First, current algorithms based on machine learning, required features
to learn the problem and solution. Inmachine learningmanual features engineeringmade
these methods dependents on features extraction and selection techniques. The second
problem is that the datasets are used in mostly studies contains images full of fire and
lack of images having view of early stage of fire. However, in real life fire and smoke
images are totally different for early stage of fire and covers a small area as compared
with later stage images. The third problem is that mostly studies are worked on binary
classification and omit the images contains smoke, which is a strong factor in initiating
any big fire events. However, in the early stage of fire, smoke and flame only covered a
small area of the image.

Most of the proposed approaches are for detecting smoke and fire from images but as
described above all these have some limitations. The advancements of computer vision
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and image processing techniques can be used to overcome problems faced in classifi-
cation of fire and smoke. Video based fire detection technologies can cover more areas
for fire detection and fast responses. Deep neural network solutions perform very well
concerning traditional algorithms. As described above CNN is the deep convolutional
neural network, which can be used to solve several problems with modern solutions.
Image classification, object detection, object localization and instance segmentation in
machine learning and computer vision are some common issues solved using deep learn-
ing. In this study, deep convolutional neural network (DCNN) based solution is proposed
to solve image classification problem. This problem is from multi-class classification
domain as there aremore than two classes to predict. In other words, it separates different
objects in the image or video and returns classes around objects. The pros of CNN based
solutions is that these can automatically extract and learn useful and effective features
from the fire and smoke images, thus the cons of manual features engineering dropped
successfully. The dataset is used in this study contains images with early stage of fire
images with later stages of fire also and thus generalize the solution for most conditions.
The dataset is contained images belongs to three classes, fire, smoke and neutral. Images
in the dataset are taken using several cameras from different fire scenes and labels are
assigned to each image from predefined set of classes. Image labeling is kind easy in
such problems as human eye can easily classify the images into corresponding classes.
The proposedmethod is a deep convolutional neural networkmodel namedDeepFireNet
for image classification. The key points of our proposed model are, DeepFireNet can
automatically leant and extract the features from the images and makes automatic clas-
sification into predetermined number of classes. A dataset named ‘DeepQuestAI’ that
we have considered contains 2D images with corresponding classes (fire, smoke and
neutral) (Table 1).

Table 1. Literature review

Study No. of
images

Purpose Classes Algorithm Evaluation

TAR FAR

Jian Zhang
et al. [12]
2017

24217 Classification Fire,
non-fire

AlexNet Acc.
99%

44%

Eric Moreau
et al. [4]
2016

27919 Classification Fire,
smoke,
non-fire

Sliding
technique,
FCN

Acc. 97% –

Genovese
et al. [5]
2011

– Classification Fire,
non-fire

Comp.
intelligence

1.97% –

Yin et al. [14]
2017

24217 Classification Fire,
non-fire

CNN 97% 60%

Lee et al. [9]
2017

23053 Classification Fire,
non-fire

GoogLeNet Acc. 99% –
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3 Convolutional Neural Network (CNN)

A convolutional neural network was first introduced by Fukushima [8] derived a hier-
archical neural network inspired by Hubel’s research work [3]. CNN is a deep learning
algorithm that takes in an image as input and assigns importance such as weights/biases
to different scenes or objects in the images. CNN performs automatic classification on
given images. Mostly in other classification algorithms, we need some pre-processing
techniques for better classification, but there is especially no need to pre-process the
given image. CNN automatically performs features extraction from a given image and
then automatically performs image classification in output classifiers layers in given
classes. A convolutional neural network consists of different types of layers to perform
different tasks. Further details are given in the below following sections.

3.1 Convolutional Layers

Convolutional layers are the basic building blocks for Convolutional neural networks.
Convolutional layers are the image convolution of the previous layers. The weights
of the filters determine the convolutional filter. As the number of filters increases in a
convolutional layer, more features extracted from the image and get the details of image
content in more depth. We also specify the padding methods like ‘zero paddings’, ‘the
same padding’ to control image border pixels.

3.2 Pooling Layers

Pooling layers subsample the input. We often perform pooling after each convolutional
layer. There are different methods for performing pooling such as choosing maximum,
linear combinations, or taking an average. The most commonly used pooling technique
is MaxPooling (2 × 2) shown in Fig. 1.

Fig. 1. MaxPooling (2 × 2)

3.3 Fully Connected Layers

Finally, after applying some convolutional and pooling layers, we used fully connected
layers for high-level reasoning in the neural network. We specify the number of classes
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in the output layer that we required as output results. In the neural network, every
layer detects some specific features from the original data provided in the form of an
image. Features detected by the first layer in the network can easily be recognized and
interpreted. The features extracted by middle layers are difficult to recognize because of
more abstract features. The last layer can classify the features selected from all previous
layers in the network.

4 Methodology

4.1 Dataset

Open-source dataset downloaded from DeepQuestAI GitHub repository and we have
considered 3000 2D images for our DeepFireNet model and 100 images for each class
used for testing (100*3), 700 images for each class used to train the model (700*3). The
dataset contains images for the following classes (Fig. 2 and Table 2).

Table 2. Images used in experiments

Number of smoke images Number of fire images Number of neutral images Purposes for

100 100 100 Testing

200 200 200 Validation

700 700 700 Training

• Fire
• Smoke
• Neutral

Fig. 2. Smoke, fire, neutral

We have resized all images to 255*255. In this study, we were considered three
classes and trained our model on three classes.
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4.2 DeepFireNet Model Design

We have designed a DeepFireNet model in which there were total two convolutional
layers with filters 32 and 64 are used to convolve image features automatically. As we
know that overfitting is a common problem in deep learning-based problems, to avoid
overfitting we have used dropout of 0.1–0.3. To extract features in more depth we have
to down sample the image, for this propose a MaxPooling layer is used. A flatten layer
to create vector of features extracted from the image through convolutional layers, and
then one fully connected layer is used with 64 number of filters. A rectified linear unit
(ReLU) activation function is used in this model with all convolutional layers except the
last layer. Finally, the last fully connected layer is used with sigmoid function to obtain
required output labels (fire, smoke, neutral). Figure 3 is the graphical representation of
our proposed model. The network is simple and the number of layers was less than other
proposed models that our model is effective in terms of memory consumption and speed.

Fig. 3. DeepFireNet framework

5 Experiments

5.1 Training and Accuracy

To train the DeepFireNet model, we use the system with 32 GB RAM, 1 TB disk drive,
3.2 GHz processor speed, CUDA 10.1 version with 12 GB NVIDIA GPU. A batch size
of 64 was used for training and testing, an Adam optimizer was used to optimize the
loss weights to improve training performance, and the initial learning rate was set to
0.001. The number of epochs set to 200 for training and model weights were to be saved
automatically after each epoch based on the increment in validation accuracy during
training (Table 3).

Results achieved by our proposed model are represented in Fig. 4. The validation
score of our proposed model is 90 ± 4.

The accuracy and loss in terms of training and testing are displayed in Fig. 4. Figure 5
is represented confusion matrix of DeepFireNet model.
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Table 3. Hyperparameters fine tuning

Learning rate Batch size Dropout No. of epochs Accuracy Loss

0.001 32 0.01 300 86% 1%

0.002 64 0.02 250 88% 2%

0.01 64 0.005 200 90% 0.1%

0.01 64 0.01 200 92.33% 0.01%

0.01 128 0.002 150 89% 4%

92.33 

90 

88 89 90 91 92 93

Test Accuracy

Validation Accuracy

MODEL COMPARISONS 

DeepFireNet

Fig. 4. DeepFireNet model results

Fig. 5. Accuracy and loss
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Fig. 6. DeepFireNet confusion matrix

5.2 DeepFireNet

For the robustness of our model, we have presented a detailed comparison of different
fire detection models with our proposed DeepFireNet. Our proposed model achieved
the highest accuracy than other pioneered models (Fire Detection, Squeeze Net, and
AlexNet) [6].

Figure 6 result shows that DeepFireNet performs well than other well-knownmodels
in terms of test accuracy and due to the minimum number of layers our model is not
complex as other models (Fig. 7).

92 
81.66 

77.33 
79.66 

65 70 75 80 85 90 95

Test Accuracy

MODEL COMPARISONS 

Fire Detection Squeeze Net AlexNet DeepFireNet

Fig. 7. DeepFireNet robustness

6 Conclusion

In this paper, we have introduced the DeepFireNet model for fire detection and compared
it to existing convolutional neural network models. The comparison of fire detection was
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performedon the same images’ dataset. The aimwas to design a lightweight fire detection
CNN-based model with the highest accuracy. We showed that even with a small number
of images our proposed model is quite effective for the detection and classification of
fire images. Our modal size is (376.4 kb) which is half of the baseline modal (683.1
kB) proposed by J. Gotthans et al. [6]. The measured accuracy of our proposed model
DeepFireNet was 92.33% and in the base study, the presented accuracy of AlexNet was
81.66%, Fire Detection and Squeeze Net accuracy was 79.66% and 77.33% respectively.
In terms of execution time, our proposedmodel based on fewer network layers than other
models due to its execution time of DeepFireNet was less than other CNN models. In
the future, we have planned to work on the video dataset for fire detection and also
locating the location 92.33 90 88 89 90 91 92 93 Test Accuracy Validation Accuracy
MODELCOMPARISONSDeepFireNet 92 81.66 77.33 79.66 65 70 75 80 85 90 95 Test
AccuracyMODELCOMPARISONS Fire Detection Squeeze Net AlexNet DeepFireNet
of the fire in video frames. The concept of transfer learning may be used to improve the
modal performance but may also extend the size of the modal.
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Abstract. The proposed paper aims to analyze the THD (Total Harmonic Distor-
tion) of a three-phase SPPS (Solar Photovoltaic Power System) and a comparison
of THD analysis is done via conventional RC (Resonant Current) and the Novel
PRESH (PRES + RESH) Controller. Presently, to eliminate the harmonics from
three phase SPPS, various filters and controllers have already been proposed, but
they either result in having THD on the higher side or make the system bulky.
These techniques fail to eliminate the harmonic when the reference waveform
gets distorted from its original position. The Novel PRESH Controller proposed
here is a combination of PRES (Proportional Resonant) and RESH (Resonant
Harmonic) controllers where inverter current is used as input to a compensator of
lower forward gain instead of applying the difference between reference current
signal and grid current as in conventional RC controller. The proposed controller
can also overcome the problem of distorted reference waveform. An Experimental
Setup is designed for investigating the Novel PRESH controller in terms of THD
mitigation and a comparison is made with the conventional RC controller with
the help of BP (Bode Plot) to show that the proposed Novel PRESH controller
can tackle the distorted reference waveform in a reliable manner. Furthermore,
to show that the THD obtained through the help of the Novel PRESH Controller
is much lower than that of a conventional RC controller and under the limit as
defined by IEEE standards 519 and 1547.

Keywords: SPPS · PRESH · PRES · RESH · THD · RC

1 Introduction

Solar Photovoltaic Power System (SPPS) can be connected to grid using converter [14,
23]. The converter used here will ensure flow of power from SPPS to grid. SPPS can also
be connected with other local load, energy storage [9, 15, 17]. The power quality of grid
mainly depends upon voltage, frequency, harmonic, etc. [7, 11, 20, 28]. In order to have
good power-factor andminimum line losses the harmonic content of grid connected solar
photovoltaic system should be as low as to 1%. Photo-Voltaic system should have low
current harmonic distortion so that all other equipment connected to grid do not face any
adverse effects.Acc. to IEEE standard 519 and1547, THD(TotalHarmonicDistortion) is

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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kept below 5% [21]. Generally, for reducing current harmonic of SPPS, earlier technique
developed are through: lead-lag [8], modified PI [3, 30], repetitive [22, 34], dead-beat
[12], PR controller [13, 29, 33], shunt filter [4, 10, 25–27], PRES Controller [2, 16].
Common technique adopted before for eliminating harmonics among researcher was
to make use of resonant current controller [13, 29, 33]. This controller makes use of
proportional resonant and resonant compensator. The function of duo is to keep track
of fundamental reference current signal and for attenuating the current harmonics. With
normal condition, this controller as referred in reference [13, 33] work perfectly, but
when abnormal condition arises, this compensator performance deteriorates resulting
in increase of current harmonic distortion. The simplest technique for eliminating the
current harmonic is by engaging the PRES [2, 16] because of its modularity. In PRES
controller, KP (Proportional gain) is added with resonant path which is set at desired
frequency. Several advanced techniques formitigating the harmonic have been discussed
in details [1, 18, 19]. These control techniques make use of separately generated current
reference by the help of positive and negative sequence component. Phase locked loop
Algorithm as discussed in [16] and [5, 19] does not get affect from the voltage harmonic,
inter-harmonic and imbalance conditions. But these control techniques are complex
and have high computational loading problem. The alternative for these techniques is
achieved through [24, 31, 32] where Resonant Harmonic Controller is incorporated in
series with Proportional resonant controller.

The presented paper at first will discuss the design procedure of Novel PRESH
controller along with its implementation in grid tied SPPS. In second step, a comparison
is done in THD reduction for three phase SPPS via conventional RC and Novel PRESH
controller. For eliminating the higher order harmonic, Novel PRESH controller make
use of PRES controller which is connected in parallel with RESH controller instead of
conventional series connection as discussed in [1, 32]. The analysis of Conventional RC
and Novel PRESH controller is done through the help of bode plot analysis.

Novelty and Originality of the proposed research paper are as:

• Earlier technique develops for reducing current harmonics among researcher were
lag-lead controller [8], modified PI controller [3, 30], repetitive controller [22, 34],
dead beat controller [12], PR controller [13, 29, 33],shunt filter [4, 10, 25–27], suffer
certain drawback as indicated:

• Standard PI controller, can’t track ac current reference.
• [3, 12, 13, 22, 29, 30, 33, 34], showsverypoor response in tracking sinusoidal reference
as well as while rejecting the disturbances.

• [13, 29, 33] can’t use with present day Grid Connection as there is need of digital
implementation of controller for rejecting the harmonic.

• [4, 10, 25–27], Elimination of harmonic through the use of shunt filter becomes an
old technique as their inability in eliminating the harmonic as per IEEE reference 519
and 1547.

• Design algorithm of Novel PRESH (Proportional Resonant Harmonic) controller is
discussed where inverter current is used as input to compensator of lower forward
gain instead of applying the difference of reference current signal and grid current as
that in conventional RC controller.



THD Reduction Comparison of Three Phase SPPS 187

• Comparison between Conventional RC and designed Novel PRESH controller is done
in term of THDmitigation, to show that designed Novel PRESH controller can tackle
even if reference waveform is distorted one and also to show that THD obtained by
Novel PRESH controller is far less than conventional RC controller.

The proposed paper is carved out in the following manner: Sect. 2 will discuss about
three phase grid tied solar photovoltaic power system (SPPS), Sect. 3 will deal with
design algorithm of Novel PRESH controller, Sect. 4 will deal with THD analysis of
Novel PRESHcontroller in termofBode-Plot analysis and harmonicmitigation followed
by conclusion.

2 Three Phase SPPS

Figure 1 represent the three phase SPPS having Photovoltaic module/array, a capacitor
Cdc and a 3- phase voltage source inverter connected with three phase grid having
voltages as Vga, Vgb and Vgc.

Fig. 1. Three phase solar photovoltaic power system (SPPS)

For reducing the high frequency switching harmonic, L-C-L filter is employed and
for attenuating the peak magnitude of L-C-L filter at resonance frequency and damping
resistor is made to connect in series with capacitor.

2.1 Open Loop Mode (OLM)l of 3-phase SPPS

Average model of 3-phase SPPS is shown by below Fig.
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Fig. 2. Average circuit model (ACM) of three phase grid tied SPP

Input to this model is Vi which is a dc link voltage, grid voltage is denoted as Vg
and control input d whose value varies from −1 to + 1.

−1 ≤ dα ≤ +1 (1)

−1 ≤ dβ ≤ +1 (2)

Inverter current is indicated by ii whereas grid current is indicated by io.

3 Designing of Novel PRESH Controller

3.1 Conventional RC Controller in Three Phase SPPS

Figure 3 shows a Conventional RC controller. Where, H1(s) is PRES (Proportional
Resonant) controller and H2(s) is RESH (Resonant Harmonic) Controller.

Fig. 3. Conventional RC controller
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The difference of input current and reference current i.e. error is processed through
proportional controller and resonant controller. Generally, inverter current is used in
place of grid current so as to increase the robustness of the system and to reduce the
requirement of current sensor. Dc link voltage and voltage of grid are used here as a
forwarded signal so as to improve the system dynamic. By engaging this forwarded
signal, system capability in rejecting external disturbances also gets enhanced [6, 10].

Following equation can be derived from Fig. 3 as:

dα = 2

Vi

[
vgα + (H1(s) + H2(s))

(
i∗α − iiα

)]
Hd (s) (3)

dβ = 2

Vi

[
vgβ + (H1(s) + H2(s))

(
i∗β − iiβ

)]
Hd (s) (4)

Here, dα, dβ are the control input which can take value from −1 to + 1, and Vg is
the voltage of grid and Hd(s) is transfer function of model having time delay as Td.

For control processing time delay Td, transfer function is given as

Hd (s) = e−Td s (5)

The parameter used in the transfer function of above compensator is shown by Table
1, along with list of value used in the work. Table 1 also contain the detail parameter of
three phase SPPS used here.

Table 1. Parameters of three phase SPPS.
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4 Novel PRESH in Three Phase SPPS

4.1 1st Step: Design Control Configuration of Novel PRESH Controller

In this Novel PRESH controller, shown by Fig. 4, inverter current is used as input to
compensator of lower forward gain instead of applying the difference of reference current
signal and grid current.

Fig. 4. Proposed PRESH controller

Transfer functions of PRESH controller are obtained as:

H3(s) = ki12ξ1ωos

s2 + 2ξ1ωos + ω2
o

(6)

H4(s) = kp +
∑

n

kin2ξn(nωo)s

s2 + 2ξn(nωo)s + (nωo)
2 (7)

4.2 2nd Step: Closed-Loop Transfer Function of Novel PRESH Controller

From Fig. 4, control input of Novel PRESH controller can be written as

dα = 2

Vi

[
vgα + H3(s)

(
i∗α − iiα

) − H4(s)iiα
]
Hd (s) (8)

dβ = 2

Vi

[
vgβ + H3(s)

(
i∗β − iiβ

)
− H4(s)iiβ

]
Hd (s) (9)

By substituting Eq. (8) and (9) in Fig. 2 so as to obtain closed loop transfer function
of Novel PRESH controller, we get:

T (s) = (Zc(s) + Zo(s))Gi(s)(H3(s) + H4(s))
×Hd (s)

(10)

Gr(s) = Zc(s)Gi(s)H3(s)Hd (s)

1 + T (s)
(11)

Gg(s) = −Gi(s)(Zi(s) + (H3(s) + H4(s))Hd (s))

1 + T (s)
(12)
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5 Analysis of Novel PRESH Controller

5.1 Bode Plot Analysis of Novel PRESH Controller

Bode Plot figure of PRES and RESH controller used in proposed PRESH Controller is
indicated by Fig. 5.

Fig. 5. BP figure of PRES & RESH controller used in proposed novel PRESH controller

Bode-Plot of transfer function for proposed Novel PRESH controller is indicated
by Fig. 6. All the value taken for case study of Novel PRESH controller is indicated in
Table 1.

Fig. 6. Bode-plot figure of novel PRESH controller

From the above figure it is clear that, transfer function of proposed Novel PRESH
controller has behavior similar to band pass filter. At, selected harmonic frequency i.e.
250, 350, 550 and 650 Hz, dip in magnitude diagram can be seen. Thus, by using this
proposed Novel PRESH controller, tracking of fundamental component of signal can be
expected even if reference waveform is distorted one.
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5.2 THD Analysis of PRES Controller in Three Phase SPPS

Experimental Setup of 3-Phase GTSPPS for testing of proposed PRESH Controller is
shown by Fig. 7.

Fig. 7. Experimental set up of three phase SPPS for novel PRESH controller testing

Itmakes use of dc source connectedwith PVarray, an inverter, programmable chroma
and others. Here load taken is 4KW resistive in nature. This load presence is mandatory
in the proposed experimental setup as ac source can’t absorb the active power injected.

Further, it also includes standard external control loop and internal control loop along
with modulator represented by Fig. 8 and Fig. 9 respectively.

Fig. 8. External control loop

The proposed novel PRESH Controller of this paper is tested with high voltage
disturbances of the grid and the waveform of various parameter used is shown by Fig. 10,
and the THD measures are listed in Table 2. To simulate a difficult practical scenario,
different voltage harmonic contents were programmed into the ac source for each grid
phase. When the Novel PRESH compensator is activated, the conventional resonant
current (RC) control performs better. Indeed, in this instance, the present THD is much
decreased, and all measurements are far below the 5% limit. The suggested control
further minimises harmonic distortion and lowers the existing THD to near-zero values.
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Fig. 9. Internal control loop

The last series of tests examines a grid with voltage harmonics and imbalances, where
magnitudes and phases are given in per unit and degrees, respectively. The experimental
measurements are shown inFig. 10 andTable 2.Takenote that the current has increased as
a result of the grid voltage decrease. Essentially, the voltage control loop has increased
the amplitude of the current reference signals in order to keep the injection of active
power constant, while conventional control provides poor results. The novel PRESH
controller presented here achieves excellent performance. The present THD is quite low,
comparable to the value recorded when there is no voltage imbalance on the grid. This
property is due to the proposed control’s capacity to remove the harmonics present in
the existing reference signals.

Fig. 10. Simulation result for grid condition with high voltage THD (a) grid voltage (b) stan-
dard control without resonant harmonic controller (c) standard control with resonant harmonic
controller (d) proposed novel PRESH controller
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Harmonic distortion thus calculated is depicted by Table 2 comparing the THD
without controller and with proposed controller of the system.

From Table 2, it is cleared that standard control gives very poor performance when
resonant harmonic controller is not engaged however, the performance improves a bit
after engaging the resonant harmonic controller.

The Proposed Novel PRESH controller reduces the current harmonic distortion well
below to 5% which is as per IEEE standard 519 and 1547.

Table 2. THD under different control technique

Control technique Vga Vgb Vgc Ioa Iob Ioc

Conventional control without resonant harmonic controller 4.0 4.5 7.5 3.6 3.4 5.7

Conventional control with resonant harmonic controller 3.7 4.7 7.8 1.8 1.8 2.3

Novel PRESH controller 3.8 4.8 7.8 0.9 0.92 0.945

From Table 2, it is cleared that standard control gives very poor performance when
resonant harmonic controller is not engaged however, the performance improves a bit
after engaging the resonant harmonic controller.

The Proposed Novel PRESH controller reduces the current harmonic distortion well
below to 5% which is as per IEEE standard 519 and 1547.

6 Conclusions

The presented paper discusses the design algorithm and performance anlaysis in term of
THD and harmonic mitigation along with bode plot analysis of Novel PRESH (PRES +
RESH) controller Interfaced with three phase SPPS (Solar Photovoltaic Power System).

Implementation of Phase Locked Loop is done in an effective manner, for synchro-
nizing the SPPS with grid voltage. Further, identification of indirect mechanism is done
that was responsible in generating the current harmonic from abnormal grid condition in
standard resonant current controller. The proposed Novel PRESH controller overcome
this problem by connecting in a different configuration as explained by using case study.
Thus, able to track the fundamental component even if abnormal condition arises.
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Abstract. Stochastic nature of wind power with a high amount of non-linearity
makes it very difficult to predict wind power production in real time which has
a high impact in the renewable energy industry. The uncertainty of wind power
makes it challenging to integrate it with the power grid. As a solution, an early
short term forecasting of the wind flow significantly improves the wind power
generation. For this purpose, a novel arithmetic optimization algorithm is used to
train an artificial neural network for short term wind power prediction. Effective
exploration and exploitation behavior of the algorithm due to embedded arithmetic
operators for updating the weights and biases train the neural network. To validate
the performance of the proposed technique, well-known techniques are compared
using a case study on wind power in Turkey for the winter and summer season as
a benchmark. The proposed method has shown better prediction performance as
compared to the existing techniques. AOANN achieves up to 94.87% and 97.18%
less training error and up to 96.42% and 83.64% less testing error in winter and
summer seasons respectively.

Keywords: Bio-inspired neural network · Intelligent control system · Arithmetic
optimization algorithm · Wind power · Regression

1 Introduction

The euphoria of living in a society that is technologically advanced is compelling. How-
ever, this advancement has exponentially risen the demand of energy as well. Heavy
reliance of the modern world on power has sky-rocketed the demand for energy glob-
ally. Conventional energy resources such as oil, gas and coal are not only fatal for living
things but they are also hazardous to the environment. Now, more than ever, the need for
alternate resources of energy have grown rapidly. Sources of energy such as wind, solar,
and bio-gas, on the other hand, being clean and in-exhaustible provide a reliable alternate
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solution. These sources neither produce green gases nor can they be depleted. Amongst
the mentioned alternate energy sources, wind energy is one of the fastest growing tech-
nological field. A single wind turbine can generate up-to several Mega Watt’s (MW)
of power. Wind power however is intermittent in nature i.e. it is dependent upon the
weather conditions. This dependency poses certain challenges ranging from the cost of
to the dispatching of wind power from power grid stations. Moreover, the intermittency
of wind power has adverse effects on the stable operation of wind turbines. The non-
stable operation of wind turbine hinders the large scale integration of wind power due
to voltage and frequency fluctuations. Therefore a balance is required between power
generation and transmission. For this purpose wind power prediction plays a vital role
in smooth and cost effective operation of wind turbines.

In order to extract the maximum power out of the wind power systems, many
researches have been conducted in recent years. Typically, two classification models
can be found in literature for the prediction of wind power; the physical model and the
statistical model. Physical models are excellent in terms of long term power prediction.
However they suffer from low precision. Statistical models have the ability to correlate
between wind power and corresponding input variables such as meteorological data.

Physical models, also known as deterministic models are dependent upon the numer-
ical weather conditions, that is these models use equations of atmospheric motions in
order to calculate what meteorological measurements will be in the future. These mod-
els are comprised of several features namely climate, terrain, or atmospheric condition
etcetera and wind power is predicted via one of these features.

Physical models predict the power in two stages; first the wind speed is predicted and
then it is then converted into electrical power. Physical models have shown promising
long term prediction results, however they suffer from certain drawbacks as well such as
being costly, and difficult to design which renders them unsuitable for predicting wind
power.

To overcome the shortcomings of a physical model for wind power prediction, sta-
tistical models have been gaining much popularity among many researchers. Statistical
models make use of training datasets in order to predict wind power. [1] utilizes the least
squares support vector machine to predict wind power and in order to improve the pre-
diction results, an optimization technique known as gravitational search (GS) procedure
is implemented.

In some cases, datasets contain missing data. To overcome such flaws [2] introduced
a Gaussian regression process and performed multiple imputations for wind power pre-
diction. The process included an expectation-maximization procedure for estimating
mixture components of the data distribution for handling the missing data. [3] used a
hybrid model to produce better wind prediction results.

The trend of wind flow is captured using a wind power curve. This trend is adjusted
using data-driven schemes which have a few inherent problems i.e. increased complexity
and longer prediction time.

With the popularity and success in the domain of machine learning (ML), ML
algorithms have gained significant recognition among researchers. K-nearest neighbors
(KNN) [4] is anML algorithm that uses multiple features of a meteorological input data.
[16] uses a robust algorithm that utilizes genetic programming based ensemble of neural
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networks to predict wind power on short term basis. Support vector machine (SVM)
technique used in [5] finds a co-relation between wind speed and power by altering the
invalid initial measurements. However, SVM does not have the ability to predict wind
power for a long term basis. In [6] a hybrid of SVM uses a combination of wavelet
transform and SVM to produce exceptional results. Another modified version of SVM
uses a combination of autoregressive moving average (ARMA) model, support vec-
tor machine (SVM) prediction and particle swarm optimization (PSO), called a hybrid
PSO-SVM-ARMA [7], is employed to improve the prediction results significantly. In
[8], K-Means-long short-term memory (K-Means-LSTM) network model is employed
that is capable of handling the time dependencies on a time series data which makes it
superior than a back-propagation based neural network and a support vector machine
model.

In retrospect, meta-heuristic algorithms have shown great promise in recent decades
in terms of data prediction. For example in [9] a swarm based meta-heuristic algorithm
namely; the mayfly algorithm was employed to train an Artificial Neural Network for
data prediction.

2 Meta Heuristic Algorithms

Meta-heuristic algorithms possess excellent capabilities in terms of locating the global
minimum cost solutions. Literature survey shows a wide variety of such algorithms,
therefore, they can be split into two distinct categories:

2.1 Single Agent Based

Single Agent Based (SAB) algorithms make use of single agent or a single candidate in
order to locate the minimum solution. Examples of SAB Algorithms include Simulated
Annealing (SA) [10], Greedy randomized adaptive search (GRAP) [11]. This single
agents are improved within the search space until an optimum solution is achieved.

2.2 Multi-agent Based

One of the most obvious problems associated with the SAB is that it is limited in its
searching capabilities since a single agent can only search limited number of instances
for finding the desired results. This drawback of single agent technique renders it in-
effectivewhen it comes tomulti-faceted data prediction. In order tomitigate this problem,
multi-agent based (MAB) algorithms are utilized.

Multi-agents have a tendency to find the global minimum via learning from each
other’s position whilst utilizing a complex network of relations. Group Teaching Opti-
mizationAlgorithm (GTOA) [12], swarm intelligence algorithms such as Particle Swarm
Optimization (PSO) [13], the Grey Wolf Optimization (GWO) [14], the Grasshopper
Algorithm (GHO) [15], the Firefly Algorithm [16], Barnacle optimization algorithm
(BMO) [17] are some of the algorithms that make use of multi-agents. Multiagent
optimization algorithms also have application in the field of renewable energy [18–23].
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The use of these multi-agent based algorithms can also be seen in the field of deep
learning. Updation of weights and biases of an ANN is accomplished through the use
of such heuristic algorithms. Several algorithms have already been employed for the
purpose of optimizing a neural network but since it can never be certified that a single
algorithm is most suitable for every problem, more and more algorithms are introduced
every day. In this perspective, a novel, multi-agent based, arithmetic optimization algo-
rithm [24] has been chosen as the focus of this research for the purposes of training an
ANN, namely theArithmeticOptimizationAlgorithmbasedNeuralNetwork (AOANN).
The effective exploration and exploitation capability of AOA, with few number of tuning
parameters and random numbers, make it efficient for minimization of the cost function
during the training of neural network.

3 Arithmetic Optimization Algorithm (AOA)

In this paper the arithmetic optimization algorithm is used to train the feed forward
neural network. This algorithm is also a population based optimization algorithm which
uses arithmetic operators to update the position without calculating their derivatives.
Arithmetic is a basic part of number theory but also the important part of modern math-
ematics. Traditional arithmetic operators are used to in the study which are addition,
subtraction, multiplication, and division. The inspiration for AOA comes from the use
of these arithmetic operators in solving arithmetic problems. The proposed algorithm is
explained as under.

3.1 Initialization

The initialized set of candidate solutions (D),which are generated randomly are presented
in (1).

D =

⎡
⎢⎢⎢⎢⎢⎢⎣

d1,1 · · · d1,j

d2,1
· · ·

dN−1,1

. . .

...

...

dN−1,j

dN ,1 · · · dN ,j

⎤
⎥⎥⎥⎥⎥⎥⎦

(1)

At the start of AOA, it first needs to select the search phase i.e. exploitation or explo-
ration. This is achieved by the math optimizer coefficient (MOA) function calculation
using (2).

MOA = Min + it ×
(
Max − Min

Max_it

)
(2)

where Max and Min are the maximum and minimum value of MOA predefined at the
initialization. it is the current iteration while Max_it represents the maximum number
of iterations. If r1 > MOA then exploration phase occurs else the exploitation phase is
followed. r1 is a random number selected within the range [0,1].
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3.2 Exploration Phase

In the arithmetic operators, high distributed values can be achieved by using multiplica-
tion M or division D operator in mathematical calculations. This leads to the exploration
search mechanism. Due to high dispersion created by D and M operator, it is difficult
to approach target but in exploitation phase S and A operator will be reach the desired
targets more precisely as depicted in Fig. 1.

In the exploration phase, updating of position occurs using (3) with D and M
operators.

di,j(it + 1) =
{
best

(
dj

) ÷ (MOP + ε) × ((UB − LB) × μ + LB), r2 > 0.5
best

(
dj

) × (MOP) × ((UB − LB) × μ + LB), otherwise
(3)

where best(dj) is the globalminimaposition,UB andLB are the upper and lower boundary
search space, ε is a small value, r2 is a random value in the range [0,1] and μ is a control
parameter which is used to adjust the search process. MOP is the math optimization
probability whose value will be updated using (4).

MOP(it) = 1 − it1/α

Max_it1/α
(4)

where α is a sensitive parameter and defines the accuracy of the exploration and
exploitation phase over the course of the iterative process.

Fig. 1. Position updation of math operators in search of optimal solution.

3.3 Exploitation Phase

In the arithmetic operators, high dense results are produced using the addition A and
subtraction S operator which is the exploitation mechanism since S and A cause low
dispersion which leads to the target value.
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The condition of exploitation phase is also related to the MOA. The subtraction
searching strategy and the addition searching strategy are used to search deeply on the
dense regions which is modeled in (5).

di,j(it) =
{
best

(
dj

) − MOP × ((UB − LB) × μ + LB), r3 > 0.5
best

(
dj

) + MOP × ((UB − LB) × μ + LB), otherwise
(5)

This mechanism is modeled for deep search. The subtraction S mechanism will be
implemented if r3 > 0.5, where r3 is the random number between [0,1]. If r3 ≤ MOA
then addition Awill perform the required task. The most important parameter isμwhich
needs to be carefully adjusted for the best stochastic process.

3.4 Pseudo Code

The pseudo code of AOA algorithm is shown in Fig. 2. Since every solution updates its
position according to the best extracted result, MOA increases linearly from 0.2 to 0.9.

initialize the AOA parameters, that is, 
initialize the random population 

while(it<max_it)
calculate fitness of every solution
update value of MOA and MOP using (2) and (4) 
generate random number 
if 

if 
update position using the first rule in (3)

else
update position using the second rule in (3)

end if 
if 

update position using the first rule in (5)
else

update position using the second rule in (5)
end if 

end if 
it=it+1

end while
Return the best solution  d

Fig. 2. Pseudo code of the proposed AOANN for short term wind forecasting updation.

4 Design of AOA-NN

In this paper a 3 layer neural network, that is, input, hidden, and output layer is proposed.
The hidden layer contains 10 neurons. The proposed structure of NN is shown in Fig. 3.
As shown, the AOA algorithm is used to update the weights and biases of the NN.



Artificial Neural Network (ANN) 203

The input vector contains the instances of N input features and the corresponding
output yi. The AOA-NN is implemented in the MATLAB 2018a. The flowchart for
updating the weights and the biases are shown in Fig. 4.

Fig. 3. Proposed structure of AOA-NN.

4.1 Neural Network Design

Figure 3 depicts the structure that is used to design the neural network. Selection for the
number of neurons is paramount as it effectively determines the networks high efficiency
and less computational time. Neural networks with low number of neurons and hidden
layers may not be able to predict the output very efficiently. On the other hand, with high
number of neurons and hidden layers results are highly efficient but the computational
complexity would increase just as much. Therefore, the right set of variables are required
for highest order of accuracy.

4.2 Activation Function

In order to effectively train and test the neural networkmodel, the right activation function
for the hidden layer is required. For classification of dataset, the sigmoid function is
suitable as shown in (6)

âi = 1

1 + e−xi
(6)

but since wind power prediction is a regression problem, the neural network will predict
continuous values. Therefore, the activation function used for this problem is radial basis
function as shown in (7) and (8).

h(x) = e
−

(
(x−c)2

r2

)

(7)
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y(x) =
∑N

j=1
wjhj(x) (8)

where h(x) is the function for the hidden layer and y(x) is the predicted output.

Fig. 4. AOA-NN flowchart.

4.3 Fitness Function

In optimization problems the most important part is the definition of the cost function
which is also known as a fitness function. The weights and the biases of the neural
network needs to be updated in such a way that the cost function is minimized in the
training process.When the cost function is minimized, the latest updated weights and the
biases will give the best relation between input and output. The fitness function (F .F .i)
chosen for the neural network is the normalized mean square error presented in (9).

F .F .i = 1

N

∑N

j=1

(
Yj − Y n

j

)2
(9)

where Yj is the true output while Y n
j is the predicted output.
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5 Results and Discussions

In this section the training and testing results of models are discussed. The algorithms
used for the comparative analysis employ 50 multi-agents and are trained for 50 itera-
tions each. Back-propagation algorithms based on the gradient descent technique require
iterations at around 10,000, therefore, the comparison of AOANN is made with PSONN,
GWONNandBMONNwhich are similarmeta-heuristic techniques. The statistical anal-
ysis, training error and testing error suggest the superior performance of the proposed
technique.

5.1 Preparation of Dataset

In wind turbine system, SCADA systems are utilized to record the wind direction, the
wind speed and power generated by the wind turbine [25]. The dataset taken is of wind
turbine located in Turkey through SCADA systems with 10 min intervals. The dataset
is also available at [26].

5.2 Forecasting of Wind Power

Comparison is made with true wind power and predicted wind power by all four tech-
niques. The data is divided into training and testing by ratio of 67%and 33% respectively.
Firstly, all techniques are trained on training dataset with optimally tuned parameters.
Then proposedmethod and other comparative techniques are tested on the testing dataset.
Table 1 and Table 2 shows theminimum error achieved by all techniques during the train-
ing and testing process which clearly indicate that the proposed technique achieves less
error as compared to the other techniques. The training accuracies for the winter season
are illustrated in Fig. 5 (a) which show that theAOAbasedNNeffectivelyminimizes cost
function in less epochs comparatively. Figure 6(a) show that the wind power is highly
non-linear and varies greatly in 48 h for the winter season. The power predicted by the
AOANN is close to the actual curve. This shows that AOANN is highly effective for
the prediction of the highly volatile wind power dataset. The robustness of the proposed
technique can also be verified from Fig. 6 (b) which show the relative error generated by
the proposed technique to being far less as compared to other techniques. The relative
error is calculated by

R.E.(%) =
(
Y − Y′

Y′
)
100% (10)

where Y is the actual value and Y′ is predicted value.
The Vectoral map in Fig. 7(a) shows that the summer season in Turkey has larger

variations in wind torrents due to strong winds. The performance of proposed technique
is also compared for the summer season. Figure 5 (b) shows comparison of cost achieved
w.r.t. epochs by competing techniques and corresponding power prediction is presented
in Fig. 7 (a). The power in summer season is highly non-linear but still AOANN achieves
closer prediction to the actual value. The performance of proposed techniques in summer
season can also be validated by the relative error shown in Fig. 7 (b).
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Table 1. Comparison of NMSE of training data.

Technique Training error

Winter Summer

AOANN 0.0061 0.0040

BMONN 0.01760 0.0165

GWONN 0.0794 0.2196

PSONN 0.1191 0.1419

Table 2. Comparison of NMSE of testing data

Technique Testing error

Winter Summer

AOANN 0.0172 0.0705

BMONN 0.0855 0.1261

GWONN 0.4140 0.8016

PSONN 0.4812 2.262

Fig. 5. (a) Cost vs epochs for training in winter season (b) cost vs epochs for training in summer
season.

Fig. 6. (a) Comparison of prediction of wind power during winter season (b) relative error
comparison for winter season
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Fig. 7. (a) Comparison of prediction of wind power during summer season (b) relative error
comparison for summer season

6 Conclusion

This paper presents a novel implementation of AOANNbased forecasting of wind power
production. The objective of the study was to improve efficiency of the wind energy con-
version system of wind turbines and stability of grid connected operations. The random
and intermittent nature of wind leads to a non-linear wind power production, which in
turn leads to difficulty in achieving precise prediction andMPPT control. AOANN based
prediction model of the wind power production is put into comparison with recently
developed meta-heuristic techniques i.e., PSONN, GWONN and BMONN. Training
error, testing error, wind power prediction, relative error and efficiency parameters are
the parameters utilized for the comparative analysis. To check the performance of the
proposed technique in real time, themodel is applied on summer andwinter weather con-
ditions of Turkey. The statistical study validate the superior performance of the proposed
technique for short term wind power prediction. Future study involves the training of
deep neural networks with meta heuristic algorithms for complex datasets such as hybrid
pv-wind power prediction.
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Abstract. The presented research paper deals with design algorithm and its Anal-
ysis on BP (Bode Plot) of PRES and Novel PRESH (PRES + RESH) controller
Interfaced with three phase GTSPPS (Grid-Tied Solar Photovoltaic Power Sys-
tem) and its simulation onMATLAB. Presently, for eliminating the harmonic from
three phase SPPS, various filters and controllers have already been proposed but
it either resulted in increase of computational load or made the system bulky. The
proposed research paperwill discuss the design procedure of two controller helpful
inmitigating the THDof three phase SPPS near to 1% and thus satisfying the IEEE
standard 519 and 1547. PRES controller is suitable in eliminating the THD when
grid does not suffer any abnormal condition whereas Novel PRESH controller can
be incorporatedwhen grid suffers from abnormal condition. Further, the difference
between two techniques will be discussed with its digital implementation.

Keywords: GTSPPS · PRESH · PRES · RESH · THD · Bode plot

1 Introduction

In order to grid-tied solar photovoltaic power system (GTSPPS), converters [3, 6, 7, 11,
14, 19, 21, 24] must be used. The converter used in this case will guarantee that electric-
ity is transferred from SPPS to the grid. Other local loads, such as energy storage, may
be linked to the SPPS system. [4, 15, 35]. The voltage, frequency, harmonics, and other
characteristics of the grid’s power quality [1, 12, 16] are the most important factors. If
you want a solar PV system that is linked to the grid to have excellent power factor and
minimal line losses, the harmonic content of the system should be as low as 1 percent.
The current harmonic distortion of a photovoltaic system should be kept to a minimum
so that no detrimental effects are experienced by any other equipment connected to the
grid. [33] According to IEEE standards 519 and 1547, THD (Total Harmonic Distor-
tion) should be maintained below 5%. In general, previous techniques established for
removing the harmonics of SPPS current include: lead-lag [27], modified PI [13, 20],
repetitive [28, 30], dead-beat [36], PR controller [5, 9, 34], shunt filter [8, 18, 26, 29],
PRES Controller [12, 17, 22, 23, 31, 32]. The use of resonant current controllers [9, 34]
was a commonmethod for reducing harmonics that researchers used in the past. It makes
use of proportional resonant and resonant compensator in order to achieve its results. The
duo’s primary purpose is to maintain track of the fundamental reference current signal
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while attenuating the current harmonics in the process. Because of its modularity, the
controller described in references [9, 34] performs flawlessly under normal conditions.
However, when abnormal conditions arise, the compensator’s performance deteriorates,
resulting in an increase in current harmonic distortion. The simplest technique for elim-
inating current harmonic distortion is to engage the PRES. PRES controllers include the
addition of KP (Proportional gain), which is used in conjunction with a resonant route
that is tuned to the desired frequency. In today’s environment, it is necessary to digitally
apply it in order to improve the entire system’s efficiency and therefore its effectiveness.
The concept of Proportional Resonant Controller is presented in [12, 17, 22, 23, 31, 32].
The first section of this article will describe the algorithms of PRES and Novel PRESH
Controller. The examination of both controllers is carried out with the assistance of a
graph as well as a bode plot analysis. The performance analysis of the PRES and Novel
PRESH controllers will be shown in the second phase. Instead of the usual series con-
nection described in [10, 25], the PRES compensator is linked in parallel with the RESH
controller to form a Novel PRESH controller, which effectively eliminates the higher
order harmonic. Novel PRESH controller presented in this article for comparison with
PRES controller has the major benefit of demonstrating that even when the reference
waveform is distorted, this controller can deal with it in a highly dependable way, which
is not true of PRES controller.

The following are examples of novelness and originality in the suggested research
paper:

Researchers have previously developed a method for decreasing current harmonics,
but it had a latency.

There are certain disadvantages to the lead controller [27], the modified PI controller
[13, 20], the repetitive controller [28, 30], the dead beat controller [36], the PR controller
[9, 34], and the shunt filter [5], which are as follows:

The standard PI controller is incapable of tracking the alternating current reference.
Especially in terms of following sinusoidal reference as well as rejecting distur-

bances, [13, 20] has extremely poor responsiveness.
[9, 34] It is not possible to use with the current Grid Connection because the rejection

of harmonics necessitates the use of a digital version of the controller.
IEEE standard 519 and 1547 state that the usage of a shunt filter for harmonic elim-

ination has become an outdated method due to the filter’s failure to eliminate harmonic
interference.

The implementation of the PRES (Proportional Resonant) controller in digital form
will be shown in this article in order to keep up with the current situation.

This paper presents a method for designing a PRESH (Proportional Resonant Har-
monic) controller, in which the PRES controller is linked in parallel with the RESH
(Resonant Harmonic) controller, rather than in series, as is conventionally done.

PRES and PRESH controllers are addressed in terms of harmonic mitigation with
minimal computational burden, as opposed to conventional controller design, in terms
of performance analysis.

Following is the outline for the suggested paper: Sect. 1 Introduction, A three
phase grid tied solar photovoltaic power system (GTSPPS) will be discussed in Sect. 2.
Section 3will deal with the design algorithm of the digital PRES and PRESH controllers,
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and Sect. 4 will deal with the performance analysis of the PRES and Novel PRESH
controllers in terms of Bode-Plot, followed by the conclusion.

2 Grid-Tied Three Phase Solar Photovoltaic Power System

Figure 1 represent the three phase GTSPPS having Photovoltaic module/array, a capac-
itor Cdc and a 3-phase voltage source inverter connected with three phase grid having
voltages as Vga, Vgb and Vgc.

Fig. 1. Grid-tied solar photovoltaic power system (GTSPPS)

For reducing the high frequency switching harmonic, L-C-L filter is employed and
for attenuating the peak magnitude of L-C-L filter at resonance frequency and damping
resistor is made to connect in series with capacitor.

Average model of 3-phase GTSPPS is shown by below Fig.

Fig. 2. Average circuit model (ACM) of three phase grid tied SPPS

Input to this model is Vi which is a dc link voltage, grid voltage is denoted as Vg
and control input d whose value varies from –1 to + 1.

−1 ≤ dα ≤ + 1 (1)
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−1 ≤ dβ ≤ + 1 (2)

Inverter current is indicated by ii whereas grid current is indicated by io.
The parameter used in the transfer function of above compensator is shown by Table

1, along with list of value used in the work. Table 1 also contain the detail parameter of
three phase GTSPPS used here.

Table 1. Parameters of three phase SPPS

3 Design Algorithm of PRES and PRESH

3.1 Design Algorithm of PRES

Proportional Resonant/PRES Controller is represented by Fig. 3. PRES controller is
added by using inductor (Linv) with the having a resistance (Rinv) which is denoted by
(Rg). Grid resistance and inductance are denoted by Rg and Lg respectively. Current and
voltage sensed by inverter output is sent back to control block. Here, reference signal is
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compared with inverter current output. The controller output is used as input of inverter
via PWM. PWM modulator make use of carrier wave having an amplitude as 1. The
reference signal used here is sinusoidal in nature and is kept in synchronization with
grid voltage with the help of PLL (Phase Locked Loop). PRES controller make use of
KP and resonant gain (Ki). The resonant path consists of Ki and filter.

Fig. 3. PRES controller interfaced with grid

Transfer Function of resonant path in Z-domain analysis is given by Eq. (3).

Hr(z) = b0 + b1z−1 + b2z−2

a0 + a1z−1 + a2z−2 (3)

where, a0, a1, a2, b0, b1, b2 are constant. For PRES controller design, value of KP, Ki,
a0, a1, a2, b0, b1, b2 is needed. Different steps are there in designing of digital PRES
controller which are elaborated as:

1st Step: Defining various System parameter of System.
The first step is defining system parameter. Table 2, consist of the different system

parameter in term of their symbol and SI unit. Resonant frequency, makes the controller
to go into zero steady state error condition.

2nd Step: Computing KP and Ki.
For calculating the proportional gain (KP) and resonant gain (Ki) of PRES controller

Eq. (2) and (3) of have been used and is given by (4) and (5) equation. Here ∈ is the
damping factor.

Kp = (2∈ +1)
√

(2∈ +1)ωrLinv − Rinv

0.5Vdc

1

Hi
(4)
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ki = ω2
r Linv[

(
2ε + 1)2 − 1

]

Vdc

1

Hi
(5)

3rd Step: Finding resonant filter (R.F) constant.
For computing the value of a0, a1, a2, b0, b1, b2 of T.F of R.F obtained in Z-domain

reference has been taken from [38]. Values of a0, a1, a2, b0, b1, b2 obtained are given by
Eq. (6) to (12):

a0 = 1 (6)

a1 = −2e−0.5BrTacos(Ta

√
ω2
r − 0.25B2

r ) (7)

a2 = e−BrTa (8)

b0 = KrBrTa (9)

b1 = [−KrBre
−0.5BrTacos(Ta

√
ω2
r − 0.25B2

r − C]Ta) (10)

Here, Br is resonant angular bandwidth and C is the constant and is given by.

C = 0.5krB2
r√

ω2
r − 0.25B2

r

e−0.5BrTasin(Ta

√
ω2
r − 0.25B2

r ) (11)

Table 2. Different system parameters
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b2 = 0 (12)

Value chosen for system parameter while designing PRES controller is depicted by
Table 3.

Table 3. System parameter of designed PRES controller

System Parameter Symbol Chosen value

Proportional gain Kp 0.827435088693

Resonant gain Ki 234.028059558628

B0 coefficient b0 3.14159265355 × 10–4

B1 coefficient b1 −3.14159265354 × 10–4

B2 coefficient b2 0

A0 coefficient a0 1

A1 coefficient a1 −1.999528003284

A2 coefficient a2 0.999685890075

Table 4. Value chosen for case study
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Further for case study of PRES controller, value chosen are depicted in the Table 4.
For verifying the design of Proportional Resonant controller, frequency plane is used.
Further, by making use of it, z domain analysis can be done in s-domain.

Z =
1 +

(
Ta
2

)
ω

1 −
(
Ta
2

)
ω

(13)

Frequency of both planes can be related through Eq. (14) as given:

V = 2

Ta
tan

ωTa
2

(14)

Resonant filter is plotted into w-plane and is given by Eq. (15).

Hr(w)=Hr(z)|z =
1 +

(
Ta
2

)
ω

1 −
(
Ta
2

)
ω

(15)

Resonant filter magnitude and phase function can be given as:

MagHr(v) = 20 log|Hr(w)|
PhaseHr(v) = Arg|Hr(w)|

4 Design Procedure of Novel PRESH Controller

The main purpose of PRESH controller is to achieve lower current harmonic distortion
even if grid current experiences the abnormal conditions.

1st step: Control Configuration of Novel PRESH controller.
In this Novel PRESH controller, shown by Fig. 4, inverter current is used as input

to compensator of lower forward gain instead of applying the difference of reference
current signal and grid current.

Where, H3(s) is PRES (Proportional Resonant) controller and H4(s) is RESH (Res-
onant Harmonic) Controller. Transfer functions of PRESH controller are obtained as:

H3(s) = ki12ξ1ωos

s2 + 2ξ1ωos + ω2
o

(16)

H4(s) = kp +
∑

n

kin2ξn(nωo)s

s2 + 2ξn(nωo)s + (nωo)
2 (17)

2nd step: Closed-Loop Transfer Function of Novel PRESH controller.
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Fig. 4. Proposed Novel PRESH controller

Here, dα, dβ are the control input which can take value from –1 to + 1, and Vg is
the voltage of grid and Hd(s) is transfer function of model. From Fig. 4, control input of
Novel PRESH controller can be written as:

dα = 2

Vi

[
vgα + H3(s)

(
i∗α − iiα

) − H4(s)iiα
]
Hd (s) (18)

dβ = 2

Vi

[
vgβ + H3(s)

(
i∗β − iiβ

)
− H4(s)iiβ

]
Hd (s) (19)

By substituting Eq. (18) and (19) in Fig. 2 so as to obtain closed loop transfer function
of Novel PRESH controller, we get:

T (s) = (Zc(s) + Zo(s))Gi(s)(H3(s) + H4(s))
×Hd (s)

(20)

Gr(s) = Zc(s)Gi(s)H3(s)Hd (s)

1 + T (s)
(21)

Gg(s) = −Gi(s)(Zi(s) + (H3(s) + H4(s))Hd (s))

1 + T (s)
(22)

5 Analysis of Novel PRES and PRESH Controller

5.1 Bode Plot Analysis of Digitally Implemented Novel PRES Controller

Proportional Resonant controller transfer function is represented by TFPRES(z):

kp + kiHr(z) = kp + ki
b0 + b1z−1 + b2z−2

a0 + a1z−1 + a2z−2 (23)

For obtaining the magnitude response of PRES controller take log of TFPRES(z) and
is shown by Fig. 5.

From above bode-plot, highest amplification of 47DB occurs at 60 Hz. For obtaining
the phase response of PRES controller take argument of TFPRES(z) and is shown by
Fig. 6. For low and high frequencies, phase obtained is zero and obtained phase shift is
similar to resonant filter.
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Fig. 5. Proposed PRES controller – magnitude response

Fig. 6. Proposed PRES controller – phase response

5.2 Bode Plot Analysis of Novel PRES Controller

Bode Plot figure of PRES and RESH controller used in proposed Novel PRESH
Controller is indicated by Fig. 7.

Fig. 7. BP figure of PRES & RESH controller used in proposed novel PRESH controller



220 U. Yadav et al.

Fig. 8. Bode-plot figure of Novel PRESH controller

Bode-Plot of transfer function for proposed Novel PRESH controller is indicated by
Fig. 8. All the value taken for case study of Novel PRESH controller is indicated in Table
1. From the above figure it is clear that, transfer function of proposed Novel PRESH
controller has behavior similar to band pass filter. At, selected harmonic frequency i.e.
250, 350, 550 and 650 Hz, dip in magnitude diagram can be seen. Thus, by using this
proposed Novel PRESH controller, tracking of fundamental component of signal can be
expected even if reference waveform is distorted one.

6 Conclusions

The given paper discussed the design methodology and performance analysis of PRES
and Novel PRESH (PRES + RESH) controllers interfaced with three phase GTSPPS in
terms of THD and harmonic mitigation, as well as bode plot analysis (Grid Tied Solar
Photovoltaic Power System). PLL (Phase Locked Loop) is used effectively to synchro-
nise the GTSPPS with the grid voltage. Additionally, the suggested study takes use of
frequency analysis to demonstrate the proposed controller’s correctness. Additionally, a
case study is being conducted to demonstrate the proposed controller’s design process.
Additionally, an indirect mechanism is identified that was responsible for the genera-
tion of current harmonics in a conventional resonant current controller due to aberrant
grid conditions. The Novel PRESH controller circumvents this issue by connecting in a
unique configuration, as shown in the case study. As a result, the basic component can be
tracked even in the event of an aberrant situation. PRES&Novel PRESH controllers will
be used to analyse the performance of three phase SPPS. The emphasis will also be on
lowering the current harmonic distortion of grid-connected converters and maintaining
a THD of less than 1% even when abnormal grid conditions occur.
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Abstract. Reducing greenhouse emission is a mission for many organi-
zations. Since road transportation is a major contributor of CO2 emis-
sion, there is a shift towards electric vehicles (EV) rather than fuel vehi-
cles due to zero CO2 emission during operation stage. With the grad-
ual shift towards EV, the demand for electricity would also increase.
Thus, it is important to move our attention on how electricity is gen-
erated because the provenance of electricity supply is closely linked to
climate change. Energy system is a complex resulting in difficulty to
truly verify the claims of only using green energy source to generate
electricity. Blockchain technology caught the attention of researchers to
adapt this technology to trace the end-to-end process of products. The
purpose of this paper is to identify the current state-of-art focusing on
energy tracing and blockchain in academic and commercial sector. From
our search, we identified one literature and one commercial project that
focus on energy tracing. Effort focusing on energy tracing remain small.
One of the reasons is the electricity is a non-physical attribute matter
which makes tracing of the source challenging. The volatility of renew-
able energy source (RES) such as wind and solar power farms, along
with complex energy distribution system, makes tracing harder. Current
work on energy tracing remain scarce and more work should focus on
this section to prevent rebound effect of carbon emission due to the lack
of a transparent carbon footprint.

Keywords: Energy tracing · Blockchain · Rebound effect · Electric
vehicles

1 Introduction

1.1 Background

Moving towards greener energy is a part of the strategy in reducing greenhouse
gas emission. This has been a challenge for various international bodies. The
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European Union Commission has put in place legislation to reduce emissions by
at least 40% by 2030, as part of the EU’s 2030 climate and energy framework [9].
Nations outside of EU also committed to bring down the greenhouse emission to
a pledge target. For example, the Norwegian government pledges to be a carbon
neutral country by 2050 and Canada pledges to cut carbon emissions by 30% by
2030 [24,31].

Road transportation contributed of greenhouse gas emission up to 70% com-
pared to other mode of transportation [10]. Similarly, the energy demand for
road transportation is the highest compared to other types. To combat climate
change, there is now a gradual shift towards electric vehicles (EV) from fossil fuel
types because fossil fuels-based vehicles inevitably emits CO2. EV is a greener
mode of transportation because of the zero-carbon emission during the operation
phase. Therefore, it is now important to move our attention to production stage
on how electricity is generated.

With the current trend of shifting towards a greener world, the reliance of
non-renewable energy, particularly fossil fuel, is reducing. Offices, residential
area, manufacturing plant and soon, more vehicles rely on electricity. Electricity
is generated from different types of energy source to sustain our daily lives.
Different types of energy source have different impact on climate change. For
example, renewable energy sources like solar power has less negative impact on
climate change than fossil fuels.

Owing to the complex distribution of electricity generated from different
energy sources, it is challenging to truly verify the provenance of the electricity.
There is an extensive research on using blockchain as a digital tool to track the
provenance of product and food throughout the entire supply chain. However,
the focus on the provenance of the electricity remains little. This paper is to draw
a clearer picture of the current state-of-art the electricity tracing in the energy
sector. To answer this, a systematic literature review is executed to answer the
following two research tasks (RT).

RT1: What is the state-of-art?
RT2: What are the barriers and potential future work?

2 Related Work

2.1 Electricity

Things are now more electrified than before. For example, the shift to EV from
fuel-based vehicle. Therefore, it is important to understand how electricity is
generated because it is closely related to climate change. Electricity is the deliv-
ery of energy resulted from a series of transmission across multiple grid levels and
the interplay of numerous entities across several connected infrastructures [5].

Electricity can be generated from two types of sources: (1) Renewable energy
sources (RES) such as solar, wind and hydro and (2) Non-renewable sources like
fossil fuels. For example, in a fossil fuel plant, electricity is generated through the
conversion of heat energy to electricity while hydropower converts kinetic energy
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Fig. 1. Layout of general electricity network.

to electricity. The generated electricity is then transmitted through a series grid
then to final consumer as shown in Fig 1. Both these energy sources generate
electricity to support daily lives, but each have different impact on the climate.
A life cycle assessment done by [27], they encouraged electricity derived from
hydropower power plant to be heavily utilized because it does not use utilize
fossil fuel to generate electricity throughout the life cycle.

Energy markets is already highly complex and with the increasing share of
renewable energy sources such as wind and solar power plants only serve to
amplify this complexity [5]. Today, there are claims on only utilizing only green
energy sources to generate electricity. The deeper question is how we can know
the source and trace the electricity that we use. A lot of work has mentioned on
how blockchain can enhance the traceability of product within a complex supply
chain [28].

2.2 Blockchain

Blockchain technology is a distributed ledger that contains replicated and syn-
chronized digital data. This technology has the potential in enhancing traceabil-
ity and transparency owing to how blockchain stores data structure. All valid
transactions are recorded in a block format, and each block is linked with a
time stamp and hash references forming a chain of blocks [6]. The data storage
structure ensures that information and data are stored in a tamper-evident envi-
ronment [11] because any attempt to alter information breaks the hash reference
and thus makes it obvious to the other members of the network. This way, a hash
reference creates a tamper-evident environment that maintains and ensures data
integrity. Blockchain technology can store events chronologically which enhance
the traceability.

Blockchain has caught the attention of sectors like food [19] and pharmaceuti-
cal [18] sectors to ensure end-to-end traceability and the product integrity. With
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the similar interest, this technology can potentially shed some light in energy
tracing. However, the current focus in tracing the provenance of electricity using
blockchain remain unclear. This is an important key as things are electrified, it
is crucial to for user to know the degree of “greenness” of the electricity source.
To answer this, we will perform a systematic literature review on blockchain and
energy tracing to have a clearer picture of the current state-of-art.

3 Methodology

3.1 Search Requirement

In our search, we include academic, commercial and startup projects. Literature
included mainly literature from: published work reports and application descrip-
tions of a commercial project, revealing the core idea of the project from both
private and public sectors are collected.

Fig. 2. Summary flow of systematic literature review.

The review of material starts as early as in 2008, since the term blockchain
was firstly introduced, until May 2021 prior to the submission of this paper.
Material collection was carried out through various databases (Scopus, IEEE
Xplorer digital library and Web of science) to gather widest possible samples.
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Only English papers were included, with no restrictions on the year or country of
publication. We excluded general views, no full paper, and conference abstracts.

In order to capture blockchain technology specifically within the energy trac-
ing, and to be as comprehensive as possible, generic keywords we used the fol-
lowing:

• (blockchain) AND (“Energy tracing”)
• (blockchain) AND (“Energy tracking”).

3.2 Material Collection and Analysis

We initially collected a total of 6 papers (3 from Scopus, 2 from Web-of-Science
and 1 from IEEE Xplorer Library). After a thorough screening based on our
systematic literature flow as shown in Fig. 2, there is only 1 paper that fits our
criteria. Similar, from our search in the commercial sphere, there is only one
commercial project focusing in energy tracing using blockchain technology.

Table 1. Summary of the collected material

Author Type Scope Approach Comments

Yang et al. Academic Electric

vehicle

Display Green Pass

and checking Green

Pass on the blockchain

Certification is

difficult to justify the

sourceof electricity

generation

Iberdrola Group Commercial

project

Green energy

certificate

To guarantee, in real

time, that the energy

supplied and

consumed is 100%

renewable

The framework is not

explained

Table 1 gives a summary of the collected material. There is one published
literature which focused on blockchain-based energy tracing in electric vehicles
(EV). Yang, et al. [30] published their work on energy tracing method for elec-
tric vehicles charging consumption in relation to the type and source of energy.
They designed a platform which integrates the power trading centre, power dis-
patching centre, local power operators and EV user using blockchain. Green pass
is stored on blockchain for checking to ensure to check the renewable transac-
tion. However, electricity generation is from a mix of different energy source;
therefore, a certified green pass may be difficult to justify the origin of energy
source.

Iberdrola Group [16], a company in Spain, is working on to certify the source
of green energy generated wind farms in Spain. They have begun a pilot project
based on using blockchain to guarantee, in real time, that the energy supplied
and consumed is 100% renewable. Using this technology, they have managed
to link plants where electricity is produced to specific points of consumption,
allowing the source of the energy to be traced. This increases transparency and
ultimately encourages the use of renewable energy. However, the framework is
not explained in details.
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4 Finding and Discussion

4.1 RT1: What is the State-of-Art

After internet of Energy (IoE), blockchain has emerged as a popular technol-
ogy in the energy sector by integrating blockchain to can result in a more
secure, fast, transparent and low-cost operation solution [20]. There are eight [3–
5,12,13,17,20,25] systematic literature review published on blockchain-based
within the energy sector. Andoni, et al. [4] reviewed and mapped out 140
blockchain commercial and research initiatives on the challenges and opportuni-
ties of the applications of blockchain for energy industries. They pointed some
of the potential impacts are sharing resources for EV charging and significantly
improve auditing and regulatory compliance. However, they did not mention on
the tracing of the electricity and the energy source in most their work.

Ante, et al. [5] pointed out in their literature review that energy manage-
ment in smart grids such as peer-to-peer trading is the potential emerging fields
within the energy sector using blockchain. This is due to what blockchain can
offer; immutable timestamped transaction which makes trading easier and less
complex. Private oil and gas company like Shell [8] also envision the potential
of blockchain in renewable energy source tracking which could change relation-
ship between how energy is produced and consumed and transform the way
companies collaborate and interact to accelerate the development of low-carbon
energy.

Energy tracing is important because without a transparent energy footprint,
rebound effect of carbon emission may occur. The increase in the use of electric-
ity, particularly EV. This is important for user to know what types of energy
source generated electricity. Since the operation stage are now relying on elec-
tricity, the generation stage becomes the main focus in order to meet the energy
demand. If the energy source are not generated from renewable energy source like
hydropower and solar energy, it could potentially result in increasing production
of energy source to meet the demand which leads to an increase of rebound effect
of CO2 emission [14].

Digitalization can help to decarbonise future energy system for example in
both tracing EV consumption and energy management system. Becour is private
firm that focuses on tracking of renewable energy with the goal of increasing
transparency of the energy market accelerate the shift away from fossil-based
production [7]. Petrusic and Janjic [23] proposed a novel charging system to
track the origin of the energy for the charging of EV in multiples systems using
multicriteria algorithm. However, both the work did not mention blockchain
technology as digital tool to enhance tracking. This could be due to the nature
of electricity is difficult to trace.

4.2 RT2: What Are the Barriers and Potential Future Work

Unlike physical object tracking like food and diamond, electricity is a non-
physical attribute making it challenging to trace the origin. The concept of
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tracking the provenance of food is easier as current approach is assigned unique
identifier to the physical product but that is not for the case for electricity trac-
ing. The fact that, energy flow is highly dynamic, which makes electricity more
challenging to trace from energy source of the electricity then to final consumer.
The current approach in ensuring the use of green energy source is by trading
of green certificate. Owing to the immutable nature of blockchain, researchers
have suggested this technology can store and trace the green certificate which
guarantees the electricity is generated from green energy. However, electricity is
highly dynamic which make green certificate difficult to truly reflect the origin
of the energy source.

Another barrier in tracing electricity is because electricity is generated from
a mix of different energy sources in order to provide sufficient electricity. Unlike
Norway almost 100% of the electricity production come from renewable energy
sources (RES) [22], most of the other countries have a diverse energy mix to gen-
erate electricity. For example, in the US about 80% of the electricity is produced
from fossil fuels and about 11% is from RES [1]. RES is a better alternative
compared to fossil fuels when it comes the greenhouse emission, but its volatile
supply of energy only serves to amplify this complexity which in turns makes
tracing of energy harder. Batteries can be an alternative to store energy from
RES during good weather condition, but it faces issues such as reduction in
power quality and increased of energy loses during charging [21].

Apart from electricity consumption in EV, the electricity consumption in
building sector dominates approximately 30% of the global annual greenhouse
gases emission [26]. And in the entire life span of a building, the operational
stage has the largest share of carbon emission [15,29]. The International Energy
Agency [2] reported that in the operational stage, up to approximately 50% of
the energy supplied is utilized for space heating and cooling purposes in the
OECD countries. Therefore, the types of energy supply to both residential and
non-residential building for activities like heating and cooling is important to
prevent greenwashing and rebound effect of CO2 emission.

5 Conclusion

Blockchain has emerged as a popular technology in the energy sector due to var-
ious benefits such as secure, transparent, and low-cost operation solution offered
by blockchain. However, the focus on the energy tracing remains very limited.
The energy source for electricity generation is closely connected to carbon emis-
sion. It is important to place a strong focus in tracing the energy source since
things are more electrified than before. From our search, only 2 items of litera-
ture focus on energy tracing. Current method of trading green energy certificate
may not truly reflect how the energy source since electricity is highly dynamic.
This work highlights the need to focus on energy tracing. With the benefits offer
by blockchain, particularly in terms of traceability, it potentially can reduce
some complexity and open up new types of services in the energy market for
a more transparent green energy trading. Although from our search, there are
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not many relevant literature and commercial project focusing on energy tracing
at this stage, yet. Nonetheless, it is vital to understand the entire end-to-end
of electricity generation to consumption in order to have a positive impact on
climate change.

References

1. U.S. Energy Information Administration: U.S. energy facts explained. https://
www.eia.gov/energyexplained/us-energy-facts/

2. International Energy Agency: Coming in from the cold: Improving district heating
policy in transition economies. Report (2004)

3. Ahl, A., Yarime, M., Tanaka, K., Sagawa, D.: Review of blockchain-based
distributed energy: implications for institutional development. Renew. Sustain.
Energy Rev. 107, 200–211 (2019). https://doi.org/10.1016/j.rser.2019.03.002,
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85062647769

4. Andoni, M., et al.: Blockchain technology in the energy sector: a systematic review
of challenges and opportunities. Renew. Sustain. Energy Rev. 100, 143–174 (2019).
https://doi.org/10.1016/j.rser.2018.10.014

5. Ante, L., Steinmetz, F., Fiedler, I.: Blockchain and energy: a bibliometric analysis
and review. Renew. Sustain. Energy Rev. 137, 110597 (2021). https://doi.org/10.
1016/j.rser.2020.110597

6. Antonopoulos, A.M.: Mastering Bitcoin: Unlocking Digital Cryptocurrencies.
O’Reilly Media, Newton (2015)

7. Becour: What we do. https://becour.com/what-we-do/
8. Brink, S.: How can blockchain support the energy transition? https://www.shell.

com/energy-and-innovation/digitalisation/news-room/blockchain-building-trust-
to-enable-the-energy-transition.html

9. European Comission: Progress made in cutting emission. https://ec.europa.eu/
clima/policies/strategies/progress en#tab-0-0

10. European Comission: A European strategy for plastics in a circular economy.
https://ec.europa.eu/clima/eu-action/climate-strategies-targets/progress-made-
cutting-emissions en#tab-0-0

11. Drescher, D.: Blockchain Basics?: A Non-technical Introduction in 25 Steps.
Apress, New York (2017)

12. Erturk, E., Lopez, D., Yu, W.Y.: Benefits and risks of using blockchain in smart
energy: a literature review. Contemp. Manag. Res. 15(3), 205–225 (2019). https://
doi.org/10.7903/cmr.19650

13. Golosova, J., Romanovs, A., Kunicina, N.: Review of the blockchain technology
in the energy sector. In: Proceedings of the 7th IEEE Workshop on Advances
in Information, Electronic and Electrical Engineering, AIEEE 2019, vol. 2019-
November (2019). https://doi.org/10.1109/AIEEE48629.2019.8977128

14. Grant, D., Jorgenson, A.K., Longhofer, W.: How organizational and global factors
condition the effects of energy efficiency on CO2 emission rebounds among the
world’s power plants. Energy Policy 94, 89–93 (2016). https://doi.org/10.1016/j.
enpol.2016.03.053

15. Huang, L., Liu, Y., Krigsvoll, G., Johansen, F.: Life cycle assessment and life cycle
cost of university dormitories in the southeast china: case study of the university
town of fuzhou. J. Clean. Prod. 173, 151–159 (2018). https://doi.org/10.1016/j.
jclepro.2017.06.021

https://www.eia.gov/energyexplained/us-energy-facts/
https://www.eia.gov/energyexplained/us-energy-facts/
https://doi.org/10.1016/j.rser.2019.03.002
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85062647769
https://doi.org/10.1016/j.rser.2018.10.014
https://doi.org/10.1016/j.rser.2020.110597
https://doi.org/10.1016/j.rser.2020.110597
https://becour.com/what-we-do/
https://www.shell.com/energy-and-innovation/digitalisation/news-room/blockchain-building-trust-to-enable-the-energy-transition.html
https://www.shell.com/energy-and-innovation/digitalisation/news-room/blockchain-building-trust-to-enable-the-energy-transition.html
https://www.shell.com/energy-and-innovation/digitalisation/news-room/blockchain-building-trust-to-enable-the-energy-transition.html
https://ec.europa.eu/clima/policies/strategies/progress_en#tab-0-0
https://ec.europa.eu/clima/policies/strategies/progress_en#tab-0-0
https://ec.europa.eu/clima/eu-action/climate-strategies-targets/progress-made-cutting-emissions_en#tab-0-0
https://ec.europa.eu/clima/eu-action/climate-strategies-targets/progress-made-cutting-emissions_en#tab-0-0
https://doi.org/10.7903/cmr.19650
https://doi.org/10.7903/cmr.19650
https://doi.org/10.1109/AIEEE48629.2019.8977128
https://doi.org/10.1016/j.enpol.2016.03.053
https://doi.org/10.1016/j.enpol.2016.03.053
https://doi.org/10.1016/j.jclepro.2017.06.021
https://doi.org/10.1016/j.jclepro.2017.06.021


Energy Tracing and Blockchain Technology: A Primary Review 231

16. Iberdrola: How can blockchain be used to certify the source of green energy. https://
becour.com/what-we-do/

17. Johanning, S., Bruckner, T.: Blockchain-based peer-to-peer energy trade: a criti-
cal review of disruptive potential. In: International Conference on the European
Energy Market, EEM, vol. 2019-September. https://doi.org/10.1109/EEM.2019.
8916268

18. Leal, F., et al.: Smart pharmaceutical manufacturing: ensuring end-to-end trace-
ability and data integrity in medicine production. 24 (2021). https://doi.org/10.
1016/j.bdr.2020.100172

19. Loke, K.S., Ann, O.C.: Food traceability and prevention of location fraud using
blockchain, vol. 2020-December (2020). https://doi.org/10.1109/R10-HTC49770.
2020.9356999

20. Miglani, A., Kumar, N., Chamola, V., Zeadally, S.: Blockchain for internet of energy
management: review, solutions, and challenges. Comput. Commun. 151, 395–418
(2020). https://doi.org/10.1016/j.comcom.2020.01.014

21. Nichoals, M., Hall, D.: Lessons learned on early electric vehicle fast-charging
deployments. White Paper for the International Council on Clean Transportation
(2018)

22. Statistics Norway: Electricity. https://www.ssb.no/en/energi-og-industri/energi/
statistikk/elektrisitet

23. Petrusic, A., Janjic, A.: Article renewable energy tracking and optimization in a
hybrid electric vehicle charging station. 11(1), 1–17 (2020). https://doi.org/10.
3390/app11010245

24. Reuters: Norway seeks to be carbon neutral by 2050. https://www.reuters.com/
article/us-globalwarming-norway/norway-seeks-to-be-carbon-neutral-by-2050-
idUSL1929214720070419

25. Salian, A., Shah, S., Shah, J., Samdani, K.: Review of blockchain enabled decen-
tralized energy trading mechanisms. In: 2019 IEEE International Conference on
System, Computation, Automation and Networking, ICSCAN 2019. https://doi.
org/10.1109/ICSCAN.2019.8878731

26. SBCI, U.: Sustainable buildings climate initiative, buildings and climate change
(2009)

27. Siddiqui, O., Dincer, I.: Comparative assessment of the environmental impacts of
nuclear, wind and hydro-electric power plants in ontario: a life cycle assessment. J.
Clean. Prod. 164, 848–860 (2017). https://doi.org/10.1016/j.jclepro.2017.06.237

28. Wan, P.K., Huang, L., Holtskog, H.: Blockchain-enabled information sharing within
a supply chain: a systematic literature review. IEEE Access 8, 49645–49656 (2020)

29. Weiler, V., Harter, H., Eicker, U.: Life cycle assessment of buildings and city
quarters comparing demolition and reconstruction with refurbishment. Energy and
Build. 134, 319–328 (2017). https://doi.org/10.1016/j.enbuild.2016.11.004

30. Yang, Y., Peng, D., Wang, W., Zhang, X.: pp. 2622–2627 (2020). https://doi.org/
10.1109/iSPEC50848.2020.9350999

31. Zimonjic, P., McDiarmid, M.: Canada set to meet Paris climate commitments under
plan to be announced friday. https://www.cbc.ca/news/politics/carbon-emissions-
climate-deal-ministers-1.3888060

https://becour.com/what-we-do/
https://becour.com/what-we-do/
https://doi.org/10.1109/EEM.2019.8916268
https://doi.org/10.1109/EEM.2019.8916268
https://doi.org/10.1016/j.bdr.2020.100172
https://doi.org/10.1016/j.bdr.2020.100172
https://doi.org/10.1109/R10-HTC49770.2020.9356999
https://doi.org/10.1109/R10-HTC49770.2020.9356999
https://doi.org/10.1016/j.comcom.2020.01.014
https://www.ssb.no/en/energi-og-industri/energi/statistikk/elektrisitet
https://www.ssb.no/en/energi-og-industri/energi/statistikk/elektrisitet
https://doi.org/10.3390/app11010245
https://doi.org/10.3390/app11010245
https://www.reuters.com/article/us-globalwarming-norway/norway-seeks-to-be-carbon-neutral-by-2050-idUSL1929214720070419
https://www.reuters.com/article/us-globalwarming-norway/norway-seeks-to-be-carbon-neutral-by-2050-idUSL1929214720070419
https://www.reuters.com/article/us-globalwarming-norway/norway-seeks-to-be-carbon-neutral-by-2050-idUSL1929214720070419
https://doi.org/10.1109/ICSCAN.2019.8878731
https://doi.org/10.1109/ICSCAN.2019.8878731
https://doi.org/10.1016/j.jclepro.2017.06.237
https://doi.org/10.1016/j.enbuild.2016.11.004
https://doi.org/10.1109/iSPEC50848.2020.9350999
https://doi.org/10.1109/iSPEC50848.2020.9350999
https://www.cbc.ca/news/politics/carbon-emissions-climate-deal-ministers-1.3888060
https://www.cbc.ca/news/politics/carbon-emissions-climate-deal-ministers-1.3888060


Emulation of IEC 60870-5-104
Communication in Digital Secondary

Substations

Filip Holik(B) , Doney Abraham , and Sule Yildirim Yayilgan

Norwegian University of Science and Technology, 2815 Gjøvik, Norway

filip.holik@ntnu.no

Abstract. This paper describes two methods of emulation of digital
secondary substations and their communication to the control center via
the IEC 60870-5-104 protocol. The first method describes use of Mininet
network emulator, which omits certain minor networking features, but
can create the topology very efficiently. The second method describes
use of virtual machines, which can be interconnected to achieve the full
functionality including router devices and VPN connections.

An open source library libIEC60870-5 is used for communication
between substations and the control center. The library is analyzed and
compared to real traffic provided by Norwegian National Smart Grid
Laboratory. Based on found differences, the paper provides information
of how to modify the library in order to create messages identical to the
real traffic. These messages can be used to verify the substation behav-
ior, or for security penetration testing by creating messages with spoofed
temperature or multimeter sensor values.

Keywords: Communication emulation · Digital secondary
substations · IEC 60870-5-104 · libIEC60870-5 · Smart grid

1 Introduction

Digital transformation of electricity grid continues as more areas are being
updated in order to support smart grids. One of the most important elements
in an electricity distribution network to undergo this transformation was digital
substations (DS). It brought advantages such as effective real-time monitoring,
higher resiliency, infrastructure simplification and cost reductions. The same
process is now reaching secondary substations.

These secondary substations have much smaller scope in terms of transformed
voltage, number of equipment and served area; but on the other hand, their
number is an order of higher magnitude. Their digital transformation is therefore
essential in order to create resilient and efficient smart grid [10].
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The main contribution of this paper is to propose and analyze methods to
develop a model of a digital secondary substation (DSS) using real data commu-
nication. The term emulation is used for this method. Unlike simulation which
simplifies the behavior. Emulated traffic uses real-like messages which can be
appropriately recognized and handled by all networking devices. Such a model
can then be used for behavior analysis and to verify security, which is one of
the most important research question as the DSS different structure means new
challenges and brings unexpected issues. Especially considering that these sub-
stations are enclosed in a single relatively compact block and therefore much
easier to access by an attacker than DS with several access restriction tech-
niques.

1.1 Digital Secondary Substations

Digital secondary substations (DSS) are transforming medium voltage to low
voltage and are therefore most often located between DS and energy consumption
(additional transformers can scale the voltage even further) [10]. DSS network
topology is very simple when compared to DS as it is shown in Fig. 1.

The topology contains one gateway router connected to a remote terminal
unit (RTU), which connects several transformer temperature sensors (TTS),
low-voltage switchboard multimeters (LSM) and a door sensor. These devices
can be connected via various protocols such as Modbus and the RTU acts as
an interface between these protocols and communication to the control center
realized by the IEC 60870-5-104 protocol (IEC104) [3]. No time-critical messages
are being used to protect the grid function and the communication part within
the DSS does not provide redundancy as in the case of a DS [10].

The connection out of the substation is typically redundant and is realized
over a public network of an ISP. VPN is being used for encryption. The con-
nection can use optic fiber or some form of wireless communication (most often
cellular).

2 Related Work

Current work in the area of emulation approaches of DSS communication is very
limited. To our best knowledge, only the work [13] presents a relevant model of
limited parts of the communication between SCADA and RTU. Authors used
Mininet for network emulation and Scapy tool for generation of selected IEC104
messages. Authors are working on extending the work to cover the entire IEC104
protocol and they are planning to publish the framework as open-source.

The only other relevant research is focused on the IEC104 protocol itself.
Its behavior in terms of data flows, distribution of different message types and
traffic frequency was analyzed in [7]. Description of communication scenarios
with traffic measurements was analyzed in [9]. Protocol’s security aspects were
researched in [1,12]. Authors in [1] proposed a multivariate Intrusion Detection
System for anomalies detection which can signalize a Man-in-the-Middle attack
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Fig. 1. Topology of a digital secondary substation

as the protocol does not use any encryption. Paper [12] proposes a Coloured
Petri Net threat model and risk assessment for four types of attacks (ordered
from the most to the least dangerous): unauthorized access, Denial of Service,
Man-in-the-Middle, and traffic analysis.

The lack of further research confirms the importance and usefulness of emu-
lation models described in this work.

3 The IEC 60870-5-104 Protocol

The IEC 60870-5-104 protocol (IEC104) [3] is mostly used for communication
between the control center and DS (both primary and secondary) and is therefore
build on top of a reliable TCP communication.

3.1 Message Types

The protocol uses the Type field to define three basic types of messages [4]:

1. Type U (0x03) - a fixed length message used for communication control. It has
three subtypes: START (for connection initialization), STOP (for connection
termination) and TEST (for verification of an active connection).

2. Type I (0x00) - a variable length message used for data transfer. It contains
a payload in form of an Application Service Data Unit (ASDU).

3. Type S (0x01) - a fixed length message used for supervision and sending of
acknowledgments.
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3.2 Application Service Data Unit (ASDU)

ASDU contains payload of type I messages. The structure can vary based on the
data type which is defined in the TypeID field. ASDU can be divided based on
the communication direction [4]:

1. From control to monitors - includes two types of messages with the same
TypeID (C XX XX X): process information and system information. Process
information includes single and double commands, step positions and set
points. System information includes interrogation commands, reset, test, read
and time synchronization.

2. From monitors to control - also includes process information (M XX XX X)
such as status values, measurements, step positions, etc.; and system infor-
mation (M EI NA 1).

3. Bidirectional - includes control direction parameters (P XX XX X) for mod-
ifying deadbands and a type for file transfers (F XX XX X).

4 Emulation of Digital Secondary Substations Topology

This section describes two methods for creating an emulated topology of a DSS.
For illustration purposes, examples show topologies of two DSS and a simplified
control center.

4.1 Mininet Emulation

Mininet [8] is an open-source tool for creating a virtual network, which can
contain hosts (end devices), switches and software-defined network controllers.
Mininet uses a lightweight virtualization where all devices share the kernel with
the host system. For this reason, Mininet is available only for Linux-based oper-
ating systems. This requirement can be avoided by installing Mininet within a
Linux-based virtual machine (VM). This also allows an easy export of the entire
model - including the DSS topology, the libIEC60870-5 library and any other
software tools. This method is recommended and shown in Fig. 2.

Figure 2 also shows mapping of DSS equipment to Mininet elements. RTU
and routers are represented by switches, while sensors are represented by hosts.

The main advantage of the Mininet approach is low demand on computa-
tional resources [5]. Even a network topology with hundreds of devices can easily
run on an average laptop. The modeled system can also be easily exported in
form of a Python script. A script for this topology is provided on GitHub [2].

The main disadvantage of Mininet is simplification of certain aspects, mostly
the inability to emulate the router functionality. Another problem is VLAN
configuration on software switches. Solutions to these issues are described below.

Routing Simulation. Routing can be ignored if all the topology devices are
located within the same subnet. If the routing behavior is required, it can be
simulated with the use of software-defined networking (SDN). An SDN controller
can instruct switches of how to handle incoming messages.
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Fig. 2. Mininet emulation of digital secondary substations

VLAN Configuration. Mininet does not support VLAN configuration com-
mands for software switches. Configuration must be set outside the Mininet
environment. The following example shows assignment of VLAN 10 to port 1 on
switch 1:

sudo ovs-vsctl set port S1-eth1 tag=10

4.2 Full Emulation

This approach uses virtual machines for emulation of RTUs, routers and the mon-
itoring control center host. Each device is implemented in one virtual machine
and a virtual network is created for their interconnection. A hosting platform for
this approach can use any virtualization tool (Oracle VM VirtualBox, VMware
Workstation, OpenStack, etc.). Oracle VM VirtualBox [11] was used in this
work. The emulation schema is shown in Fig. 3. Sensor and multimeter devices
are omitted from VMs as they would unnecessary increase the topology com-
plexity. Their messages are generated by the RTU (on the figure shown with
dash lines).

The main advantage of this approach is a possibility to fully emulate routers,
which can be implemented as Linux-based hosts with appropriate tools, or as
general boxes with router operating systems (for example pfSense, VyOS, Open-
Wrt and its variants). In case of the DSS emulation, these routers have to be
configured with the following features:
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Fig. 3. Full emulation of digital secondary substations

– Routing - to provide connectivity, routers must have information about
remote networks. This can be achieved by setting up a dynamic routing pro-
tocol (for example OSPF or BGP) or by static routing configuration.

– VLAN - a dedicated VLAN has to be created on the gateway router and
assigned to the interface leading to the RTU.

– VPN - to emulate encrypted communication between DSS routers and a WAN
routers, a site-to-site IPsec VPN must be set up.

The main disadvantage of full emulation are significantly more demanding
computational resources as each device uses full virtualization. This approach is
therefore more suitable for smaller topologies.

Network Emulation. The network emulation varies based on the used vir-
tualization technology. In Oracle VM VirtualBox, the internal network adapter
option should be used to interconnect neighboring devices (for example the RTU
to the router gateway). Name of the network must be the same on both devices.
These interfaces then have to be configured within virtual machines (to set up
theirs IP addresses, network masks and default gateways).

Optionally, an additional network adapter can be used for administration
(host-only adapter) or for external access (NAT ). The host-only network can be
configured under the File/Host Network Manager, where an IP address of the
host and a DHCP server can be set.

5 Communication Emulation

The library libIEC60870-5 [6] is used for communication emulation in both emu-
lation methods. The library is written in C language and supports all major
operating systems including Linux, macOS and Windows. This library must be
installed on end nodes which varies based on the used emulation method. In
both methods, the library can be downloaded from the official webpage [6].
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5.1 Library Installation

Mininet Emulation. End nodes (hosts) in the Mininet tool share the file
system with the host linux-based operating system. The library must therefore
be downloaded and decompressed only on the host system. All the Mininet hosts
will then be able to access and use the library.

Full Emulation. Emulated end nodes (RTUs and the control center) must use
a supported operating system of the libIEC61850 library. This operating system
should be lightweight, well documented and up to date. The library must be
separately downloaded and decompressed on each emulated device.

5.2 Library Launch

The library contains an examples folder with pre-prepared scripts for emulating
the traffic. To launch these scripts, executable files must be firstly created with
the make tool. This tool can be simply launched with the command make exe-
cuted either separately for each script file, or for the entire library in the root
folder.

5.3 Devices Emulation

Sensors and Multimeters Scripts. In a real network, RTUs create TCP/IP
messages based on data received from the grid sensors. The simple_server.c
script can be used to generate these messages. The script will start listening for
a client connection on the default TCP port 2404. When a client connects, the
script will start sending IEC104 messages. The following command starts the
script (must be launched from the library folder):

sudo ./lib60870-C/examples/cs104_server/simple_server

Control Center Scripts. A control center can be simulated by collecting the
messages generated in substations. The simple_client.c script can be used.
The following command starts the script (with up to two optional parameters
for IP address and PORT number - they must correspond to the server):

sudo ./lib60870-C/examples/cs104_client/simple_client IP PORT

6 Library Evaluation

The topology presented in Fig. 3 was implemented according to the description in
Sect. 5. The IEC104 traffic was then transmitted and analyzed by the Wireshark
tool [15]. Emulated traffic was compared to real traffic provided by Norwegian
National Smart Grid Laboratory [14]. This traffic is stated as “real traffic”.
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6.1 Default Script Analysis

Default library scripts (cs104 client/server) have a fixed sequence of messages,
but the total number of sent messages can vary based on the synchronization
mechanism and cycle sleep times. The entire communication takes around 9 s.
A detailed time analysis and comparison of traffic was not conducted as IEC104
messages are not time critical (they use slower TCP) and they serve mostly
for monitoring and control. Emulation of real latency on the WAN would not
be possible as it varies case by case and in time. The following list shows the
sequence:

1. Connection establishment - U messages (ACT and CON) are exchanged.
2. M ME NB 1 I messages are being sent with an S message acknowledgment

returned after every 8th message. Messages contain a single scaled value
element (starts with a value which is increased by 1 in every consequent
message).

3. C IC NA 1 messages - Act and ActCon are exchanged.
4. M ME NB 1 I message is sent, but with “Inrogen” CauseTx instead of

“Per/Cyc” and with 3 measured values elements (-1, 23 and 2300).
5. M SP NA 1 I message with two single-point information elements (0x01 and

0x00) is sent.
6. M SP NA 1 I message with eight single-point information elements (alter-

nating 0x01 and 0x00) is sent.
7. M BO NA 1 I message with 32-bits string of value 0xaaaa0000 is sent.
8. C IC NA 1 I ActTerm interrogation message is sent.
9. M ME NB 1 I messages are sent in one second intervals. An S message

acknowledgment is sent after the first message. Messages continue with the
sequentially increasing single scaled value.

10. TCP closes the connection (FIN, ACK).

Real Traffic Behavior. Real data traffic is exchanged based on a polling
mechanism. Typically, an S message (can be accompanied by an I message) is
sent to the monitoring device and the device then sends a measurement I message
back. Transmission is not bounded by time as it runs indefinitely.

6.2 Messages Analysis

Both real traffic and default library scripts use all types of messages - U, I and
S. The U, S, and control I messages are identical as they have the same format
and same values. The only difference between real traffic and library scripts
are monitoring I messages, which use different TypeIDs. Default library scripts
use M ME NB 1 (measured scaled values), and M BO NA 1 (bitstring values),
which were not present in the real traffic. The only common monitoring messages
were M SP NA 1 (single-point information).

The following messages are transmitted by the real traffic, but they are not
present in the default library scripts:
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1. M ME NC 1 - short floating point number.
2. M ME TF 1 - short floating point number with a CP56 timestamp.
3. M SP TB 1 - single-point information with a CP56 timestamp.
4. M IT TB 1 - integrated totals with a CP56 timestamp.

The following section describes how to emulate these messages (and the com-
mon M SP NA 1 message) by modification of the default library scripts.

6.3 Real Traffic Messages Emulation

This section describes modifications of the default library script in order to create
messages equal to the real traffic. The complete script is provided on GitHub
[2].

The following code explains how to create and send a message and it is
therefore common for all following specific messages.

/* Create an ASDU */
CS101_ASDU newAsdu = CS101_ASDU_create(alParams, false,

CS101_COT_INTERROGATED_BY_STATION, 0, 1, false, false);

/* Create an Information Object and add it into the ASDU */
io = (InformationObject) ... // Varies based on the message type
CS101_ASDU_addInformationObject(newAsdu, io);

/* Send the message and deallocate */
InformationObject_destroy(io);
IMasterConnection_sendASDU(connection, newAsdu);
CS101_ASDU_destroy(newAsdu);

1. M ME NC 1. One of the real traffic messages has short floating point
number of value 29.25 and IOA of 3. The following command shows an example
of how to reproduce an equal message using the library. Important variables
(IOA and the value) are shown in blue.

io = (InformationObject) MeasuredValueShort_create(NULL,
3, 29.25, IEC60870_QUALITY_GOOD);

2. M ME TF 1. Includes the same information as in the case of M ME NC 1
messages, but adds the CP56Time2a timestamp. The current timestamp in
miliseconds can be generated by calling the function Hal_getTimeInMs() located
in the file: /src/hal/time/unix/time.c.

Another difference is that the real traffic uses “Spont” (3) CauseTx while
the library uses “Inrogen” (20) by default. This can be changed by replacing the
ASDU function parameter. All of the available parameters are listed in the file:
/src/iec60870/cs101/cs101_asdu.c.
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The following commands show, how to recreate the message:

/* Create the timestamp */
CP56Time2a timestamp = CP56Time2a_createFromMsTimestamp(NULL,

Hal_getTimeInMs());

/* Create the ASDU with "Spont" CauseTx */
newAsdu = CS101_ASDU_create(alParams, false,

CS101_COT_SPONTANEOUS, 0, 1, false, false);

io = (InformationObject)
MeasuredValueShortWithCP56Time2a_create(NULL, 3, 29.25,
IEC60870_QUALITY_GOOD, timestamp);

3. M SP TB 1. Uses the same CP56Time2a timestamp and “Spont” CauseTx.
The following command shows the information object creation (with IOA 11).

io = (InformationObject) SinglePointWithCP56Time2a_create(NULL,
11, false, IEC60870_QUALITY_GOOD,timestamp);

4. M IT TB 1. Uses the timestamp and data values formatted as “binary
counter”. The library implements BinaryCounterReading class located in the
file: /src/iec60870/cs101/cs101_bcr.c. The following commands show how
to create a binary counter object and insert it into the information object with
IOA 9:

/* BCR parameters: self, value, SQ, CY, CA, IV */
BinaryCounterReading bcr = BinaryCounterReading_create(NULL, 0,

10, false, false, false);

io = (InformationObject)
IntegratedTotalsWithCP56Time2a_create(NULL, 9, bcr,timestamp);

5. M SP NA 1. This message is created in the default library script, with 8
IOAs. The following command shows the modification needed to emulate the
real traffic (IOA 10, SIQ 0x00):

CS101_ASDU_addInformationObject(newAsdu, io = (InformationObject)
SinglePointInformation_create(NULL, 10, false,
IEC60870_QUALITY_GOOD));

6.4 Discussion

The aforementioned library script modifications can create identical messages to
real traffic. This has been proven by comparing the traffic in the Wireshark tool.
Figure 4 shows comparison of M ME TF 1 messages - real traffic and emulated
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Fig. 4. Comparison of real (left part) and emulated (right part) traffic

using the script. It can be seen that the IEC104 messages contain same values
except in variable fields such as Tx, Rx (depends on previously sent messages)
and the timestamp.

These results show that the libIEC60870-5 library has a potential to create
messages unrecognizable from real DSS messages. This fact can be used for
various verifications before an expensive deployment within a real DSS. It also
demonstrate how easily messages can be injected by an attacker if an access to
a DSS is gained. Injection of messages with specific values can damage the grid
equipment and can cause a local blackout.

The only limitation of the presented script is the need of Tx and Rx fields
modification to correspond to the legitimate traffic in case of an attack simulation
where the control center should not detect any suspicious activity.

7 Conclusion

The analysis of the libIEC60870-5 library has shown that the tool can be used
to easily recreate messages with values corresponding to the real DSS or to
purposefully create messages with a potential to cause damage. This can be
used to verify security mechanisms or to test any other communication behavior
without a need to use a real DSS network.

The paper did not cover any performance measurements as these are irrel-
evant in DSS. IEC104 messages are mostly used for monitoring purposes and
not for real-time grid adjustments as is the case of GOOSE messages in DS. In
our future work, we would like to target emulation of these messages including
theirs performance comparison.
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Abstract. This paper describes a novel design based on recent 3D per-
ception methods for capturing point clouds and segmenting instances
of cabling found on electric vehicle battery packs. The use of cutting-
edge perception algorithm architectures, such as graph-based and voxel-
based convolution, in industrial autonomous lithium-ion battery pack
disassembly is investigated. The proposed approach focuses on the chal-
lenge of getting a desirable representation of any battery pack using an
industrial robot in conjunction with a high-end structured light camera,
with “end-to-end” and “model-free” as design constraints. The proposed
design employs self-captured datasets comprised of several battery packs
that have been captured and labeled. Following that, the datasets are
used to create a perception system. Based on the results, graph-based
deep-learning algorithms have been shown to be capable of being scaled
up to 50, 000 inputs while still exhibiting strong performance in terms
of accuracy and processing time. The results show that an instance seg-
menting system can be implemented in less than two seconds. Using
off-the-shelf hardware, we demonstrate that a 3D perception system is
industrially viable and competitive as compared to a 2D perception sys-
tem (The different algorithms studied in this article are implemented in
Python and can be obtained through the following link: https://github.
com/HenrikBradland-Nor/intap21).

Keywords: Graph CNN · Part segmentation · Large point clouds ·
Structured-light camera

1 Introduction

With expected 120 GWh/year automotive battery capacity available for repur-
posing or recycling by 2030 [3], the need for automation in Lithium-Ion Battery
(LIB) disassembly is increasing. One challenge yet to be solved, is to develop a
perception system able to cope with the large variations in LIB packs and hence
based on a model-free approach. With this objective the authors in article [4]
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developed a perception system, based on a high resolution 3D camera, able to
detect the main components inside a LIB pack within 5 s. However, flexible and
entangled parts, as for example electrical wires, were not recognised mainly due
to the fact that only 2D images where used by the detection algorithm whereas
the depth information was added in a second step to estimate the pose. In con-
trast, object detection algorithms based on point cloud semantic segmentation
(PCSS) directly process the 3D data which extends their capabilities.

For most recent studies the preferred method for PCSS are based in majority
on the PointNet [11] where Multi-Layer Perceptron (MLP) is used to approxi-
mate per-point local features for each point, that are later classified by another
MLP. The most promising methods are Graph Neural Networks (GNNs) like
SPG [7], DGCNN [17] and RGCNN [15], which show excellent performance [22].
These methods are mostly applied towards LiDAR-based point clouds of out-
door environments, e.g. Airborn LiDAR Scanning or self-driven cars, or indoors
RGB-D based data [22]. At the time of writing, there exists no known data-sets
for disassembling EV battery pack, one needs hence to be generated.

Most work on PCSS of objects is done on small point clouds, commonly in the
range of 2000–4000 points per point cloud [17,19,22,23]. However with modern
sensors, the resolution of real-world data gets vastly larger, and can easily go over
one million points. Therefore, there is still work to be done in order to connect the
models in a real-world environment. In addition, deep learning-based algorithms
for PCSS or instance segmentation of point clouds are commonly only compared
by accuracy and not by processing time. This is probably a result of the field of
deep learning on point cloud being quite fresh [9,22]. Several promising algorithms,
rooted in different concepts, still need to be tested and compared with a focus not
only on classification performance but also on forward processing time.

This paper aims at first presenting what algorithms based on PCSS are the
most suitable for electrical wire detection in EV battery packs both in term of
accuracy and processing time, and second to validate if such algorithms can be
used on large point cloud (50 000 points or more) generated by high resolu-
tion 3D cameras and consequently be industrially viable as an alternative to the
more traditional 2D equivalent. The proposed design of the instance segmenta-
tion algorithms is presented and the results are validated through experiments
conducted on two different automotive battery packs.

2 Material and Methods

2.1 System Work-Flow

The overall workflow of the proposed perception system is illustrated in Fig. 1,
starting from a raw point cloud and with final output the instance segmentation.

Filtering and Downsampling. Classification algorithms do not perform well
on noisy and bias raw data as in Fig. 1a [8]. The point cloud needs first to be
filtered to remove invalid points, background, and redundant points and second,
to be downsized since a state-of-the-art HDR 3D camera provides over two mil-
lion points, which is magnitudes more than what most algorithms are designed
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(a) The raw point
cloud.

(b) The point cloud
is filtered and
downsampled.

(c) The points are
assigned a semantic
value.

(d) Clusters are
formed.

Fig. 1. The workings of the perception system.

to work on (Commonly <10, 000) [19,22]. In order to ensure a fast and non-bias
downsampling of the output, a hybrid solution is selected where first a voxel-
grid is applied to remove redundant points and performing the majority of the
downsampling, followed by a random reduction filter to reach the desired size.
After this operation the data take a grid-like shape with some empty squares as
shown in Fig. 1b.

Semantic Segmentation. The second step so-called semantic segmentation
aims to label the points in the downsampled point cloud as shown in Fig. 1c.
This step is likely to be the most time-consuming part of the pipeline as most
popular techniques have a high time complexity. Voxel grid-based methods grow
cubical with respect to the resolution [11] and graph-based, in the best case,
grows quadratic [21]. More novel and traditional approaches like Random For-
rest, SVM and PointNet have drastically lower time complexities [11]. Neverthe-
less, the novel approaches are outperformed by more complex ones in the large
benchmarks [19,20]. Since boosting algorithms have also been used for PCSS
of point clouds derived from outdoor areal data with promising results [10,18],
gradient boosting is therefore also included in our proposed methods. In the
above mentioned benchmarks accuracy is the metric of choice, rather than time
usage. A novelty in this paper is to present a comparison of time complexity
or forward time versus accuracy across the following six promising architectures
implemented and tested on large point clouds:

1. Random Forest (RF)
2. Support-Vector Machines (SVM)
3. Gradient boosting [6]
4. PointNet [11] (Pointnett++, is excluded as it is shown to have a vastly poorer

time usage than DGCNN [16])
5. Dynamic Graph CNN (DGCNN) [17]
6. VoxelNet [24] (replication of SEGCloud [14])

In some of the chosen algorithms, only a subset of the points are labelled in
order to reduce computational time. Inspired by SEGCloud [14], Mask-MCNet
[23] and Point-GNN [13], trilinear interpolation, is proposed to transfer the
learned label back to the original filtered point cloud. Trilinear interpolation
allows the data to be a weighted average of the neighbouring points, thus pro-
viding a more continuous interpolation than the alternative, k-NN.
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Clustering. After the points are assigned a semantic label, they must be
grouped. The clustering blocks, as shown in Fig. 1d, should form collections
of points that represent cables and leave out mislabeled points. The choice of
clustering algorithm is described further in Sect. 2.3.

2.2 Semantic Segmentation Algorithm
Non-deep Classifiers. Although not distinguishable, there are tendencies in
the embedding of EV battery packs that there exists some combination of the
nine point attributes, i.e. three colour, three positions, and three curvature fea-
tures, that allows for segmentation by using a traditional classifier. The Random
Forest algorithm together with the SVM with several different kernel types and
gradient boosting are tested. The LightGBM version of gradient boosting is
selected as it manages to train fast on large amounts of data. LightGBM runs
with 1000 decision trees and a maximum 32 leafs per tree. To obtain transla-
tion and rotation invariant properties, the classifiers can not work directly on
the position coordinates. Therefore they are trained on the colour and curvature
features only.

Deep Learning-Based Classifiers. PointNet [11] and its successor, Point-
Net++ [12], are the foundation for most deep learning-based algorithms working
on point clouds [9,22]. By using a computed global representation and a point-
vice representation to classify each point, the algorithms can learn both local and
global features. Since PointNet is the inspiration for most deep learning-based
algorithms, it becomes natural to include it in any comparison.

Graph-based neural networks is a field within neural networks that only
recently gained popularity. Nevertheless, the graph-based neural networks are
viewed as a promising way of processing point clouds [22]. The spatial-based
GNN, Dynamic Graph CNN (DGCNN) [16], performs well on the ModelNet40
benchmark [19] with an accuracy of 92.9%. DGCNN have two core architectures
that make it suitable for PCSS: The message passing method “EdgeConv” that
allows for convolution-like operations while maintaining permutation inference,
and the dynamic re-drawing of the graph allowing the algorithm to focus on the
nodes that are difficult to distinguish. However, the formation of k-NN graphs are
computationally heavy. The architecture of the PCSS version of DGCNN utilises
PointNets idea of using a computed global representation together with local
features to classify points by using a residual network structure, thus allowing
for features related to the local neighbourhood to be forwarded while the later
layers pick up features for separating similar-looking points.

A last architecture considered in this study is 3D convolutional neural net-
works (3D-CNN) that have the advantage of being directly transferable from
the 2D equivalent as they operate on a similar grid-based structure. VoxelNet
[24] presents a model where first voxel features are learned based on the con-
taining points in their “feature learning network”. This allows each voxel to
learn its local features of the point clouds before the voxels are aggregated using
3D-CNN to learn global features. In the original paper, a third stage proposes
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regions based on the aggregated voxel features. This third stage is replaced in
the present work with a trilinear interpolation layer to determine the point fea-
tures from the aggregated voxels as suggested by [14,23]. The semantic value
of each point is then determined by a simple three layer MLP where the 64
point features are concatenated with the three point coordinates to serve as the
input. Compared to GNN, 3D-CNN is more computationally demanding, but is
dependent on the number of voxels rather than the number of points. In other
words, a good embedding from points to voxels that allows for large voxels can
compensate for high time complexity.

Performance Metric. It is seen as equally important to correctly label cables
(true positive) as to correctly label background (true negative). False positives
can lead to the formation of false clusters, while false negatives can lead to
discontinuous clusters or too low density to form clusters. Accuracy is used as the
performance metric because it represents the classification of both positive and
negative observations. The disadvantage of the accuracy metric is its sensitivity
to unbalanced data sets. The second performance metric is the forward time
which is defined to not include the time of prepossessing of the data, only the
semantic segmentation.

Training. The data sets used in this paper, are highly unbalanced. This is
counteracted by training on balanced subsets extracted from each point cloud.
All the positive samples are directly transferred to the new subset, while the
negative samples are randomly sampled to preserve the natural variance in the
features of the background points. The inputs are all normalised, except for
training the DGCNN where the original coordinates are preserved to not interfere
with the forming of the graphs. The non-deep learning-based algorithms are
directly fitted to the data.

To overcome the memory limitation of the GPU (8 GB), the point clouds
are divided into 8 smaller chunks that are individually processed. The gradients
are computed based on the loss of an entire chunk, thus improving training by
using mini-batches [8]. The hyperparameters used during the standard training
are shown in Table 1.

The performance of PCSS is traditionally trained and compared with region-
based metrics, where the mean intersection over union (mIoU) is most common
[9]. EV battery cables, unlike other objects used in PCSS, are long and slim while
being entangled. The boundary boxes of region-based and boundary-based loss
would likely include points that are not a part of the cables, thus they are not
feasible. The loss function is therefore distribution-based, hence every point is
individually evaluated and compared to the ground truth. The standard cross-
entropy loss is chosen as the primary loss function, as this is the standard for
binary classification tasks.
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2.3 Clustering

Table 1. Base value for hyper-parameters used dur-
ing training.

DGCNN PointNet VoxelNet

Epochs 200 200 160

Learning rate 0.1 0.01 0.01

Scheduler type Cosine

annealing

Cosine

annealing

Step

(γ = 0.1)

Scheduler period 50 50 150

Momentum 0.9 - -

Batch size One chunk One chunk One chunk

Dropout probability 50% 50% 50%

Optimiser SGD Adam SGD

Viable clustering algorithms
are DBSCAN [5] and its
successor OPTICS [2]. They
both work by forming cluster
centres from the dense part
of the data and then recur-
sively evaluating neighbour-
ing points to determine if they
should be included or not in
the current cluster. Therefore,
they both work well on non-
convex data. Their hyper-parameters are empirically determined.

3 Results

The aim of this section is to validate the model-free cable segmentation and to
characterise its performance regarding time and accuracy. Two different battery
packs serve as the case study.

Hardware Setup. The experimental setup is composed of IRB4400 robot
(ABB, Zürich, Switzerland), IRBT4004 track (ABB, Zürich, Switzerland), and
Zivid One 3D camera (Zivid, Oslo, Norway) all connected to a PC running the
Robot Operating System (ROS) as setup in article [1]. A schematic represen-
tation of the setup is showed in Fig. 2. Two battery packs - a small one from
an Audi A3 e-Tron Sportback (Battery A) and a large one from a Volkswagen
E-golf (Battery B) depicted in Figs. 3a and 3b - were used for the training and
validation of the model-free cable segmentation.

Fig. 2. Schematic diagram of the laboratory setup.



Point Cloud Instance Segmentation for Automatic EV Battery Disassembly 253

(a) The small test battery (Battery A).

(b) The large test battery (Battery B).

Fig. 3. The small and large test batteries

Performance of Classification Algorithms. Automatic disassembly of EV
batteries requires an accurate and fast perception system. Assessing the accu-
racy and forward time of the six most promising algorithms presented and
trained/fitted as described in Sect. 2.2 is therefore an important task in the
design process. The data-set consists of 38 labelled point clouds split into training
and validation using a 80%/20% split ratio. 22 of the point clouds are captures of
battery A and battery B, while the 16 others are generated by augmenting some
of the 22 original point clouds. For the two algorithms Random Forest (RF) and
SVM, several versions are implemented and tested because of the lack of ref-
erences on what hyper-parameters to use for PCSS. The accuracy and forward
time of each algorithm are shown in Table 2 and Table 3 respectively, while they
are plotted against each other in Fig. 4. The point cloud id refers to a specific
point cloud in the data set also available in the previously mentioned link. Ids
ending in a letter are augmented.
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Fig. 4. Mean accuracy (Table 2) vs the log of the mean forwards time (Table 3).
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Table 2. Accuracy of selected algorithms. All values in %. The accuracy of PointNet
and VoxelNet is not included as the algorithms did not manage to converge.

Algorithm Point cloud id Mean

3 4 13 14 40 42c 44c 45c

RF 40 53.6 52.6 51.2 54.2 51.9 49.4 50.5 49.9 51.7

RF 100 54.4 52.7 52.4 52.9 52.7 48.7 50.1 50.1 51.8

RF 400 53.8 52.7 52.0 53.2 53.0 49.4 49.9 50.3 51.8

RF 1000 52.6 53.0 52.1 54.2 52.8 49.4 49.8 50.3 51.8

SVM Linear 57.7 54.3 52.7 52.3 50.8 49.4 50.0 50.4 52.2

SVM Polynomial 57.6 54.9 53.2 53.2 50.8 49.8 50.7 49.8 52.5

SVM Radial basis 61.9 60.7 55.3 61.3 51.1 49.4 49.5 50.4 55.0

LightGBM 81.4 85.6 77.4 87.4 92.6 50.0 50.0 73.2 74.7

DGCNN 88.4 91.7 89.4 92.0 94.2 92.7 93.4 89.4 91.4

PointNet - - - - - - - - -

VoxelNet - - - - - - - - -

Table 3. Forward time of selected algorithms performed on the test set. All values are
in seconds. 1running on CPU (AMD Ryzen 5 3600 6-Core). 2running on GPU (NVIDIA
GeForce RTX 2070).

Algorithm Point cloud id Mean

3 4 13 14 40 42c 44c 45c

RF 401 .117 .105 .112 .120 .109 .113 .112 .117 .113

RF 1001 .119 .119 .105 .107 .116 .117 .108 .118 .114

RF 4001 .119 .219 .227 .108 .219 .341 .329 .332 .237

RF 10001 .334 .334 .455 .218 .337 .674 .775 .675 .475

SVM Linear1 10.0 9.09 31.0 4.79 21.1 56.2 64.1 56.4 31.6

SVM Polynomial1 9.73 9.47 31.4 4.98 22.0 56.1 65.8 57.7 32.1

SVM Radial basis1 33.8 30.7 108 15.6 72.5 188 220 193 107

LightGBM2 .013 0.01 .011 .010 .009 .009 .010 .011 .010

DGCNN2 .791 .844 .750 .716 .737 .758 .786 .773 .769

PointNet2 .075 .090 .093 .073 .073 .074 .072 .075 .078

VoxelNet2 22.6 24.5 24.8 22.6 21.6 21.7 22.2 22.5 22.8

Finally, the results of the PCSS are compared to the ground truth in Fig. 5
for both batteries.

From the results shown in Table 2 it is clear that the traditional classifiers
(random forest and SVM) do not manage to provide any reliable results as none
of them performs sufficiently better than a pure guess (50%) on the augmented
point clouds 42c, 44c and 45c. The SVM algorithms performed marginally better
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(a) Input point cloud (b) Ground truth (c) DGCNN (d) LightGBM

(e) Input point cloud (f) Ground truth (g) DGCNN (h) LightGBM

Fig. 5. The result of the PCSS of battery A (point cloud nr. 3) and battery B (point
cloud nr. 45c).

than the random forest but are also seen as week classifiers. From the three
implementations of SVM, the radial basis-based one performs notably better on
test point cloud 3, 4 and 14. This is likely to be a consequence of the simpler
geometry of battery A. On the other side, all three implementations of SVM
show extremely poor time usage with time upwards of several minutes.

The boosting algorithm, LightGBM, shows surprisingly good performance
both within accuracy and forward time. With accuracy up towards 90% and an
average forward time of 10 [ms], the algorithm clearly outperforms the traditional
classifiers, thus showing the potential of boosting-based algorithms. Nevertheless,
the algorithm fails to generalise on the augmented versions of the data 42c and
44c.

Finding the correct hyperparameters for training turned difficult as no other
known projects are working on point clouds of the same size. For the DGCNN
algorithm, increasing the original value for k in [16] from k = 20 to k = 100,
to then include a larger amount of features showed to help. As shown in Fig. 4
DGCNN outclasses the other algorithms in term of accuracy, generalises well on
the augmented versions, and performs within an acceptable forward time.

4 Discussion

The fact that neither the boosting algorithm nor the traditional classifiers man-
age to generalise supports the idea of PointNet [11] saying that the semantic
value of any single point depends on more than the point features alone. Thus
to classify any point, one needs knowledge about the global features in combi-
nation with the local features. In other words, a point cloud is more than the
sum of its parts.
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Initially, the binary cross-entropy loss function was used, as described in
Sect. 2.2. The model did not manage to learn due to the extreme value of the
loss function.

Although the loss is averaged over the entire chunk, at least one point will
be too strong of an influence due to the exponential nature of the binary cross-
entropy loss function.

Conversely, the mean square error loss function acting in a quadratic way, do
not suffer from the vulnerability of a single point having a large error while still
punishing wrong guesses progressively harder in a non-linear way. Although the
mean square error loss function is most commonly used in regression problems,
it showed a good effect when applied in this work.

Neither the PointNet model nor the VoxelNet model managed to converge to
a useful result even if a comprehensive amount of hyper-parameters were tested,
as shown in Table 4. This is an indication that the algorithms are intended for
smaller point clouds.

When training on chunks rather than the entire point cloud, the global feature
vector might not be able to provide a good representation for PointNet. The
VoxelNet algorithm is an attempt to reconstruct SEGCloud, but its training is
based on the hyper-parameters of the original VoxelNet algorithm. This might
be a source of error as the original VoxelNet algorithm is trained with a region-
based loss function rather than a distribution-based one.

On the other side, a solution to PointNet is to produce a global feature vector
before the point cloud is divided into chunks. Thereby allowing the algorithm to
have a proper representation of the entire point cloud when performing PCSS.
The SEGCloud algorithm could be reconstructed with another backbone than
VoxelNet. It is not certain that another backbone would enhance the perfor-
mance, but it is a possible source of error. Neither to say, a larger training set
might have helped on improving the results.

Table 4. The following configurations
were tested when attempting to make
PointNet and VoxelNet converge to sat-
isfying performance.

Parameter Values

Learning rate 0.1, 0.01, 0.001

Batch size 16, 32, 512, 1024, One

chunk

Number of epochs 200, 300, 500

Loss function BCE, MSE,

Focal-Loss, NLLL

Output layer

activation function

Soft-Max, Log

Soft-Max, Sigmoid,

Tanh

Scheduler type Cosine annealing, step

(γ = 0.9)

Scheduler period 30, 50, 200

Solver SGD, Adam

The quality of the PCSS must also
be evaluated by visual inspection. As
shown in Fig. 5, the LightGBM algo-
rithm does not manage to distinguish
the orange panels from the orange cables
in all cases. Also when looking at Table 2
LightGBM seems to overfitt on the test
set rather than generalising as it per-
forms poorly on the augmented data.
Nevertheless, the LightGBM shows an
impressive forward time and outper-
forming all the other algorithms. With
a larger and more diverse data set, the
LightGBM algorithm might work in an
industrial setting. In case of only lim-
ited variations between battery packs,
the LightGBM could with a sufficient amount of training data in combination
with more engineered features possibly be viable in an industrial setting.
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From a time perspective, a perception system consisting of a combination
of a PCSS and a clustering system is well within the time requirements and is
therefore viable for industrial applications. If using DGCNN and for example
DBSCAN for the clustering algorithm, the total time usage is 1.1 s for the large
battery. With additional prepossessing and filtering added, the total time will not
exceed two seconds. Depending on the application, this might allow for the usage
of larger point clouds as it would be beneficial for the classification algorithms.

5 Conclusion

This paper presented a comparison between the most promising algorithms for
instance segmentation of point clouds applied to classify components inside an
end-of-life electrical vehicle battery pack. As the clustering algorithm has been
shown to consume more time than the semantic segmentation algorithms, the
PCSS-cluster approach is preferred over the cluster-class approach.

The proposed paper demonstrated that it is possible to extend the DGCNN
algorithm to large point clouds (50, 000 points) while still exhibiting strong per-
formance in terms of accuracy and processing time. The results show that an
instance segmenting system can be implemented with a forward time of less than
two seconds. Furthermore, the poor performance of traditional classifiers and the
success of DGCNN point to PointNet-based architectures that embed local and
global features as a promising method of performing PCSS.

Using off-the-shelf hardware, this study has shown that a 3D perception
system is industrially viable and competitive compared to its 2D perception
counterpart.
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Abstract. Inspired by novel applications of radio-frequency sensing
in healthcare, smart homes, rehabilitation, and augmented reality, we
present an FMCW radar-based passive step counter. If a person walks
or performs other activities, the individual body segments, such as head,
torso, legs, arms, and feet, move at different radial speeds. Owing to the
Doppler effect, the individual body segments in motion cause distinct
Doppler shifts that can be used to recognize and analyze the performed
activities. We compute the time-variant Doppler spectrogram of a walk-
ing activity of a person and extract the high energy Doppler components
that mainly describe the torso movements during walking. From the com-
puted Doppler spectrogram, we then compute the mean Doppler shift.
To detect and count steps, we apply the peak detection algorithm to the
mean Doppler shift. Our approach is evaluated using a walking activity
data set. We have used ground truths and a commercially available wrist-
worn human activity tracker to validate the results of our approach. Our
results show that our system is capable of passively counting 97.71%–
98.51% steps within a 12 m range. Therefore, our proposed system can
be used as a passive step counter in indoor environments. Besides, it can
also contribute to indoor localization and human tracking applications.

Keywords: FMCW radar · Mean doppler shift · Peak detection ·
Spectrogram · Step counting

1 Introduction

The World Health Organization (WHO) statistics1 on obesity and overweight
reveal that 1.9 billion individuals, 18 years and above, were overweight in 2016.
Out of these, 34.2% were obese. Research has shown that the obese people are
at higher risk for various diseases and health conditions including hypertension,
type 2 diabetes, coronary heart disease, mental illness, sleep disorders, and low
quality of life [20]. Regular physical exercise, especially walking, and a healthy

1 https://www.who.int/news-room/fact-sheets/detail/obesity-and-overweight.
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diet are among the best ways to treat obesity. Walking is one of the simplest
forms of physical activity that can easily be carried out in indoor and outdoor
settings. Long term studies have found evidence that regular counselling, step
goals, and pedometer-based interventions are useful to increase and maintain
walking levels among low active Scottish individuals [10]. Another study [5]
reports that pedometer users tend to walk approximately one mile (or 2000
steps) more compared to people who do not use pedometers. According to [23],
in WHO European region, people spend just about 90% of their time in indoor
environments. Out of which approximately 60% time is spent at home.

The widely available and commonly used pedometers are body-worn and con-
sist of sensors such as accelerometers and gyroscopes. These sensors record the
acceleration and variation in orientation due to the walking activity and process
the recorded data to count the steps of the user. Moreover, many people use their
smartphones with built-in pedometers to count their steps. People need to wear
these pedometers all the time for continuously registering their steps, which may
be uncomfortable for some people in-home settings. As studies have shown [5,10]
the pedometers act as a motivational tool for increasing physical activity. There-
fore, to promote an active life-style in indoor environments, there is a need to
develop a user-friendly step counting system that can unobtrusively count steps
of users in-home settings. In addition to that a passive step counter can also
contribute in developing more robust indoor human tracking and localization
solutions.

Compared to vision and wearable sensing modalities, the radio-frequency
(RF) sensing modality has emerged as an attractive alternative in a lot of applica-
tions, such as human activity recognition (HAR) [9,11], gesture recognition [21],
vital signs monitoring [22], and security and surveillance [12]. There exist vari-
ous reasons that have led to the wide acceptance of RF-sensing in human-centric
applications. First and foremost, RF sensing is truly unobtrusive in nature, which
means users do not need to wear or carry additional sensors. Moreover, the
RF-sensing modality is far more privacy-preserving compared to other available
sensing methods such as vision, wearable, and acoustics. In addition to that, the
RF sensing can operate in poor lighting conditions, see-through obstacles and
its performance is not affected by anthropocentric variations and changes in the
environment. Within the context of RF sensing, Wi-Fi and frequency modulated
continuous wave (FMCW) radars are commonly used for perceiving human activ-
ities. Although Wi-Fi is ubiquitous and low-cost, it offers a lower bandwidth,
which results in a lower spatial resolution and therefore Wi-Fi-based activity
recognition methods struggle in recognizing fine-grained human activities. On
the other hand, FMCW radars generally enjoy much larger bandwidth, which
results in higher spatial resolution and thus they can effectively be employed to
identify fine-grained human activities with higher precision and accuracy [18].
Besides, FMCW radars are also capable of identifying the range and speed (or
Doppler frequencies) of the target. These properties are the key enablers that
have led to the wide adoption of FMCW radars for the aforementioned applica-
tions compared to Wi-Fi, continuous wave, and ultra-wide-band pulse radars.
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As we know, the electromagnetic waves emitted by the FMCW radar reflect
off both static and moving objects present in the environment. Owing to the
Doppler effect, different movements of a moving object result in distinct Doppler
shift patterns [8]. Various studies have demonstrated that these distinct Doppler
shift patterns can effectively be exploited to not only discern humans [7,19],
animals [3], and vehicles [13,15] but also to recognize different human activities [9,
11,16,18], such as walking, sitting, standing, running, jumping, etc.

In this paper, we investigate the novel idea of using Doppler shifts caused by
a walking person to count the number of steps and provide preliminary results.
As we know, the human walk is cyclic in nature and during each step-to-step
transition, the moving body segments exhibit repetitive cycles of movements.
Thus, a cyclic gait pattern will manifest itself in velocities (or cyclic Doppler
variations) of the body segments. We first process the recorded RF sensing data
of a walking activity to reduce the noise impact, and then we compute the
spectrogram of the data. The spectrogram shows the time-variant micro-Doppler
patterns associated with movements of different human body segments, such as
torso and legs. Next, we compute the time-variant mean Doppler shift from
the spectrogram. Finally, we apply a peak (or valley) detection algorithm to
detect and count the number of steps. We use a human walking activity data set
to evaluate our approach. We use ground truths to validate the results of our
approach. Besides, we also use an accelerometer-based wrist-worn step counter
to compare the performance of our radar-based step counter with an existing
off-the-shelf step-counter.

Our results show that the proposed step-counter can count 97.71%–98.51%
steps in a 12 m range. Note that, to accurately count the number steps, it is cru-
cial to first identify when a person is walking. This information can be obtained
using a HAR recognition system developed in our previous works [16–18], which
is able of recognizing the walking activity with almost 100% precision and recall.
This work enable us to combine HAR and passive step counter to develop a
solution that is not only able to recognize human activities but also capable of
implicitly counting the steps.

The rest of the paper is organized as follows. In Sect. 2, we describe the basic
principle of FMCW radar systems, explain the various steps of radar signal pro-
cessing, and present expressions for computing spectrogram and mean Doppler
shift. The details of our experimental setup and data collection process are given
in Sect. 3. The results of our approach are presented in Sect. 4. The limitations
of this work are presented in Sect. 5. Finally, in Sect. 6, we conclude this work
and present its future outlook.

2 System Description and Radar Signal Processing

In this work, we have used an FMCW radar system as an RF sensor to cap-
ture the micro-Doppler effects caused by a walking person. The FMCW radar
uses a synthesizer to generate a frequency modulated (FM) electromagnetic wave
(known as chirp), which is transmitted in the environment via a transmit antenna
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Tx [22]. The instantaneous frequency of the chirp changes linearly over a fixed
time period (know as sweep time Tsw) by a modulating signal [6]. The transmit-
ted signal sTx

(t′) can be expressed as [1]

sTx
(t′) = exp[j2π(f0t′ +

α

2
t′2)] (1)

where f0 indicates the start frequency, α is the chirp rate, and t′ denotes the
fast-time. The chirp rate is expressed as α = (f1 − f0)/Tsw, where f1 stands for
the stop frequency. The bandwidth B of the radar is the difference between the
stop frequency f1 and the start frequency f0, i.e., B = f1 − f0. The transmitted
wave reflects from different static and moving scatterers that are present in the
environment, as shown in Fig. 1. The reflected electromagnetic wave is received
by the receive antenna Rx with a time delay τ = 2R/c, where R is the distance
of the scatterer from the radar and c is the speed of light [22]. The received elec-
tromagnetic wave sRx

(t′) that is reflected from a single scatterer is a τ delayed
version of the transmitted signal [1]

Fig. 1. A block diagram of an FMCW radar system.

sRx
(t′) = a exp[j2π(f0(t′ − τ) +

α

2
(t′ − τ)2)] (2)

where symbol a in (2) represents the amplitude, which depends on the physical
properties of the system, such as the transmission losses and the radar cross-
section of the scatterer. As per the principle of the FMCW radar, the transmitted
signal sTx

(t′) and the received sRx
(t′) signal are mixed together and passed

through a low pass filter to obtain the so-called beat (or intermediate frequency)
signal which can expressed as [1,22]

sb(t′) = a exp[j(2πατt′ + 2πf0τ)] = a exp[j(2πf ′
bt

′ + ψ)] (3)

where f ′
b is the beat frequency and ψ is the phase of the beat signal. The beat

signal is then sampled by an analog to digital converter (ADC). The output of
ADC is stored in an n×m matrix sb, where n denotes the number of samples per
sweep (or fast-time data) and m represents the number of transmitted sweeps (or
chirps). For the following discussion, we consider the beat signal sb as a function
of fast-time t′ and slow-time t, such as sb(t′, t). As shown in (3), the fundamental
frequency of a single point moving scatterer is present at f ′

b = ατ . Therefore, we
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can obtain the range information of a scatterer by computing the fast Fourier
transform (FFT) of the beat sb(t′, t) with respect to fast-time data, i.e.,

Sb(fb, t) =

Tsw∫

0

sb(t′, t)exp[−j2πfbt
′]dt′. (4)

The Doppler frequency of the moving scatterer is estimated over a series of
continuously transmitted sweeps (or chirps). The result obtained after applying
the FFT according to (4), undergoes an additional FFT (known as the Doppler
FFT), which is applied on the windowed range profile along the slow-time, i.e.,

X(fb, f, t) =

∞∫

−∞
Sb(fb, t)Wr(x − t)exp[−j2πfx]dx (5)

where Wr(·) indicates the rectangular window function, x is the running time,
and f denotes the Doppler frequency. The short-time Fourier transform (STFT)
of the range profile provides us with the range and Doppler information of the
moving scatterer. To obtain the time-variant Doppler frequencies, we agglomer-
ate the range information as follows

X(f, t) =

fb,max∫

0

X(fb, f, t)dfb (6)

where fb,max denotes the maximum beat frequency that an FMCW radar can
resolve [14]. In the next step, we compute the spectrogram S(f, t), which is
defined in [4] as the absolute square of X(f, t), i.e.,

S(f, t) = |X(f, t)|2. (7)

The spectrogram presents the time-varying micro-Doppler signature of the
moving scatterer. Finally, the time-variant mean Doppler shift Bf (t) is com-
puted as

Bf (t) =

∞∫
−∞

fS(f, t)df

∞∫
−∞

S(f, t)df
. (8)

3 Experimental Setup and Data Collection

In this work, we considered an indoor environment, where we used the Ancortek
SDR-KIT2400T2R4 [2] (SDR-KIT) as shown in Fig. 2 to collect RF sensing data.
The SDR-KIT is a software-defined FMCW radar that operates in the K-band
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Fig. 2. Hardware setup for collecting radar-sensing data in the presence of a walking
person.

within 24–26 GHz. The SDR-KIT consists of two transmit and four receive units
where two Tx and four Rx antennas can be connected.

Within the scope of this work, we only used a single transmit and a single
receive unit. The Tx and Rx antennas were connected to the SDR-KIT using
1 m RF cables. We attached the Tx and Rx antennas to two separate tripods
and set the height of both antennas to 110 cm from the floor. The SDR-KIT
is connected to a laptop using a universal serial bus cable. The laptop runs a
program that provides a graphical user interface (GUI) to interact with the SDR-
KIT. Using the GUI, the users can set different parameters of the radar and issue
commands to start and stop recording the data. The recorded data are in the
form of ADC samples and stored on the laptop. We placed our hardware setup
in a corridor as shown in Fig. 3. We used the co-located2 antenna configuration,
and set the bandwidth B, centre carrier frequency f0, and sweep time Tsw to
250 MHz, 24.125 GHz, 1 ms, respectively.

We collected walking activity data from two participants. For the first par-
ticipant, we recorded walking activity data in two separate sessions. In the first
session, we asked the participant to walk in front of the Tx and Rx antennas from
Point A to Point B, as shown in Figs. 3. The distance from Point A to Point B
was 8 m, where the participant needed to take exactly 10 steps at a normal walk

2 By co-located antenna configuration, we mean that the Tx and Rx antennas were
placed close to each other, as can be seen in Fig. 3.
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Fig. 3. Indoor radar sensing of a person walking along a floor: (a) antenna configuration
and (b) walking activity.

pace to cover this distance. The participant walked in total 150 times from Point
A to Point B and 150 times back from Point B to Point A. This actually provides
us the ground truth, as we know, the participant took 3000 steps while walking
back and forth between points A and B. For the second session, we asked the
participant to walk from Point A to Point C, which are shown in Fig. 3(a). The
distance from Point A to Point C was 12 m. To walk 12 m distance, the partici-
pant needed to take exactly 15 steps at a normal walking speed. In the second
session, the participant again walked 3,000 steps, by walking 100 times in each
direction. In each session, the data corresponding to each walk were stored in a
separate file to keep the size of each data file manageable. This means, we stored
the walking RF data in 300 files in the first session and in 200 files in the second
session.

For the second participant, the walking activity data was recorded only in a
single session. Just like the first participant, the second participant walk 12 m
from Point A to Point C. To walk 12 m distance, the second participant needed
to take exactly 17 steps and walked 59 times back and forth between points A
and C. The data corresponding to each walk was stored in a separate file. This
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means, the second participant took a total of 1,0033 steps while walking back
and forth between Points A and C. Also, to compare the results of our approach
with commercially available activity trackers, we asked the participants to wear
a Garmin Forerunner 935 watch on the non-dominant wrists to register the
steps taken during data recording sessions. The watch uses its internal 3-axis
acceleromter to measure dynamic arm movement and translates each complete
arm swing into two steps.

4 Step Detection and Step Counting Results

We processed each recorded walking activity data file. At first, we removed the
impact of ambient noise by subtracting the sample mean from the raw radar data.
Besides, the mean subtraction also removes the contributions of fixed scatterers
to a certain extent. Moreover, we applied a high-pass filter to fully remove the
contributions of fixed scatterers, such as walls, ceiling, and furniture. Thereafter,
we estimated the range of the moving scatterers by computing the range-FFT
as presented in (4). From the range-profile (see Fig. 4), we can observe that the
person was first standing still for the first three seconds at a distance of 2.4 m
distance from the radar, and then the person started walking away from the
radar’s Tx and Rx antennas. The person walked for 6.5 s and covered a distance
of approximately 8 m. The last five seconds of the range-profile plot show that
the person stood still at a distance of 10.24 m.
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Fig. 4. The measured range profile of an 8m long walking activity performed by the
first participant.

3 Note that, our goal is to compare the total number of steps taken by a participant
in reality with the total number of steps recorded by the wrist-worn activity tracker
and the proposed radar-based step counter. Therefore, each participant does not
need to take the same number of steps.
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Fig. 5. The spectrogram of an 8 m long walking activity performed by the first par-
ticipant. Note that, the negative Doppler shift is due to the fact that participant was
walking away from the away from the co-located Tx and Rx antennas.

The range-profile is useful for determining how the distance of a walking per-
son changes over time. However, the number of steps cannot directly be counted
from the range profile. We use the spectrogram method to extract the micro-
Doppler signature of the walking activity from the range profile, as presented in
(5)—(7). The spectrogram of the walking activity is shown in Fig. 5, which gives
an impression of the micro-Doppler signatures associated with different limbs
in motion during the walking activity. The negative frequencies in the micro-
Doppler signatures are due to the fact that the person is walking away from the
Tx and Rx antennas of the radar.

The high energy component of the spectrogram (see Fig. 5) can be associ-
ated with the micro-Doppler signature of the repetitive movement of the torso.
Whereas, the low energy components are due to the movements of the feet, legs,
and arms. We threshold the spectrogram to remove these low energy components
and then compute the time-variant mean Doppler shift (see Fig. 6) by using (8).
The minima of the time-variant mean Doppler shift coincides with the steps of
the person. If the person is walking towards the Tx and Rx antennas of the radar,
the Doppler shift will be positive and each peak of the mean Doppler shift will
indicate a step of the person.

We apply the Matlab’s “findpeaks” algorithm to detect the peaks of the
time-variant mean Doppler shifts that correspond to the steps. By default, the
“findpeaks” peak detection algorithm will detect all peaks of the mean Doppler
shift. Therefore, to prune peaks that do not correspond to the true steps, we
set the four parameters of the “findpeaks” algorithm, i.e., minimum peak
height, minimum peak separation, minimum peak prominence, and minimum
peak height difference to 20, 0.005, 15, 0.001, respectively. We use the exhaus-
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Fig. 6. The time-variant mean Doppler shift of a person walking away from the co-
located Tx and Rx antennas.
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Fig. 7. The steps identified by the peak detection algorithm for the case that the person
walks towards the co-located Tx and Rx antennas. Each identified step is marked by
the symbol.

tive grid search approach to optimize the aforementioned parameters of the peak
detection algorithm. As shown in Fig. 7, the peak detection algorithm is able to
correctly identify steps in the time-variant mean Doppler shift. We iterate over
all recorded walking activity data files and accumulate the identified steps in
each file. The results of our approach are presented in Table 1.
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Table 1. A comparison of the step-count results of the garmin forerunner 935 activity
tracker and our FMCW radar-based approach.

Session Walking
distance

True step
count

Steps counted by
the garmin
forerunner 935

Steps counted using
the proposed
approach

Results of participant 1

1 8m 3000 2880 (96.00%) 2948 (98.27%)

2 12m 3000 2975 (99.17%) 2955 (98.51%)

Results of participant 2

1 12m 1003 939 (93.61%) 980 (97.71%)

For the first participant’s 8 m walking scenario, both the Garmin Forerunner
935 activity tracker and the FMCW radar were not able to count all steps. In
this case, our FMCW-radar-based approach registered a total of 2948 steps out
of the 3000 steps, which are 2.27% more compared to the Garmin 935 activity
tracker. For the 8 m walks, our FMCW-radar-based approach and the Garmin
935 activity tracker under-reported 1.73% and 4.0% steps, respectively.

For the first participant’s 12 m walking scenario, the step count accuracy of
the Garmin 935 activity tracker is 99.17%, whereas the accuracy of our FMCW-
radar-based system is 98.51%. We can observe a 3.17% improvement in the
accuracy of the Garmin 935 activity tracker for 12 m walks compared to 8 m
walks. Whereas, we do not notice a significant change in the performance of
our FMCW-radar-based step counter. The radar-based-system performs slightly
(0.24%) better for 12 m walks compared to 8 m walks. This is due to the reason
that a very slowly taken step does not result in a significant-peak of the time-
variant mean Doppler shift. Thus, it cannot be detected as a step by the peak
detection algorithm. Such extremely slow steps may occur either at the beginning
or at the end of a walk. As, there are fewer start and stop steps in the 12 m walks
compared to the 8 m walks, it is therefore plausible that the peak detection
algorithm made slightly fewer errors for 12 m walks.

Similarly, upon analysing the step counting results of the second partici-
pant, we notice that our radar-based step counter reported a total of 980 steps.
Whereas the Garmin 935 activity tracker reported a total of 935 steps. More-
over, we also observe that the step counting accuracy of the Garmin 935 activity
tracker significantly varies not only from scenario to scenario but also from per-
son to person. On the contrary, our radar-based step counter reports very similar
results for both participants. Note that, for both participants, we used the same
thresholds for the "findpeaks" algorithm as mentioned earlier in this section.

5 Limitations

Based on the preliminary results (see Table 1), we argue that the radar-based
step counter devised in this work can potentially be used for indoor settings step
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counting applications. However, there are some limitations. Currently, the pro-
posed system can only count the number of steps of a single person walking back
and forth in front of the co-located Tx and Rx antennas. To achieve orientation
independence, in future, we will use a distributive multiple-input multiple-output
(MIMO) radar system. During the experiments, the participants were asked to
walk at their routine-life normal walking speeds. In our future work, we will
analyse the influence of fast and slow walking speeds on the devised approach.

6 Conclusion and Future Work

In this paper, we proposed an RF-based system to passively count human steps.
Our system uses an FMCW radar for its capability to estimate the range and
Doppler information of a moving person. We used the spectrogram approach to
compute the time-variant mean Doppler shift and then applied a peak detec-
tion algorithm to detect and count the steps taken by a person. To evaluate our
approach, we used a 24 GHz FMCW radar to record the measurements while a
person was walking in front of the Tx and Rx antennas of the radar. We used
ground-truths to validate the results of our system. Besides, as a reference, we
also used an accelerometer-based wrist-worn physical step counter to compare
the performance of our system with one off-the-shelf step counters. The experi-
mental results show that the overall step counting accuracy of our system ranges
from 97.71%–98.51% if the walking activity is performed within a range of 12 m.
The comparative analysis of the results of our system and the wrist-worn activity
tracker (used in this work) demonstrates the reliability of our RF-sensing system.
Therefore, our system can potentially be used as an in-home passive step counter
and for indoor localization. In future, we will further analyze the Doppler shifts
to determine gait stability of walking persons. Besides, we will integrate the step
counter developed in this work with our previously developed human activity
recognition system, such that our indoor human activity recognition system can
implicitly count human steps.
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Abstract. Social media listening is used to support the need for infor-
mation throughout the crisis management life-cycle with emphasis on
the phases of response and recovery. The academic literature illustrates
that the adoption and implementation of social media listening in crisis
management happens through improvisation using trial and error. More-
over, previous studies argue that to integrate social media as a source of
information, implementation strategies need to look beyond the acquisi-
tion of sophisticated technologies. Additional resources, capabilities, and
the fundamental characteristics of the environment where social media
listening takes place play a role in the arrangement of social media listen-
ing practices. Therefore, by performing an analysis of existing knowledge
that address this phenomenon, we propose preliminary guiding princi-
ples that support the arrangement of practices of social media listening
as a vehicle to fulfill information needs. This study contributes to the
systematization of social media practices in crisis management.

Keywords: Social media · Social media listening · Crisis
management · Principles

1 Introduction

Social media is increasingly used as an informal source of information in crisis
management [42,48] and the integration to existing crisis management prac-
tices remains a challenge [17,47]. These practices are emerging in an improvised
manner [15], either from top-down initiatives, where managers believe in the
relevance of social media; or bottom-up approaches, where the scarcity of infor-
mation, mainly during the early onset of crises, creates an immediate need for
alternative and readily available sources of information [36,48]. Social media lis-
tening is therefore the arrangement of tasks performed by human and technical
entities that use social media as a source of information to meet information
requirements that help meeting objectives in crisis management. Social media
listening is also known as monitoring, surveillance or intelligence. However, this
article makes use of the term listening as it is closely related to the term prac-
titioners use.
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Social media is a widely researched topic with an extensive body of knowl-
edge that focuses on explaining and addressing existing challenges from a social,
organizational, technical, and sociotechnical angles [43]. Efforts in improving the
status quo are focused on prioritizing technology-based solutions as the means to
achieve objectives as opposed to considering the phenomenon from an inclusive
sociotechnical perspective [17,21]. However, such studies advocate for the need of
this perspective. In this regard, we integrate the fragmented literature to organize
knowledge regarding the emergence, adoption and improvement of practices in
crisis management. We argue that existing knowledge works as a starting point
for the formulation of principles that aim to guide the arrangement of social
media listening practices in crisis management. Social media listening is used
to support the need for information throughout the crisis management life-cycle
with emphasis on the phases of response and recovery. The academic literature
illustrates that the adoption and implementation of social media listening in cri-
sis management happens through improvisation using trial and error. Moreover,
previous studies argue that to integrate social media as a source of information,
implementation strategies need to look beyond the acquisition of sophisticated
technologies. Additional resources, capabilities, and the fundamental character-
istics of the environment where social media listening takes place play a role in
the arrangement of social media listening practices. Therefore, by performing an
analysis of existing knowledge that address this phenomenon, we propose pre-
liminary guiding principles that support the arrangement of practices of social
media listening as a vehicle to fulfill information needs. This study contributes
to the systematization of social media practices in crisis management.

We formulate guiding principles that stem from the identification of the core
features of social media listening practices. These principles are derived from
studies that look at views from stakeholders, namely users, implementers, deci-
sion makers, researchers, designers and developers [12]. These stakeholders influ-
ence the enactment of social media listening practices. Thus, we seek to answer
the following research question:

What are the principles that could guide the arrangement and improvement
of the practice of social media listening for crisis management?

Practices of social media listening keep on evolving while knowledge is cap-
tured as a static snapshot in time. By formulating guiding principles from the
literature, we aim to motivate the transcendence of knowledge in the dimensions
of temporality and space that change as practices are enacted [40].

The remainder of the paper is structured as follows: Sect. 2 provides con-
ceptual and theoretical underpinnings of the practice of social media listen-
ing. Section 3 describes the methodology used in this study; Sect. 4 formulates
and describes the guiding principles. Section 5 presents a general discussion and
future research avenues. Finally, Sect. 6 concludes.

2 Conceptual and Theoretical Underpinnings

In this section we discuss the concept of imbrication to theorize the practices of
social media listening in crisis management.
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Understood from a sociotechnical perspective, the social media listening prac-
tice could be defined as the recursive shaping of information [5,33] that results
from searching, extracting, classifying and analyzing publicly available data
shaped by the environment living in social media platforms to satisfy the require-
ments for information necessary to realize objectives during the management of
crises [16]. Thus, practice fulfills objectives by performing tasks from extraction
of data to reporting of information found in social media conversations.

In crisis management the importance of monitoring social media in crises is
unquestionable [42,49] but technological, environmental and organizational chal-
lenges are limitations that keep practitioners away from fully realize the poten-
tial of social media as a source of information [47]. Entities in social media listen-
ing are entangled without predefined boundaries [35] that focus on the fulfillment
of objectives throughout the crisis management life-cycle, namely: preparedness,
response, recovery, mitigation and prevention [8]. In meeting objectives, practices
are enacted through arrangements of physical, social and technical entities [2].
Therefore, discerning whether actions are performed by human abilities or mate-
rial automation is difficult. In addition, the context in which crisis occur is uncer-
tain, unfamiliar, complex, volatile, and rapidly changing [5,19]. In social media
listening, technical entities (i.e., software, artificial intelligence, social media plat-
forms) are not passive agents controlled by users, instead, they count with agency
and capabilities that contribute to shape realities [34]. Human intervention and
guidance are a necessary part of the process as the objectives in crisis manage-
ment deal protecting essential human needs such as security, food and shelter [30]
that are hardly understood by technical entities. Moreover, skepticism and lack
of trust towards new processes and technology capabilities still present in the
field [48] exacerbate the challenge to fully integrate social media into crisis man-
agement processes. Using social media data as a source of information is attractive
but involves the adoption or change in established sociotechnical routines such
as attributes of technology, training, context, and additional resources that crisis
management organizations have adopted without a systematic approach for over
a decade [42]. Therefore, an initial step towards systematization of social media
listening practices is the formulation of guiding principles.

For the purposes of our study, when proposing guiding principles, results
necessary to analytically separate entities that take place in practice [16,28]
even though we recognize that all practices are co-constituted by the social and
the material and that relations emerge dynamically in practice [2]. We do so by
relying on the metaphor of imbrication [24] where the interlocking of material
and social agencies forms an infrastructure that allows the fulfillment of tasks.
Imbrication suggests the social and the material form an integrated structure
while retaining their properties despite their mutual dependance for the assembly
and perpetuation of a practice [24,28].

Agency is understood as the capability of doing, the capacity of action [11].
Human agency is characterized by intentionality or the ability to form and real-
ize one’s goals [25]. Material agency refers to non-human entities’ capacity to
act without human intervention [25]. Technologies exercise their agency through
the things they do without human control [25]. The space between social and
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material agencies is where possibilities and limitations are constructed, nego-
tiated and decided on. It is in this trading zone where agencies converse and,
therefore, imbrications occur [26]. With imbrication, human and non-human enti-
ties are interdependent but maintain their distinct attributes when conforming
and performing practices [22,24].

Crisis management is a dynamic and cyclical process of imbrications that
interact, change and emerge during each crisis and pre-established protocols.
Pre-existing imbrications are the starting point for subsequent ones [24]; the
iterative process of the intertwining of agencies produces the attributes of prac-
tices of social media [18]. These attributes are not static, but evolve through
time, calling for an adaptation from established routines [27]. While imbrications
can be undone and remade [28]. As the structure of imbrications strengthens
through time, repetitive interlocking is more challenging to influence because
of the dependencies created with other imbrications [18]. Which can explain
the barriers and challenges in arranging social media in crisis management
organizations.

From this perspective, social media listening is recognized as a unit with a
continuous flow of action in constant state of development. Thus, our guiding
principles take place in that trading zone where attributes of practice are defined.
In crisis management, social media listening contributes to fulfill a need for infor-
mation throughout the crisis-lifecycle with focus on the response phase [43]. At
the same time, the information outputs from social media listening may con-
tribute to decision making [7]. The literature illustrates that social media listen-
ing is used mostly as a reactive mechanism to an urgent and instantaneous need
for information [10,36]. However, it has the potential to serve as a preemptive
avenue that complements crisis management operations [17].

3 Methodology

Our formulations are routed in a systematic literature review [32] that analyzed
multidisciplinary studies involving sociotechnical features of social media use
in crisis management. The process, summarized in Table 1, started with a scope
definition and a formulation of Boolean operators to search for relevant literature
in five academic databases. Then the process continued with a series of iterative
steps involving manual and automated processing of the literature to select the
final 109 out of 1,699 articles for analysis.

With the concept of imbrication in mind, and with the aim to help prac-
titioners in crisis management to take advantage of social media listening, we
formulate guiding principles that focus on flexibility, cyclical routines, and coor-
dination aspects that standout in the literature.

Inspired by Gregor, Chandra Kruse and Seidel [12] and Halabi, Sabiescu,
David, Vannini and Nemer [13], we turned their points of discussion into our
approach where descriptive knowledge [40] based on previous experiences with
social media in crisis management informs the arrangement and improvement
of current and future practices. Therefore, we analyzed our data and formu-
lated key principles following the aim, context or boundary condition, means
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Table 1. Summary of process for systematic literature review

Parameter Description

Boolean
search

(“social media” AND (listening OR analytics OR monitoring OR
“situational awareness” OR “situation aware*” OR intelligence OR
surveillance OR “sense making” OR sensemaking OR sensor*)) AND
(practice* OR process* OR operation* OR network OR ecosystem OR
component* OR system) AND (crisis OR crises OR emergency OR
emergencies OR disaster* OR pandemic)

Databases – ProQuest

– Web of Science

– Scopus

– AIS Library

– IEEE Xplore

Literature Peer-reviewed journals and conference proceedings.

Language English

Automated
steps

– Filtering irrelevant fields of study

– Fusing the literature

– Removing of duplicates

Manual
inclusion
criteria

– The article should talk directly about social media use as an
information source

– The article should involve stakeholders from the crisis management
field

– Articles describing recounts of practice, organizational configurations
or improvisational experiences

Manual
exclusion
criteria

– Articles proposing methods for information extraction without
validation with crisis management practitioners

– Absence of practice experience

Coding
approach

Inductive that brough pattern identification

of achievement, and justification structure proposed by Gregor, Chandra Kruse
and Seidel [12]. Finally, we outlined a plan for further validation and testing
routed on empirical data.

4 Guiding Principles for the Arrangement of Social
Media Listening

We abord our formulations from the perspective of implementers and enactors,
leveraging Gregor, Chandra Kruse and Seidel [12] terminology, concerned with
adopting and taking advantage of the full potential of insights from social media
data in crisis management. As mentioned before, we structured our principles
using the aim, context or boundary condition, means of achievement, and jus-
tification structure and the identification of actors illustrated on Table 2. We
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Table 2. Actors in social media listening practices for crisis management

Actors Instance

Implementer Decision makers, process, and technology solution designers

User Decision makers, population affected by a crisis, population that
receives services from the organization that enacts social media
listening

Enactor Those performing social media listening activities (i.e., analysists,
information officers, digital volunteers)

Theorizer The research team, existing research, and future interview objects

aim to understand and frame the benefits and challenges of practice adoption,
integration, implementation, and perception of social media listening practices
in different organizational, technical, and environmental contexts.

The context in which crisis management operates is characterized by unpre-
dictability and rapid decision making where enactors act with incomplete infor-
mation that becomes available as crisis events unfold [48]. We thus propose and
discuss the following principles to guide the arrangement of ractices.

Principle 1: Knowledge, Familiarity, and Craft. To perform social media lis-
tening practices and facilitate the information gathering, analysis and reporting
of findings to decision makers, access to knowledge and techniques that foster
expertise in social media analytics and crisis management operations should
be secured and encouraged. Because practice is strengthened by the increased
human and artificial ability to navigate social media platforms through text and
multimedia queries [4] and the understanding and experience in managing and
responding to crises [44,48].

Social media listening obtains a perceived snapshot of events by connecting
experiences illustrated through text and multimedia data enclosed in a social
media platform [4]. The extraction and analysis of that data is only possible by a
combination of objectives and information requitements [20], big data processing
technologies [19], and knowledge on how to manipulate technologies and recur-
ring crisis response [44]. The lack of knowledge, experience [1], and reluctance
to adopt or improve current information seeking and reporting practices [10]
makes social media driven insights a missed opportunity as crises become more
frequent.

Principle 2: Cyclicality. When crises are noticed, whether through social media
or other mechanisms, managed, and mitigated to allow systems to rapidly adapt
from non-crisis to crisis management and vice versa, implementers need to set
the conditions and priorities that guide the shift and continuity of response
operations throughout the duration of the crisis. Defined strategies and roles
in crisis and non-crisis periods are the starting point to allow for continuity of
the enablers operations as activities flow throughout the areas of preparedness,
response, recovery, and mitigation. Because objectives and focus changes when
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transitioning through the crisis management life-cycle. Priorities shift towards
saving lives, damage assessments, casualties, basic needs, response capacity, and
sentiment.

In social media, shift in crisis management is evidenced as a behavior change
where authorities shift from providing situational awareness to extracting situ-
ational awareness and content shifts to safety and response themes [37]. Estab-
lished protocols will seek to enhance capacity in trying to continuously under-
stand the situation. Operation centers are examples where cyclical operations are
exercised throughout the life-cycle of crisis management [41]. Response protocols
are studied and exercised during non-crisis periods. Dedicated social media and
digital information management roles are created to continuously monitor social
media for disruptions, assess reputational risk, or find opportunities to engage
with local communities in preparedness, prevention, and mitigation [29,38]. Cri-
sis management is in constant change as it learns through each cyclical enactment
and all crises are different in nature.

Principle 3: Spontaneous Coordination. For information requirements to be ful-
filled by enactors during early crisis response, systems should allow for flexi-
bility and rapid integration where improvisation and spontaneous coordination
is accepted within the parameters of meeting concrete objectives of crisis man-
agement and response. Because speed is the main objective in decision making
during the first 48 h of a crisis where numerous unknowns exist and pressure to
act is latent [48]. Empowering social media listening practices to act outside the
established protocols encourages agility.

Practice studies indicate that during the first 48 h of a crisis impact, decision-
making is performed on the spot and by-passing established protocols. Informa-
tion requirements are both dynamic and static [3,46], the dynamic information
requirements that result from unexpected developments demand speed in action
that leads to alternative means of response and organization that emerges from
spontaneous coordination either from a top-down or bottom-up initiative [9,10].

Principle 4: Collaboration and Relationships. To increase the enactors capacity,
man-power and technical resources, when crises emerge and evolve, decision mak-
ers and enactors should establish a network of contacts or known trusted organi-
zations that can be easily integrated/embedded in the organizational structure.
Because initial demands for information and workforce exhaustion, demands, and
criticality [45] affect the continuous flow of information during crisis response.
Rigid command and control structures of response agencies contribute to increase
the burthen on the workforce [48].

As crisis events unfold, stakeholders meet both online and offline. Collabo-
ration patterns are observed in social media platforms by sharing and resharing
information and guiding affected communities towards available services [23].
However, lack of awareness of social media presence of key stakeholders, influ-
encers, and other drivers of information results in delayed flows of information
and missed opportunities for online collaboration [9]. Moreover, demands for
information require the temporary increase of capacity that can be filled with
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additional resources such as digital volunteers [10], reserve staff [29] or alliances
(personal or formal) with organizations with similar objectives [48]. Much of
these relationships emerge from personal contacts and networks of professionals
made during non-crisis times and maintained through meetings and collabora-
tion [36,48]. Synergy between technical tasks and social-relational activities is
needed [14]. Cooperation and alignment with digital volunteers and other stake-
holders at the local, national, and international level ensures common under-
standing and operationality [10].

Principle 5: Inter-Organization Expansion and Contraction (Operations and Sys-
tems). Processes, systems, and organizations should be aligned beforehand to
technological, organizational, and structural attributes to facilitate the fulfill-
ment of information requirements throughout the crisis life-cycle [3]. This is
done by encouraging implementers and enablers to actively and transparently
establish relationships, share system and process specifications and protocols;
establish formal collaboration agreements; and conduct simulations during non-
crisis periods. Such measurements strengthen collaboration routines that grow
expand with each crisis event [6].

Technological, organizational and structural attributes defined as, outcomes,
principles, community, action, social fabric, infrastructure, services and gover-
nance, are some of the considerations that need to be defined and negotiated
before a crisis occurs and strengthened through time [3]. Moreover, considera-
tions such as collaborative work, geographic dispersion, backchannel conversa-
tions and trusted networks are some mechanisms that influence the orchestration
of operations under a collaboration scheme [6].

Principle 6: Preempting and Foresight. For decision makers and designers to
develop and implement a social media listening system for situational aware-
ness [37], two-way conversations [20] or early warning [14] to provide information
that impacts decision making in the management of crisis, ensure that human
and technical resources and infrastructure are considered, available, and in place
before crisis periods. Because of the nature of crisis management, during a crisis
immediate demands and objectives are prioritized leaving research, implemen-
tation, process improvement, training, and design solutions on stand-by until
crises are stabilized.

Most social media analytics tools are designed during non-crisis periods,
based on historical data from past crises [42]. In addition, studies indicate that
barriers of adoption of social media in crisis management are resources, availabil-
ity, knowledge and experience with both crises and technology [44,47]. Therefore,
during non-crisis times enactors could be introduced and acquire the necessary
knowledge about their systems and the social media environment that repre-
sents the community and context they work with [38]. This knowledge includes
on one hand, testing new technologies in collaboration with developers and the-
orizers [39]. On the other hand, leveraging drills and simulations of potential
crisis scenarios foments the capacity of reaction in a timely manner [31].
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Fig. 1. Mapping principles to the social media listening cycle

Principle 7: Alignment. For social media to be integrated into crisis manage-
ment tasks and systems at an organizational and operational level as an author-
itative source of information, implementers could enable fusion methodologies
and architectures that integrate various information sources with organization
wide systems and infrastructures. Because social media listening practices are
performed in isolation and are considered a non-authoritative data source that
complements traditional sources such as physical and remote sensors and context
or event specific warning systems [9].

Social media listening practices reach validation when integrated with current
and established operating systems organization wide [9]. Triangulation, verifica-
tion, and management of uncertainty allows information to be perceived from
different angles [10]. However, studies of social media practices show that a spe-
cific set of systems are used for specific functions in a determined context, dimin-
ishing the value of permanently integrating social media-based systems [17].

5 Discussion and Future Work

We identified principles for the arrangement of practices of social media lis-
tening in crisis management. In doing so, we conducted a systematic literature
review and identified seven principles. These principles are aimed as guidance
for mangers, decision makers, enablers, and system designers in strategizing the
enhancement of information gathering and analysis in crisis management orga-
nizations. We contribute to the existing crisis management knowledge by map-
ping these principles to the cycle of practices of social media listening for crisis
management [15]. For example, the principles aim for cyclicality and their appli-
cability varies depending on the social media listening cycle [15]. This cycle is
inclusive of the general crisis life-cycle phases of preparedness, response, recovery
and mitigation [8]. The practice shifts between steady-state or non-crisis, shift
in operations and back to a new normal after the crisis. Figure 1 presents the
cyclicality approach of the practice of social media listening and we relate the
principles proposed in this paper.

In addition, we have theorized practices of social media listening through the
imbrication lens to dynamically explain an ever-transforming practice through
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time and space. Entities maintained their agency while coming together to meet
crisis management objectives. The proposed principles aim to strengthen already
existing imbrications and invite the arrangement of new ones by encouraging the
performance of the social media listening practice with other sources of infor-
mation. Moreover, these principles aim at the sustainability of practices with
suggestions that influence social media listening and the parallel practices that
converge in decision making and future action. Our formulations explore trust
and flexibility as enablers of continuous imbrication where the degree of inter-
twining in social media listening could be dictated by the learned relationship
that morphs within the cyclical nature of crisis management.

Our suggested guiding principles emerged from the collective analysis and
pattern generalization of previous experiences in using social media as a source
of information. This is a first step towards generalizing and integrating a knowl-
edge base for the arrangement of practices that shows the maturity of processes
in crisis management. Considering these principles would save time and resources
for managers wanting to establish or review their social media listening capabil-
ities. Managers or analysists interested in social media listening can rely on past
experiences and know what to expect. Reducing the need for improvisation in
the arrangement of the practice.

The limitations of the principles rest in their conceptual in nature that calls
for empirical validation. In addition, the applicability of the principles to diverse
contexts of operation both geographical and organizational could be question-
able as research in social media for crisis management is mostly performed in
areas with high-connectivity and access to research resources [43]. Moreover, the
proposed principles are mostly focused on the preparedness, response and recov-
ery phases of crisis management. Given that the step from crisis management
to non-crisis has not been fully explored in the academic literature, we haven’t
formulated principles for that step which could be part of future analyses. We
emphasize the preliminary nature of our results because of the absence of a
verification, validation and decomposition steps that could enhance the useful-
ness of the principles for implementers and users alike. These limitations suggest
avenues for future research.

Finally, the prescriptive nature of the principles suggests that the arrange-
ment of practices could be designed, and prescriptive knowledge can emerge
from past experiences. Previous approaches to designing with a focus on prac-
tice include Bjørn and Østerlund [2], where practices are considered as a set of
boundings and design interventions influence and reconfigure existing and new
boundings follow practices proposed; and Leonardi and Rodriguez-Lluesma [28],
who leverage the concept of imbrication to maneuver design propositions where
social and material entities converge while preserving their agency and proper-
ties. Both approaches focus on introducing artifacts and fostering innovation.
Future work will contribute to the design knowledge from a cyclical and rapidly
changing practice perspective such as crisis management.
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6 Concluding Remarks

In this paper, seven guiding principles for the arrangement of social media lis-
tening practices were identified through a review of the academic literature and
grounded in the concept of imbrication [24]. Our formulations act as a road map
to advance constantly evolving practices and reduce the need to improvise under
crisis contexts where rapid decision making and action are essential for societal
security. In addition, we mapped the principles to the different stages of social
media listening practices to evidence the cyclicality of the practice and opportu-
nities for future studies. The conceptual nature of the proposed principles calls
for further validation and study using empirical data that could result in addi-
tional principles and illustrate the trading zones that occur while social media
practices navigate through the crisis management life cycle [8]. Methods such as
interviews with stakeholders could be used to gain insights into how practices
are arranged. Then, workshops with subject matter experts could validate the
combined guiding principles. In addition, simulations could serve as observa-
tion platforms for rapid analysis of interventions in practice. Moreover, further
analysis could include the performance of practices during extended crisis sce-
narios such as the current COVID-19 pandemic, that poses new challenges and
conditions to social media listening in crisis management.
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Abstract. Social media has become popular among users for social
interaction and news sources. Users spread misinformation in multiple
data formats. However, systematic studying of social media phenomena
has been challenging due to the lack of labelled data. This paper presents
a semi-automated annotation framework AMUSED for gathering mul-
tilingual multimodal annotated data from social networking sites. The
framework is designed to mitigate the workload in collecting and anno-
tating social media data by cohesively combining machines and humans
in the data collection process. AMUSED detects links to social media
posts from a given list of news articles and then downloads the data
from the respective social networking sites and labels them. The frame-
work gathers the annotated data from multiple platforms like Twitter,
YouTube, and Reddit. For the use case, we have implemented the frame-
work for collecting COVID-19 misinformation data from different social
media sites and have categorised 8,077 fact-checked articles into four
different classes of misinformation.

Keywords: Data annotation · Social media · Misinformation · News
articles · Fact-checking · COVID-19

1 Introduction

With the increasing popularity of social media platforms, there has been an
increase in the number of social media users, thus making social media an integral
part of our lives. They play an essential role in making communication easier and
more accessible. Over the past few years, the horizon of social media platforms
have expanded from being just an entertainment source to now becoming a
means of important information sharing. Organisations and individuals use social
media to browse and share critical information. This has become especially true
during the COVID-19 pandemic; since social media platforms receive tremendous
attention from users [24,39]. Several statistical or computational studies have
been conducted using social media data for analysing public discourse [5]. Braun
and Tarleton [5] conducted a study to analyse public discourse on social media
sites and news organisations. Data gathering and its annotation are challenging
and financially expensive [19].
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Social media data analytic research poses challenges in data collection, data
sampling, data annotation, quality of data, and bias in data [17]. Researchers
annotate social media data to research hate speech, misinformation, online men-
tal health, etc. Data annotation is the process of assigning a category to data.
For a machine learning model, labelled data sets are required to understand
input patterns [30]. To build a supervised or semi-supervised model on social
media data, researchers face two primary challenges, timely data collection and
data annotation [37]. Timely data collection is essential because some platforms
either restrict data access or the post itself is deleted by Social Networking Sites
(SNSs) or by the user [38]. Another problem stands with data annotation; it
is conducted either in an in-house fashion (within a lab or an organisation) or
by using a crowdsourcing tool (like Amazon Mechanical Turk (AMT)) [4]. Both
approaches require a fair amount of effort to write annotation guidelines along.
There is also a chance of wrongly labelled data leading to bias [10].

We propose a semi-automatic framework for data annotation from SNSs to
solve timely data collection and annotation. AMUSED gathers labelled data
from different social media platforms in multiple formats (text, image, video). It
can get annotated data on social issues like misinformation, hate speech or other
critical social scenarios. In addition to that, the framework AMUSED resolves
bias in the data (wrong label assigned by annotator). Our contribution is to
provide a semi-automatic approach for collecting labelled data from different
social media sites in multiple languages and data formats. Our framework can
be applied in many application domains for which it typically is hard to gather
data, for instance, misinformation, mob lynching, etc.

This paper is structured as follows; in Sect. 2 we discuss the background of
our work. We then present the work method of AMUSED in Sect. 3, in Sect. 4
we give details on the implementation of AMUSED based on a case study and
emphasise the obtained results in Sect. 5. We discuss our observations in Sect. 6
and draw a conclusion in Sect. 7.

2 Background

The following section describes the background on data annotation, types of
data on social media, and the problems of current annotation techniques.

2.1 Data Annotation

the current research on social media data are typically restricted to a few SNSs
and a few languages. Moreover, obtained results are published with limited
amounts of data. There are multiple reasons for these limitations; one of the
key reasons is the shortage of annotated data for the research [2,28,42]. Chap-
man et al. highlight the problem of getting labelled data for Natural Language
Processing (NLP) related tasks [8]. A study is conducted on data quality and
the role of annotators in the performance of machine learning models. With poor
data, it is hard to build a generalisable classifier [15].
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Researchers are dependent on in-house or crowd-based data annotation. The
current annotation technique is dependent on the background expertise of the
annotators. Recently, Alam et al. used a crowd-based annotation technique and
asked people to volunteer for data annotation, but there is no significant success
in getting a large number of labelled data [3]. Finding past data on an incident
like mob lynching is challenging because of data restrictions by SNSs. It requires
looking at many posts and news articles, leading to much manual work. In addi-
tion, billions of SNSs are sampled from a few thousand posts for data annotation
by different sampling methods, leading to sampling bias.

Hiring an annotator with background expertise in a domain with in-house
data annotation is challenging. Another issue is the development of a code-
book with a proper explanation [13]. The entire process is financially expen-
sive, and time-consuming [12]. The problem with crowd-based annotation tools
like AMT is that the low cost may result in the wrong labelling of data. Many
annotators may bypass, perform the job improperly, use robots, or answer ran-
domly [14,29]. For crowd-based, maintaining annotation quality is complicated.
Moreover, maintaining a good agreement between multiple annotators is tedious.
Also, writing a good codebook requires domain knowledge and consultation from
experts.

Since the emergence of social media as a news resource [7], people use this
resource very differently. They may share news, state a personal opinion or
commit a social crime in the form of hate speech or cyberbullying [23]. The
COVID-19 pandemic arguably has led to a surge in the spread of misinforma-
tion [34]. Nowadays, journalists cover common issues like misinformation, mob
lynching, and hate speech; they also link social media posts in news articles [11].
Social media platforms restrict users when fetching data; for example, a user
deletes tweets on Twitter or videos on YouTube. Without on-time crawling, a
sufficient amount of data is lost. Second, if the volume of data is high, data
sampling based on several criteria like keyword, date, location etc., is needed.
The sampling degrades data quality by excluding a significant amount of data.
For example, if we sample data using hateful keywords for hate speech, we might
lose many hate speech tweets that do not contain hateful words. On the other
hand, SNSs are available in multiple languages, but much research is limited to
English. Data annotation for under-resourced languages is difficult due to the
lack of experienced annotators.

Social media posts mentioned in the news articles can be used to solve the
mentioned data collection problem and their annotation. Labelling social media
is then done based on the news article’s contents. To get a reliable label, the
credibility of the news source must be considered [22]. For example, a professional
news website registered with the International Fact-Checking Network should,
generally, be rather creditable1. A similar approach is proposed in some of the
latest studies on fake news [20,21,25,26,36].

1 https://www.poynter.org/ifcn-covid-19-misinformation/.

https://www.poynter.org/ifcn-covid-19-misinformation/
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2.2 Data on Social Networking Sites

Every day, billions of posts containing images, text, and videos are shared on
social media sites such as Facebook, Twitter, YouTube, and Instagram [1]. Social
Media sites allow users to create and view posts in multiple formats. Data are
available in different formats, and each SNS apply restriction on data crawling.
For instance, Facebook allows crawling data only related to public posts and
groups.

Giglietto et al. discuss the requirement of multimodal data for the study of
social phenomenon [16]. Almost every SNS allows users to create or respond to
the social media post in text. But each SNS has a different restriction on the
length of the text. The content and the writing style change due to different
restriction imposed by different SNS. Images are also common across different
social media platforms. However, most of the platforms have restrictions on the
size of the image. Some platforms like YouTube are primarily focused on video,
whereas some are multimodal like Twitter. Furthermore, there are restrictions
in terms of the allowed duration for videos. This influences the characteristics of
usage.

3 Method

In the due process of gathering the annotated data, AMUSED consists of 9 steps.
Notice that, although AMUSED is used to collect data for COVID-19 misinfor-
mation, it proposes very generic steps, which make it applicable to build any
other domain, hate speech, mob lynching etc. Figure 1 shows the steps involved
in the AMUSED methodology, and they are discussed below:

Step 1: Domain Identification. The first step is the identification of the
domain in which we want to gather the data. A domain could focus on a par-
ticular public discourse. For example, a domain could be fake news in the US
election, or hate speech. Domain selection helps to find the relevant data sources.
Step 2: Data Source. Data sources comprise news websites that mention a
particular topic. For example, many news websites have a separate section that
discusses any upcoming/ongoing/past election related topics or other ongoing
issues.
Step 3: Web scraping. AMUSED then crawls all news articles from news
websites using a Python-based crawler. We fetch details such as the published
date, author, location, and news content (see Table 1).
Step 4: Language Identification. After getting the details from the news
articles, we identify their language. We use ISO 639-12 for naming the language.
We can further filter articles and apply a language-specific model for finding
insights based on the language.
Step 5: Social Media Link. From the crawled data, we fetch the anchor tag
<a> mentioned in the news content. We then filter the hyperlinks to identify
social media platforms and fetch unique identifiers to the posts.
2 https://en.Wikipedia.org/wiki/List of ISO 6391 codes.

https://en.Wikipedia.org/wiki/List_of_ISO_6391_codes
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Fig. 1. AMUSED: an annotation framework for multimodal social media data

Table 1. Description of attributes and their examples

Element Definition

News ID Unique identifying ID of each news articles. We use an acronym for
news source and the number to identify a news articles

Example: PY9

Newssource URL Unique identifier pointing to the news articles

Example: https://factcheck.afp.com/video-actually-shows-anti-
government-protest-belarus

News Title The title of the news article

Example: A video shows a rally against coronavirus restrictions in
the British capital of London

Published date Date when an article published in online media

Example: 01 September 2020

News Class Each news articles published the fact check article with a class like
false, true, misleading. We store it in the class column

Example: False

Published-By The name of the news websites

Example: AFP, TheQuint

Country Country where the news article is published

Example: Australia

Language Language used for news article

Example: English

Step 6: Social Media Data Crawling. We now fetch the data from the
respective social media platform. For this purpose, we built a crawler for each
social media platform because each platform has different crawling criteria and

https://factcheck.afp.com/video-actually-shows-anti-government-protest-belarus
https://factcheck.afp.com/video-actually-shows-anti-government-protest-belarus
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parameters. We use the unique identifiers obtained from the previous step. For
Twitter we used a Python crawler using Tweepy3, which crawls all details about a
Tweet. We collect text, time, likes, retweets, and user details such as name, loca-
tion, and follower count [31]. Similarly, we build our crawler for other platforms.
Due to the data restriction from Facebook and Instagram, we use Crowdtangle
to fetch data from Facebook and Instagram, but it only gives numerical data
like likes and followers [40].
Step 7: Data Labelling. We assign labels to the social media data based
on the label assigned to the news articles by journalists. Often news articles
categorise a social media post, for example, a social media post like hate speech
or misinformation. We assign the label to social media posts as a class mentioned
in the news article as a class described by the journalist. For example, suppose a
news article a containing social media post s has been published by a journalist
j, and journalist j has described the social media post s to be misinformation.
In that case, We label the social media post s as misinformation. It will ease the
workload by getting the number of social media posts checked by a journalist.
Step 8: Human Verification. To check the correctness, a human verifies the
assigned label to the social media post. A human verifies the label of the collected
data. If the label is wrongly assigned, then data is removed from the corpus. This
step assures that the collected social media post contains the relevant post and
correctly given label.
Step 9: Data Enrichment. We finally merge the social media data with the
details from the news articles. It helps to accumulate extra information, which
might allow for further analysis.

4 Implementation: A Case Study on Misinformation

While our framework allows for general application, understanding its merits is
best possible by applying it to a specific domain. AMUSED can be helpful for
several domains, but news companies are quite active in the domain of misinfor-
mation, especially during a crisis. Misinformation, often yet imprecisely referred
to as a piece of information that is shared unintentionally or by mistake, with-
out knowing the truthfulness of the content [32]. There is an increasing amount
of misinformation in the media, social media, and other web sources; this has
become a topic of much research attention [44]. Currently, more than 100 fact-
checking websites are working to tackle the problem of misinformation [9].

People have spread vast amounts of misinformation during the COVID-19
pandemic and elections and disasters [18]. Due to the lack of labelled data, it is
challenging to analyse the misinformation properly. As a case study, we apply
the AMUSED for data annotation for COVID-19 misinformation, following the
steps illustrated in the prior section.

Step 1: Domain Identification. Out of several possible application domains,
we consider the spread of misinformation in the context of COVID-19. Misinfor-
mation likely worsens the negative effects of the pandemic [34]. The director of
3 https://www.tweepy.org/.

https://www.tweepy.org/
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the World Health Organization (WHO) considers that we are not only fighting
a pandemic but also an infodemic [41,43]. One of the fundamental problems is
the lack of sufficient corpus related to pandemic [32].
Step 2: Data Sources. For data source, we analysed multiple fact-checking
websites and decided to use Poynter and Snopes. We choose Poynter because
it has a central data hub that collects data from more than 98 fact-checking
websites. While Snopes is not integrated with Poynter but has more than 300
fact-checked articles on COVID-19.
Step 3: Web Scraping. In this step, we fetched all the news articles from
Poynter and Snopes. We used a python-based crawler for content scrapping and
stored them in a database.
Step 4: Language Detection. We collected data in multiple languages like
English, German, and Hindi. To identify the language of the news article, we
used langdetect4, a Python-based library to detect the language of the news
articles. We used the textual content of news articles to detect their language.
Step 5: Social Media Link. In the next step, while performing HTML crawl-
ing, we filtered the URLs from the parsed tree of the DOM (Document Object
Model). We analysed the URL pattern from different SNSs and applied keyword-
based filtering from all hyperlinks in the DOM. For instance, Twitter follows a
URL pattern https://twitter.com/user name/status/tweetid for each tweet. So,
in the collection of hyperlinks, we searched for the keyword “twitter.com” and
“status”. This assures that we have collected the hyperlink referring to the tweet
as shown in Fig. 2.

Similarly, we followed the approach for other social media platforms, Face-
book and Instagram, in our case. In the next step, we used the regex code to
filter the unique ID for each social media post.
Step 6: Social Media Data Crawling. Using the unique identifier of each
social media post, we build a Python-based program for crawling data from
respective social media platforms. The summary is given in Table 2.

Table 2. Summary of data collected using AMUSED framework

Platform Posts Unique Text Image Text+Image Video

Facebook 5,799 3,200 1167 567 1,006 460

Instagram 385 197 - 106 41 52

Pinterest 5 3 - 3 0 0

Reddit 67 33 16 10 7 0

TikTok 43 18 - - - 18

Twitter 3,142 1,758 1300 116 143 199

Wikipedia 393 176 106 34 20 16

YouTube 2,087 916 - - - 916

4 https://pypi.org/project/langdetect/.

https://twitter.com/user_name/status/tweetid
https://pypi.org/project/langdetect/
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Fig. 2. An Illustration of data collection from social media platform (Twitter) from a
news article [32]

Step 7: Data Labelling. For data labelling, we used the label assigned in the
news articles, then we mapped the social media post with their respective news
article and assigned the label to the social media post. For example, a Tweet
extracted from a news article is mapped to the class of the news article as shown
in Fig. 3.

Fig. 3. An Illustration for annotation of social media posting using the label mentioned
in the news article.

Step 8: Human Verification. We manually checked each social media post
to assess the correctness of the process. We provided the annotators with all
necessary information about the class mapping and asked them to verify it.
For example, as illustrated in Fig. 3, a human reads the news article using the
newssource URL and verifies the label assigned to the tweet. For COVID-19
misinformation, we checked the annotation by randomly choosing 100 social
media posts from each social media platform and verifying the label assigned to
the social media post and the label mentioned in the news articles. We measured
the inter-coder reliability using Cohen’s kappa and got a value of 0.86, which



AMUSED: A Data Annotation Framework 295

Table 3. Summary of COVID-19 misinformation posts collected.

SM platform False Partially false Other True

Facebook 2,776 325 94 6

Instagram 166 28 2 1

Reddit 21 9 2 1

Twitter 1,318 234 50 13

Wikipedia 154 18 3 1

YouTube 739 164 13 0

is a good agreement. We further normalised the data label into false, partially
false, true and others using the class definitions mentioned in [32,33].
Step 9: Data Enrichment. We then enriched the data by providing extra
information about the social media post. The first step is merging the social
media post with the respective news article, and it includes additional informa-
tion like textual content, news source, and author. The detailed analysis of the
collected data is discussed in the result section.

5 Results

For the use case of COVID-19 Misinformation, we identified Poynter and Snopes
as the data source, and we collected data from different social media platforms.
Overall, we collected 8,077 fact-checked news articles from 105 countries in 40
languages. Around 51% of news articles linked their content to social media
websites. We then cleaned the hyperlinks collected using the AMUSED frame-
work and filtered the social media posts by removing duplicates using unique
identifiers.

Table 3 presents the class distribution of these posts from different SNSs;
most of the social media posts are from Facebook and Twitter, followed by
YouTube, Wikipedia and Instagram. There are very few posts from Pinterest (3),
WhatsApp (23), Tiktok (25), or Reddit (43). Misinformation also follows the
COVID-19 situation in many countries because the number of social media posts
also decreased after June 2020. The possible reason could be that the spread of
misinformation is reduced or that fact-checking websites are not focusing on this
issue as much as they did during the early stages.

6 Discussion

Our study highlighted the process of fetching labelled social media posts from
fact-checked news articles. Usually, fact-checking websites links social media
posts from multiple social media platforms. We tried to gather data from various
social media platforms, but we found the maximum number of links belonged to
Facebook, Twitter, and YouTube. There are a few unique posts from Reddit (21),
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and TikTok (9), which show that fact-checker mainly focuses on analysing con-
tent from Facebook, Twitter, and YouTube. This situation proposes the need for
further studies on Twitter, YouTube, and Facebook and proposes requirements
for fact-checking on WhatsApp and TikTok.

Surprisingly there are only three unique posts from Pinterest, and there are
no data available from Gab, ShareChat, and Snapchat. However, Gab is well
known for harmful content, and people in their regional languages use ShareChat.
Many people use Wikipedia as a reliable source of information, but there are
393 links from Wikipedia. Hence, the overall fact-checking websites are limited
to trending social media platforms like Twitter or Facebook. In contrast, social
media platforms like Gab and TikTok are infamous for malformation, or mis-
information [6]. WhatsApp is an instant messaging app used among friends or
groups of people. So, we only found some hyperlink which links to the public
WhatsApp group, which is in contrast to the findings by Kazemi et al. that
misinformation is widely shared on WhatsApp [20]. To increase the visibility of
fact-checked articles, a journalist can also use schema.org vocabulary along with
the Microdata, RDFa, or JSON-LD formats to add details about Misinformation
to the news articles [35].

AMUSED requires some effort but still is beneficial compared to random
data annotation because we need to annotate thousands of social media posts.
Another aspect is the diversity of social media posts on different social media
platforms. News articles often mention Facebook, Twitter, and YouTube, yet
there were no mentions of Instagram, Pinterest, Gab, and Tiktok. This calls
for a need to speculate the reasons behind it, as the more the platforms are
available for research, the better the study of the propagation of misinformation
turns out to be. Such a cross-platform study would be particularly insightful
with contemporary topics such as misinformation on COVID-19 and would turn
into better classification models [27,30].

We also analysed the multimodality of data on social media platforms; the
number of social media posts is shown in Table 2. We further classify the mis-
information into four different categories, as discussed in step 8. In terms of
multimodality, there is more misinformation as text than video or image on
each platform except YouTube. Thus, in Table 3 we present the textual misin-
formation into four different categories. Apart from text, the misinformation is
also shared as image, video or embedding format like image-text.

While applying the AMUSED framework to the misinformation on COVID-
19 data, we found that misinformation spreads across multiple source platforms,
mainly circulated on Facebook, Twitter, and YouTube. Our finding suggests
concentrating mitigation efforts on these platforms.

7 Conclusion and Future Work

This paper presented a semi-automatic framework for social media data annota-
tion. The framework can be applied to several domains, such as misinformation,
mob lynching, or online abuse. We also used a Python-based crawler for different

https://schema.org/
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social media websites as part of the framework. As a case study, we implemented
the proposed framework for collecting misinformation posts related to COVID-
19. After data labelling, the labels were cross-checked by a human, ensuring a
two-step verification of data annotation. We also enriched the social media posts
by mapping them to news articles to gather more information about them. The
advantage of the data enrichment process was that it provides additional infor-
mation for the social media post. The framework can be used to gather annotated
data for other domains from multiple social media sites for further analysis.

Having put forward the multiple advantages of the proposed framework, we
now shed light on some limitations of the framework. First and foremost is that
we presently do not address the multiple (possibly contradicting) labels assigned
by different fact-checkers over the same claim. Another limitation is that the
data providers do not follow the structure of the web page; in this case, they
may assign some wrong labels to crawled data. As a result, for future work, we
propose extending the framework for evaluating annotated data on multiple vast
ranges of topics, such as hate speech and mob lynching.

Lastly, we conclude by bringing to attention that the proposed framework,
AMUSED, will decrease the labour cost for the data annotation process and save
invaluable time in the process. Moreover, a major by-product of the proposed
framework is that the annotation quality of the data increases manifold due
to the fact that the data is crawled from news articles published by an expert
journalist.
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Abstract. Accurate forecasts of the electric power generation by solar
Photovoltaic (PV) systems are essential to support their vast increasing
integration. This study evaluates the interdependence of 14 predictor
variables and their importance to machine learning models that forecast
the day-ahead PV power production. To this purpose, we use two fea-
ture selection models to rank the predictor variables and accordingly,
examine the performance change of two forecast models when a grow-
ing number of variables is considered. The study is performed using 3
years of data for Utrecht, the Netherlands. The results show the most
important variables for PV power forecasting and identifies how many
top variables should be considered to achieve an optimal forecast per-
formance accuracy. Additionally, the best forecast model performance is
found when only a few predictor variables are considered, including a
created variable that estimates the PV power output based on technical
system characteristics and physical relations.

Keywords: Photovoltaics · Solar power forecasting · Predictor
variables · Machine learning · Weather forecasts

1 Introduction

In recent years, we have experienced a rapid growth of the installed capacity of
solar Photovoltaic (PV) systems. Moreover, this growth is foreseen to last during
this decade, which will lead to an expected increase from an installed solar PV
capacity of 760 GWp in 2020 [8] to 1, 800 GWp in 2025 [11]. Due to the variable
nature of power generation from PV systems, forecast models are deemed essen-
tial for effective integration in the electricity system, and subsequently, facilitate
a high PV penetration level [13].

Artificial intelligence and particularly Machine Learning (ML) have already
proven its value to solar forecasting in several studies [3,15,17]. Especially those
studies that have utilized ML models to post-process numerical weather pre-
dictions (NWPs) have found acceptable forecast results, where the obtained
accuracy results from the high local climate dependency.
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However, the importance and contribution of the various predictor variables,
which usually include meteorological variables, to forecast the PV power output
are rarely studied. Instead, most studies select few predictor variables, lacking
any substantial argumentation concerning their in- or excludance. Besides, the
focus of literature related to PV power forecasting has been on the models,
and particularly the model performance. An exemption to this concerns a study
that assessed the importance of several predictor variables for estimating the
PV power output [2]. In this study the interdependence of nine meteorological
variables was studied as well as their individual contribution to the ML models
that estimate the power output of PV systems in two different climate regions.
Similar work related to establishing the importance of predictor variables for
forecasting is unknown to the authors.

In this paper we set a first step in describing the importance and contri-
bution of different predictor variables for day-ahead solar power forecasting.
Subsequently, we provide insight into the most important predictor variables.
We firstly assess the dependency of the PV power output per predictor variable
and examine the interdependence among the predictor variables. Thereafter, we
quantify the contribution of the various predictor variables on the model forecast
performance.

This paper is organized as follows. The following Sect. 2 presents the methods.
The data collection and assessment of the variable interdependence are discussed
in Sects. 3. Next, Sect. 4 presents the results. Conclusions and recommendations
are given in Sect. 5.

2 Methods

2.1 Feature Selection Method

In the present study Recursive Feature Elimination (RFE) is used to select and
rank the most important predictor variables for PV power forecasting. RFE is
a wrapper-based feature selection method that deploys a regression or machine
learning model in its core to rank the most important variables. This is accom-
plished by an iterative process, where the model is fitted to the variables in the
training data set after which the least contributing variables are removed. The
number of iterations needed depends on the step size (i.e. the number of vari-
ables that are removed in one iteration), the desired number of variables and the
number of variables present in the data set. Since we aim to rank the variables,
we continue this process until we have found the most important variable with a
step size of one [6,16]. Furthermore, in this study two different models are used
to define the variable ranking, namely a Multivariate Linear Regression (MLR)
and Random Forest regression (RF) model. Moreover, in MLR the importance
of a variable is per iteration set to be equal to the (regression) coefficient. Since
RF is an ensemble regression model [4], the variable importance is based on
the Mean Decrease Impurity (MDI). In short, the MDI is established by con-
sidering the relative contribution of all the splits for which a specific variable is
responsible with respect to the overall model accuracy [6,16].
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2.2 Forecast Models

Three different models that forecast the PV power output are considered in this
study. For simplicity reasons, the two models selected for feature selection (MLR
and RF), are also considered for forecasting. Training data is used to set the
parameters and in case of RF also to find the optimal hyper-parameters through
k-fold cross-validation [4,15]. In addition, in this study we include the Hay-
Davies transposition model as a benchmark [7,12]. Moreover, this transposition
model directly estimates the PV power output based on the technical properties
of the PV system as well as a number of weather variables. These variables
include the Global Horizontal Irradiance (GHI), the Direct Normal Irradiance
(DNI), Diffuse Horizontal Irradiance (DHI), Ambient Temperature (AT), Wind
Speed (WS) and Surface Pressure (SP). Since predictions of these variables can
be obtained (see Sect. 3.1), it presents an alternative forecast approach.

Furthermore, the performance of the forecast models is examined by the
Mean Absolute Error (MAE). To quantify these results independently of the
PV system size, the MAE is expressed in percentages considering the installed
capacity of the system.

3 Data Description and Analysis

3.1 Data Collection

Power measurements of a rooftop PV system present the target variable and are
collected from January 2014 until December 2016. The PV system is located in
Utrecht, the Netherlands, with an approximate (GDPR compliant) latitude and
longitude of 52.1◦ and 5.1◦. Moreover, the PV system has an installed capacity
of 2295 Wp. The system is oriented due south (180◦) with a tilt angle of 38◦. By
means of averaging one-minute power measurements, hourly production values
are obtained [15].

Furthermore, part of the predictor variables concern historical weather pre-
dictions. These are collected for the same period. The weather predictions are
generated by the High Resolution Forecast Configuration (HRES) of the Inte-
grated Forecast System (IFS) developed by the European Centre for Medium-
Range Weather Forecasts (ECMWF) [5]. These variables include: Ambient and
Dewpoint Temperature (AT and DT); Global Horizontal Irradiance (GHI); Sur-
face Pressure (SP); Total, Low, Mid and High cloud cover (TCC, LCC, MCC
and HCC); and the zonal and meridonal wind vector components. The latter
two variables are merely retrieved to estimate the Wind Speed (WS). These
variables are collected as it is well-known that they affect the power production
of a solar PV system either directly or indirectly [7,10,12]. To comply with the
requirements and generate day-ahead PV power forecasts, the retrieved weather
predictions are characterized by a 12 h lead time, a 36 h time horizon, an hourly
temporal resolution and a daily update rate.

Besides, a number of additional predictor variables are either retrieved or
created. Firstly, the estimated GHI under clear sky conditions according to the
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Ineichen-Perez model, i.e. Clear Sky Irradiance (CSI) [9]. Secondly, the DIRINT
model is used to decompose the predicted GHI into its two components, DNI
and DHI [10,12]. Lastly, since we can estimate the PV power output by means
of a transposition model (see Sect. 2.2), we include the expected or transposed
PV (T-PVP) power output as an additional predictor variable.

Furthermore, since power is only generated during daytime, nighttime values
are discarded from the data set. Besides, in case of any missing values in the data
set, the respective timestamp is removed from the data set. Next, the data set
is split into a train and test set, whereas the former comprises two years of data
(2014–2015) and the latter one (2016). In addition, all variables in the training
set have been normalized to obtain only values between 0 and 1. Finally, the test
set has been normalized using the data characteristics of the train set.

3.2 Data Analysis

To provide insights into the predictor and target variables, in this section first
Pearson correlation is applied to define the cross-correlation amongst the predic-
tor and target variables. The resulting correlation coefficient between a pair of
variables is a measure of their linear dependence. The correlation is calculated
over the combined train and test period.

The dependency of the target variable (PV power, PVP) on the predictor
variables are illustrated by the most left row in Fig. 1a. The strongest positive
correlations for the PV power production is found for T-PVP and GHI, where
correlations values of 0.85 and 0.82 are obtained respectively. This shows the
dependency of PV power production on the predicted GHI and T-PVP, indicat-
ing that a higher predicted value results in an increasing PV power production.
Next, a strong positive correlation for PVP is found with CSI (0.68), DNI (0.63)
and DHI (0.60). On the other hand, the strongest negative correlations for PV
are found for TCC (−0.27), MCC (−0.23), LCC (−0.23) and HCC (−0.17). This
negative relation is simply explained as a higher cloud cover rate will decrease
the solar irradiance and therefore result in a lower PV power output. Neverthe-
less, the reason for the limited extend of the negative correlation can be found in
the little effect of the cloud cover rate on the PVP during early and late hours,
where the PV power production is also low under a clear sky.

Besides, Fig. 1a presents the interdependence amongst the predictor vari-
ables. From the figure a strong positive correlation between GHI and T-PVP
can be observed (0.94). This values shows the high dependency of T-PVP on
GHI, as explained in Sect. 2.2. Strong positive correlations are also found among
the predicted DT and AT (0.88), and the predicted GHI and CSI (0.81). In this
study, the strongest yet relative limited negative correlations are found for LCC,
MCC and TCC with DNI (−0.45,−0.40,−0.48). Similarly, a negative correlation
is found between T and SP (−0.42).

In this study, a Principal Component Analysis (PCA) is used to further
assess the interdependence amongst the predictor variables. In a PCA, the input
variables are decomposed and transformed into a new feature subspace. These
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(a) (b)

Fig. 1. Interdependence of the predictor and target variables, presented by the (a)
cross correlation (best viewed in color) and (b) biplot of the first and second principal
components. (Color figure online)

constructed features, i.e. Principal Components (PCs), are uncorrelated to each
other, while holding information from all input variables [1,14].

Figure 1b depicts a biplot representation of the predictor variables. Moreover,
the figure marks the contribution of each predictor variables to the first two
principal components, which are orthogonal to each other. Figure 1b confirms
the correlation values obtained and depicted in Fig. 1a. Moreover, it presents a
high positive correlation between HCC and TCC, which have a high contribution
to the first PC. Similarly, a high positive correlation is found between GHI and
T-PVP, as well as DHI and CSI, which all have a high contribution to the second
PC. In addition, Fig. 1b shows a negative correlation between SP and WS, which
have a small contribution to the first two PCs. A negative correlation is also
found for DNI with LCC, MCC and TCC.

4 Results and Discussions

4.1 Predictor Variable Importance

An overview of the most important variables for day-ahead PV power forecast-
ing is given in Table 1. Both recursive selection algorithms, MLR and RF, have
indicated the T-PVP variable as the top predictor variable. In contrast to the
others, this variable was constructed based on knowledge on the operation of
this PV system. Moreover, the variables describes the expected output of a PV
system by its physical dependency on the GHI, DNI, DHI, WS, AT and SP, while
also considering the systems’ characteristics, e.g. tilt angle and orientation. Con-
sequently, this shows the added value of develop and include predictor variables
based on expert knowledge. Furthermore, from Table 1 it is striking that the 4
CC variables are marked of limited importance in both selection algorithms. This
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is due to the relative low negative correlation found between the CC variables
and PV power output (see Sect. 3.2). Besides, the information presented by the
CC variables is partly captured by the GHI, after all an increased cloud cover
rate will reduce the GHI.

On the other hand, notable differences in the importance of the AT, DT,
GHI, DNI and R variables can be observed from Table 1. These differences are
explained by the model type, i.e. the MLR model relies on a linear relation
between the predictor and target variables, while RF is a nonlinear model. A
good example of this concerns GHI, which is due to its high positive correlation
with T-PVP and the linear nature of the MLR model, has a limited importance
as scored by the MLR model.

Table 1. Top predictor variables per selection method, where rank 1 presents the most
important variable.

Rank 1 2 3 4 5 6 7

MLR selection T-PVP AT DT CSI GHI SP DNI

RF selection T-PVP GHI SP CSI AT TCC R

Rank 8 9 10 11 12 13 14

MLR selection TCC DHI WS R MCC LCC HCC

RF selection WS DHI DT LCC MCC DNI HCC

4.2 Forecast Performance

Figure 2 presents the forecast performance in terms of the MAE for a varying
number of included variables. Moreover, the variables in Fig. 2a are based on the
MLR selection model, whereas the variables in Fig. 2b come from the RF model.
In general, both figures show a trend of an improving forecast, i.e. reduced MAE,
with an increasing number of variables. However, some remarkable exceptions
occur where the performance accuracy deteriorates with an added variable. In
addition, after including 4 and 6 variables for MLR and RF, respectively, and
considering their respective selection models the performances are barely found
to improve with additional variables. Consequently, an optimal model perfor-
mance is found by selecting the top 4 and 6 variables in case of MLR and RF.
However, although the difference is limited, in the end the best forecast perfor-
mances are found for both models when the RF selection model is considered.
Moreover, this optimum forecast performance requires the top 10 variables in
case of the MLR forecast model and 12 for the RF forecast model.

Furthermore, the poor performance of the MLR model compared to the trans-
position model is outstanding, especially when we keep in mind that the MLR
model is fed with this exact information through the T-PVP variable. From
Fig. 2, we find that in this study the best forecast performance is obtained for
the RF model. Moreover, at least 6 and 8 variables are needed to outperform
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the Transposition model in case of considering the RF and MLR selection mod-
els, respectively. Most remarkably, in both cases the TCC variable turns out to
be the missing variable in order to outperform the transposition model. Con-
sidering this significant performance improvement because of TCC, this raises
the question if earlier adoption of this feature would have improved the model
performance at an earlier stage (i.e., for less features).

Fig. 2. Forecasting model performance according to n top ranked predictor variables,
(a) MLR selection and (b) RF selection. The results for the Transposition model are
independent of the number of variables selected (see Sect. 2.2).

5 Conclusion and Outlook

In this study, we have assessed the interdependence of 14 predictor variables
and their value when utilized for PV power forecasting. The latter is reached
by ranking the importance of the respective variables by two feature selection
models and evaluating their contribution to the performance of two forecast
models. Firstly, this study finds the RF forecast model to outperform the MLR
and Transposition, if provided with an adequate selection of predictor variables.
Furthermore, the results show the value of including expert knowledge within the
operation of ML models to forecast the PV power production, as the top rated
variable is the constructed expected power output based on the Transposition
model.

In future work we will extend this study by assessing the importance of
predictor variables for other locations located in different climate regions. In
addition, we will create and consider an increasing number of predictor variables.
Finally, by examining the forecast model performance for different data subsets
that in- and exclude the created variables i.e. T-PVP, we will quantify the value
of expert knowledge in PV power forecasting.
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647.003.002) project, which is funded by the Dutch Research Council NWO in the
framework of the Energy Systems Integration & Big Data programme.
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Abstract. In the digitization of energy systems, sensors and smart
meters are increasingly being used to monitor production, operation and
demand. Detection of anomalies based on smart meter data is crucial
to identify potential risks and unusual events at an early stage, which
can serve as a reference for timely initiation of appropriate actions and
improving management. However, smart meter data from energy sys-
tems often lack labels and contain noise and various patterns without
distinctively cyclical. Meanwhile, the vague definition of anomalies in
different energy scenarios and highly complex temporal correlations pose
a great challenge for anomaly detection. Many traditional unsupervised
anomaly detection algorithms such as cluster-based or distance-based
models are not robust to noise and not fully exploit the temporal depen-
dency in a time series as well as other dependencies amongst multi-
ple variables (sensors). This paper proposes an unsupervised anomaly
detection method based on a Variational Recurrent Autoencoder with
attention mechanism. with “dirty” data from smart meters, our method
pre-detects missing values and global anomalies to shrink their contri-
bution while training. This paper makes a quantitative comparison with
the VAE-based baseline approach and four other unsupervised learning
methods, demonstrating its effectiveness and superiority. This paper fur-
ther validates the proposed method by a real case study of detecting the
anomalies of water supply temperature from an industrial heating plant.

Keywords: Anomaly detection · Variational autoencoder · Smart
meter data · Attention mechanism

1 Introduction

To achieve sustainable development, effective management of production, dis-
tribution, transport and consumption of smart energy systems has become a
focus for researchers and engineers [23]. As the operations of energy systems
can be disrupted by various events such as equipment failures, power outages
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
F. Sanfilippo et al. (Eds.): INTAP 2021, CCIS 1616, pp. 311–324, 2022.
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and malfunctions, energy systems have started to use Internet of Things (IoT)
sensors and smart meters for monitoring and automation. Therefore, anomaly
detection in smart meter data plays an important role in ensuring the healthy
operation of an energy system. When performing anomaly detection, three types
of anomalies are widely detected: global, contextual and collective anomalies [7].
In this paper, we mainly focus on global and contextual anomalies (defined in
Sect. 3.1) from smart meter data. Global and contextual anomalies may indicate
equipment failures or wrong operations. These two types of anomalies detection
are needed for providing early warnings, thus reducing or avoiding economic
losses. Figure 1 illustrates examples of these two types of anomalies in smart
meter data.

contextual anomaly

global anomaly

Fig. 1. A fragment of the water supply temperature data set in our paper, with global
and contextual anomalies marked as red dots. (Color figure online)

However, using smart meter data to detect anomalies faces some key chal-
lenges. First, smart meter data are the time series data from production or
consumption, and are characterised by different seasonal patterns and highly
nonstationary. Various patterns and nonstationary data require more generic
and robust anomaly detection methods. Second, smart meter data are typically
of high volume, high dimensionality and lack of labeled anomalies, which neces-
sitates the use of unsupervised or semi-supervised approaches. In addition, there
are many data quality issues for the collected data, such as missing values, out-
liers and temporal inconsistency. How to deal with “dirty” data will affect the
performance of results.

Currently, there are several algorithms for detecting anomalies in energy
data, such as [6,15,22,29], but these algorithms are mainly designed to detect
point anomalies and do not distinguish between global anomaly and contextual
point anomaly. In addition, irregularly missing points should also be considered
as anomalies, which occur very frequently in the time series of smart meters due
to transmission or meter failures. It is therefore necessary to develop an effective
and reliable anomaly detection model for smart energy systems.
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In this paper, we propose an unsupervised anomaly detection algorithm for
global and contextual anomalies in smart meter data by using variational recur-
rent autoencoders (VRAE) with attention. This algorithm can work without
labels and takes advantage of the pre-detected global anomalies while training.
It can also take advantage of the occasional labels when they are available.

– We adapt and extend VRAE models by taking into account anomaly detec-
tion for smart meter data. The proposed model is capable of detecting not
only global anomalies but also contextual anomalies. Although the model is
presented for smart meter data, it can also be applied to other time series
with time dependency.

– We propose the method for minimising the impact of global anomalies and
missing points on latent variables in the model training, using linear inter-
polation and an improved evidence lower bound function, which can improve
the model performance.

– We evaluate the method comprehensively by comparison with other baseline
methods using a synthetic data set; and present a real world case study for
the proposed method.

2 Related Work

2.1 Traditional Anomaly Detection Methods

Traditional anomaly detection methods include the traditional statistical
approaches, e.g., [10,16,19,33,41,43], the clustering-based approaches, e.g., [8,
42], the prediction-based approaches, e.g., [20–22], the nearest neighbour
approaches, e.g. [5,16,18], the dimensionality reduction approaches, e.g. [10,32]
and other complementary models. These approaches can show good performance
and effectiveness for their specific applications. However, due to the wide vari-
ation of energy data such as patterns, domain expert effort is often required to
select a suitable detector for a particular type of anomaly. In addition, since
most existing methods have their constraints or limitations in terms of parame-
terisation, interpretability and generalisability, a detection framework based on
ensemble learning cannot even help to achieve better results.

2.2 Unsupervised Deep Learning Models

A rich body of literature presents unsupervised learning algorithms for detecting
anomalies using deep learning techniques, among many others, which include [11,
26,27,38,40]. Deep learning approaches can be further categorised into predictive
models [27], VAE [1], Generative Adversarial Networks (GAN) [9] and VRNN
[35]. For modeling sequential data such as time series, Recurrent Neural Networks
(RNNs) show their advantage over others because of their capability to model
long-term temporal dependence. RNNs (e.g. the Long and Short Term Memory
(LSTM) [14] and the Gated Recurrent Unit (GRU)) introduce the so-called
internal self-looping states in the network, which can accumulate information
from the past. [31] combined ARIMA and LSTM to train a prediction model
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for energy anomaly detection. In this paper, we introduce LSTM into our neural
network architecture for modeling the temporal dependence of time series.

VAE has been successfully applied in several applications for anomaly
detection tasks, including [30,36,38,39]. Hollingsworth et al. [15] proposed an
autoencoder-based ensemble method to detect anomalies in building energy con-
sumption data and evaluated their performance among reconstruction ability,
high-level feature quality and computation efficiency. Compared to autoencoders,
the variational inference technique [12] implements the encoding of the latent
space as a distribution and enables the probabilistic reconstruction of a sin-
gle generated value by a probabilistic model [1]. However, in the field of smart
energy, few applications have previously used generative models to detect anoma-
lies. Existing work based on VAE is not designed for energy smart meter data
and requires domain experts in detectiong different types of anomalies.

2.3 Attention Mechanism for Deep Learning Models

Attention mechanisms [3,24,37] have been introduced to obtain state-of-the-
art performance when modeling sequences such as natural language processing.
Attention mechanism can model the relationship regarding different positions of
a single sequence or across multiple sequences to obtain representative sequences.
For example, Pereira et al. [29] used weighted sum of all encoder hidden states
as the attention, which are then fitted to the decoder. The attention mechanism
can, therefore, tackle the weakness of processing a long sequence by neural net-
works. However, there are still limited attempts and their application in anomaly
detection for energy time series data which exists temporal interdependency at
different time positions.

3 Problem Statement and Proposed Method

3.1 Problem Statement

Given historical data of n-dimensional time series with length T , i.e. X =
(x1, · · · ,xn)T ∈ R

n×T , our method is capable of detecting two types of anoma-
lies:

(a) Global anomalies: given an input time-series X, a global anomaly is a
timestamp-value pair 〈t, xt〉 where the observed value is far from the rest of
the data.

(b) Contextual anomalies: given an input time-series X, a contextual
anomaly is a timestamp-value pair 〈t, xt〉 where the observed value differs
significantly from its neighbours in the same context, but is not a global
anomaly.

3.2 Proposed Method

Global Anomaly Detection and Labeling. Data collected from real world
applications are often dirty, which require preprocessing before being used for
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analysis. The training process for the anomaly detection should ideally learn from
“normal” data, rather than learn from abnormal data. One of challenges of unsu-
pervised anomaly detection methods is how to minimise the impact of abnormal
data as much as possible. Hence, we detect global anomalies and sequential
missing points and label them as anomalies before training. We use a statisti-
cal method based on histograms of each dimension. For multivariate time series
with n dimensions, we first construct a univariate histogram with k bins for each
dimension. Second, the frequency of samples in each histogram (dimension) is
used as a density estimate of those samples. The higher the score of a sample,
the higher the probability of anomaly.

For the missing points, we categorise them into the following two categories:
single missing values and sequential missing values. For single missing values,
we fill them with synthetically generated values using linear interpolation. For
sequential missing values, the imputation error for missing data is accumulated
according to the length of the missing subsequences. As it is difficult to gen-
erate sequential data that follow their original patterns, we therefore fill these
sequential missing values with zeros and label them as anomalies.

Network Architecture and Implementation. Figure 2 shows the overall
neural network architecture of the proposed model. As shown in the figure, mul-
tivariate time series data come from smart meters of industries. Given multivari-
ate time series X, we first use a sliding window with length W to segment the
time series into subsequences e.g. (xt−W+1, . . . , xt). The subsequences are then
used as the input of the proposed model which uses a variational auto-encoder
architecture with LSTM to learn normal patterns from training data. The right
side of Fig. 2 shows the detailed network structure with attention mechanism.
The network structure is a variational recurrent auto-encoder which is composed
of an encoder and a decoder.

Fig. 2. The network architecture of the proposed model.
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In the VRAE, the encoder compresses the input time series into the fixed-
length latent representation z based on the variational distribution qφ(z | x) and
outputs the hidden states ht as the summary of the past information until the
time at t. The latent variables z are drawn from a distribution with a given prior
pθ(z), which is usually a multivariate unit with Gaussian distribution N (0, I).
Here, we assume the prior distribution of the latent variables z as a multivari-
ate normal distribution, pθ(z) ∼ N (0, I). The outputs of the encoder are the
parameters (μz and σz) for the posterior qφ(z | x). The approximate posterior
qφ(z | x) of z is diagonal Gaussian qφ(z | x) ∼ N (

μz,σz
2I

)
, where the mean μz

and the co-variance Σz = σz
2I are derived from the two fully connected layers

(μz and σz layers in Fig. 2) with Linear and SoftPlus activations, respectively.
The latent variable z (chosen to be K dimensions) are then sampled from the
approximate distribution with reparameterization trick, z = μz + σz · ε, where
ε ∼ Normal(0, I) is an independent random variable used for feasible stochastic
gradient descent. The decoder also uses a LSTM network to reconstruct the data
from latent variable z through the generation distribution pθ(x | z), and outputs
the parameters (μx and σx) of pθ(x | z).

The objective of a VAE is to maximise the evidence lower bound (ELBO),
L (θ, φ;x), which can be written as follows:

log pθ(x) ≥ L (θ, φ;x)
= Eqφ(z|x) [log pθ(x | z)] − DKL (qφ(z | x)‖pθ(z))

(1)

where the φ and θ are the parameters of the encoder and decoder, respectively.
The first item of the right-hand side of the equation is the reconstruction loss,
which can be approximated by Monte Carlo integration [1]. The second item
DKL is the Kullback-Leibler (KL) divergence between the approximate posterior
and the prior distribution of the latent variable z.

To tackle the posterior collapse in the variational inference and the weakness
in a long sequence, we additionally apply self-attention mechanism that promotes
interaction between the inference model and the generative model. The attention
model extracts a context vector based on all hidden states encoded from the
input time series. The LSTM encoder computes all hidden states {si}Tx

i=1 from
the input time series, while the LSTM decoder estimates the hidden state ht at
each time t by a recurrent function using the previous hidden state ht−1 and
the context vector, denoted by:

ht = f (ht−1, ct) where ct =
Tx∑

i=1

αtisi (2)

where ct is the context vector containing the weighted sum of all source
hidden states si encoded from the input time series. The attention weights,
αt = {αti}Tx

i=1 , are computed by the score function of measuring the similarity
between the hidden states st at time t in the encoder and all hidden states {si}Tx

i=1

of the last recurrent layer in the encoder. The self-attention models the relevance
of each pair of the hidden states of different time instances in the encoder. Here,
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we use the scaled dot-product similarity [37] as the score function because of its
high learning efficiency for a large input.

Due to the bypass phenomenon [4], the variational latent space may not learn
much due to the powerful attention mechanism. We therefore use the variational
attention mechanism to model context vectors as probability distributions. We
choose the prior distribution of the context vectors ct as the Gaussian standard
distribution, i.e., ct ∼ Normal(0, I). We do the same for the latent variables.
The encoder first computes the deterministic context vector ct =

∑Tx

i=1 αtisi,
then passes it to the linear layers to compute the parameters of the approximate
posterior q

(a)
φ (ct | x) ∼ Normal(μct

,Σct
),μct

and Σct
. The decoder takes the

concatenation of the sampled z and the sampled ct from their approximated
posteriors as the input, and generates the parameters of pθ(x | z) as the output.

3.3 Loss Function – ELBO+

With the variational attention mechanism, the variational lower bound L (θ, φ;x)
in Eq. 1 becomes:

L(θ, φ,x) = Ez ,c∼qφ(z ,c|x) [log pθ (x | z, c)]

−DKL (qφ (z, c | x) ‖p(z, c))
(3)

To minimise the effects of learning from abnormal data, we mitigate the con-
tribution of global anomalies (pre-detected) and missing points by introducing
a weighted vector, β = {βi}Tx

i=1, to log pθ (x | z, c) shown in Eq. 4. If xi is an
anomaly, then βi = 0, otherwise βi = 1. We name this improved ELBO as
ELBO+, where λkl weights the reconstruction loss and the KL loss and ηa

weights the latent KL loss and the attention KL loss. The training objective is
to maximise the ELBO in Eq. 4, which is the negative of the loss function for
VAE. Theoretically, the anomalies present can also influence the KL losses, but
the hyperparameters λkl and ηa can reduce the ratio of KL losses. We therefore
do not reduce their contribution to the KL loss.

L(θ, φ,x)+ = E
z∼q

(z)
φ (z |x),ct ∼q

(a)
φ (ct |x)

[β log pθ (x | z, c)]

−λkl

[
DKL

(
q
(z)
φ (z | x) ‖p(z)

)

−ηa

T∑

t=1

DKL

(
q
(a)
φ (ct | x) ‖p(ct)

)
] (4)

3.4 Anomaly Detection

Since the generative model reconstructs the input time series based on the prob-
ability distribution, it can derive different outputs according to the probability
distribution. Normally, rare events (anomalies) have lower probabilities. The rar-
ity of events can be measured by the reconstruction probability, log pθ (x | z),
which can be calculated through the Monte Carlo method.
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The encoder first generates the parameters of the approximate posterior dis-
tribution log pφ (z | x) using the test data. Then, sampled latent variables (L
samples) are derived from the approximate posterior distribution. The sam-
pling strategy for latent variables takes into account the variability of the latent
space in order to increase the robustness of anomaly detection. For each sample,
the decoder outputs the parameters of the approximate posterior distribution
log pθ (x | z). In the end, the average reconstruction probability of each sample
is calculated from the output parameters, i.e.,

Ez∼qφ(z |x)) [log pθ (x | z)] ≈ 1
L

L∑

l=1

log pθ (x | μl,σl) (5)

where μl and σl are the parameters as the output from the decoder for the
approximate distribution log pθ (x | z).

The reconstruction probabilities are then used as anomaly scores (between
0 and 1), which measure the strength of the anomaly of input values. We con-
sider the observations whose anomaly score is greater than 0.5 as the contextual
anomalies for the experiments in the next section. This value can be tuned as
per the requirement of the problem.

4 Experiments

4.1 Data Sets and Experimental Setup

We use two data sets for the experiments, a synthetic data set generated by
PyOD for the detection performance evaluation and a real smart meter data set
about water supply temperature for district heating. In the real smart meter
data set, we segment the time series into subsequences by a sliding window with
a length of 168, and divide the subsequences into a training set, a validation set
and a test set with a ratio of 75/15/10. We use PyTorch v1.6.0 to implement
our algorithm and train the models via CPU i9-9900 and NVIDIA GTX 2080
Ti graphics cards with 16G RAM on Ubuntu 16.04. More details are included
in appendices.

4.2 Evaluation by Comparison with Baselines

To evaluate our method, we compare it with 4 traditional methods and VAE-
baseline using the synthetic data set, and use Precision (P), Recall (R) and F1
score (F1) as the metrics for the comparison. The comparing methods includes
Cluster-based Local Outlier Factor (CBLOF) [13], K nearest Neighbors (KNN)
[2], Principal component analysis (PCA) [34], One-class support vector machines
(OCSVM) [28] and VAE-baseline [17]. The generated time series data by PyOD
have 24,000 data points with 5 features, including 20% abnormal data points.
The normal 20,000 points are used for training and 4,000 points for testing.
Table 3 shows the hyperparameters used in our model.



Smart Meter Data Anomaly Detection Using VRAE with Attention 319

From the results in Table 2, we can see that our method outperforms all oth-
ers and are more effective for anomaly detection in terms of all three metrics.
In general, the VAE-based networks have shown better performance in learning
normal patterns from the train set. It also confirms that recurrent neural net-
works have a good capability to model long temporal dependency of time series
(Table 1).

Table 1. Model hyperparameters

LSTM hidden layers 2

Units in hidden layers 218

Sequence length (W ) 168

Latent dimensions 3

Training iterations 550

Learning rate 0.0001

Batch size 1024

Optimiser Adam

λkl 0.01

ηa 0.01

Table 2. Performance on the synthetic
dataset

Method Metrics

P R F1

CBLOF 0.65 0.68 0.66

KNN 0.69 0.69 0.69

PCA 0.83 0.84 0.83

OCSVM 0.82 0.82 0.82

VAE-baseline 0.89 0.90 0.90

Ours 0.95 0.93 0.94

4.3 An Empirical Case Study

We next evaluate the proposed method by an empirical case study, which detects
the “anomalies” in the water temperature time series from an industry district
heating company. The data is recorded from 19/09/2019 11:05:00 to 11/08/2020
15:00:00 with 23 sensors in irregular minute-level, with a total of 220,097 obser-
vations for each time series. We align these fine-grained readings to hourly res-
olution by aggregation, and obtain 7,582 observations for each time series.

Fig. 3. Latent space visualisation of
training set

Fig. 4. F1 score of different models

For visualisation purposes, we reduce the 3-dimensional latent variables of
the training set to 2D and visualise them using Principal Component Analysis
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(PCA) and t-distributed Stochastic Neighbour Embedding (t-SNE) [25]. Figure 3
shows the projected points of subsequences in the latent space by the dimensional
reduction methods, t-SNE and PCA, respectively. The more similar subsequence
are, the closer these points are placed. The color legend represents the time from
the beginning (bottom) to the end (top) sequences.

Effects of ELBO+ and Pre-detected Global Anomalies. To our knowl-
edge, minimising the impact of anomalies during training can assist the learning
processing of networks. To exam the effectiveness of the pre-detected global
anomalies and our modified ELBO loss function, we calculate F1 score in the
test set of the real smart meter data set to compare the performance under
different conditions. The F1 score is a measure of test accuracy and calculated
from the precision and recall of the test. The four models are (1) VAE base-
line, (2) VAE with global anomaly detection, (3) VAE with elbo+, and (4) VAE
with both global anomaly detection and elbo+. Figure 4 shows that predetected
global anomalies and elbo+ have a positive effect on anomaly detection and our
model outperforms the VAE baseline.

From Fig. 3, the latent space has a clear tendency to group which implies
there are distinct features between subsequences. Here, we gives three exam-
ples (Fig. 5) of subsequences in a time series with distinctive features. From
19/09/2019 to 12/12/2019, the transmission water temperature for district heat-
ing continuously is 74.2 °C, which is a straight line (s1). s2 is about 68.4 °C and
is stationary. By contrast, s3 has a lower temperature and is nonstationary.

Fig. 5. Distinctive features (or pat-
terns) in hot water temperature time
series.

Fig. 6. An example of a contextual
anomaly with corresponding anomaly
scores.

The model outputs reconstruction probabilities of time series as anomaly
scores for each point. When the anomaly score is higher than 0.5, the corre-
sponding point is classified as an anomaly. We give an example of detected
contextual anomalies in hot water temperature dataset. Figure 6 shows a con-
textual anomaly example and the corresponding anomaly scores of points. The
red dot indicates a contextual anomalies.
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5 Conclusions and Future Work

In this paper, we proposed an unsupervised anomaly detection algorithm for
smart meter data using VRAE with attention mechanism. Our method can
detect different types of anomalies including global and contextual anomalies.
The enhanced ELBO+ function can mitigate the contribution of global anoma-
lies and missing points. We have evaluated our method comprehensively and the
results have demonstrated the effectiveness and superiority of our method. For
future work, we would further improve our case study by applying a real-time
architecture for online anomaly detection. We would also address dealing with
concept drifts during the anomaly detection process.

Acknowledgements. The research was supported by Heat4.0 project (8090-00046A)
and the project FlexSUS: Flexibility for Smart Urban Energy Systems (91352) funded
by the European Union’s Horizon 2020 research and innovation programme under grant
agreement No 77597.

A Appendix

A.1 Data sets

We use two types of data sets for the experiments: a synthetic data set and a real
smart meter data set. We use the PyOD toolkit [44] to generate synthetic data
sets with anomalies. The normal data were sampled from a multivariate Gaussian
distribution, while the anomalies were sampled from a uniform distribution. The
generated time series data have 24,000 data points with five features, including
20% abnormal data points. The normal 20,000 points are used for training and
4,000 points for testing.

The smart meter data are the supply hot water temperature provided by
a district heating company in Denmark. As there are no labels in the time
series, the anomalies are detected by the unsupervised learning method. The
data used are from 19/09/2019 11:05:00 to 11/08/2020 15:00:00. The time series
data before 04/12/2019 09:00 have an hourly resolution, but have an irregular
minute-level resolution after that time, ranging from 1 to 5 min, with a total of
220,097 observations. Therefore, we align these fine-grained readings to hourly
resolution by aggregation, and obtain a total of 7,582 observations.
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A.2 Experimental setup

Table 3. Model hyperparameters

LSTM hidden layers 2

Units in hidden layers 218

Sequence length (W ) 168

Latent dimensions 3

Training iterations 550

Learning rate 0.0001

Batch size 1024

Optimiser Adam

Input dimensions 5 (synthetic data), 23 (real data)

Divergence ratio λkl 0.01

Attention divergence ratio ηa 0.01

Table 3 shows the model parameters used in the experiments. We use the window
size W = 168, as a smaller size may not be able to capture the normal patterns,
while a larger size may increase the risk of overfitting. We set the latent space
to 3 dimensions for visualization purposes. The encoder and decoder consist of
two hidden LSTM layers, 218 units in each layer. We have tested several combi-
nations of hyperparameters, including the number of the hidden LSTM layers,
the number of hidden units in each layer, and the sequence length. However, the
results do not show much difference in terms of the loss. The number of training
iterations is determined based on the convergence of training loss and validation
loss.
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Abstract. Unscheduled power disturbances cause severe consequences
for customers and grid operators. To avoid such events, it is important
to identify the causes and localize the sources of the disturbances in
the power distribution network. In this work, we focus on a specific
power grid in the Arctic region of Northern Norway that experiences
an increased frequency of failures of unspecified origin. First, we built a
data set by collecting relevant meteorological data and power consump-
tion measurements logged by power-quality meters. Then, we exploited
machine-learning techniques to detect disturbances in the power supply
and to identify the most significant variables that should be monitored.
Specifically, we framed the problem of detecting faults as a supervised
classification and used both linear and non-linear classifiers. Linear mod-
els achieved the highest classification performances and were able to pre-
dict the failures reported with a weighted F1-score of 0.79. The linear
models identified the amount of flicker and wind speed of gust as the most
significant variables in explaining the power disturbances. Our results
could provide valuable information to the distribution system operator
for implementing strategies to prevent and mitigate incoming failures.

Keywords: Energy analytics · Anomaly detection · Power quality
metering · Unbalanced classification

1 Introduction

Unscheduled power distribution disruptions are often a major problem for cus-
tomers and grid operators since they affect everyone connected to the power grid
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from single households to large industrial players [8,16,18,27]. The distribution
system operator (DSO) is contractually obliged to provide a reliable power sup-
ply and compensate customers affected by any possible power interruptions [17].
For the end-use customers, power failures might have complex and adverse socio-
economic consequences in communities that are heavily reliant on the electricity
supply to satisfy their needs [13,29]. To satisfy the customer’s requirements,
the DSOs must implement the energy management plans that account for the
technology, and the infrastructure required to meet the expected demand.

In this study, we focus on a specific power grid in the Arctic region of North-
ern Norway where the successful transformation of the local food industries into
an international company has caused a huge increase in electricity demand. The
industry is characterized by fish processing activities that are highly seasonal
and that require stable power quality due to the presence of many automatized
machines in the production line. Even minor power disturbances in the power
supply trigger significantly long interruptions since the whole production line
needs to be reset. In particular, for every short-term power interruption that
occurs, 40 min to 1 h might pass before resuming production.

The consequences of the power disturbances are exacerbated by the topology
of the energy network under analysis, which has radial distribution. Therefore,
it is important to develop strategies to increase the reliability of the power grid
that ensure the growth of local industries.

One way to improve the reliability of the power distribution is to build a new
power grid that can handle larger power demand. However, this is costly, time-
consuming, has a huge environmental impact, and contradicts the vision of better
utilizing the current electricity grid infrastructure1 [23]. An alternative solution
is to limit the failures and strengthen only the most vulnerable parts of the grid,
but this requires to first identify the factors triggering power interruptions.

The identification of causing factors for failures in the power grid has proven
to be a major challenge for the DSO [27]. However, the increased availability
of energy-related data makes it now possible to exploit advanced data analyt-
ics techniques that allow to develop strategies to improve the reliability of the
power grid [4–7,11,15,26]. Recent studies based on statistical data analysis and
machine learning (ML), indicated that extreme weather conditions are often the
major cause of failures in the power grid [10,19,20,22,25,28]. However, it is
likely that other factors than weather conditions could affect the power qual-
ity. The impact of the increased strain on the power grid as a consequence of
the increased electrification in the society were investigated in [2]. The study in
[14], proposed a methodology to predict power failures by analyzing data from
advanced electricity meters. The authors concluded that incipient power inter-
ruptions are easier to predict than earth failures and voltage dips. The challenge
of detecting earth failures was addressed in [1], which proposed a solution to
detect failures by using a specific power distribution system simulator.

Most of the studies mentioned so far are proof of concepts and the results are
shown on synthetic data or benchmark power systems. In this work, we tackle

1 https://www.miljodirektoratet.no/publikasjoner/2020/januar-2020/klimakur2030/.
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a real-case study and we explore a wider spectrum of potential causing factors
for power failures. We consider explanatory variables that are divided into two
groups: meteorological and power consumption data. We exploit ML techniques
to detect the power disturbances and to identify the most explanatory features
among high-resolution power-quality metering data and weather variables.

This paper extends our previous study, which analyzed failure data from the
year 2020 [12]. Previously, we exploited statistical and ML techniques to detect
the causes of power interruptions and identified wind speed of gust and local
industry activity to be the main controlling parameters. However, there were
important limitations in the data collected in the 2020 failure-detection study:

1. The machinery of the local industries connected to the power grid is so sensi-
tive to the power quality that they experience failures that are not registered
in the failure-reporting system of the DSO. Since DSOs are contractually
obliged to provide a reliable power supply to all their customers, is funda-
mental for them to gain better insight into the actual power quality to fill the
gap between the customer’s experiences and the DSO.

2. The resolution of data in 2020 was too low (1-hour) to get detailed information
about how power consumption truly affects power quality.

To address these issues, new power quality meters were installed 19 February
2021 in the particular location of interest. These meters log data every minute,
register every small voltage variations, and provide fundamental information
(the specific phase where the failure is registered on, the magnitude of voltage
variation, the amount of transients and flickers) about the current quality in the
power grid. As shown in the experimental results, standard ML techniques for
classification allow to detect most of the power disturbances, showing that high-
resolution data from power quality meters in conjunction with weather data are
highly informative variables to detect and localize power disturbances. Finally,
by looking at the parameters of the linear classifiers, we rank the variables that
are the most important in explaining the power disturbances.

2 Case Study and Reported Failures

2.1 Investigated Power Grid

The power grid analyzed in this study is a radial distribution system serv-
ing an Arctic community located approximately at (69.257◦N, 17.589◦E). Arva
Power Company, the DSO of the power grid, has named this specific grid as
SVAN22LY1 [3]. Figure 1 shows a overview of the whole SVAN22LY1 grid, indi-
cated by green dots. The SVAN22LY1 grid spans over 60 km from south to the
northernmost point and has several branches to various communities towards
the north. There are 978 unique utility poles (marked by green dots in Fig. 1)
that support the power lines. The black boxes in Fig. 1 represent the electric
transformer stations connected to the power grids. The red lines represent a
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Fig. 1. The SVAN22LY1 power grid. The power is distributed towards the north from
the south. Each green dot represents a unique position of a utility pole. (Color figure
online)

power grid with an operating voltage of 66 kV, while the blue lines represent
a power grid with an operating voltage of 22 kV. The SVAN22LY1 radial grid
covered by green dots has a operating voltage of 22 kV [3]. The largest customers
connected to the SVAN22LY1 grid are located at the end of the northernmost
point of the radial.

The total energy demand in the Arctic community where the grid is located
is dominated by the load consumption of the local industry. The industry has
electrical machines that are sensitive to stable power quality and a minor dis-
turbance in power quality could bring the production line to halt.

2.2 Reported Failures

The reported failures used in this study is logged by a power-quality (PQ) meter-
ing system. In our former study on failure detection [12], the failure data was
based on a metering system that reports failures from substation monitoring.
That metering system only reports events failure events when there is a power
outage (90% drop in voltage magnitude from normal) on all phases in the three-
phase system. However, machines are very sensitive to instabilities in the power
quality and even a minor disturbance in voltage magnitude could result in pro-
duction stop. Consequently, there was a mismatch between the logged failures
in the substation monitoring system, and what is being experienced by the local
industries.
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To address this issue, in February 2021 the Arva power company installed a
PQ metering system in proximity of the local industries to continuously measure
the power quality. The PQ metering system reports all incidents with a voltage
variation of ±10% from the nominal values on each phase of a three-phase system
with phases A, B, C. According to the standard definition, all variations of ±10%
from normal conditions are defined as a voltage variation and a drop larger than
10% is referred to as a voltage dip [9]. Voltage dips could provoke tripping of
sensitive components such as industrial machines. For the DSO, it is fundamental
to identify the causing factors for such voltage dips to implement strategies to
prevent and mitigate incoming failures.

3 Methodology

To identify the causing factors for the failures in SVAN22LY1, several potentially
interesting variables are collected. The variables can be divided into two groups,
weather-related and power-related failures, and are described in detail in the
following.

3.1 Weather Measurements

The weather variables that are considered relevant in causing power failures
are: wind speed of gust, wind direction, temperature, pressure, humidity, and
precipitation. Similarly to our previous study [12], the weather data are collected
from areas that are more exposed to harsh weather conditions, such as hills and
cliffs near the sea coast. To collect the weather-data in the Arctic region of
interest, we used the AROME-Arctic weather model2. This model is developed
by the meteorological institute of Norway (MET) and provides reanalysis of
historical weather data since November 2015 with a spatial resolution of 2.5 km
and a temporal resolution of 1 h. To import the variables, we use the coordinates
from the weather exposed areas as input to the AROME-Arctic model.

3.2 Load Measurements

It is reasonable to assume that some types of failure are not caused by weather
phenomena, but originates by external factors that influence the power flows
on the grid. To model these effects, 6 different power-related variables from the
largest industry connected to SVAN22LY1 are collected. The variables selected as
relevant to explain power failures are: difference in frequency, voltage imbalance,
difference in active and reactive power, minimum power factor, and, finally, the
amount of flicker in the system. All variables are metered on three different
phases (phases A, B, and C).

A change in the power frequency could be caused if there is an imbalance
between energy production and consumption in the system. If there is a change

2 https://www.met.no/en/projects/The-weather-model-AROME-Arctic.
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in the power frequency (50 Hz is the normal frequency), the imbalance could
cause power disturbances for the end-use customers.

Voltage imbalance is a voltage variation in the power system in which the
voltage magnitudes or the phase angle between the different phases are not
equal. It is believed that rapid changes (big changes within seconds/minutes) in
power consumption at large industries could affect the power quality. Therefore,
the difference in active and reactive power for each phase within each minute
is computed. If the difference is large, there is a high activity at the industries,
which are reported by the locals to result in larger probability for failures.

The minimum power factor represents the relationship between the amount
of active-and reactive power in the system. If the minimum power factor is low,
there is increased amount of reactive power in the system. In the end, the amount
of flicker in the system are collected.

Flicker is considered as a phenomena in the power system and are closely
connected to voltage fluctuations over a certain time frame [24]. A voltage fluctu-
ation is a regular change in voltage that happens when machinery that requires
a high load is starting. In addition, rapid changes in load demand could cause
voltage fluctuations. If there are several start-up situations, or the load varies
significantly during a given time frame, it will be measured a high amount of
flicker in the system. The amount of flicker is particularly relevant in the industry
considered in this study, as they have several large machines that require high
loads and have a cyclical varying load pattern. In this study, the time frame
of the flicker is 10-minutes, which is the standard for measuring the short-term
flicker [17].

The resolution from the PQ metering system are in a 1-minute resolution with
real-time logging of failures. To streamline the presentation of our findings, only
the results from phase A are visualized since there are no significant differences
with the observations from phases B and C.

3.3 Dataset Construction

The final dataset consist of 6 different energy-related variables and 6 different
weather variables. The variables analyzed are summarized in Table 1.

Once the dataset with all variables is constructed, we model each data sample
as a pair {x, y}, where x ∈ R

12 is a vector containing the value of the 12 features
at a given time and y is a binary label indicating if a power failure occurred
(y = 1) or if the power grid operates at normal conditions (y = 0). The binary
variable divides the dataset into two classes: a minority class, the failures, and
a majority class, the non-failures, i.e., normal conditions.

The PQ metering system have 1-minute resolution, while the weather data
have 1-hour resolution. To align the temporal resolution of the different types
of variable, the power consumption data are sub-sampled by taking one sample
every 60. As an alternative sub-sampling technique, we tested taking the average
of the values within each batch of 60 consecutive samples of power measurements.
However, the results did not change significantly and, therefore, the former sub-
sampling method was used. In the final dataset, there are 90 samples with y = 1
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Table 1. Variables analyzed to detect failures in the SVAN22LY1 power grid

Feature ID Weather variables

1 Wind speed of gust

2 Wind direction

3 Temperature

4 Pressure

5 Humidity

6 Precipitation

Power variables

7 Difference in frequency

8 Difference in voltage imbalance

9 Difference in active power

10 Minimum power factor

11 Difference in reactive power

12 Flicker

representing reported failure (10% drop and below in voltage magnitude), and
1, 647 samples with y = 0 representing normal conditions without any power
disturbance.

3.4 Classification Strategy

In this study, we frame the failure detection in the SVAN22LY1 grid as a clas-
sification problem and test different linear and non-linear classifiers. All models
are implemented in Python with the scikit-learn library [21].

Linear Classifiers. The first linear model is a Ridge regression classifier, which
first converts the target values into {−1, 1} and then treats problem as a regres-
sion task. The second model is Logistic regression, which uses a logistic function
to predict a binary variable. The third model is the Linear Support Vector Clas-
sification model (LinearSVC), which is a type of Support Vector Machine (SVM)
with a linear kernel.

Due to the strong class imbalance, we configure each model to assign a class
weight that is inversely proportional to the number of samples in each class.
In this way, errors on the underrepresented class are penalized much more than
errors on the larger class, which in our case represent the nominal condition. The
linear models are configured using the default hyperparameters in the scikit-learn
implementation.

One advantage of using linear classifiers is that they construct a decision
boundary directly in the input space, which allow to easily interpret the decision
process of the classifier. The linear models assign a weight wi to each feature xi in
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the input space: the higher wi, the more the values of xi impact the classification
outcome. Therefore, looking at the magnitude of the weights wi is a simple
strategy to estimate the features importance for the classification task.

Non-linear Classifiers. We use three different non-linear classifiers. The first
two are an SVM classifier with class weight proportional to class size, and an
one-class SVM classifier. Both SVM classifiers are equipped with a radial basis
kernel function. In addition, we use a Multi-layer perceptron (MLP) as the third
classifier.

Non-linear models are generally more sensitive to the selection of the hyper-
parameters. For the SVC classifier, we optimize the kernel width γ and the
regularization parameter C, which is the weight of the L2 penalty. For the one-
class SVM, we optimize the kernel width γ and ν, a parameter that balances the
training errors and the number of support vectors. Finally, for the MLP classifier
we use ReLU activations, the Adam optimizer with initial learning rate 1e − 3,
and batch size 200. The hyperparameters that are optimized in the MLP are
the number and size of the hidden layer and the weight of the L2 regularization
term.

Model Selection and Performance Evaluation. To evaluate the model
performance we first shuffle the data and then perform a stratified k-fold, with
k = 5. In each fold, 80% of the data are used for training and the remaining 20%
is used as test set. Before training the models, the input values x are normalized
by subtracting the mean and dividing by the standard deviation computed on
the training set. The training set is used to fit the model parameters by minimiz-
ing the classification loss. Once the optimization procedure has converged, its
performance is evaluated on the test set. The average classification performance
obtained on the 5 folds is reported as the overall performance of the classification
model.

Measuring Classification Performance. The classification performance is
measured by looking at the confusion matrix, which reports the following quanti-
ties: True Negatives (correctly identified non-failures), False Positives (predicted
failures, while no failures happens), False Negatives (misses a failure), and finally
the True Positives which is the number of failures correctly identified.

To quantify the performance with a single value we use a weighted F1 score:

F1 = 2 · precision · recall
precision + recall

=
TP

TP + FP+FN
2

, (1)

where TP, FP, and FN are the true positives, false positives, and false negatives,
respectively. Due to the strong class imbalance, in this study we compute a
weighted F1 score, i.e., we weight the F1-score obtained for each class by the
number of samples from that class and then we compute the average.
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4 Results

4.1 Classification Scores and Feature Selection

The performance achieved by each classificator are reported in Table 2 in terms
of average Weighted F1 score and the average number of TN, FP, FN, and TP
obtained across the 5 folds. Note that the TN, FP, FN, and TP are rounded to
the closest integer.

Table 2. Classification score for different models

Classifier TN FP FN TP Weighted F1 score

Linear

Logistic regression 273 56 5 13 0.775

Ridge classifier 271 58 4 14 0.792

LinearSVC 272 57 5 13 0.788

Non-linear

SVM 273 56 4 14 0.804

One-class SVM 2 327 3 15 0.591

MLP 325 3 6 12 0.793

The classification results show that there are no strong differences. The non-
linear SVM classifier achieves top performance with a weighted F1 score of 0.804,
followed by the MLP and the Ridge Classifier that achieve weighted F1 scores
0.793 and 0.792, respectively. Interestingly, the one-class SVM performs worse
than any other model in terms of weighted F1 score, as it finds way too many
FP but, on the other hand, is the model that finds the least FN on the test
set. In the case study focused in this work, the main goal is to detect as many
failures as possible, meaning that solutions with very few FN (missed detection
of power failures) should be preferred. However, there is still a tradeoff to be
made with the percentage of FP, i.e., the false alarms. Obviously, a model that
classifies everything as a power failure is not useful in practice.

Finally, it interesting to notice that linear and non-linear models achieve
similar performance. This suggests that the two classes are mostly linearly sep-
arable, i.e., most of the data samples can be separated reasonably well by an
hyper-plane in the input features space. On the other hand, the data samples
that are misclassified are likely very overlapping across the two classes and is
very difficult to find a decision boundary, even if is non-linear, that can correctly
separate them. The good performance of the linear models motivates the feature
selection procedure discussed in the next section.

Feature Selection. As discussed in Sect. 3.4, looking at the magnitude of the
weights attributed by the linear models to the input features allows us to identify
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the features that contribute the most to determine the correct class. In return,
this can give us insights about which variables explain the most the occurrence
of failures in the power grid.

Figure 2 reports the magnitude of the weights assigned to each feature after
each linear model is trained. The higher the magnitude weight of a given feature,
the more such a feature is important in predicting the class.

Fig. 2. Coefficients’ magnitude assigned to each feature by different linear models.
High magnitude indicates that the corresponding feature is important.

From Fig. 2, we observe that in each model the Wind speed of gust variable is
always associated with a weight with large magnitude. The Linear SVC and the
Logistic Regression classifiers attribute a large importance also to the Flicker
variable, while the Ridge Regression classifiers weights the other features more
uniformly and assigns weights to Temperature and Humidity that are slightly
larger than the weight assigned to Flicker.

Overall, we can conclude that both the industry activity and the weather
effects are important in discriminating between the failure and non-failure class.
The most important of the power-related variables seems to be Flicker, while the
Wind speed of gust is consistently the most explanatory weather-related variable
according to each linear model. Our results are aligned with experiences of the
DSO and the local costumers, as more failures seem to occur when there is high
activity at the industries and the machines operates at full load. In addition, it
has been noted that failures are more likely to occur when there is strong wind,
which could create collisions in the cables of the power lines.

5 Conclusions

In this work, we tackled the problem of detecting unscheduled failures in the
power grid, which have major consequences for the local industries that are expe-
riencing an increased frequency of failures. In collaboration with the DSO, totally
12 different variables were collected (6 weather-related, and 6 energy-related).



Linear and Non-linear Causal Links for Disturbances in the Power Grid 335

Through a features selection procedure based on data-driven classification, we
identified the variables that mostly explain the onset of power disturbances. Our
results indicated that the amount of flicker and wind speed of gust as the most
significant variables in explaining the power disturbances. This represents valu-
able information to the DSO for implementing strategies to prevent and mitigate
incoming failures.

Despite the baseline classifiers used in this study managed to correctly detect
most of the power failures reported (up to 75–80%), they produced several
false positives. While, false positives are less critical in this particular appli-
cation, more advanced classifier will be investigated in future work to improve
the results, as well as strategies to interpret the decision process of non-linear
classifiers.
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Abstract. This review paper aims to discover the research gap and
assess the feasibility of a holistic approach for photovoltaic (PV) system
operational fault analysis using machine learning (ML) methods. The
analysis includes the detection and diagnosis of operational faults in
a PV system. Even if standard protective devices are installed in PV
systems, they fail to clear various faults because of low current during low
mismatch levels, high impedance fault, low irradiance, etc. This failure
will increase the energy loss and endanger the PV system’s reliability,
stability, and security. As a result of the ML method’s ability to handle
a non-linear relationship, distinguishing features with similar signatures,
and their online application, they are getting attractive in recent years
for fault detection and diagnosis (FDD) in PV systems. In this paper, a
review of literature on ML-based PV system FDD methods is provided.
It is found that considering their simplicity and performance accuracy,
Artificial Neural networks such as Multi-layer Perceptron are the most
promising approach in finding a central PV system FDD. Besides, the
review paper has identified main implementation challenges and provides
recommendations for future work.

Keywords: Ensemble learning · Fault detection and diagnosis ·
Machine learning · PV system fault · Transfer learning
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DWT Discrete Wavelet Transform
EL Ensemble Learning

FDD Fault Detection and Diagnosis
G Irradiance at Array

GCPV S Grid Connected PV System
GFDI Ground Fault Detection and Interruption

I Current
IMPP Current at Maximum Power Point
IGBT Insulated Gate Bipolar Transistor

KELM Kernel Based Extreme Learning Machine
LSTM Long Short Term Memory
MIMO Multiple Input Multiple Output

ML Machine Learning
MLP Multi-layer Perceptron

MPPT Maximum Power Point Tracker
OCPD Over Current Protection Devices
RBF Radial Basis Function
RF Random Forest

SAPV S Stand Alone PV System
SCADA Supervisory Control and Data Acquisition

SOC State of Charge
STC Standard Test Condition
SVM Support Vector Machine

T Module Temperature
TL Transfer Learning
V Voltage

VMPP Voltage at Maximum Power Point

1 Introduction

Owning to the various advantages PV system can provide, the global market
for PV has been increasing sharply. According to [1], the cumulative globally
installed capacity in 2019 increased to about 627 GW. Assuming a medium
scenario where cases like COVID-19 pandemic considered, [14] estimated the
total global installed PV generation capacity to exceed 1.2 TW by 2022. In
addition, the price of electricity from a PV system is constantly decreasing [20].
This all shows a promise for further increase in the PV market in the coming
years.

With the increase in PV system deployment for electricity production, ensur-
ing the system’s reliability, stability, and safety is crucial. However, despite
the advancement in technology and implementation of standards such as the
National Electric Code (NEC) article 690 [33], still, faults are problems for the
efficient and effective operation of a PV system. Because there are various con-
ditions where the protective devices fail to clear fault on time. For example,
according to NEC, the fuse rating should be greater than 2.1 times the short-
circuit current at standard test condition (STC) in PV system [31]. However, if
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line to line (LL) fault occurred at low mismatch and high impedance level, the
fuse will not be able to clear the fault as the current will not be enough to blow
the fuse [33]. In addition, due to the blocking diodes, which prevent the string
from back-feed current, the protective devices may fail to interrupt the fault
current even under STC. Moreover, these diodes may fail and lead to serious
damage [12].

As mentioned in [27], the annual energy loss due to various faults might go
up to 18.9%. This reported energy loss is very significant as the efficiency of a
typical PV cell range between 15–21%. Unless the faults cleared on time, they
might also cause additional damages to other property in case of fire. Therefore,
detecting and clearing the fault on time is an indispensable solution to mitigate
these losses while ensuring the reliability and security of a PV system.

Up to now, several techniques have been created for FDD in a PV system.
However, the demand for techniques which is simple and cheap, can handle non-
linear nature of the PV modules, can be remotely applied and can differentiate
features with similar signature are the primary motivation to move to data-
driven methods like that of machine learning (ML) [27] for many researchers in
recent years.

If ML is used to analyze the fault in a PV system, as much as possible, there
should be a holistic method that is used to detect and diagnosis at least all the
most frequent and dangerous faults. Nevertheless, most of the literature focused
on PV array fault. Besides, only one paper tried to implement the ML method in
a programmable logic device based on the author’s knowledge. Thus, this paper
aim at answering the reason behind. To the best of the author’s knowledge, this
review paper is the first to review literature, keeping in mind the feasibility of a
holistic fault analysis approach for a PV system specifically for standalone PV
system (SAPVS) as well as categorizing and analyzing FDD into methods based
on ML and deep learning, ensemble learning, and transfer learning.

The paper is organized as follows: After providing a summary of review
papers, the first part of Sect. 2 gives detailed information about various faults
commonly occurring in PV system components. Then, the second part of
Sect. 2 provides a comprehensive literature review on PV FDD. Whereas, Sect. 3
presents and discuss all the findings. Finally, the paper concludes by summariz-
ing the main findings and providing some recommendations.

2 Literature Review

Pillai et al. [33] provided a comprehensive literature review on PV faults and
advanced detection techniques. The paper tried to review literature, including
all PV faults. However, most of the discussion focused on PV array faults. Mellit
et al. [31] presented very detailed information about PV faults, including FDD
methods. But similar to [33], the main focus of the paper was on PV array
faults. [40] reviewed papers on the role of artificial intelligence on modeling,
sizing, control, fault diagnosis, and output estimation of PV systems. Whereas,
Li et al. [24] reviewed recent work specifically applying Artificial Neural Network
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(ANN) and hybrid ANN for FDD based on the fault they analyzed, the type
and amount of data they used, their model’s configuration, and its performance.
Besides, they highlighted the major challenges and prospects of the methods. [16]
is among the papers dedicated to explaining the PV system faults in a wider
spectrum. Fault detection methods on grid-connected PV system (GCPVS) were
studied comprehensively in [26]. Contrary to most of the review papers, the
current paper focuses only on the advanced data-driven approach that of ML.

This section will discuss different PV system faults classified based on com-
ponents and the various ML methods used in PV system FDD.

2.1 PV System Fault

To design an efficient and effective fault detection and diagnosis method, it is
necessary to know about the character of each fault, including their protection
challenges [33].

SAPVS comprises of PV array, inverter, battery, charge controller, MPPT,
connection wires, and other additional protection and safety devices.

PV Array Fault. Some of the PV array faults are discussed below.

Open Circuit Fault (OC). OC fault is an unintentional disconnection of a closed-
loop that results in interruption of current flow due to breakage of the cable that
connects two strings, any object falling on panels, loose connection between two
points, or an accidental disconnection at a current-carrying conductor [4]. In
addition, broken cells, physical breakdown of cable joints, loose connections,
and aged power cables near terminal may lead to OC fault [27]. Due to the
presence of a bypass diode, current flow will be kept even if an OC fault occurs.
In addition, it results in a substantial power loss due to the reduction in voltage
in a string [27].

Line to Line Fault (LL). LL fault is an unintentional connection between
lines with different potential difference [4,31,41] due to cable insulation fail-
ures, mechanical damage, water ingress, D-junction box corrosion, and hot spots
caused by the back-sheet failures [31]. LL fault could lead to serious problems
like fire hazards in addition to degrading PV arrays lifetime. LL fault is very
hard to identify by the conventional protection devices such as Over Current
Protection Devices (OCPD) that is mainly: 1) as a result of the decrease in cur-
rent in cases of LL fault during high impedance and low mismatch level [31,33],
2) due to the presence of a blocking diode as it blocks back-feed current [12,33],
3) as the presence of MPPT decreases the current to optimize the power output
and difficult to distinguish it from normal cases [12,33], 4) its similarity with
ground fault [33], 5) as a result of low current at low irradiance values [33].

Ground Fault (GF). GF occurs when a current-carrying wire/cell/module con-
nected with a ground accidentally. It can be detected by Ground Fault Detection
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and Interruption (GFDI) and Ground Fault Protection Devices in a normal sce-
nario. However, during high impedance cases, detection is challenging as the
current will be low. In addition, there are scenarios where it looks like SC fault
[33]. Thus, this fault also needs an efficient method to detect and distinguish it
from other faults.

Arc Fault (AF). AF is a fault where current flows in the air or dielectric outside
the conductor due to loose connection. It could be a series arc in case of a
connection between modules or a parallel arc in case of a closely placed conductor
at different potential differences [4,31,33]. On the contrary to other faults, arc
fault has little effect on the I-V or I-P characteristic of PV arrays. Nevertheless,
it leads to a severe distortion in the output current and voltage waveform [33].
Arc Fault Circuit Interrupters and Arc Fault Detectors are recommended for
clearing this fault. However, multiple of them have to be installed to clear the
fault correctly. Moreover, when they are installed at the inverter side, they fail
to protect the fault as attenuated arc signals reach them. Besides detecting arc
fault, identifying which arc fault is occurring is important as the measure taken
for one will increase the impact of the other [33].

Partial Shading (PS). In addition to decreasing and resulting in continuous fluc-
tuating PV output power [4,6], PS facilitates the degradation of PV arrays [33].
Even it can lead to destruction due to fire hazards as a result of cell/module tem-
perature increase due to the dissipated energy [27]. Furthermore, as it results
in multiple peaks in I-V characteristic curve, identifying the maximum power
point by MPPT will be challenging [33]. Besides, unless a time factor is used, it
is hard to differentiate it from OC fault as their effect on power output charac-
teristic has similarity [27]. Furthermore, to mitigate the problem, bypass diodes
are installed at each module, but this will increase the installation cost [33].

Others. In addition to the above main PV array faults others may include degra-
dation faults [18,34], hot spot fault [39], fault in bypass diode which could be
OC or SC fault [33], and blocking diodes faults [30].

Solar Battery Fault. The battery takes around 43% of the life cycle cost of
SAPVS [37]. As a result, it shall get attention, and a good working condition shall
be provided. The main faults that could happen in this PV component includes
external short-circuit fault [36], degradation fault [35], internal fault which could
be GF and SC fault [32], overcharging (over-voltage), undercharging (under-
voltage) and open circuit (total voltage to zero) [39]. The impact of those faults
in a battery may range from decreasing its performance, shorten its lifetime, and
increased maintenance cost to fire hazard explosion [32]. The lack of guidelines
on how to select fuse and circuit breaker is mentioned in [32] as one of the main
challenges in detecting internal faults. Moreover, the gradual change of current
and voltage of a battery makes detecting faults on time extremely difficult.
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Inverter Fault. Inverter faults may include the OC of switches, SC of switches,
filter failure, and gating failure [31]. For instance, the gate failure could be an
incipient fault of the Insulated Gate Bipolar Transistor (IGBT). IGBT is the
most critical component in an inverter. It is also one of the main reasons for
the failure of inverters. So if the incipient faults of the IGBT can be identified,
the reliability of the PV system can be enhanced. Nevertheless, a procedure is
needed to generate this fault to train and validate ML algorithms. Thus, Ismail
et al. [21] provided the way to generate this fault.

MPPT Fault. An MPPT control system comprises various sensors to get irra-
diance, temperature, current, and voltage measurements and an optimization
algorithm to search the maximum power point to operate the PV array and
boost the PV system yield. Thus, any error in any part of the MPPT will lead
to a wrong operating power point, which significantly decreases the PV sys-
tem’s output power. Sensor failure and lack of an efficient and effective MPPT
algorithm are the most common fault in MPPT [27,29].

2.2 PV System Fault Detection and Diagnosis Methods (FDD)

In this paper, fault detection indicates the process of identifying a fault occur-
rence, while fault diagnosis comprises the process of finding the type of fault
and localizing the occurrence. This section closely look at the literature on ML
application for FDD in PV systems by classifying them into methods based on
1) machine learning and deep learning, 2) ensemble learning, and 3) transfer
learning.

Methods Based on Machine Learning and Deep Learning. Similar find-
ings and a comprehensive explanation about ML and deep learning with respec-
tive of PV application can be found in the book chapter in [30]. PV system fault
has been detected and diagnosed using supervised machine learning such as Sup-
port Vector Machine (SVM), Naive Bayes (NB), k-Nearest Neighbors (KNN),
Random Forest (RF), Decision Tree (DT), Discriminant Analysis (DA), Radial
Basis Function (RBF), and deep learning like Multi-Layer Perceptron (MLP)
and Convolutional Neural Network (CNN).

Among other works [38] used SVM with a higher classification accuracy using
a climate corrected performance ratio. However, the paper fails to mention which
fault has been analyzed specifically beside saying it is a fault or normal operation.
Similarly Dong et al. [11] proposed an FDD method based on SVM while using
available SCADA (Supervisory Control and Data Acquisition) data. In addition,
as an input they used an index called anomaly detection index. However, this
paper focuses only on PV string faults.

In order to analyze multiple faults Hajji et al. [17] tried to include a feature
extraction and selection stage using principal component analysis. They have
tested various classifiers like KNN, RF, DA, NB, DT, and SVM to classify fault in
GCPVS. To evaluate the performance of the classifier, they have used additional
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metrics. They all have achieved an accuracy greater than 96%. In addition, the
execution time of each classifier was evaluated. Relative to other papers, they
have included inverters, MPPT, and DC-DC converter in addition to PV array.
Nevertheless, battery fault is not analyzed.

In [23], the authors used a comparison between model and real system output
to identify fault occurrence for GCPVS. First, they have tested various linear and
nonlinear models of PV system. Then, they used ML techniques like KNN, DT,
SVM, and MLP to identify faults such as SC, OC, degradation, and shadowing.
MLP is found to be a suitable and more accurate ML algorithm. Basnet et
al.[5] has used MLP, to detect and classify LL and GF in GCPVS as well. They
could achieve 100% training accuracy. As input parameters, voltage, current,
irradiance, average temperature of each module, and weather conditions were
utilized. Despite getting a good accuracy, both papers [5,23] application’s is
limited to PV array fault.

[10] is among the few papers which evaluate the ML algorithm’s performance
based on both accuracy and execution time. Faults like module SC, MPPT
fault, OC, PS, and degradation have been detected and classified using five
ML techniques: kNN, DT, SVM, and ANN. ANN resulted in higher accuracy
( 99.65% ) even though it took longer computational time. Nevertheless, for
generalization, ANN should be tested by incorporating other faults.

A cascaded Probabilistic neural network (PNN), due to its robustness to
noise, has been used in [15] to detect and classify a different number of module
SC and string OC faults. In addition, the result compared with a feed-forward
back-propagation ANN with both noisy and noiseless data. As input features,
they have utilized temperature, tilted irradiance, current (IMPP ), and voltage
(VMPP ) at MPP. The training data set is generated from a validated one diode
PV system model. Despite the effort made to bring a robust method, the lit-
erature focused on faults on a PV array and DC side of the GCPVS. With a
similar focus on GCPVS, DT was used in [25] for detecting PS, inverter, and
bypass diode failure. The authors has also used other methods for detecting
and classifying these faults. They achieved an average classification accuracy of
98.7%.

A kernel-based extreme learning machine (KELM) was used in [7] to detect
and classify degradation fault, OC, SC, and PS. Features that enable the identifi-
cation of faults are extracted after examining their impact on I-V characteristics.
Besides, the PV model was validated before using it to simulate the fault to gen-
erate a training and test data set. In addition to the simulation data, a real
laboratory PV array data set has been used. In general, even if a very efficient
and accurate method is devised here, the determination of I-V characteristics of
the PV array in an online scenario might be problematic.

[35] is one of the few papers which has focused specifically on faults in SAPVS.
They proposed a fault diagnosis method using MLP feed-forward neural network
to detect and classify faults. The faults include SC of PV module, OC of PV
module, and external SC of a battery where the fuse fails to clear them in low
irradiance condition. Though most papers entirely focus on PV array fault, this
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paper included the battery and load fault. Only electrical measurements like
current and voltage are used for validation using experimental data from an
existing PV system in Algeria. They have achieved 96% test and 97.8% training
accuracy. Nevertheless, to consider as a valid method for complete SAPVS fault
analysis, it shall be verified including the missing other faults like inverters fault,
MPPT fault, and others.

Chine et al. [8] used a combination of threshold method and ML to detect
and classify eight faults, including SC, bypass diode fault, OC, connection fault,
shadow effect and etc. From ML, MLP and RBF have been compared. Extracted
attributes like the current, voltage, and peaks from I-V characteristics were
used as input. In addition to showing the method’s feasibility, this is the only
paper encountered that shows a prototype by implementing the ML in a Field
Programmable Gate Array (FPGA). However, they used simulation data for
training and testing the models. The other drawback of this paper is that they
also applied threshold method which can be very much dependent on system
parameters and the accuracy of the threshold limits.

The authors in [12] focused on the detection of LL fault in PV system under
high impedance fault and low mismatch condition, which is one of the cases where
protection devices fail to clear a fault. The authors used an SVM classifier that
is resistant to model error and computational efficiency, based on the features
extracted by analyzing I-V characteristics of a PV array. As the methods were
validated for LL fault, further analysis is needed to apply it for multiple input
and output (MIMO) cases in SAPVS. Moreover, validation is needed with real
PV system data.

Instead of threshold method, Ahmad et al. [2] has used a combination of
transformation for feature extraction and ML algorithm for detecting and clas-
sifying PS condition as a modular fault, DC-DC converter switch SC, inverter
switch OC, inverter switch SC with LCL filter failure and gating circuit failure.
They used discrete wavelet transform (DWT) due to its less computational time
and complexity, as well as it enables us to work both in the time and frequency
domain. Whereas the ML algorithm is MLPNN. The data set was obtained from
a simulated a PV system. They can achieve an accuracy greater than 99%. How-
ever, the battery and MPPT fault is missing. Furthermore, other faults in PV
array such as LL has to be checked.

[3] used a hybrid features-based support vector machine (SVM) model in
order to detect and classify hot spot fault in PV array using infrared thermog-
raphy as an input image for the model. The model could detect and classify
with 96.8% and 92% training and testing accuracy, respectively. This paper is
dedicated to one fault only. For small-scale SAPVS using this individual method
will not be cost-effective.

Improper operation is one of the reasons for the short lifetime of solar batter-
ies. In addition to the available energy from solar or demanded load, to decide
whether the battery has to be charged or discharged, knowing the battery capac-
ity accurately is a determining factor. There are various statistical estimation
techniques, but recently SOC (state of charge) estimation using ML is getting



ML for PV System Operational Fault Analysis 345

attractive as it exhibits non-linear input-output characteristics. [9] presented an
ML-based SOC estimation method for the most common solar battery, which
is a lead-acid battery. The proposed methods are based on a feed-forward neu-
ral network, a recurrent neural network, and an adaptive neuro-fuzzy inference
system. As an input feature for the model, voltage and current data were used.
The findings of this paper could be used for further studying FDD methods in
PV batteries. However, the paper did not mention how the training SOC data
is obtained.

In [39] internal resistance effect and overcharging problem in lead-acid bat-
tery in a PV system was detected using solar radiation data estimated from
satellite image analysis. The paper showed the impact of overcharging and inter-
nal resistance fault on the battery voltage and SOC. Even if the paper used the
ML for estimating the solar irradiation, from the finding, there is an indication
for using battery voltage to detect and classify faults in a battery. In another
study in [19], the author has used a long short-term memory (LSTM) recurrent
neural network for state prediction and fault prognosis for battery in an electric
vehicle. This approach could also be used for solar batteries from the knowledge
domain, and its finding is significantly important though its feasibility has to be
checked in a solar battery.

One of the challenges in using ML, especially in analyzing inverter fault in
a PV system, is the lack of methods that guide us in generating the faults in
simulation as the faults do not occur frequently, but they are responsible for the
majority of inverter failures. Thus, Ismail et al. [21] used a feed-forward back
propagation neural network to detect SC incipient faults by first modeling a way
to generate this fault for GCPVS. For using it in SAPVS, others fault has to
be incorporated, and the method has to be verified for its performance for other
PV system components fault.

In addition to supervised learning, unsupervised ML methods has been used
in PV system FDD. In [37] an internal fault detection for solar battery using
unsupervised ML algorithm based on anomaly detection method has been pro-
posed. The intuition for using unsupervised learning is whenever it is difficult
to obtain a labeled data set, which is the case in solar battery fault analysis for
using ML. The internal faults investigated are SC and GF. The data set was
generated using simulation of SAPVS using irradiance and temperature data
from Algeria. They have used readily available current and voltage data set. As
the work is only for internal fault, it is important to incorporate it/hybridize it
with other methods to identify other faults in SAPVS.

Methods Based on Ensemble Learning (EL). [13], similarly to [12] the
model is based on I-V characteristics and focus on LL fault at different mismatch
and impedance level. However, here they used probabilistic ensemble learning
model comprising of SVM, NB, and KNN. For decision, the average of all the
results of the algorithm was used. They could achieve an average of 99% and
99.5% for detecting and classifying LL fault. Moreover, they have evaluated the
model with simulation and experimental data set. In [22] EL method with DT,
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RF, DA, etc., was used to detect PS and SC fault, but the focus is still PV array.
They have used electrical parameters as input features.

Methods Based on Transfer Learning (TL). In order to detect and classify
PV system faults, in [4], the concept of transfer learning has been employed
by using a pre-trained AlexNetCNN for feature extraction and classification
to minimize the impact of low data set in the model performance. They also
proposed a deep 2-D CNN to extract 2-D scalograms generated from a PV
system. The authors analyzed faults like PS, LL, OC, high-impedance series
/arc fault, and faults in PS with the presence of MPPT. A detecting accuracy of
73.53% and a classification accuracy of 70.45% were achieved. They have noticed
the decreasing of performance as the number of class increase. They have used
deep learning in-depth and also made a comparison with classical ML models.
They handled MIMO data. Though it needs to be verified, the methods they
followed seem promising for SAPVS fault analysis. Even though it is only for
inverter’s fault in GCPVS, in [28], TL was also used to detect faults like SC, OC
using ResNet with an accuracy greater than 97%.

3 Result and Discussion

As we can see from Table 1 the majority of the papers, greater than 80%, has
analyzed the fault in PV array. However, faults in an inverter and a battery have
also been investigated. Relatively, faults in GCPVS have got special attention
than SAPVS. SC, OC, and PS in PV array are the most investigated type of
fault using ML methods though faults like GF, AF, and LL, are the most severe.

Among other ML methods, SVM and MLP, in general, have been used exten-
sively to detect and classify faults in a PV system. For evaluating the models,
accuracy and confusion metrics are the most employed performance indices.
However, some have utilized their own metrics and execution time. Due to ML’s
random nature, it is very important to report performance after conducting a
reasonable number of model execution though it takes time.

Looking at the data source where the experimental PV system was installed,
Algeria took the lead, China and Korea take second place. It is also very impor-
tant to analyze the performance of the ML methods under different climatic and
geographical conditions before utilizing them. This is because the challenge for
the PV array and the battery is different depending on the geographical location.
For instance, while snow is a big problem in the polar region, dust, soiling, and
higher operating temperature are huge problems in the equatorial region.

Most of the papers depend on the input features which has been generated
from a simulated PV system. Whereas only a few have included experimental
data. This is because of the difficultly of setting up a PV system only for collect-
ing data. Furthermore, when an available PV system exists as the environmental
condition can not be controlled, it is tedious and time-consuming to generate a
data set that will enable the model to acquire a generalization capacity. Irra-
diance, temperature, and major points from I-V characteristics are the most
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utilized input features in case of a fault in a PV array. In comparison, current
and voltage data are used in case of a fault in a battery, inverter, MPPT, and
others. Electrical and meteorological data are mostly used in ML, whereas image
data are the most common input features for deep learning algorithms such as
CNN. However, recently as 1-D can be transformed to 2-D data, electrical and
meteorological data are also employed for deep learning algorithms in general.

Faults like arc fault that does not reflect its effect on I-V characteristics of
PV arrays, a method that includes the analysis of signal waveform (some kind of
transformation, for example, wavelet) which could show signal distortion effect,
might be an appropriate method to capture most of the faults in a PV system.
Moreover, in most papers, prepossessing of data like normalization has resulted
in better accuracy. Nevertheless, whenever this is not possible deep learning
models are efficient due to their capacity in extracting features automatically.

Even if major progress has been seen in the research area in using the ML
method for FDD in a PV system, only one paper has implemented the ML
method in prototype based on the literature review. Furthermore, so far, this
method is not commercialized. Thus, the authors have identified the following
main challenges.

– Training, validation, and test data set that fit at least major fault in a PV
system, PV type and size are very rare to find.

– Even if most researchers have developed their own data set, most of them
are simulation data. Besides, in DL-based methods, gathering the image data
using a camera and drone is very expensive.

– Many measuring devices and sensors are needed due to the absence of a proper
method for effective input feature selection.

– There is a lack of knowledge on how to generate rare but severe faults.
– Selection of model configurations is done with try and error.
– The model devised so far does not have the modularity and generalization

capacity; as a result, ML model selection varies depending on fault type, the
size, and type of input data.

– Studies that guide integrating the methods with the existing protective
devices are not developed very well. Moreover, all the paper does not go
in-depth on how to clear the faults. Once the fault is classified, a method and
strategy are needed to coordinate it with protective devices for clearing the
fault automatically and/or convey the message to the operators for solutions.

– The model’s accuracy is variable as it depends on the data size, data quality,
and the number of input and output features.

– For comparing ML methods based on accuracy, cost, execution time, memory
usage, there are no standards or common testing platforms.

4 Conclusion and Recommendation

We found that SVM and MLP are the most utilized ML methods in recent liter-
ature. In addition, only a few literature used ensemble and transfer learning. As
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input features, electrical, meteorological, and image data have been used. Fur-
thermore, the majority of ML techniques have resulted in an accuracy of greater
than 90%. Besides, PV array faults such as SC, OC, and PS are the most investi-
gated faults in a PV system. Challenges related to a data set, model configuration
selection, and integration of the ML method with the existing PV system are
identified. For SAPVS, it can be concluded that there is a lack of a holistic
approach for critical faults in its components. Therefore, extensive research is
required to see the implementation of those methods, and less investigated algo-
rithms have to be studied. Moreover, for efficient and effective research, sharing
of training, validation, and testing data set shall be encouraged.
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Abstract. Accident injury prediction is a crucial constituent to reduc-
ing fatalities linked to vehicle crashes. The vehicle development process
and road safety planning includes also the injury prediction for occupants
and Vulnerable Road Users (VRUs) in a vehicle crash and the identifica-
tion of the factors responsible for increased traffic collision injuries. This
paper reviews the different data-based prediction techniques to modeling
a vehicle crash event, crash frequency and crash severity. Machine learn-
ing (ML) is a research field which has gained impetus in the recent years
and is widely used in different engineering applications; including injury
prediction in vehicle collisions. The paper is divided into two major sec-
tions; the first section presents an overview of the existing predictive
models for estimating injury severity in a crash event to occupants and
VRUs and the second section describes the applications of data-based
modeling techniques to predict crash frequency in different traffic scenar-
ios. We also discuss possible future applications of data-based modeling
techniques in this domain.

Keywords: Data-based prediction models · Machine learning · Vehicle
crash · Modeling and simulation · Injury prediction · Crashworthiness

1 Introduction

Road accidents have been one of the major causes of injuries and fatalities in the
world. The 2015 European Commission report identifies frontal impact as the
most common crash scenario leading to serious injuries, followed by side impact.
This can be attributed to the different forces acting in impact scenarios in a
collision [37,49]. The report also suggests further study of mechanisms and mea-
sures to mitigate occupant injuries in a crash. Researchers have developed and
implemented several virtual modeling techniques to reduce impact severity in a
vehicle crash. These virtual models reduce the dependence of vehicle safety on
physical testing, also allowing to conduct multiple iterations to improve vehicle
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safety performance. Analytical modeling of crash events has replaced physical
testing in the past; this applies both in the fields of vehicle design to mitigate
crash injuries and in road safety planning. The vehicle development for crashwor-
thiness has seen the emergence of analytical models like FEM (finite Element
Models), LPM (Lumped Parameter Model) and MBM (Multi Body Models)
[14]. These models replicate the geometrical and material details of the struc-
ture to a good extent and can be highly reliable in terms of correlation with
real time crash tests. Researchers have used these models extensively to cap-
ture the vehicle crash dynamics and occupant injury characteristics in modern
cars. Noorsumar et al. [38] have provided a comprehensive review of mathe-
matical modeling techniques used to replicate vehicle crashes along with the
advantages and drawbacks of each of the strategies. One of the drawbacks of
these techniques is the high computational cost and the development time used
in these highly complex mathematical models [28]. It is important to note that
the data generated during these simulations can be used with prediction algo-
rithms to determine crash injury severity. In road safety prediction traditionally
statistical models were widely used. Researchers in the early 2000 s s used regres-
sion based statistical models to describe relationship between road accidents and
driver behaviour, road conditions etc. In the past decade these models have been
replaced by ML based techniques which have higher accuracy in prediction of
road accidents. Figure 1 shows the flowchart of crash injury prediction in vehicle
development and road safety planning,

Predictive analytics is a term used in statistical and analytics techniques,
to predict future events [24]. This powerful tool is widely used in engineering
to analyze current and historical data by utilizing techniques from statistics,
data mining, ML and artificial intelligence. Accident crash frequency refers to
the number of crashes that would occur on that segment of the road in a time
period; however crash severity models explains the relationship between crash
severity and contributing factors to vehicle crash such as vehicle geometry, driver
behaviour and road conditions [1]. Data based modeling is an alternative to
traditional modeling techniques and has proved to be successful in road planning
and vehicle development.

This paper provides an overview of the applications of data-based modeling
techniques in vehicle crash prediction and accident injury severity. We look at
the different statistical and ML techniques and also highlight the advantages and
limitations of these methodologies in crash prediction. The paper is divided into
two sections; the first section deals with the data-based modeling techniques used
in crashworthiness design and the second section looks at the recent techniques
used in road collision prediction modeling. This paper does not review all the
articles/studies in this area of research but focuses more on the existing method-
ologies employed by researchers and automotive companies and highlights the
knowledge gaps in this area.



An Overview of Data Based Predictive Modeling Techniques 357

Fig. 1. Flowchart of crash injury prediction in vehicles

2 Applications of Data-Based Models in Vehicle
Development to Predict Crash Severity

2.1 Parameter Identification

These problems deal with the reconstruction of unknown functions or geometric
objects appearing as parameters (coefficients, right-hand sides, boundary val-
ues) in systems of differential equations [39]. Identification of parameters for
mathematical models has been used in research for developing predictive mod-
els for crash loadcases. One of the earliest prediction models for vehicle front
impact with LPM was [22] in 1976. A parameter study on the elastic passen-
ger compartment indicates that the structure’s capability to withstand crash
increases with increasing metal thickness. This observation is in line with the
basic properties of bending forces: the thickness of the structure contributes to
the crashworthiness of the body. The spring and damper coefficients in LPMs
and MBMs rely on robust parameter identification methodologies which support
the prediction of the behaviour of a vehicle in real time crash event. Data-based
methods are employed to determine the spring and damper coefficients by a
number of researchers; The study in [43] uses the National Highway Transport
Safety Administration (NHTSA) database to define an algorithm to predict col-
lisions. The studies in [16] and [25] use optimization strategies to estimate crash
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parameters, the algorithm developed in [16] uses the force deformation data for
a full frontal impact to optimize the parameters. The parameter optimization
approaches are further applied in [5,29,33,34] and [7] to improve crash prediction
in LPMs.

The paper by Joseph et al. [13] illustrates a parameter identification method
for a thoracic impact model predicting the chest injuries. The method employs
minimizing the error data between results from the mathematical model and
experimental data using an optimization algorithm. It demonstrates a reason-
able correlation between the curves and uses chest injury metrics to validate
the mathematical model instead of real time acceleration data thereby high-
lighting the fact that these math based models could also support occupant
protection loadcases. LPMs have been used in several studies to model occu-
pants and pedestrians in a crash event [46], the accuracy of these models relies
heavily on the spring and damper coefficients defined for the system. Parame-
ter identification of spring and damper models has been an area of research for
these occupant/pedestrian models and researchers have successfully employed
optimization algorithms to predict the spring and damper values. The study in
[32] uses Genetic Algorithm (GA) to determine the spring and damper parame-
ters for a front end of the vehicle along with the occupant restraint system. This
model was validated against crash test data and showed good correlation.

2.2 Optimization Techniques

Researchers have also used optimization techniques to design and develop crash-
worthy vehicles, however the development of optimized impact energy absorption
models requires a synergy between multiple contradicting loadcases. These load-
cases often have contradicting requirements; for example vehicle front end design
loadcases require a stiff front end to resist against deformation in low speed
impacts and a softer front end to absorb crash energy in case of a pedestrian
impact. This has led researchers and vehicle safety design teams to use Multidis-
ciplinary Design Optimization (MDO) techniques to improve the vehicle crash-
worthiness performance Sobiesca et al. [47] and Yang et al. [52] have developed
an MDO model of a full vehicle using high performance computing (HPC) to
define the design process and identify variables contributing to improved safety
performance while reducing the vehicle weight, ensuring higher fuel economy
for vehicles. This methodology has been used by several researchers to perform
component level optimization for meeting performance [23,30]. Swamy et al. [48]
used an MDO model to optimize the mass of a hood for a passenger car. This
model compares the pedestrian protection performance of a hood against dura-
bility/stiffness requirements on the component level and reduces the time/effort
in running multiple iterations to meet performance targets. One common aspect
in all these studies is the application of simulation models, primarily LS Dyna
FE models to generate data for the optimization model.

Energy absorption of the front end in a full frontal/offset impact is a critical
area in accident injury research, in which optimization packages are used to
optimize the crush members in a vehicle to achieve maximum crush and absorb
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energy. One of the earliest studies using response surface optimization algorithm
to optimize tubular structures was presented in [51] in 2000; this study paved
the way to several papers ([20,27,54]) utilizing this technique. Mirzae et al.
[31] in 2010 used the back propagation model to map the design objectives to
the variables, and Non-dominated Sorting Genetic Algorithm -II (NSGAII) [9]
was applied to generate the Pareto optimal solutions. The training dataset was
created using explicit ABAQUS simulation models. The results were validated
against FEM data and show good correlation. Component level optimization was
applied not only to passenger cars but also in ship designs to develop crashworthy
structures. Jiang and Gu [21] presented a fender structure design model using FE
simulation data on 196 samples to conduct parameter studies. The model uses a
back propagation neural network constructed on a surrogate model to map the
variables and the objective function. This is appended with a multi-objective
genetic algorithm to obtain Pareto optimal solutions. The major objectives of
the problem are the maximum crushing force and the specific energy absorption.

2.3 Machine Learning (ML)

ML algorithms have also been employed to predict injury severity in vehicle
crashes. Omar et al. [40] introduced Recurring Neural Networks to model vehicle
crash events in 1998. It was one of the first applications of Artificial Neural
Network (ANN) to predict impact dynamics. The ANN was trained to correlate
to FE simulations for a simple spring mass system, a simple box beam system
representing the crash box in a vehicle and a Ford Taurus front impact model. In
all these cases the acceleration and displacement curves showed good correlation
with the FE data. This work led to future applications of ANN in the field of
accident research.

3 Applications of Data-Based Models to Predict Vehicle
Traffic Collisions

This section focuses on the application of data-based models used in predicting
crash frequency and injury severity in traffic accidents. Crash prediction models
focusing on factors influencing the increased injury severity in a crash have been
of significance in the past two decades, this is primarily to reduce the increasing
trend of road accidents globally. The road traffic data, social media information
and injury data collected over several years has given researchers an opportunity
to derive a relationship between crash severity and other factors influencing
these collisions. Many of the previous studies have focused on linear regression
models where the functional relationships between crash severity and related
factors have been assumed linear [11]. Mussone et al. [35] have pointed that
linear models suffer from use of variables with non-homogeneous distribution, the
correlation among the independent variables may be greater than the acceptable
levels leading to greater errors which may not be acceptable to this field (Fig. 2).
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Fig. 2. Representative algorithms and methods used on road accident prediction [17]

3.1 Artificial Neural Networks (ANNs)

First used in 1960, ANNs can solve many complex analytical problems. The
algorithm works by mimicking the neurological functions in the human brain,
just as neurons stimulate to a real life situation. The model is trained to predict
outcomes based on patterns generated by historical data. ANNs are processed
in 2 steps; a linear combination of input values and then the obtained results
are used as an argument for non-linear activation function [3,12,19].

ANNs are non-parametric models frequently applied to analyze road safety
problems. One of the earliest studies in crash prediction using ANNs, [35,36]
analyzes collisions in urban roads. The study focuses only on accidents occur-
ring at intersections and identifies factors responsible for an accident. The paper
is also very specific because it uses data only from the city of Milan. The study
concluded that ANNs can be implemented to model the accident data. A recent
work using ANNs in this field, by Rezaie et al. used ANN to predict variables
affecting the accident severity in urban highways. They conclude that the vari-
ables such as highway width, head-on-collision, type of vehicle at fault, ignoring
lateral clearance, following distance, inability to control the vehicle, violating
the permissible velocity, and deviation to left by drivers are the most significant
factors that increase crash severity in highways [45]. The study also highlights
that feed-forward back propagation (FFBP) networks yield the best results, also
pointing that any single parameter is not necessarily responsible to increase crash
severity; a combination of factors might work to lead to higher crashes. Codur
and Tortum [53] developed a model for highway accident prediction based on
ANN, taking this as an input to the model, they included not only the basic data
like driver, vehicle, time but also detailed information about the road geometry
and statistics around road traffic and volume. The authors concluded that the
variable degree of road curvature was a significant contributor to the increasing
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number of accidents on the highways. More recently [55] and [2] have proposed
models using ANNs which improve the system accuracy more than a few of the
existing models.

3.2 Bayesian Networks

Bayesian networks are a compact representation of a probability distribution
over a set of discrete variables [42]. They are widely used models of uncertain
knowledge; these networks have been used to predict vehicle crash severity. The
study by Castro et al. [6] in 2016 uses bayesian networks along with the the J28
decision tree and ANN to determine the variables responsible for road accident
severity.

3.3 Support Vector Machine (SVM)

SVM is an extensively used ML technique. It works under the principle of Super-
vised Learning that uses labeled training data to deliver input and output func-
tions.The input and output functions are related by regression or classification
functions. The data is labeled and presented in the original formulation, the
data is segregated into discrete sets consistent with the training examples. The
SVM is a relatively strong ML technique due to its theoretical framework. The
primary intent of SVM is to minimize the error and maximize the margin by
separating hyperplanes between two classes [4,10,57].

Li et al. [26] used SVMs in 2008 to predict motor vehicle crashes and compare
their performance to traditional Negative Binomial Regression, SVMs were con-
cluded to be performing better and also offering an advantage of not over-fitting
the data. Xiong et al. [50] used SVMs to predict traffic collisions, this framework
is based on identifying if the driver is remaining in the lane or leaving lane. The
framework has an accuracy of 0.8730 which is a relatively high performance from
a model. Pandhare and Shah [41] used SVM classification and logistic regression
classification to classify and detect road accidents and events based on events
in social media- Twitter. SVMs and Bayesian inference are combined to predict
road accidents in [15].

3.4 Evolutionary Computing and Genetic Algorithms

Genetic Algorithms (GAs) tend to converge on the optimal solution and not fall
in the local optimal values. GAs present their solution as a chromosome; and
in medical terminology, a chromosome is composed as a set of genes, each gene
is understood to be representing a particular value of a variable in a particular
set of genes in a population. The solution is obtained by conducting an iterative
evolutionary process; the initiation is a random set of values from the population.
Like in any evolutionary process, there is crossover and mutation between each
set of iterations. This process is repeated until the criteria are met or the number
of iterations is completed [17]. There are several applications of this methodology
in the literature, [18] conducted a study using GAs and decision trees to define
a prediction model based on the accidents occurring in urban and rural roads.
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3.5 Deep Learning

This is a sub-field of ML concerned with algorithms inspired by the structure
and function of the brain called ANN. DL architectures such as Convolutional
Neural Network (CNN) and Recurrent Neural Network (RNN) and a combina-
tion of both are used to discover hidden relationships and structures in high
dimensional data. Ren et al. [44] used the deep learning method to analyze
spatial and temporal data of traffic accidents in Beijing and presented a spatio-
temporal correlation of the data. The authors presented a highly accurate deep
learning model of accident prediction, this model can be applied to traffic acci-
dent warning systems along with other potential applications. There have been
several research studies conducted in this field of research using Deep learning in
the past decade, [56,58]. In [8] the authors combined CNN with long short-term
memory (LSTM) to detect traffic events, the data was extracted from Twitter
information, the study concluded to have outperformed previous studies with an
accuracy of 0.986 and F-measure of 0.986.

4 Conclusion and Next Steps

This paper reviews the data-based models applied to develop crash and injury
severity prediction models. The modeling strategies used to predict the crashwor-
thiness of the vehicle indicate a higher preference of researchers to use optimiza-
tion strategies, response surface methods and, ANNs to develop injury mitigation
models. It is also observed that the use of ML techniques like Reinforcement
Learning (RL), Supervised and Unsupervised Learning has very few applica-
tions in this area of research. This indicates that there is scope for researchers
to employ these strategies to create prediction models. One of the reasons that
we can attribute to this gap in the application is the highly non-linear com-
plex dynamic event that most high-speed crashes are associated with. It is also
tough to replicate the non-linear behaviour of materials used in a vehicle and
the presence of multiple components in the vehicle. This review highlights the
widespread application of optimization algorithms in parameter identification
problems; these focus more on the vehicle crush and energy absorption prediction
models compared to the vehicle rotations leading to pitching/yawing/rolling.
There is an opportunity to use data-based models to establish a relation between
vehicle acceleration and vehicle rotations along with the factors contributing
to the increase of vehicle rotation about its axes in case of a crash. Most of
the data sets generated in these modeling strategies have used simulation-based
models, for example, LS Dyna or Pamcrash based models for non-linear dynamic
impacts. This is an encouraging trend because researchers are relying more on
virtual simulation methods compared to physical test data.

We also observe that data-based modeling has been applied extensively to
component based modeling in passenger cars, MDO is also used to meet con-
tradictory requirements in the vehicle like the mass of the vehicle and vehicle
structural integrity. There is again scope to further use ML algorithms in this
domain.
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The second section of this paper reviews the prediction models used for esti-
mating crash frequency, in other words, these models predict road traffic colli-
sions and crash severity. It was observed that several ML based analytical tech-
niques were employed in this domain. The use of ANNs, SVMs and, GA-based
models has been predominant in the past decade to more accurately model vehi-
cle crash severity. This trend aligns with the emergence of ML based algorithms
since the year 2000; the developments in the field of computational powers have
also supported this trend. We also realize that there are few models based on RL
techniques and this can be a scope for future research. One of the drawbacks of
these models is the dependence on data which may change over different parts
of the world. It is important to create datasets that represent all types of traffic
and road conditions, and validate these models against different road conditions.
This would provide more robust prediction models.

It will be interesting to combine crash frequency and structural
integrity/occupant injury models to improve prediction.
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Abstract. Recent advancements in the field of Machine Learning have
sprouted a renewed interest in the area of autonomous cars. Companies
use different techniques to develop autonomous cars, including buying
several vehicles to develop Advanced Driver Assistance Systems (ADAS),
while others use car simulators. Simulators for autonomous cars include
a wide variety of different sensors. Some simulators come free or even
open-source, while others require to pay for the simulator itself, server
time, or each sensor. The quality and focus of each of these vary, with
some having LIDAR scanned roads for highly realistic roads, while others
have entirely natural and realistic vehicle dynamics.

This paper gives an overview of available simulators for supervised
and reinforcement learning as well as their use cases.

Keywords: Autonomous cars · Machine learning · Simulation

1 Introduction

Autonomous vehicle is a field of research, in which the first attempts occurred in
the 1920’s [2,23]. Though these were more simplistic implementations, more com-
plex Neural Networks (NN) based implementations occurred in the late 1980s,
ALVINN [17] in 1989, predicted the right action within 2 of its 45 units to the
correct answer 90% of the time.

More recent papers include both Reinforcement Learning (RL) implemen-
tations [5,6,12,22,24,28] as well as Supervised learning (SL) implementations
[11,25,29]. By RL we are referring to algorithms which perform an action in an
environment, and gets a reward. This reward is then used to reinforce actions
with higher rewards, and penalize ones with lower rewards. While for SL we are
referring to algorithms which learn by imitating data. Meaning that the algo-
rithm attempts to find the expected output, given some data, and the difference
between the expected output and the predicted output is the loss. This loss is
used to guide the algorithm towards the expected outputs.

When implementing on physical vehicles, the SL method uses data collected
with a human driver, while RL methods act and get rewards from its environ-
ment. The RL methods face additional costs and safety issues associated with
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
F. Sanfilippo et al. (Eds.): INTAP 2021, CCIS 1616, pp. 367–379, 2022.
https://doi.org/10.1007/978-3-031-10525-8_29
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vehicle collisions during training. Data from humans [19], on the other hand,
may not include unwanted situations during training such as the car veering off
course or colliding in SL implementation. The existing disadvantages of using
SL and RL on physical vehicle models for implementations lead us to simulators
that support both methods of learning. If there is a lack of data for a car about
to collide or drive off the road, using a simulator you can collect this data safely.
Looking at RL implementations specifically, simulations are a great tool, as the
vehicle can crash as many times as required for the vehicle to train.

Though one of the issues in this field of research, is which simulator to use,
and which systems the researcher has to create. Some simulators may include a
large variety of sensors and agents such as pedestrians [9]; other simulators focus
on the vehicle dynamics, and realism [18,27]. Though overall there is a lack of an
overview for each simulators’ use case which we will go into more detail about;
with a majority of simulators focusing on SL and some looking into RL.

2 Simulators

Among the variety of simulators, we will look at selected available ones. This
includes a variety of simulators, while excluding simulators such as Nvidia drive
sim, which is currently only available to those in their early access program [16].

We also exclude simulators such as summit which is an extension of Carla, the
same goes for the Donkey simulator which is an extension to the self-driving car
sandbox; Flow which focuses on traffic flow and does not have autonomy as its
main goal; OpenAI’s carracing-v0 which is a 2d top down simulator; TORCS as
it does not include a simple method for interacting with the simulator; AirSim
which was made as a drone simulator, which has been reworked to work for
self-driving cars.

Each simulator has a set of sensors, some include the most common sen-
sors widely used in research [21]. The level of realism for each of these imple-
mentations varies as well. One example of this is the difference between rFpro’s
implementations versus that of the Udacity simulator. rFpro’s sensors are highly
realistic with companies selling sensor models to the user, this is in stark contrast
to the idealized sensors of the Udacity simulator or its modified version.

There is also a difference in how the maps look and how realistic they are.
Carla includes a variety of maps with flat or sloped roads; while the rFpro imple-
mentation includes LIDAR scans of the roads, which adds potholes and bumps on
the road surface increasing the realism. Some of the simulators also allow for the
creation of roads based on real-world maps [15], which may suit the researchers’
need compared to the pay-per-map approach used in some simulators.

2.1 Carla

CARLA is an open-source simulator for autonomous driving research made in
cooperation between Intel Labs, Toyota Research Institute, and the Computer
Vision Center in Barcelona [9]. It is made using the Unreal Game engine and
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includes a variety of actors as well as sensors when training an autonomous
car. The simulator includes eight different urban maps, as well as the ability to
simulate different weather conditions. This variation helps test the validity of an
algorithm by changing the map or weather and seeing that the algorithm still
performs the same.

The complexity can also be varied quite a lot, by controlling one or more
vehicles at a time while having other actors in the environment. These other
actors include traffic lights, traffic signs, vehicles, and pedestrians. The traffic
lights will change according to how many vehicles are driving from each direction,
while pedestrians walk around and there are traffic signs giving information to
the researcher-controlled autonomous car in the environment.

In the original paper, there was a RL implementation of carla, which can be
found in their github. Though it excludes the ability to train and get feedback
from the environment [10].

Actors. The actors include a few sensors, traffic signs and lights, vehicles, and
walkers. The sensors are placeable objects which the researcher can move; to
simulate a security camera, or simply gather specific data such as segmented
images. These sensors can be placed on an actor controlled by either CARLA or
the researcher.

There are also spectators, which is an actor placed to give an in-game point
of view over a specified location and rotation.

Then there are the traffic signs and traffic lights, the traffic signs currently
include stop and yield traffic signs, while the traffic lights are an actor which the
vehicle is only aware of if the vehicle is by a red light. Both are spawned using
the OpenDRIVE file, and cannot be placed when the simulation has started,
and the light can be changed using the API.

Unlike most other simulators CARLA includes vehicles and pedestrians. This
allows the autonomous car to act in a vehicle & pedestrian-free environment
until it becomes proficient at driving. The autonomous car is then tested using
multiple pedestrians and vehicles. These actors can be controlled by either the
simulator itself or through an algorithm programmed by the researcher.

Sensors. Carla includes a variety of sensors, which are categorized into 3 major
groups [7]; namely Cameras, Detectors, and Other. For the cameras, we have
a few different types, meant to handle different tasks. There is a depth-sensing
camera, an RGB camera, a semantic segmentation camera as well as a DVS
camera. The depth-sensing camera senses the distance to each pixel on the screen
and sends it out of its object. While the RGB camera takes an image in RGB
colors in its current location and rotation. The semantic segmentation camera
works similarly to an RGB camera, but instead changes the color of each object
it sees, so a car is one color while trees are another color. Then there is the DVS
camera, which finds the change in brightness between frames and outputs those.
This information can be used with an RGB camera to drive on the road and
find objects which are moving, which the car may want to avoid.
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We also have detectors, these detect when an event happens. The possible
events are collision, lane invasion, and obstacles on the road. The collision detec-
tor detects when a vehicle crashes, which can be very useful in RL algorithms
and such. Then there are the lane invasion detectors which can sense when the
autonomous vehicle is changing lanes so that if the lane change is expected it can
be ignored otherwise an emergency stop can occur. Lastly, we have the obstacle
detector, which detects if there are any possible obstacles ahead of the parent.

We also have a variety of other sensors; like GNSS, IMU, LIDAR, Radar, RSS,
Semantic LIDAR. The GNSS is a Global Navigation Satellite System, which
gives the altitude latitude and longitude of the object it is placed at. An IMU
or Inertial Measurement Unit, measures the linear acceleration, orientation, and
includes a gyroscope that gives the angular velocity. The RADAR is a simulated
radar that sends out a wave and gets back the range, angle, and velocity of
the object it hits. LIDAR works quite similar to the RADAR but sends a ray
outwards, sending multiple rays allows for measuring the distance to multiple
objects as well as their shape. A responsibility-sensitive safety (RSS) sensor
is a sensor that modifies the control safely applied to the vehicle. While the
semantic LIDAR sensor which is a rotating lidar generates a 3D point cloud but
with information of the object hit by the rays.

Focus. Carla is a very open simulator with a large variety of sensors, with the
focus of this simulator seemingly being on creating SL based algorithms.

2.2 DYNA4

Dyna4 is a software made by Vector, their “...physical models include vehicle
dynamics, power train, combustion engine, electrical motors, sensors, and traffic”
[27]. These systems can be used for tasks such as creating ADAS systems, which
are relevant in the development of an autonomous vehicle. To aid in the creation
of an ADAS system, Dyna4 has a variety of included sensors and can use traffic
simulators such as SUMO.

DYNA4 bases its physics engine on Matlab and Simulink while utilizing the
graphics engine from Unity. The physical simulation of mechanics, electronics,
thermodynamics, control logics, and traffic is done with MatLab and Simulink.
While Unity is used for more detailed sensor simulation, Simulink includes ide-
alized versions of the sensors. DYNA4 is split into two parts, being able to only
use the MatLab/Simulink parts, with multiple OSs, while the Unity part runs
on Windows only. Changing the simulation to add features is done in Simulink,
and modification is easily done as DYNA4 gives access to the model states and
signals.

When looking at what makes DYNA4 different, is their ability to scale the
level of detail of the simulation is their main selling point. For component models
there are different levels of detail, for vehicle chassis models we have a mass
point, extended bicycle model, and a full vehicle dynamics model, these can be
combined with other components such as a drivetrain. Choosing a simpler model
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indicates that there is less effort required for parameterization and computational
power. When looking at the level of detail for their drivetrain architecture, we
see that it starts with being able to control the torque of the wheels, up to a
full simulation of the combustion engine and powertrain. They also use a variety
of open standards such as ASAMs OpenDRIVE, OSI, XiL API, and MDF. The
environment can also be auto-generated from OpenDRIVE files, including the
road, traffic signs, lane markers, roadside objects. Their traffic model is also able
to control traffic objects, these objects can be controlled with DNN or stochastic
traffic simulation via SUMO. DYNA4 also includes a tire model, TMeasy, which
adapts to different friction conditions. The user can set the friction coefficient of
the road or the tires if it is wanted. They are also open to use any tire model,
such as MFTyre or FTire and more.

As Dyna4 is meant to be used by the industry there is a cost to purchasing a
license. The monetary cost of the simulation is very low for educational licenses,
with industrial licensing being significantly more expensive. Educational licenses
are on a per computer basis, meaning that if multiple users are developing the
software at once, they need a license each.

DYNA4 also uses a continuous action space, which allows for fine control of
the vehicle. While its state space can be set to continuous or discrete state space,
depending on the task.

Given DYNA4’s set of sensors; makes them a great tool for developing and
prototyping new ADAS systems. When combining these sensors with the vehicle
dynamics package vehicle control can be achieved.

Sensors. DYNA4 includes a range of available sensors like RADAR, LIDAR,
Ultra-sonic, and Camera sensors. With these sensors, the vehicle can sense its
surroundings, as well as the distance and speed of an object. The detail among
the sensors is also varying, with both idealized as well as more detailed versions
of sensors. Given their sensors, they can get both bounding boxes and features
such as detected lanes as an output from their camera and radar. Their camera
is not a simplistic model, taking into account the dirt and lens distortion.

Focus. DYNA4’s focus seems to be on the creation of SL algorithms.

2.3 rFpro

rFpro is a simulator made with realistic physics and high visual realism. rFpro’s
high visual fidelity is done through ray-tracing, when using it or one of the pur-
chased sensor models at their most realistic setting of the simulation resolution,
the simulation can easily become slower than real-time. This means that there
is a balance between realism and computational time [18]. The realistic physics
includes a highly realistic road surface with potholes, the suspension is also sim-
ulated so that the bumps are realistic. These realistic road surfaces, which are
created using extremely detailed LIDAR scans, make the simulation currently
very costly. The maps also have to be purchased at a significant price, with at
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least one of the maps costing more than the base simulator itself [18]. As their
maps are LIDAR survey scans of real roads, the validity of an algorithm can be
tested on the real road while being created and trained on the simulated road.

The OS support for rFpro is currently only in Windows; though it aims for a
Linux distribution sometime in the future. In regards to their API, it supports
C++ for interfacing with it.

Sensors. There are a variety of sensors available for rFpro, though most of
them have to be purchased at an extra cost. Purchasing the base simulator the
customer gets a camera sensor included, while the rest of the sensor models have
to be created or purchased from other vendors. The purchasable sensor models
are simulated to high degree of accuracy. The user can create the sensor model
themselves, to be as realistic as possible, simulating the sensor down to the
smallest detail including error models. One example of their realistic simulation
is a LIDAR which is simulated down to its UDP packets sent between the sensor
and the computer.

Focus. rFpro focuses on physical modeling of the vehicle, as well as very high
degree of accuracy for their sensors. And so their aim seems to be on sensor
fusion as well SL based algorithms which can be moved directly from simulation
to real-world.

2.4 Deepdrive

Deepdrive is an open-source autonomous car simulator, with an MIT license. It
has some sensor data which can be used for the creation of path following using
SL or RL-based autonomous cars. They have compatibility with Gym, docker,
and more [8].

Compatibility. The Deep drive simulator works with both gym and docker.
Their docker implementation uses a docker container for the environment, as
well as a docker container per Deepdrive client. This allows for simple setups
of clients. Their compatibility with gym, also makes them good for testing the
validity of changes to their environment, such as changing the reward function
for the system as any person making such changes can run a test with and
without those changes with state of the art (SOA) methods such as Rainbow,
PPO, DDPG and more [8].

Sensors. Deepdrive has a few sensors, namely an RGB camera, a GPS, an IMU,
and some location sensors for staying in the center of the lane, and following a
path [8].

Focus. Their focus seems to be on both SL, and RL, for performing tasks such as
lane changing, centering the vehicle in the lane, following a path, and generalized
autonomous vehicle development [8].
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2.5 PGDrive

PGDrive is an open-source car simulator using RL. It has compatibility with
gym, making it easy to test with the maps being procedurally generated with a
few premade maps [13].

Compatibility. PGDrive is compatible with gym, which allows for testing the
SOA methods such as PPO and more. Improving the reproducibility of results.

Sensors. In regards to sensors, PGDrive includes LIDAR, RGB Camera, Depth
camera, birds-eye view. The sensors are adjustable with the LIDAR, RGB, and
Depth Camera having “a field of view, size of film, focal length, aspect ratio,
and the number of lasers” [13].

Focus. Reinforcement Learning, with procedural generation of the maps and
interaction with gym environments.

2.6 Duckie Town Simulator

Unlike most other simulators, the Duckie Town simulator is a python and
OpenGL-based simulator, made originally for lane keeping, but now with real-
istic camera distortion. Their focus is on Supervised learning with imitation
learning as the currently available version of Reinforcement learning.

Sensors. It has a single sensor; an RGB camera of shape 640× 480.

Focus. Duckie Town simulators focus is on SL algorithms, and lane detection
more specifically.

2.7 SVL Simulator

SVL simulator is a Unity-based open simulator by LG Electronics. It allows for
digital twins, making testing between the simulator and the real world simple.
The simulator allows the researcher to run hardware in the loop by having two
machines, one controlling the vehicle using chassis commands, and the other one
hosting the environment.

Sensors. SVL includes a few sensors namely LIDAR, RADAR, Camera, IMU,
GPS, and Segmentation sensors [20].

Focus. This simulator focuses on creating an environment and a set of sensors,
allowing for the training of algorithms for tasks around perception, planning,
and control of the autonomous vehicle [20].
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2.8 MATLAB Automated Driving Toolbox

MATLAB Automated Driving Toolbox is a toolkit that helps in the design,
development, and testing of ADAS systems.

With the simulator being able to control the vehicle through checkpoints, and
using this to collect data. The simulator shows a cuboid simulation to the user
when running the simulator, though the data collected from the environment is
highly realistic.

Sensors. The simulator comes with a couple of different sensors, the camera,
and Lidar. These sensors are made in a way where the labeling of their data
is made simple, through a built-in toolkit. With this toolkit, the researcher can
create bounding boxes and label them directly in the software. This makes the
data collection process easier than manually gather the images.

There is also the implementation of real sensors, such as a Velodyne LIDAR
[15].

Maps. The MATLAB software does not include a set of maps, instead having a
toolkit that allows for the creation of a map using HERE HD Live Map, where
the researcher marks a region of road, and then gets the corresponding map to
this road. This allows for easy creation of different testing scenarios, though may
lack some detail compared to other maps [15].

Focus. MATLAB Automated Drive Toolbox is a set of tools, focusing on the
creation of a simulator for SL.

2.9 Udacity Simulator

Udacity is an educational organization, making courses to teach specific subjects
[26]. For one of their courses, Udacity made an open simulator for an autonomous
vehicle made for supervised learning algorithms. This simulator was created
in Unity with two different rural maps, and a singular vehicle [4]. A modified
version of the simulator support was added for RL-based autonomous vehicles.
The modification is done using C#, writing the scripts and attaching them to
the corresponding objects [14].

Sensors. For the modified version both the RGB camera as well as the seg-
mentation cameras are available. The RGB camera is a simple camera attached
to the vehicle, collecting photos as the vehicle drives, the segmented camera, on
the other hand, is quite different, as it segments objects in the world through
shaders. Lastly, there is an ideal GNSS or GPS if you wish, with which the posi-
tion and rotation of the vehicle are given. These sensors are ideal sensors, with
the segmented cameras giving pixel-perfect data.
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Reinforcement Learning Based Systems. When training RL-based algo-
rithms in simulations, certain things are very important to standardize. This
includes a standardized method of giving rewards and penalties, which the Udac-
ity simulator has. Another important system is the one that gives feedback for
how far the RL-based algorithm has driven, achieved through checkpoints. For
the modified Udacity simulation checkpoints are based on the track, some are
straight and give a smaller reward, while other tracks require the vehicle to
steer, granting a higher reward. To give a feedback for being off the road, a
small penalty is given if the vehicle has any of its tires off the road. These sys-
tems are aimed to make the feedback standardized, making recreating results
easier.

Other than the feedback, resetting the vehicle is another very important tool.
The reset is done by checking if the vehicle moves over a few hundred steps

or if it is consistently off the road, if either is true the vehicle is reset and the
AI algorithm is informed. These resets aim to improve the training speed of the
RL algorithm steering the vehicle.

Focus. The Udacity simulator focuses on SL, while the modified version focuses
on RL.

2.10 AWS DeepRacer

AWS DeepRacer is a 3D racing simulator, for training RL-based autonomous
cars. The simulator focuses on performing Deep RL racing and moving these
algorithms from simulation to the real-world [3]. As the simulator is very similar
to that of their physical DeepRacer robot; it becomes significantly easier to move
from a simulation to the real world. This allows for training in the simulator to
transfer learned quite easily in the real world which is a significant advantage.
The training also occurs on the AWS servers; where Amazon has a lot of available
codes which aim at helping people understand not only how to run on their
systems, but also how to perform RL.

The goal of the simulator map is to get around the track as fast as possible,
while creating waypoints, to estimate how far the vehicle has come. After the
vehicle is trained on the simulator, you can move to the real world where you
can mark the road in a similar way to create a race track using tape. There
is also a competition online in which each person can test the validity of their
autonomous car [1].

The only sensors currently in use are either one or two 4MP cameras, which
they downsize to 160× 160 greyscale for performance reasons.

Reinforcement Learning. The DeepRacer Autonomous cars get feedback
based on how close to the center of the track the car is. With the center of
the track being a reward of 1, being off-center giving a reward of 0.5, and driv-
ing off-road giving a reward of 0. Rewarding the vehicle for driving in the middle
of the track allows the car to continuously [3].
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Focus. AWS DeepRacer focuses on the creation of an RL algorithm which can
be transferred from their simulator to their robot.

3 Discussions

Discussing the use case of each simulator, we group them into a few different
types with the main categories being Supervised learning and Reinforcement
learning.

Based on our understanding we have categorized the different simulators
according to their focus and compatibility Table 1.

Table 1. An overview of the simulators, their focus and their compatibility with SL
and RL. *The training code is not published yet, only the validation without rewards;
**There is a small number of sensors, and so it is more suited for RL.

Simulator RL & SL Focus

rFpro SL Realistic sensors and physics

Dyna4 SL Realistic sensors and physics

Carla Both* Many sensors, maps, agents & some RL

AWS DeepRacer RL Teaching how to perform simple RL & easily transfer
it to robot

MATLAB SL Tools for the creation of a simulator fitting the
researchers needs

Udacity Both** Supervised Learning and Reinforcement learning

SVL SL Creating env & sensors for developing perception,
planning and control algorithms

Donkey SL Racing algorithms

Duckie Town SL Developing lane detection algorithms

PGDrive RL Generate maps procedurally, standardized testing
using GYM

DeepDrive RL & SL Developing Lane changing, path following algorithms

3.1 Supervised Learning

When looking at supervised learning there a couple of main focus points for each
simulation software. The first focus is to prototype a system and move into the
real world later with less focus on the realism of the sensors. The next being
on creating a system that can be directly translated from the simulator to a
physical vehicle.

Prototyping ADAS Systems. When prototyping ADAS systems, the main
focus is on testing the efficacy of algorithms, with less focus on realistic sensors
and interactions with the sensors. This leads us to simulators with idealized sen-
sors, and preferably a large amount of them. Therefore the simulators best aimed
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at such a task are that of Carla, Donkey, Duckie town, and MATLAB, which
have some complexity, though use idealized systems. And though it is possible
to increase the realism in these sensors by coding in extra functionality it is not
a default sensor. Carla has a larger set of features, while not supporting MAT-
LAB or gym environments. MATLABs’ implementation is more of a toolbox for
creating the simulator one might want. The Donkey simulator focuses on racing
for Supervised Learning algorithms using Gym. While Duckie town is a more
simple implementation, which runs pure python.

Realistic ADAS. Few other implementations focus mainly on being able to
move from a simulated vehicle to a real vehicle with ease. These systems may not
have every sensor available at the start, and some use-cases are more difficult
to train them in such as Reinforcement Learning, but their realism is signifi-
cantly higher than other simulators. The three main simulators whose focus is
on realism are that of rFpro and Dyna4. rFpro is more expensive than Dyna4
and SVL, though the realism in their sensor packages is higher. SVL has some
features such as a digital clone which DYNA4 does not have, though DYNA4
has more vehicle dynamics in it than either of the other simulators.

3.2 Reinforcement Learning

This is one of the newer implementations on autonomous vehicles, which
attempts to utilize the increased performance seen in video games such as the
Atari games and multiple new highly complex game titles. In this case, having
a standardized system that gives the same feedback as any other system is an
advantage, and these may aim at different implementations, one being on get-
ting from point A to point B as fast as possible. Another focus may be on the
systems for giving feedback to the RL algorithm.

Racing. Focusing on driving as fast as possible on the road, is an intriguing
topic, as it shows how good the vehicle is at steering and how its reaction time
is. At which point does the algorithm see an obstacle and steer away from it,
and is the vehicle able to not lose the grip of its tires. Here the simulator which
fits best, are is AWS DeepRacer.

Generalized Autonomous Tasks. As RL-based autonomous cars are a new
field of study, the systems to test and create them are not in place yet. There are
therefore simulators that aim at creating these standardized systems and stan-
dardized testing. For this task, we consider PGDrive, Deepdrive & Udacity. With
the PGDrive and DeepDrive having gym support, which allows for standardized
testing using State of the art Algorithms, such as the stable baseline algorithms
from OpenAI. Deepdrive has some focus on the feedback which can tell the dis-
tance to the center of the lane in cm. The Udacity simulator also focuses on this
feedback, with more of the focus being on the ease of implementation, at the
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cost of the standardized testing algorithms which are easily available to those
with gym for the environment interaction.

4 Conclusion

Simulators are an easy way to test algorithms for autonomous vehicles, and
within the field of autonomous cars, a few simulators exist with more coming in
the future. Some simulators aim to give the most realistic interaction with the
vehicle and the algorithms, where the sensors act similar to those in the physical
world. There are also ones that allow for prototyping and testing of the most
common ADAS algorithms, focusing on more sensors, though not aiming to reach
the same level of accuracy as physical sensors. Looking into the surging field of
reinforcement learning-based autonomous cars, there are racers and prototyping
simulators. With the racers giving feedback based solely on how quickly the car
drives, while the prototyping simulator allows for the creation and testing of new
feedbacks to the algorithm controlling the vehicle.
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In: 3rd Conference on Robot Learning (2019)
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Abstract. We propose a method for classifying periodic events gener-
ated at one or multiple frequencies on any one-dimensional space. This
is very useful in problems where you need to find the type of event based
on observations of location, e.g. in time. For each frequency, all events
are mapped into periodic axes, which are represented independently of
each other. Using an expectation-maximization algorithm, we can fit
distributions to the events and classify them using maximum likelihood.
The proposed method is applied to two mechanical faulty cases: a defect
rolling-element bearing, and a gearbox with defect teeth. We show very
good classification results in cases of multiple event types of similar fre-
quency, multiple event types of different frequencies, and combinations
of the two for artificially generated events.

Keywords: Clustering · Periodic events · Condition monitoring

1 Introduction

Mechanical faults in rotating machinery usually come in the form of fatigue
or wear that alters the physical shape of components over time. Examples are
wear on gear teeth or cracks in the races of rolling-element bearings. During
machine operation, the faults come in contact with other components, caus-
ing periodic signatures in vibration. Examples are when a broken gear tooth
meshes together with teeth on a connected gear, or rolling elements passing over
a crack in the bearing race. Thus, specific faults and defects in mechanical com-
ponents of rotating machinery are usually associated with characteristic forcing
frequencies, which can be measured using vibration sensors, e.g. accelerometers,
mounted in strategic locations on the machine [4]. The characteristic frequencies
can be computed analytically based on the component geometry and machine
speed, e.g. the rate of which teeth on two connected gears mesh together, or the
rate at which rolling elements in a bearing pass a point on a race. Diagnosis
of the faults are usually performed by Fourier spectrum analysis of vibration
signals or through more sophisticated methods like the envelope spectrum [12],
by looking for peaks or changes at the characteristic frequencies. However, in
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cases of varying machine speed, the spectrum components might be smeared
[21]. The usual solution to this problem is to perform order tracking [11,13,20].
Order tracking may stretch the waveform in ways that make it less efficient for
time-dependent frequency (as opposed to speed-dependent frequency) analysis
like high-frequency resonance demodulation methods as in [22]. In such cases,
the order tracking should be performed after signal filtering has been done, or
in the case presented here, when the fault-excited events have been discretised
as locations in time. From a condition monitoring perspective, the biggest draw-
back of frequency analysis is the inability to distinguish between two or more
faults of the same characteristic forcing frequency.

Time-frequency analysis is a widely applied alternative that takes the time
as well as the frequency domain into account. Its application areas contain cases
where one needs to know at what time certain frequencies are most prominent,
e.g. if two or more faults excite events at the same rate. Time-frequency analysis
is also useful for non-stationary cases like varying speed conditions. The most
common forms of time-frequency analysis methods are through the short-time
Fourier transform (STFT), the continuous wavelet transform (CWT), where
the Morlet wavelet is commonly selected as the mother wavelet for mechanical
condition monitoring, and less common methods like the Wigner distribution
function (WDF) [8]. Sophisticated techniques based on time-frequency analysis
for mechanical condition monitoring are still being researched [14,23].

By analysing the time-waveform of vibration signals, it is not only possible
to see when a fault-excited event occurs, e.g. the train of impulses generated
when a rolling-element in a bearing passes a defect on the outer race, but also to
gain a lot of information about how components interact with the defect area.
This can in turn tell us about the shape of the defect [7,9,18]. Knowing the
shape, e.g. size of a defect, and seeing it develop over time can give an indicator
about the remaining lifetime of that component. If one is able to isolate the
parts of a waveform that contain fault-excited events, this information can be
found based on expected patterns modeled for different defect shapes. This is
the foundation for the motivation of this paper, as will be elaborated in the
following paragraphs.

Isolating fault-excited events requires locating them in time, with respect to
the machine operating speed: When a machine with faulty mechanical compo-
nents, e.g. rolling element bearings, is run and fault-excited impulses occur within
the mechanical component, stress waves are generated. When the stress waves
are reflected at interfaces with other mechanical components or the exterior, the
mechanical component’s resonant modes are excited [7]. In most practical cases,
one resonant mode is prominent. However, the frequency or band of the resonant
mode must be found and is often done so by analysis of spectral kurtosis using
a kurtogram [1,2]. Vibration measurements sampled at more than twice the fre-
quency of the resonant mode must be made. The next step consists of a popular
technique in mechanical condition monitoring: envelope analysis [17]. The vibra-
tion signal is band-pass filtered at the frequency of the resonant mode, followed
by computing the analytic signal whose complex modulus is the signal envelope.
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The envelope should ideally contain a single peak per fault-excited response.
Finally, some method of peak detection can be used to localise fault-excited
impulses, which we will refer to as events.

Different components degrade at different speeds, thus an intelligent system
demands knowing the type of defect in question. This is rarely a problem if
there is only one defect, but when there are fault-excited events from multi-
ple sources in the same time-waveform, it becomes hard to decide which event
belongs to which defect. To solve this issue, we propose an unsupervised classi-
fication method that can classify events based on their frequency and location
in relation to other events. Figure 1 illustrates the task at hand: There are two
types of events generated at different frequencies. We only observe the occur-
rence of an event, not its type. Therefore, we want to decide the origin of our
observed events.

Fig. 1. Actual event types and observations

Classification is a huge topic within data science. There is a plethora of
algorithms to choose from and the choice depends on the task at hand. One of
the bigger categories of classification algorithms is clustering algorithms, where
the main goal is to group together data that likely belong together. Common
clustering techniques include k-nearest neighbours (K-NN) [5] and k-means [10].
However, for our specific application, it is desired to learn the underlying distri-
bution of data, thus we will apply an implementation of the expectation maxi-
mization (EM) algorithm [6]. The underlying distributions provide information
about variability that can be associated with mechanical phenomena like bearing
roller slip or stationary shaft speed fluctuations. A similar approach has been
applied to separate automated polling traffic and human-generated activity in a
computer network in order to treat the two types of events separately [16]. The
main contribution of this paper is that the proposed method enables differen-
tiating fault signatures of different types in a signal for independent diagnosis
in the field of mechanical condition monitoring. More information about the
implementation as well as its limitations are given in Sect. 2. Two example cases
with artificially generated data are explained in Sect. 3, along with classification
results and discussion.
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2 Event Classification

This section uses period instead of frequency for convenience. Given a period
T = f−1, we can transform events to a periodic axis w.r.t. that period using (1).

φT (x;T ) = x mod T (1)

Any transformed event location falls into the interval [0, T ). This can be con-
verted to radians and be represented as a point on a unit circle. For example,
if x contains events generated with a period of T and a phase offset of φ, the
transformed event locations φ will all lie in a cluster on that circle. The location
of the cluster on the perimeter would be at φ radians, given by (2).

φ(x;T ) = 2π
x mod T

T
(2)

The importance of having correct and accurate values for T must be stressed.
Even just a slight error from the true period can lead to huge difference as the
total error at location x, given in (3) where �� denotes the floor function.

etotal(x;T ) = eperiod ·
⌊ x

T

⌋
(3)

An accurate value of the period can be approximated by searching for the period
T that maximizes (4), given a vector of event locations x.

C(T ) =

∣∣∣∣∣
N∑

n=1

exp
{

2iπ
xn

T

}∣∣∣∣∣ (4)

Since the characteristic fault frequencies are known, a search band Tmin < T <
Tmax where the accurate value of T is expected to lie can be used to find the
accurate period. Details and caveats of this method of approximating frequencies
will not be discussed. Results presented in this paper use the same period as for
generating the artificial data, hence it is accurate.

The number of classes and which generating period they belong to must be
decided. Let the following set contain all classes {c1, c2, ...cM}. Each class is
also associated with a period, denoted by Tc. In many practical examples, the
number of classes and their associated periods are unknown. There are many
ways to solve this issue, most commonly relying on some trial and error method.
However, some optimizations can be made. If the number of unique generating
frequencies are known, there must be at least one class to assign every frequency.
The frequencies can theoretically be found using (4), given the time of events.
If the number of event classes that exist for the same frequency is known, they
should all be assigned the frequency in question. If, in addition to the previ-
ous points, the probability of a specific event occurring is known, the expected
number of events that will belong to a class can be estimated based on the class
frequency and location of the last event. Multiple trial sets of classes can then
be created and ordered after priority to optimize such a trial and error method.
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However, this is not in the scope of this paper, so we assume that the set of
classes is known.

The classifier is an EM algorithm that finds the components (or classes) of
a mixture distribution based on data subject to a transformation dependent on
the period associated with target class. Classes are represented by distributions,
being part of a mixture distribution, where the probability volume must equal 1
at all times. Each class is assigned a parameter ac that weighs the distribution
according to its contribution towards the mixture, such that

∑M
c=1 ac = 1.

Every class’ underlying distribution is described by its respective probability
density function fc(φ;θc) and parameters θc. Given values for θc and ac, a
membership weight for each event n in every class c, denoted as wc,n, can be
estimated using (5).

wc,n =
acfc(φc,n|θc)∑M

h=1 ahfc(φh,n|θh)
(5)

This is commonly referred to as the expectation step of an EM algorithm. As
long as

∑M
c=1 ac = 1,

∑M
c=1 wc,n = 1 will hold true for any event n. An expected

number of events belonging to a class Nc can be represented using (6). This is
used in the following maximization step.

Nc =
N∑

n=1

wc,n (6)

In this paper, we assume a normally distributed error on the location of every
event and that each successive event location is independent of the previous one.
In case of varying event period, some tracking technique must be applied. We
consider the model described in (7) in the choice of distribution for our algorithm.

x(c, n) = nTc + φc + εc (7)

x(c, n) is the location of event n of class c with 0 ≤ φc < Tc offset. Tc is the true
period between events of this class and εc ∼ N (0, σc) is the location error with
σc standard deviation.

The von Mises distribution is applied as it closely approximates a wrapped
normal distribution. Its parameters, μ and κ, are parameters of location and
dispersion, respectively. The probability density function is given by (8), where
I0 is the modified Bessel function of order zero [15].

f(φ;μ, κ) =
exp {κ cos(φ − μ)}

2πI0(κ)
(8)

Estimation of the parameters are done in what is commonly referred to as the
maximization step. For each class c, the weighted complex barycenter rc of the
transformed event locations φ(xc,n;Tc), given membership weights wc,n found in
the expectation step (5), is estimated. The estimator is shown in (9). The intu-
ition is that events belonging to the same class will form a cluster in the complex
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plane. Events with higher weights have a larger impact on the barycenter, just
like any weighted mean.

rc =
1

Nc

N∑
n=1

exp {wc,n · jφ(xc,n;Tc)} (9)

The complex argument shown in (10) estimates the location parameter μ. This
can be interpreted as the phase offset of a class.

μ̂c = Arg (rc) (10)

The dispersion parameter κ cannot be directly estimated, thus the approxi-
mation presented in [3] is applied. It is described as an approximation for the
parameter of the distribution on a hypersphere, i.e. von Mises-Fisher distribu-
tion, but is more accurate in lower dimensions like the one-dimensional case of
this paper. The approximation is given in (11).

κ̂c ≈ 2|rc| − |rc|3
1 − |rc|2 (11)

|rc| denotes the complex modulus of the barycenter, i.e.
√

Re(rc)2 + Im(rc)2.
We refer to the estimation of distribution parameters as the function θ (φc, wc).

Finally, new values for ac must be estimated to update the weight of each
mixture component. This is simply the expected fraction of events belonging to
a class, as given in (12).

ac =
Nc

N
(12)

The mixture weights and location parameters are initialised randomly within
their parameter space. The dispersion parameters are initialised to 1. Each iter-
ation is repeated until the algorithm converges or an iteration limit is exceeded.
Convergence criteria are not covered in this paper. An overview of the algorithm
is given in Algorithm 1.

Some events of different frequencies may lie too close to each other to dis-
tinguish between solely based on this method. A solution to this problem is to
set an upper threshold on the uncertainty of the possible outcomes of an event.
That way, uncertain events can be effectively discarded. In information theory,
Shannon entropy (or simply entropy) is a term representing the degree of uncer-
tainty in the possible outcomes of a random variable [19]. It can be estimated if
the probabilities of the different outcomes are known and the probability space
sums to 1. Recall that the membership weight wc,n assigns the probability of an
event n belonging to a class c. Considering an event a random variable with M
possible outcomes, the entropy of that event can be estimated using (13):

Hn = −
M∑

c=1

wc,n · log(wc,n) (13)
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Algorithm 1: Classification algorithm
input : event locations x

classes {c1, c2, ..., cM},
periods Tc∀c ∈ {c1, c2, ..., cM}

output: class contribution parameters αc∀c ∈ {c1, c2, ..., cM}
class distribution parameters θc∀c ∈ {c1, c2, ..., cM}

initialize αc, θc∀c ∈ {c1, c2, ..., cM};
repeat

foreach c ∈ {c1, c2, ..., cM} do
for n ← 0 to N do

φc[n] ← φ(x[n]; Tc);

wc[n] ← αcfc(φc[n]|θc)∑M
h=1 αhfc(φc[n]|θh)

;

end
θc ← θ (φc, wc);

αc ←
∑N

n=1 w c[n]

N
;

end

until convergence;

We use the natural logarithm to achieve the results displayed in this paper.
Recall that the event membership weights are estimated using a probability
density function and its parameters in the expectation step of the expectation-
maximization algorithm. Therefore, the entropy can not be estimated in the
same manner using the aforementioned clustering methods whose clusters are
not represented by probability distributions.

3 Example Cases

Two different example cases of how this method can be applied to mechan-
ical condition monitoring are presented in this section. Artificially generated
data from a defect rolling-element bearing and from gears with defect teeth are
presented. The data contains the observed event locations that are directly gen-
erated according to the given conditions of the two cases. The practical step of
detecting and localising the events is therefore not included.

3.1 Case A: Defect Rolling-Element Bearing

A rolling element bearing has a defect in the outer race and in the inner race,
both exciting impulses when rolling elements pass over. The outer race is fixed
while the inner race is connected to the shaft with a speed of 1000 rpm. Knowing
the bearing geometry, dimensions and speed, the analytical frequencies of the
impulses can be calculated for the considered events. The artificial data contain
event locations xn in time. They are generated according to Table 1 and based
on the model given in (7). Inner race events located at xn are discarded when
sin(2π 1000

60 xn) > −0.5 in order to simulate the fault moving out of the load
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zone. An additional detection rate which randomly discards 1 − Pdetection of the
remaining events in that class is applied. Data is generated for a 2 s window.
Applying the classification algorithm to the data gives the classifications shown
in Fig. 2. Note that the shown classifications are simply based on which compo-
nent having an event with the highest probability. The transformed (2) time
axes are plotted against each other with respect to their associated period. The
alternative axis shows the density of the mixture components resulting from the
classification. An intuitive way to interpret the figure is to project the event data
points onto the axes. Clusters of data points forming on one axis belongs to the
associated fault type of that axis. For example, when projecting all the outer
race event data points onto the x-axis, they form an outer race event cluster,
here with an offset of slightly above π

2 . The deviation from mean offset is much
higher for the inner race event, which corresponds well with Table 1. The density
functions describe the location distribution of all events that belong to a class,
weighted by that class’ contribution towards all events. Notice how events from
the inner race “wraps around” the y-axis. The inner race event component den-
sity function of the cluster also consequently wraps around quite distinctively.

Table 1. Rolling-element bearing defect event generation table

Defect (c) Frequency Tc φc σc Pdetection

Outer race 59.7586 Hz 0.01673 s 0.00527 s 0.01 90%

Inner race 90.2714 Hz 0.01108 s 0.00912 s 0.05 90%

Fig. 2. Case A - Classifications and distributions (Color figure online)
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This reflects the importance of using the von Mises distribution when work-
ing with large deviations in event locations. There are a few misclassifications
(marked by a red circle). They are located in the area where events from the
two classes intersect. These are locations where, in the time domain, events from
different classes lie close to each other.

For our two-class case, the solution to (14) is plotted to show the bounds of
each class.

α1f1(φ(x[n];T1)|θ1) = α2f2(φ(x[n];T2)|θ2) (14)

The bounds can be seen as the solid lines in Fig. 3. The dashed line marks the
entropy threshold of 0.3 and the red areas exceed this threshold. Note that the
events are now marked based on their actual, true class. Due to the amount of
events belonging to the outer race class compared to the inner race and the low
dispersion of events within this class, the outer race class gets assigned most
of the events that fall above the entropy threshold. If events located above the
entropy threshold (red area) are discarded, there will be zero misclassifications.
However, this comes at the cost of discarding a lot of correctly classified events,
like in the intersection area. For comparison, the problem can theoretically be
eliminated if the method is based on classification using fault dependent features
extracted from the vibration signal waveform, although this paper addresses the
problem where this is hard to impossible.

Fig. 3. Case A - Class bounds and entropy threshold (Color figure online)
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3.2 Case B: Defect Gear Teeth

An input shaft and an output shaft are connected by two gears. The input gear
has 64 teeth while the output gear has 48 teeth. Two teeth on the input gear are
worn enough to cause noticeable amounts of backlash. One tooth on the output
gear is missing. The rotational frequency of the input shaft is 7 Hz, thus the
output shaft rate is 64

48 · 7Hz ≈ 9.333Hz. The event locations x are generated
according to Table 2. Data is generated for a 5 s window.

Table 2. Gear tooth defect event generation table

Defect (c) Frequency Tc φc σc Pdetection

Input gear tooth 1 7.000 Hz 0.14286 s 0.01786 s (Tooth 8) 0.002 20%

Input gear tooth 2 7.000 Hz 0.14286 s 0.06697 s (Tooth 30) 0.002 20%

Output gear tooth 9.333 Hz 0.10714 s 0.08928 s (Tooth 40) 0.003 90%

Figure 4 shows the classifications and their component density distributions
for the second case. Notice the cluster patterns forming along both axes. This
is due to the synchronicity of the involved frequencies, i.e. 4:3 gear ratio. The
true input gear tooth components are similar, although the resulting dispersion
parameter is higher for the first input gear tooth component. It also is noted
that some of the events belonging to this class are mistaken for output gear
tooth events (red circles), thus reducing the weight of that component according
to (12). However, increasing the data generation time window reduces the error,
making this issue seemingly more of a population size problem. An interesting
effect of this approach is that if the locations or just the phases of the shafts are
known, the faulty tooth can be located.

Similar to case A, the solution to (15) can be plotted for every class to get
the classification bounds as shown in Fig. 5. The same upper entropy threshold
of 0.3 is used.

αcfc(φ(x[n];Tc)|θc) = max (αc′fc′(φ(x[n];Tc′)|θc′)) , c′ ∈ {c1, c2, ..., cM} \ {cc}
(15)

The figure shows that most classifications are unproblematic, except the clus-
ter to the top left. This cluster lies close to the bounds between the input gear
tooth 1 class and the output gear tooth class. As previously mentioned, these
events are impossible to distinguish based solely on their location with respect to
each other. However, all the misclassified events lie above the entropy threshold
and would hence be discarded.

It is worth noting that the algorithm does not guarantee convergence to a
global maximum. The authors have noted cases, where two clusters that are
located close to each other might merge into one component, resulting in a very
low weight for the second component. This in turn may lead to computational
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Fig. 4. Case B - Classifications and distributions (Color figure online)

Fig. 5. Case B - Class bounds and entropy threshold

errors. In some cases, it might be required to perform multiple executions of the
algorithm with different initial parameters. Other such cases may need more or
new data.



Classification of Mechanical Fault-Excited Events Based on Frequency 391

4 Conclusion

A novel method to classify events based on their location and frequency of occur-
rence is presented in this study. The technique can be used for other applications
that seek to achieve event classifications, but this paper applies it to mechanical
fault-excited events from a bearing and a gearbox, showing very good results for
artificial data. The clustering method uses an EM algorithm that first transforms
data with respect to the frequency assigned a class. The learned mixture model
consists of von Mises distributed components to account for the periodic offsets
of events. The algorithm is not guaranteed to find the global maximum, and
therefore problems might occur depending on the data and/or initial conditions.
Another drawback is the need to specify number of classes and their associ-
ated frequencies beforehand, which is common in many classification algorithms.
Finally, it is essential with correct and accurate frequencies for the method to
work.
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Abstract. This paper aims to use a set of applications based on Intelli-
gent Technologies for the testimonial recovery of native culture in South
America. Artificial Intelligence (AI) algorithms and techniques (appro-
priately applied to the Recovery of the Intangible Cultural Heritage of
the Mapuche culture) allowed us to obtain valuable results: the auto-
matic description space for ritual dances, the automatic colourising of
historical visual records, the writing of new native poems, the transfer-
ring of musical timbre, and the synthetic elaboration of an audiovisual
story: from the Mapuche culture to the world. The main contribution
of this work is to have combined and applied AI tools for the recovery
and preservation of Mapuche cultural heritage and make it available for
the rest of humanity. The dataset “trutruca” generated, together with
the collection of public datasets on the artistic and cultural records of
the Mapuche in Chile and Argentina, will be of great value for future
research work on social aspects of Digital Heritage, such as the detection,
analysis, and classification of facial and body emotions in the dances of
native cultures.

Keywords: Digital Heritage · Mapuzungun · ICH · Pose · NLP

1 Introduction

Digital Heritage has been enriched by the effect of the pandemic, where a series
of museums and repositories of Cultural Material have considered it necessary
to digitize their contents [20] to make them available to an audience that cur-
rently is unable to access this material that enriches and expands our frontiers
of knowledge. The most significant benefit of Digital Heritage is the public and
global access to it. This first approach declares the general goal of this research,
“Disseminate the ICH (Inmaterial Cultural Heritage) of native peoples through
new hybrid digital compositions”, which goes beyond the documentation and
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description of the heritage elements: towards a new digital/immaterial interpre-
tation that allows us to communicate with greater diversity and effectiveness
from the creation of a story.

The interest of this work is declared under the perspective of an enhance-
ment with a conservationist naturalist approach on one of the original peoples
of the Chilean territory, the Mapuche Nation People [23]. This approach is spec-
ified in the design and construction of an audiovisual story: a story that arises
from and on the heritage elements recorded by some other ethnologist. This
story, proposed under the framework of the 2021 Faculty of Architecture, Arts
and Design (FAAD) International Workshop “Co-creating the emerging future”
organised by the Catholic University of Temuco, arises mainly from the discus-
sion opened from the observation of the registered material of this native people,
native people who fight for the conservations of the natural world, its waters, its
identity elements and the independence of its territory [17].

To do this, we have used a series of repositories currently available in digital
format. One of the first repositories was generated by Isabel Aretz [6] in the late
1940 s,s, who recorded Mapuche music using a particular record player called
“pasta recorder” [7]. We also found an exciting repository: Non-Governmental
Organisation (NGO) “Ser Ind́ıgena” (Being Indigenous), created in 2001 to con-
tribute to the visibility of the original peoples in Chile and the dissemination
of their ancestral cultures [11]. One of the largest repositories of native peoples’
material can be found in Memoria Chilena; this digital resource centre is made
up of a multidisciplinary team that is responsible for digitalising material from
the records and creating its so-called “mini-sites” that cover topics and authors,
all of them make this material available to the global community [9].

2 State-of-the-Art

The integration between ICH and digital technologies defines the scope of this
work; from this perspective, we find some research projects that currently carry
out different approaches and extend the frontier of knowledge.

One of the rich sources of cultural heritage is the oral tradition, songs and
poems, resources that provide fertile ground for exploration and experimenta-
tion in Natural Language Processing (NLP). In this area, we highlight con-
temporary studies linking Artificial Intelligence and expert models of learning
and training. In [16,18], the result of the international collaboration between
the Frontera University, the Chilean Ministry of Education and its Intercultural
Bilingual Education program, and the Carnegie Mellon University with its Insti-
tute of Language Technologies and the school of computer science, all of them
together form the Avenue -Mapudungun- Project team [10]. The document men-
tioned above describes the process carried out to train an expert model, which
in the written corpus includes 200,000 transcribed and translated words. In con-
trast, there are 120 dialogues on Mapuche medicine in the spoken corpus, each
of these dialogues lasting one hour and performed by native speakers of the -
Mapuzungun- language. [19] describes the techniques to build a translator with
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the dataset previously created by the Avenue Project, the times of the trans-
fer system, the transfer rules used, and other issues of definition and technical
decisions in the construction of the software. Considering the millenary transcen-
dence of Mapuche culture, it is surprising to discover that there is currently no
active research work using intelligent technologies to rescue the oral and written
tradition. Precisely, [1] “presents a critical review of the current state of natural
language processing in Chile and Mexico... Subsequently, the remaining prob-
lems and challenges are addressed... (1) the lack of a strategic policy that helps
to establish stronger links between academia and industry and (2) the lack of a
technological inclusion of the indigenous languages”.

Similarly, if we now turn to the recovery of historical visual records, there are
technically no references to computer vision applications in the digital preserva-
tion of Mapuche culture or in the search for associated patterns. Therefore, we
must look to other countries and continents to find relevant work. For example,
there is a speciality dedicated to the study of 3D reconstruction methods for dig-
ital preservation [2,3,15]. This paucity of proposals for the digital preservation
gives us the opportunity to innovate, as we will see in this paper.

3 Recovery of Historical, Cultural, and Patrimonial
Value in Native Communities

As defined in [25], “‘safeguarding’ means measures aimed at ensuring the viability
of the intangible cultural heritage, including the identification, documentation,
research, preservation, protection, promotion, enhancement, transmission, par-
ticularly through formal and non-formal education, as well as the revitalisation
of the various aspects of such heritage”. The conservation of cultural heritage
requires a panoramic view of various cultural, political and territorial aspects,
which necessarily interact with each other in an active way. Similarly, the digital
preservation models that emerge from cultural heritage information are a real
support to the development and preservation of indigenous peoples. This safe-
guarding supports a diversity of cultural conservation initiatives such as edu-
cation, research and tourism, among others. Therefore, we are able to connect
different places and times through models that interpret or revive the elements
of the past and that correspond to an earlier technological era.

The work of safeguarding the ICH [20] places value on some of the contents
of the Mapuche ICH register. As discussed in [14], “this set of traditional goods
and practices that identify us as a nation or as a people is appreciated as a gift,
something that we receive from the past with such symbolic prestige that it cannot
be disputed. The only possible operations - preserving it, restoring it, spreading
it - are the most secret base of the social simulation that holds us together”. To
achieve this scope, we use expert models under an ethical perspective of resti-
tution of some elements that could not be captured due to the technological
advances of the time when the records were taken, as well as in the prediction
of some other features that, thanks to intelligent technologies, we can propose
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the continuity of songs or poems. Finally, the restitution and prediction of ele-
ments through digital media allow us to connect places, communities and also
to generate new material that communicates the ICH of the original peoples.
These new interrelations of Cultural Heritage lead to the creative act of new
hybrid compositions, which are partially proposed by a mechanical or artificial
intelligence, a methodological proposal that will be addressed in the following
section.

4 Methodology: Design and Use of Expert Systems
Based on Intelligent Technologies

The definition of a pipeline that correctly addresses the intangible historical,
heritage, and cultural recovery process of Chilean native communities represents
a highly complex and dimensional problem involving integrating scientific and
anthropological knowledge. From the above, it is natural to propose cutting-
edge technologies and expert systems based on Artificial Intelligence (as shown
in Fig 1), given the incredible results that these techniques provide.

Fig. 1. Diagram of the disassembly of the ritual process [13].

However, it is essential to emphasise that not all problems need to be
addressed from this perspective: multiple traditional methods adequately solve
the different formulations developed. Precisely for this problem, the precarious-
ness of audiovisual and textual data, together with their historical scarcity, pro-
mote the adoption of architectures that integrate Neural Networks (NN), Con-
volutional Neural Networks (CNN), Generative Adversarial Networks (GAN),
among others, to recover a national intangible heritage with a global impact.

4.1 Generating a Description Space for Ritual Dances

In native communities, ritual dances correspond to a living intangible heritage
associated with an activity of ethnic and cultural interest. Body movement is
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used as a form of expression of identity. In particular, this artistic expression
employs a sequence of movements defined by a three-dimensional spatial descrip-
tion, together with the use of patterns specific to each culture, which may have
comparatively intercultural similarity, but with an interpretation that is not
invariant.

In the case of the Mapuche communities as original peoples of Chile, the
traditional dances are called “pürun”. Although there is a hereditary knowledge
of each member regarding the symbolism of their dance, there is an interest in
studying the sequences and spatial descriptions that are being executed from an
anthropological perspective. In this context, we can talk about the structural
analysis of the ritual dances. On the other hand, to maximise the massive use of
digital technologies, multiple audiovisual records can be used as a baseline for
generating 3D poses.

Our work uses a 3D human pose estimation in videos, based on the article
proposed in [21], using the architecture of Fig. 2 as a reference.
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Fig. 2. 3D human pose estimation architecture used for the spatial description of ritual
dances, based on [21].

This 3D pose estimation method employs temporal convolutions and semi-
supervised training on 2D keypoints obtained from the input images and video
frames to capture long-term information, the use of Rectified Linear Units acti-
vation function (ReLU) to avoid stagnation during the training phase, dropout
to reduce overfitting, and batch normalisation to stabilise the layers of the net-
work. This implies a high accuracy, simplicity, and efficiency model, reducing
computational complexity and associated parameters, ideal for testing concepts
and inferences on existing data.

Now, an important restriction of the previous model is the unitary detection
of the dancer’s pose, which denies using digital resources with multi-pose detec-
tion as input, resources that are also massively available. One approach that
solves this challenge is [8], a model that performs a Real-time Multi-Person 2D
Pose Estimation using Part Affinity Fields and has a multi-stage CNN architec-
ture, where the first module predicts the Part Affinity Fields and the second the
confidence maps, allowing simultaneous detection of the 2D Pose.

In addition to 2D pose multi-detection, the recognition of objects within
an under-represented scene and the performance of the respective segmenta-
tion complement the analysis in the search for ritual dance patterns. From this
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perspective, Detectron2 [26] proposes the use of a Faster Region-based Convolu-
tional Neural Networks Feature Pyramid Network architecture (Faster R-CNN
FPN), composed of a Backbone Network (for the extraction of feature maps),
Region Proposal Network (detection of object regions from the multi-scale fea-
tures), and ROI Head (for crops and warps feature maps), which we also use in
this article.

4.2 Synthetic Elaboration of an Audiovisual Story

One machine learning core is the advanced recognition of patterns to extract
information that establishes relationships between sets of studies. However, this
is not the only goal since the existing methods based on this premise will
enable the generation and synthetic regeneration of data. Understanding that the
heritage recovery process implies identifying patterns that add knowledge and
value, these can be used to build a new synthetic audiovisual historical account
that contributes to promoting and disseminating the cultural identity of native
communities.

Colourising Historical Visual Records. One of the scientific problems with
the most significant social impact is the colouring of historical images. Not only
is it faced with a reliable reconstruction of precarious and low-quality visual
records, but it also implies a strategic adoption to solve the lack of comparative
labels that act as a reference in the training phase of advanced reconstruction
systems.

Our work relies on the proposed restoration system for old images and film
footage by [4], adopting as reference the architecture present in Fig. 3.

Real Images

Discriminator
("Is it colored?") Loss

Generator
(ResNet 101)

Latent 
Random Input

Fig. 3. DeOldify colouriser architecture used for colour restoration in visual records,
based on [4,5].

DeOldify model [4] uses a NoGAN as an architecture, an approach that allows
obtaining the training benefits of a GAN, dedicating the least time to direct
training of the GAN itself by pre-training both the generator and discriminator.
Consequently, the discriminator gap is considerably reduced, translating into
a more realistic, quick, and reliable restoration of the available visual records,
together with a decrease in the complexity of the training.
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For a more stable model, [4] proposes using a ResNet 101 as a backbone in
the generator to have an object detection system with greater consistency and
accuracy, impacting a restoration with more excellent uniformity. The generator
itself is called a UNet, which integrates a convolution block, an upsampling
block, a Leaky ReLU for activation and batch normalisation. The model’s design
discriminator is built based on the convolutional layers model’s design extraction
of characteristics, dropout, and binary classification.

Writing New Native Poems. In native communities and even in historical
cultures, the records of knowledge and cultural identity par excellence are poems,
literary compositions that transfer experiences, traditions, and beliefs. There is
a reassignment of meanings and definitions to language itself. As it is an artistic
expression, there is no single interpretation of the meaning of the records. More-
over: there may be hidden patterns that are invisible to the authors themselves.
For this reason, if one seeks to generate new cultural poems based on historical
literature (or complement existing compositions), both a syntactic analysis of
the language and a coherence analysis based on the culture itself must be car-
ried out. In this way, to preserve cultural identity and adequately transfer it to
new literary expressions, this work integrates an NLP Distil-GPT2 model based
on [22], with architecture as shown in Fig. 4.
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Fig. 4. Distil GPT-2 architecture used for writing new native poems, based on [22].

This NLP model is built on the English language, pre-trained under the
supervision of the smaller version of a GPT-2, being on average faster than the
latter. It is characterised by generating human-like output, generating synthetic
texts, and being a transformer model without recurrence, with high performance.
Its architecture is composed of 6 layers, each one composed of a Masked Multi
Self Attention (MMSA) module, two Normalization modules, a Feed-Forward
module, and two feedback loops on the output of the MMSA and the Feed
Forward layer, totalling 82 M parameters. Considering that the historical texts
are written in Mapudungun and Spanish, an idiomatic translation is made for
Distil-GPT2, assuming the loss of meaning associated with cultural differences.

Musical Timbre Transfer: From Mapuche Culture to the World. Musi-
cal instruments are an autochthonous representation of each community, whose
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operation is based on the characteristic vibration of resonant systems. Although
there are musical instruments that are globally taught, the musical expression
of each culture is reflected through the same artistic expression. On the other
hand, those not massive instruments usually have precarious and scarce digital
auditory records. Therefore, detecting the patterns of these native instruments
and extrapolating them as a reference model for the timbre transfer is presented
as an important challenge to be addressed. Our work is based on [12] to train and
construct a timbre transfer model for the trutruca, a Mapuche wind instrument.

Target 
Audio

Encoder F0

Loudness
Decoder

Harmonic
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Filtered
noise
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Synthethized
Audio

Multi-Scale Spectrogram Loss

Fig. 5. DDSP architecture used for training a trutruca model timbre conversion, based
on [12].

This method is characterised by using a neural network to convert a user’s
input into complex Digital Signal Processing controls that can produce more
realistic signals, allowing the generation of a true-to-expected timbre transfer
model. Its architecture shows a combination of a Harmonic Additive Synthesizer
with a Subtractive Noise Synthesizer, whose output signal is run through a
reverberation module to produce the final audio waveform [12]. For the design
of the model associated with the trutruca, latent representation is deleted during
training, as documented in Fig. 5.

5 Results

5.1 Generating a Description Space for Ritual Dances

As shown in Fig. 6, from a homemade Mapuche dance video with low pixel
resolution, it is possible to estimate a 3D Pose representative of the spatial
displacements described to identify sequential patterns of the culture. Although
it is a controlled environment through the imposition of conditions on the scene
under study (such as the simplicity of the environment and single presence of
the executor of the activity), the results associated with the robustness of the
estimation (despite the precariousness of the data) allow the use of this intelligent
technology to be extended to non-digital communities, being aware of the scarcity
of audiovisual resources available.

From [21], we can transfer the 3D points and translate them to verify the
trajectories of the dance, how the dancer uses the space, and integrate him with
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Fig. 6. 3D pose estimation based on 2D keypoints extraction from a Mapuche dance
video: (a) front, (b) back, (c) side.

his body. His body, trajectory, and empty space are natural elements of the
ritual, and every dance is a new and unrepeatable performance [24].

Fig. 7. Realtime multi-person 2D pose estimation based on [8].

Fig. 8. Mapuche ritual (a) dance 2D pose estimation, (b) segmentation and (c) object
recognition, based on Detectron2 [26].

Other experiments in testing and obtaining the pose estimate were the use of
OpenPose and Detectron2 (Fig. 7) and Detectron2 (Fig. 8); in both models, we
can estimate the points of the 2D skeleton of people simultaneously, by trans-
ferring the list of points to a 3D design software, we verify that the Points are
identified with good precision, but without depth, since as these models declare,
they do not estimate the 3D coordinate in their architecture.
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5.2 Synthetic Elaboration of an Audiovisual Story

Colourising Historical Visual Records. As shown in Fig. 9, the colourisation
of the historical visual records of the native communities reaches such a level
of realism that it manages to revive the history and value of each indigenous
people. Although it is known that colour spaces are not descriptors of spatial
depth, it is interesting to note that in the restoration process, a change in spatial
perception is detected when a composition is introduced into the RGB channels.

Fig. 9. Colourization of analogue and digital historical images of Chilean native com-
munities: (a) Mapuche woman wearing her silver ornaments, (b) and its colouring; (c)
navigation system used by the ancient Mapuche Lafkenches in a lake environment, (d)
and its colouring; (e) mountain landscape of Araucania, (f) and its colouring; (g) family
portrait, (h) and its colouring.

In the process of colouring the Fig. 9(a), we can verify in Fig. 9(b) the cer-
tainty of the model in determining the materiality of the objects that make
up the scene. In Fig. 9(c), the -wampo- is built from a single piece of traditional
wood, which after burning and scraping processes with shark teeth and seashells,
obtains the hollowed-out shape of a canoe. In the colorising process (Fig. 9(d)),
we select a major diversity of environments to verify the way in which the model
recompose the scene. In Fig. 9(f), the results are highly accurate, precisely in
the way to understand the depth of field from the original scene. The last result,
Fig. 9(h) it’s indoor photography, where we can think about some control of
illumination settings for this family portrait.

This recovery process significantly enriches the international intangible cul-
tural heritage. The input information to the NoGAN corresponds to a limited
photographic collection of historical records that are scarce both due to their age
and the extinction of some communities (for example, the -selknam-). We high-
light here the sensitivity of the model, not only to interpret the original colours
from the black and white image but also to maintain the light sensitivity of the
restored photograph. Behind this colourisation proposed by the model arises the
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initiative to verify at least in the sites identified from the picture the integrity
of the new image.

Writing New Native Poems. The results presented in the texts attached
below are high performance. The NLP model based on Distil-GPT2 not only
manages to synthetically generate and complement new texts based on Mapuche
poems, but it also manages to identify entities such as the -loika- (a healing bird
that is part of this culture) and correctly assign attributes to it is based on
the context under study. Therefore, the literary value of the intangible cultural
heritage is extended through the correct identification of characteristic patterns
of this community.

“El invierno su imagen y otros poemas azules”, Elicura Chihuailaf, 1991 “The
stars live on this ground. In this sky the water of imagination sings. Beyond the
clouds that arise from these waters and these soils, our ancestors dream of us.
His spirit - they say - is the full moon. The silence, your beating heart”.

Natural Language Processing. “The next step in the journey to finding
our next destination is a long-term goal. The stars live on this ground. In
this sky the water of imagination sings. The stars will live forever, as if we
were living in a world without them and never, ever. Beyond the clouds
that arise from these waters and these soils our ancestors dream of us. This is
the second step of the journey we make to His spirit the say is the full
moon the silence, your beating heart”.

“La loika”, Huinao. G (S.f). “Why does the loika sing? if they cut down the
tree where she used to sing, will have to look for a new one, singing she goes
away. Why does the loika sing? If they have stolen the land where she was going
to nest, she will have to look for new lands, singing she goes away. Why does the
loika sing? if they do not leave her crumbs to eat, because the fruit of her forest
was stolen at dawn, the loika sings for not eating. Loika, why are you singing,
just to chirp? I sing for my tree, crumbs, land, for what was mine yesterday. I
sing for the pain of losing it ... and because loikas will one day be lost”.

Natural Language Processing. “... There he found a small band of
loikas, singing together. Do you need to hear them? It seems they
couldn’t sing for us, but they sang for each other. Do you need to
hear their song? And how did they tell the loika that they wanted to
sing it? Is the loika singing with her own voice? The loika sings for
the pain of losing the land”.

Musical Timbre Transfer: From Mapuche Culture to the World

Trutruca as a Timbre Transfer Model. As previously described, using the
trutruca dataset (which was generated using data augmentation techniques),
we build a model that transfers the characteristic timbre of this wind instru-
ment to a random input musical sample. Both the generated dataset and the
built model are available on the website https://lgarcialara.cl.

https://lgarcialara.cl
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Resynthesize Makawa to Violin Timbre. Based on the same DDSP architecture
that was used in the trutruca model, a conversion of the makawa (percussion
instrument) to the timbre of a violin is performed to make the retention of the
audible signal patterns visible, as can be seen in Fig. 10.

Fig. 10. Resynthesis of the -Makawa- sample to the violin timbre in the frequency and
time spectrum.

Audiovisual Story. The process of recovering historical, cultural, and her-
itage value has implied the generation of visual, audible, and textual records,
contribute considerably to the Chilean and international culture. The above
leads to a proposal in which all the generated resources are combined, obtain-
ing a historical audiovisual story that captures the essence of the communities,
turning an intangible heritage into a tangible one, as shown in Fig. 11. On the
website https://lgarcialara.cl are available all the audiovisual stories made from
the synthetic content generated by the intelligent technologies adopted.

Fig. 11. The audiovisual story made from the restoration of heritage repository: image
colourisation, Mapuche timbre transfer, and new native poems with NLP. From left to
right, (a) Mapuche and his traditional tissue; (b) Selknam and his symmetrical face
painting; (c) Mapuche on his traditional canoe (wampo).

The composition of new hybrid creations is of interest due to the interrelation
between technology and ICH, this being, indeed, our starting point for experi-
mentation. The creative act involved in the composition of a story is essential for

https://lgarcialara.cl
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updating these elements. A contextual setting from an up-to-date perspective
presents us with a material of relevance to ICH communication.

6 Conclusions and Future Work

This paper presents an ethical use of applications based on intelligent technolo-
gies for the testimonial recovery of native culture in South America. This is a
novel approach to the definition of a Digital Heritage framework. Also, we include
an incipient study of dance and its description of ceremonial space through bod-
ily measurement.

Emphasising the user’s choices in image colourisation, we had the opportu-
nity to choose specific numerical values that directly affect the result, with the
decisions we made based on the human eye is essential here. The contribution
made by the GTP-2 model to the prediction of poems of Mapuche origin is valu-
able. Indeed, it is also relevant the decision made by the designer when faced
with the possibilities offered by the model, for example, when it proposes three
alternatives for the continuity of the texts and the user must necessarily choose
one of them. Likewise, the result generated from the recording of Mapuche songs
to their representation in a graphic language in .mid format, from which we can
repeat, cut, adapt, and even interpret the musical notation obtained on differ-
ent instruments, is powerful. The audiovisual story created, and from which this
research work arises, is a composition of greater complexity where image, musical
sound, and poem are combined in a hybrid creation, the result of work proposed
both by the results obtained from the expert models and the various design deci-
sions necessary for the creation of new audiovisual productions. These results
are a sensitive reading of our territory Araucańıa.

Therefore, the work presented lays the foundations for research that integrate
Digital Heritage, Native Communities, and Intelligent Technologies in appli-
cations such as detecting, analysing, and classifying facial emotions and body
expression in ritual dances.
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Abstract. In this work, the effects of the adhesion between aluminium
profiles and glass are studied from a static tensile perspective. A series
of stretch curves are analysed from their derivatives to find their points
of float and maximum load bearing. The variable factors are glass type,
and type of connection: i.e., edge adhesive, side (fugue) adhesive, and
excessive fugue adhesive, for short named fugue-edge. The stretch data
imply four quantities to analyse and compare: displacement and load
respectively at float and at max load. The results are first compared
factor group against factor group. With this tool, only a few significant
conclusions may be found. The second comparison is by means of the
more robust statistical tools of linear regression and analysis of variance
(ANOVA), with conclusions about which factors are significant, and then
about the size of the effect on the four variables under study. This forms
the basis for a recommendations for how to obtain the strongest possible
glass-frame system.

Keywords: Adhesion · Aluminium profiles · Glass · Linear
regression · Analysis of variance

1 Introduction

Over the last few decades, the usage of structural adhesives in civil engineer-
ing and in the manufacturing industry has risen substantially [8]. While bonded
joints have considerable benefits over traditional connections, their behaviour
must be predicted taking into consideration various factors such as environ-
mental exposure during application and service life, and adherent type. The
primary issue with the mechanical performance of the metal-glass connection is
the brittleness of the glass, which makes designing structural components with
cooperating glass problematic. Because of this property of glass, conventional
connections (such as bolted joints) are not appropriate. When compared to con-
ventional joints, bonded joints offer a viable option since they allow consistent
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stress distribution, minimise stress concentration, and reduce junction weight.
However, it is challenging to assess their nonlinear mechanical behaviour and
mechanical performance under various environmental exposure circumstances.

Recent advances in the research of structural adhesives [1,5,7,9] have shown
that by connecting together brittle and ductile materials (for example, glass
and steel, respectively), the mechanical behaviour of the glass structure may be
improved. This combination allows for the creation of a very ductile structure
with high gloss and clarity. Overend et al. [10] conducted mechanical and com-
putational modeling experiments to investigate the performance of five adhesives
for load-bearing steel-glass connectors. Mechanical testing on steel-glass connec-
tions gave valuable information for choosing an adhesive (silicone).

By following these research trends, the results of an experimental campaign
on glass-aluminum bonded joints are presented in this article.

The paper is organised as it follows. A review of the related research work is
given in Sect. 2. The conducted experiments are described in Sect. 3. In Sect. 4,
the proposed methodology is presented along with the results of the analysis.
Finally, conclusions and future works are discussed in Sect. 5.

2 Related Research Work

The broad demand for lightweight, robust, and long-lasting materials in indus-
trial applications has provided a significant push for research and development.
In order to meet these criteria, it may be essential to combine elements that
appear to be incompatible [2]. As a result, innovative technology processes capa-
ble of efficiently combining different materials (i.e., hybrid joint) are in great
demand in the industrial sector.

Several related studies exists in the literature. For example, the durability
of glass/steel bonded junctions subjected to adverse conditions was investigated
in [2]. Pull-off mechanical tests were performed in this context in order to eval-
uate the performances evolution and damage phenomena of the bonded joints
during the ageing exposition. The performance of two different adhesives were
compared (i.e., epoxy and polyurethane ones). The impacts of the glass surface
condition and the presence of a basalt mat layer inside the adhesive thickness
were also considered. The mechanical performances were linked to the failure
mechanisms that occurred. In [6], experiments were carried out to understand
and anticipate the behaviour of dissimilar bonded junctions under quasi-static
and impact stresses, employing composite and aluminium substrates. Following
the requirements for the automobile sector, a variety of testing temperatures
were examined. It was fair to assert that, when used in combination with mod-
ern crash resistant adhesives, different bonded joints can effectively be used for
the construction of automotive structures, with good energy absorption capabil-
ities under impact and no significant sacrifices in joint performance. In [11] the
strength properties of aluminium/glass-fiber-reinforced laminate with an addi-
tional epoxy adhesive film inter-layer were considered. The interesting aspect
of this former study is that the application of the adhesive film as an addi-
tional binding agent caused an increase in laminate elasticity. In [4], the effect
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of surface roughness for improving interfacial adhesion in hybrid materials with
aluminium/carbon fiber reinforced epoxy composites was investigated. Various
types of sanding paper and varying sanding sessions were used to regulate the
roughness of the aluminium’s surface. After various sanding procedures, the sur-
face roughness of aluminium was measured using static contact angle (CA) and
3D surface scanning. The interfacial adhesion between the various alluminium
surface treatments was evaluated using lap shear strength (LSS) tests. Surface
treatment of aluminum in these materials has great potential for improving
mechanical characteristics in aerospace, automotive, and other practical appli-
cations.

There is still a need for more accurate static tensile experiments on adhesion
between aluminium profiles and glass, especially considering that, during their
service life, the joining elements are exposed to various factors (e.g., ultraviolet
(UV), temperature, moisture) that may affect their mechanical performance.

3 Experiments

The main objective is twofold: to test the adhesion between the glass and the
adhesive, and between the aluminium profile and the adhesive.

3.1 Materials

The aluminium profile, made of ETC 5129 (anodised), has the shape as shown
in Fig. 1b. The figure also shows the joint or the connection between the profile,
the adhesive and the glass.

The dimensions of the glass/polycarbonate are as follows: width = 200 mm,
height = 150 mm and the thickness = 6,0 mm (glass) and 5,0 mm (polycarbon-
ate). Three factors of adhesive, and two types of glass with different types of
processing of preparation were tested in combinations, as shown in Table 1. The
number of samples in each group is 5, with the exception of two of these groups,
which have 4.

3.2 Static Tensile Properties

The tests were performed as pure static tensile tests. A suitable test setup was
developed including two fixtures to attach the test samples to the tensile testing
machine. The adhesive was applied to the surfaces prescribed for each sample
type in a uniform manner by the same operator. The tensile testing machine
has the following designation: servo-hydraulic benchtop test machine type 804H.
Figure 1a shows the clamping of the test sample in the tensile testing machine.
The tests were performed by stretching the sample to fracture at a stretching
speed equal of 0.02 mm/s until the frame had lost grip on the glass. The total
time naturally differed between the tests. The applied load and the extension
are logged, yielding the stretch curves shown in Fig. 1c.
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Fig. 1. Experiment illustrations: (a) machine set-up; (b) mounting profile; (c) load vs
displacement curves.

4 Methodology and Results

The analysis of the load test data goes in two steps, the first of which is to
extract the key points from the detailed profile of stretch data. The second is to
analyse the table of key data to look for patterns.

4.1 Extracting the Key Points

The data pairs consist of load vs displacement, and a typical profile looks like
Fig. 2a (close-up: Fig. 2b). The main curve (blue) is the load vs the displacement,
and the secondary curve (orange) is its smoothed derivative. The float point is
the first key point. It is the first point after max derivative where the deriva-
tive dips below 85% of the max derivative value. Precisely 85% is somewhat
arbitrary, but it gave the least amount of disturbance due to the derivative not
being absolutely smooth, all the while staying reasonably close to where visual
inspection indicated the curve was tapering off. The max load is simply at max
load. To find the start of the process, draw a straight line through the float
point and the beginning of the rise up to it, as indicated by two open circles.
The smaller full circle is then the estimated starting point. Subtract this value
from the displacement values.
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Fig. 2. Displacement-load profile: (a) individual load curve; (b) close-up. (Color figure
online)

The float point and the point of max load are the most interesting sites, as
they are the keys to assessing critical strength for glass-in-metal frame construc-
tions. As such, the float point is the point before which a reversal of forces will
return the adhesive back to its original shape. Both displacement and force at
these points matter to these assessments. This is important to the long-term life
of a construction with glass in a metal frame, such as a car, a boat or a plane.
The second points of interest is the point of maximum force; that is, the force
and the displacement at this point. Though this only has a one-time applica-
bility in for instance a crash, this one time is a rather important event to plan
and therefore calculate for. A possible third point of interest is on the way down
from max force where the adhesive has not totally given up the glass yet, but
no unique good point which could serve this function has manifested itself.

Table 1 sums up these measurement series, loaded into R (programming lan-
guage) as a dataframe named tD. In this analysis, the significance levels are the
conventional ones, 0.1 (.) 0.05 (∗), 0.01 (∗∗) and 0.001 (∗ ∗ ∗).

4.2 Analysis of Key Points, Take 1: Pairwise t Tests

Table 1 presents four different values to analyse: y1 = Displacement at float point,
y2 = Load at float point, y3 = Displacement at max load, y4 = Max load.

The question is how the different factors, x1 = Glass type, (B) x2 = Edge
adhesive, x3 = Fugue adhesive, and x4 = Extended fugue edge adhesive, influence
the four values.

The simplest method calculates effect from grouped means and standard
deviations. This is the pairwise t test.

Example: To see if x1, Glass type, makes a significant difference to y1, load
at float point, write the following command in R:

t.test( tD[tD$x1==”PC”,]$y1, tD[tD$x1==”GL”,]$y1 )

This generates the following output:
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Table 1. Raw data.

LNR x1 = Glass x2 = Edge x3 = Fugue x4 = FugueEdge y1 = floatDisp y2 = floatLoad y3 = topDisp y4 = topLoad

11 GL 1 0 0 0.913704657 1.8585 2.213804657 2.6863

12 GL 1 0 0 0.930844519 2.2858 3.491344519 3.4309

13 GL 1 0 0 0.940517524 2.3094 5.191617524 3.5782

14 GL 1 0 0 0.974659503 2.2385 4.288859503 3.4744

15 GL 1 0 0 0.83215012 1.9394 2.85085012 2.8244

21 GL 1 1 1 1.002709147 2.2316 4.500109147 3.8788

22 GL 1 1 1 1.092222408 2.5627 5.465422408 4.7325

23 GL 1 1 1 1.185509437 2.3796 4.121309437 3.9398

24 GL 1 1 1 1.046217805 2.4078 4.140617805 4.1893

25 GL 1 1 1 1.049969533 2.3598 4.782269533 4.4029

31 GL 1 1 0 0.867274823 2.1805 3.300974823 3.5172

32 GL 1 1 0 0.869963177 2.1873 5.102703177 4.0619

34 GL 1 1 0 0.80657587 2.0172 4.46102587 3.2227

35 GL 1 1 0 0.804617794 1.9478 4.439297794 3.1235

41 GL 0 1 1 1.970133284 0.40894 7.223733284 1.178

42 GL 0 1 1 2.077930748 0.4097 6.690630748 1.0124

43 GL 0 1 1 1.757843959 0.40054 8.366443959 1.5144

44 GL 0 1 1 1.826198325 0.39291 6.919598325 1.123

45 GL 0 1 1 1.586146486 0.39978 9.830146486 1.9264

51 GL 0 1 0 2.202985873 0.087738 4.819885873 0.1236

52 GL 0 1 0 1.321101477 0.069427 7.632101477 0.2533

53 GL 0 1 0 1.948846032 0.07019 4.991546032 0.16937

54 GL 0 1 0 2.807823534 0.17624 5.540623534 0.32349

61 PC 1 0 0 0.284235842 0.18311 1.181235842 0.24185

62 PC 1 0 0 0.922222222 1.0757 1.303222222 1.5747

63 PC 1 0 0 0.659016213 2.0676 0.857016213 2.2545

64 PC 1 0 0 0.637493045 2.137 0.831493045 2.4834

65 PC 1 0 0 0.769440675 1.812 0.878440675 2.0798

71 PC 1 1 1 0.624673374 1.2367 9.793673374 2.7458

72 PC 1 1 1 0.800206527 2.079 7.333206527 3.418

73 PC 1 1 1 0.757422363 1.9012 13.15342236 3.9963

74 PC 1 1 1 0.936433402 2.565 4.109433402 4.1252

75 PC 1 1 1 0.952506748 2.0248 4.698506748 3.6545

81 PC 1 1 0 0.825485636 2.4208 2.023485636 3.2433

82 PC 1 1 0 0.909353355 2.2758 3.970353355 3.125

83 PC 1 1 0 1.111201293 2.3369 2.166201293 2.9015

84 PC 1 1 0 0.344444444 0.60272 1.392444444 1.4458

85 PC 1 1 0 1.003665984 2.2247 3.762665984 3.2433

91 PC 0 1 1 0.857663302 0.25406 17.2456633 3.6919

92 PC 0 1 1 0.654478678 0.2327 18.81347868 3.6064

93 PC 0 1 1 0.490448382 0.1976 14.41844838 3.241

94 PC 0 1 1 0.619769205 0.2327 11.5007692 2.6627

95 PC 0 1 1 0.688800403 0.18768 7.852800403 1.4008

101 PC 0 1 0 1.861267134 0.080872 3.631267134 0.14114

102 PC 0 1 0 1.672033069 0.099182 4.551033069 0.2182

104 PC 0 1 0 1.097488599 0.052643 5.014488599 0.21896

105 PC 0 1 0 1.035315793 0.32501 15.20631579 3.6926

t = −3.519, df = 36.796, p-value = 0.001172
alternative hypothesis: true difference in means is not equal to 0
95 percent confidence interval: −0.7643583 −0.2057004
sample estimates:
mean of x mean of y
0.8547944 1.3398237



Tensile Experiments on Adhesion Between Aluminium Profiles and Glass 413

Here, t is the t value of the difference. The t value of a statistic is its mean
divided by its standard deviation, so in other words the t value measures how
many standard deviation out from 0 the mean is. The probability of the mean
being this many standard deviations from 0 by accident, is the p value, and is
calculated by means of the t value and the df (“degrees of freedom”) in the t
distribution.

In Table 1, R has designated “mean of x” to be μPC , the mean of y1 for glass
type PC, and “mean of y” to be μGL, the mean of y1 for glass type GL.

The size of the effect for factor x1, glass type, on y1, displacement at float,
is the difference between the two means, Δ11 = μPC − μGL = 1.3398237 −
0.8547944 = 0.4850293. The other important finding is the probability that this
result “or worse” could have been achieved by random data. This probability is
called the p-value, and is p = 0.001172. Its significance level is ∗∗.

Table 2 summarizes the test results by the sizes and significances for the
effects of the four factors on the four values.

Table 2. The effects and significance levels of the effects in pairwise t tests.

x1 = Glass x2 = Edge x3 = Fugue x4 = FugueEdge

y1 = floatDisp +0.485(∗∗) −0.614 (∗∗) +0.388 (∗∗) +0.939

y2 = floatLoad +0.257 +1.768(∗ ∗ ∗) −0.601 (∗) −0.129

y3 = topDisp −1.254 −4.910(∗ ∗ ∗) +4.528(∗ ∗ ∗) +4.656 (∗ ∗ ∗)

y4 = topLoad +0.076 +1.686(∗ ∗ ∗) +0.063 +0.887 (∗)

This is a useful result, and Edge stands out as both significant and with a
large effect on all values. However, this method has its limitations, and works
best if the causal effects of the factors are independent. There is no reason to
make that assumption here, so instead, it is necessary to turn to a more efficient
tool which does not require that assumption.

4.3 Analysis of Key Points, Take 2: Linear Regression and ANOVA

Equation 1 shows the basic linear model for yk:

yk = βk0 + βk1x1 + βk2x2 + βk3x3 + βk4x4 (1)

Glass (type), Edge, Fugue, and FugueEdge are coded as so called dummy
variables, with the latter three explicitly set as 0 or 1 in the data frame, and the
Glass type implicitly set by R itself, to GL=0 and PC=1. Equation 2 shows the
results of calculating the coefficients for y4, max load.

y4 = 0.422 − 0.094x1 + 2.088x2 + 0.465x3 + 1.138x4 (2)

R’s built-in linear regression method lm handles these calculations by means of
the command

mod41 = lm(y4 ∼ x1 + x2 + x3 + x4, data=tD)
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Table 3. R summary table for displacement at Max Load.

Coefficients Estimate Std. error t value p = Pr(> |t|) Sign. Lvl

(Intercept) β40 0.42158 0.45265 0.931 0.356996

Glass, β41 −0.09397 0.27711 −0.339 0.736232

Edge, β42 2.08825 0.31238 6.685 4.11e−08 ***

Fugue, β43 0.46526 0.40594 1.146 0.258224

FugueEdge, β44 1.13802 0.31332 3.632 0.000759 ***

The command summary(mod41) summarizes the output from lm in
Table 3. According to Table 3, Edge and FugueEdge are significant at any con-
ventional level of significance.

The first column, Coefficients, lists the coefficients β4i in the regression equa-
tion, and since these variables are dummies with values 0 and 1, the coefficients
are equal to the mean difference that those particular factor make. The coeffi-
cients are therefore the equivalent to the Δ4i calculated in the previous section.
So β42, for instance, stands for the mean effect of having adhesive on the edge
as opposed to not having done it in the presence of the other factors. The next
column, the Std. Error, lists the standard errors in the estimates of the coeffi-
cients.

The third column is the t value, which is sometimes called the variability. The
variability is how many standard errors (col 2) away from 0 the estimate (col 1)
is. So it is simply the value of the first column divided by the value of the second.
The fourth and last column (Pr(> |t|) is a probability calculation, where R uses
the t distribution to find the probability that the estimate could be this many
standard errors (or more) away from 0 by pure chance. Pr(> |t| is also called the
p-value. When the p value is small, it means that the probability of erroneously
concluding the presence of an effect from that factor is correspondingly small.

So far, this sounds like means and standard deviations again, but there is a
vital difference, which is that the regression takes into account the presence of
the other factors. This is easy to see in the numbers as well, in that for instance
Δ44 = 0.887, whereas β44 = 1.138. The full table for the β coefficients and their
significance levels, given simple linear regression, is in Table 4. Factors that were
significant in Table 2 are non-significant in Table 4, and some effect sizes have
changed their sign in the presence of the other factors. Since this is the more
advanced analysis, it takes precedence, so in conclusion the first model with t
testing was a only good first approximation.

Table 4. The effects and their significance levels in simple linear regression.

x0 x1 x2 x3 x4

y1 +1.597(∗ ∗ ∗) −0.482(∗ ∗ ∗) −0.570(∗ ∗ ∗) +0.224 −0.196

y2 +0.046 −0.287 (∗) +1.888(∗ ∗ ∗) +0.233 +0.164

y3 +5.572(∗ ∗ ∗) +1.379 −3.953(∗ ∗ ∗) +0.615 +3.648(∗ ∗ ∗)

y4 +0.422 −0.094 +2.088(∗ ∗ ∗) +0.465 +1.138(∗ ∗ ∗)
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However, simple regression is also an approximation. One way further is to
omit factors not proven to be significant. For y4, this means a linear model
omitting x1 = Glass and x3 = Fugue:

mod42 = lm(y4 ∼ x2 + x4, data=tD)
summary(mod42)

The summary is in Table 5. The coefficients are somewhat different, as should
be expected since factors x1 = Glass and x3 = Fugue are no longer present.

Table 5. R summary table 2 for Max Load.

Coefficients Estimate Std. error t value p = Pr(> |t|) Sign. Lvl

(Intercept) β0 0.7580 0.2726 2.781 0.00796 **

x2 = Edge β2 1.9573 0.2891 6.769 2.49e−08 ***

x4 = FugueEdge β4 1.2854 0.2843 4.522 4.59e−05 ***

A more thorough way further is to first complicate the model by looking at
interactions between the factors, and only then removing the non-significant
ones. To add a single interaction, like for instance between x1 = Glass and
x2 = Edge, modify the R command with the interaction term x1:x2:

mod43 = lm(y4 ∼ x1 + x2 + x3 + x4 + x1:x2, data=tD)

To add all k’th order interactions, write (replace k by its value)

mod44 = lm(y4 ∼ (x1 + x2 + x3 + x4)ˆk, data=tD)

The result of the command summary(mod45) would be a table of 16 rows
displaying the effects and significance levels of interactions on par with the factors
on their own. The interesting result in that table is that the conventionally
significant factors are x2 = Edge (∗ ∗ ∗), x4 = FugueEdge (∗) and x1 : x2 (∗).
Glass itself is highly non-significant with a p-value of 0.940.

Since the interaction terms soak up some of the variation, both the coefficients
and the p-values change somewhat from those of the simple regression.

To proceed, note that the p-values are the likelihood that the coefficients
in question actually differ from 0, given the model. The next logical step is to
consider the model itself, more precisely the likelihood that the model captures
as much variability as it does.

Data has variability, and the variability may be classed into two types: vari-
ability explained by the model, and variability unexplained by the model. Adding
a new explanatory factor will explain more, and thus increase the part explained
by the model. The tool ANOVA (Analysis Of Variance) analyses the contribution
by the added factor (or interaction of factors).

ANOVA can compare just two models, or it can look at an entire hierarchy
of models, built from the bottom and up. The simplest is Type I ANOVA (R
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command: anova), and is the easiest to understand. It is however, dependent on
the order in which the factors are entered, so it is not the best. Type II ANOVA
(R command: Anova, found in the R library car) does not have this problem.

The analysis of the models for y4 uses Type II. Table 6 summarizes the results
of the R command Anova(mod45).

Table 6. R’s ANOVA table for the factors explaining Max Load.

Coefficient Sum Sq Df F value Pr(> F ) Sign. Lvl

Edge 40.065 1 68.1300 6.502e−10 ***

Fugue 2.292 1 3.8980 0.0558445

FugueEdge 11.545 1 19.6320 8.055e−05 ***

Glass 0.121 1 0.2051 0.6532458

Edge:Fugue 0

Edge:FugueEdge 1.222 1 2.0783 0.1578147

Edge:Glass 8.346 1 14.1929 0.0005746 ***

Fugue:FugueEdge 0

Fugue:Glass 0.720 1 1.2248 0.2755654

FugueEdge:Glass 0.321 1 0.5458 0.4647200

Edge:Fugue:FugueEdge 0

Edge:Fugue:Glass 0

Edge:FugueEdge:Glass 0.257 1 0.4370 0.5126844

Fugue:FugueEdge:Glass 0

Edge:Fugue:FugueEdge:Glass 0

Residuals 21.758 37

In Table 6 the first column is Sum Sq, meaning Sum of square deviations. It
sums the squares of the improvement in prediction for each coefficient added, as
more coefficients are added through progressing down the list. The Df is degrees
of freedom. The F value is calculated from the Sum Sq and Df, and Pr(¿F) is
the probability of getting an F value that large, or larger.

Both the ANOVA table and the summary table display the curious effect
that glass type seems to be non-significant when considered on its own, but not
when interacting with the factor of edge adhesive! This is, however, not difficult
to interpret, since this means that glass type does not matter when averaged for
the presence and non-presence of edge adhesive, but that one type of glass boosts
the effect of edge adhesive whereas the other glass type diminishes it. Table 7
shows the effect of Edge+Glass+Glass:Edge.

Table 7. Glass and Edge interaction term.

No Edge adhesive Edge adhesive

GL 0 + 0 + 0 = 0 3.0524 + 0 + 0 = 3.26389

PC 0 + 1.2500 + 0 = 1.2500 3.0524 + 1.2500 – 2.1649 = 2.1375
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But first, which is the better choice? It is in general a bad idea to include an
interaction of factors without including the factors, so if glass:edge is in, so is
glass itself. For the other factors, choose generously at a significance level of 0.1
for a final model for the max load of

mod4Final = lm(y4 ∼ x1 + x2 + x4 + x1:x2, data=tD)

The final linear formula for the factors is then in Eq. 3

y4 = 0.141 + 1.250x1 + 3.052x2 + 1.271x4 − 2.165x1x2 (3)

4.4 The Other 3 Values and Summary

The other analyses proceed in the same way, by looking at interactions as well as
the factors themselves, and then pruning down as far as possible. The resulting
formulas for the sizes of the effects of the conventionally significant factors and
interactions are then captured in these formulas. The significance levels (. ∗ ∗∗
and ∗ ∗ ∗) are written below their respective coefficients:

y1 = 2.137 − 0.787x1 − 1.284x2 − 0.346x4 + 0.707x1x2 − 0.288x1x4 + 0.622x2x4

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ . ∗ ∗ ∗

y2 = 0.053 − 0.290x1 + 1.883x2 + 0.319x3

∗ ∗ ∗ ∗ .

y3 = 6.201 + 1.195x1 − 2.476x2 + 1.241x4 − 3.201x1x2 + 5.093x1x4

∗ ∗ ∗ ∗ ∗ ∗ ∗

y4 = 0.141 + 1.250x1 + 3.052x2 + 1.271x4 − 2.165x1x2

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
Two factors were present to explain all four values: x1 = Glass type, and

x2 = Edge adhesive. Of these, x2 was by far both the most significant and the
one with the greatest effect. Among the remaining two, x3 = Fugue, was the least
significant, and x4 = FugueEdge (extended fugue adhesive) mattered only for the
value of the max load, beyond the float point. However, in interaction with glass
type, x4 did have a strong effect on the displacements (y1 and y3).

5 Concluding Remarks

This paper investigated the effects of adhesion between aluminium profiles and
glass from a static tensile standpoint, with view to applying these insights to
calculations of structural strength. The key elements under study were the dis-
placement and loads at two critical points to strength calculations. The key
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takeaway result is that the edge adhesive is the most important contributor to
both points, and that the glass type makes an appreciable difference to the adhe-
sion as well. Theoretically, this paper looked at two different forms of statistical
analysis, pairwise t-tests, and regression analysis with ANOVA. The latter is
by far the more robust and detailed tool, and reversed some conclusions from
the simpler t-test, most notably when the t-test concluded that the presence of
fugue adhesive was a key contributor to both points of structural strength. The
regression analysis also showed that the effect of “fugue edge” depends on glass
type and on edge adhesive. As future work, intelligent optimisation and machine
learning (ML) techniques [3] may be applied to better understand the considered
process.
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Abstract. A machine-learning based methodology has been developed
to investigate its applicability in enhancing capacity utilization of freight
services. Freight services employ vehicles for picking and delivering goods
from and to retailers, and better utilization of freight capacity can save
fuel, time and encourage environment friendly operations. The method-
ology developed here involves identifying the regions in the map where
the services are expected to experience lower freight capacity and have
good opportunity to enhance this capacity by considering the presence of
nearby retailer density. For this, we compare ability of various machine
learning models for (a) predicting the weight of freight in the van along
various stops in its given freight route, and for (b) predicting the freight
traffic counts of vehicles at a location. The data used for this work
involves all the freight routes used by a commercial company for freight
transport in the Oslo city in a given month along with corresponding
freight weight data, as well as data on location of all the retailers in
the city. The ML methods compared are Artificial Neural network, Sup-
port Vector Machine (SVM), Random forest and linear regression using
cross-validation and learning curves. The random forest model performs
better than most models for our data, and is used to predict freight
weight at stops along new unseen routes. In unseen test scenario (new
unseen freight routes), the ML-based methodology is able to predict two
out of actual seven best locations for enhancing capacity utilization, thus
showing its usefulness. The challenges lies in enhancing accuracy of ML
models as the prediction of freight weight is expected to be dependent
on input features that are not easy to measure (for example, unseen
traffic congestion, local demand/supply changes, etc.). The scope and
challenges encountered in this work can help in outlining future work
with focus on relevant data acquisition and for integrating the proposed
methodology in vehicle route optimization tools.
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1 Introduction

An efficient utilization of freight capacity will lead to cost-saving as well as bet-
ter environment [15]. Road freight transport in urban areas is growing due to
increasing frequencies of delivery transports which are caused by e-Commerce,
home delivery schemes and the reduction of storage in central urban area [13].
To manage this freight transport intelligently, use of Machine learning and AI
has been gaining ground [3]. However, the focus for use of AI/ML have been
mostly in areas such as freight demand forecast [10], freight asset maintenance
and transportation management [3], vehicle trajectory prediction [11], vehicu-
lar arrival time prediction, and freight flow and traffic prediction [6]. There have
been only limited literature on prediction of freight weight (or volume) along the
freight route. Like, [2] have presented a method for route and freight estimation,
where for freight estimation, they have used a simplistic method based on aver-
aging of the consignments on the historical known trips for the estimated route.
The authors have suggested scope for improvement as their freight estimation
is applied only for ordered and known freight type. These simplistic methods
might not be able to predict for a new route locations involving freight pick
up and drops where historical data is not available. Then, there are works like
the yearly railway freight volume prediction [9] and the yearly shipping port
freight volume prediction [8] at a port (just one location), and such works are
again much different than a vehicle-based freight transport along multiple stops
involving pickups and drops of freight (as has been studied in our work here).
In research literature, there has so far been no machine-learning based work on
predicting freight weights at different stops along the freight-vehicle routes.

In this context, our proposed work here employs a ML based methodology
involving real operational data from commercial freight operators. Here, machine
learning (ML) algorithm is used to predict the expected freight-weight along a
given route and identify regions where the vehicular capacity can be gained (in
this case by looking at proximity to nearby retail business operators who would
want to use the freight delivery system).

The main objectives of this work are: to study the scope and challenges in
using machine-learning based approach as a means to enhance freight capacity
in a realistic set-up involving freight pick-up and drop scenarios at multiple stops
in the freight route. The next section describes the methodology.

2 Methodology

The aim is to find stop locations in a potential freight-delivery routes that has
scope for better capacity utilization. It involves predicting those stop-locations
where: (a) the utilization capacity of vans will be low (in other words, the vans
will be predicted to have lower freight weight along such stops), and where (b) the
nearby retailer density is high, so there is scope for improving the van capacity
at these stops as more retailers can be sought for delivery/transportation of
goods. To do this we need information on expected frequency of visit of vans
at all stops in the routes and expected freight weight of a van along the route.
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Hence, we first develop separate machine learning models for predicting: (a)
expected freight weights of the van at a give stop location depending upon
where the location is on a given van’s delivery route, and (b) expected traffic
count (frequency) at a given location. The models are trained using the dataset
provided by a commercial freight delivery service. The dataset is divided into
training, validation and test set as described later in Sect. 3. However, during
testing of methodology on unseen test freight data, the frequency count of vans
passing through all stop locations is known to us from the data itself so we have
used only the freight weight machine learning model in the methodology testing
below. It has an added advantage that the freight weight prediction would not be
dependent on errors from ML based prediction of frequency count. The overall
methodology is described below in the following steps. The inputs provided to
the methodology are new freight routes, retailer data set and trained machine
learning models.

Step 1 → First predict the “freight weight” at various stop locations in the
freight route using the “trained machine learning weight estimation model”.
Also obtain the frequency of visits of vans at these various stop locations (here,
we can also employ the second ML model to predict the freight traffic count if
the frequency count is not available from dataset). Then, obtain the “summed
capacity” at all stops, i.e. the summation of freight weights for all vans stopping
at a stop location. Then compute the ratio of “summed capacity” to the total
frequency of visits by vans for each stop location in the freight routes. Now save
“list” of location coordinates that has the least ratio of summed capacity to
frequency of visit in ascending order. So, in step 1, we obtain the stop locations
in freight routes that have lower freight weights despite being visited quite often
by the vans.
Step 2 → In this step, we look at proximity of all stop locations to the retailers.
So we identify a parameter R, where R is the radius in km from the given stop
location. Then,
(a) For each of the lowest capacity location i in the list in Step 1, we find sum
of square of its distance from all the retail shops within a given radius R (say
0.5 km). Here, the radius R is a parameter. Call this distance Di.
(b) Find the number of retail stations within radius R Kms for each coordinate
i. Call it Ni. Then, obtain the ratio Di/ Ni (i.e. sum of distance to number of
retail shops for each lowest capacity location i). Now sort in ascending order of
this ratio and select the top 7 location coordinates i pertaining to the least ratio.
These location coordinates are regions where scope of capacity enhancement lies
as the proximity to retailers is high and freight weight of vans is low.
Step 3: Comparison with test data → On the test data that is unseen by the
trained machine learning models, we compare the locations “predicted” by the
above machine learning based methodology with “actual” locations in the test
dataset that have potential for enhancing the capacity. This gives an indication
of scope and challenges with above methodology.

In the next section, we discuss about the development of machine learning
models and the data-set used in this study.
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3 Machine Learning Model Development and Data
Characteristics

The information on datasets used in this work is provided below.

3.1 Dataset

Figure 1 shows (a) all the locations along freight routes operated by vans of a
commercial freight transport business, and (b) all Retailer locations in the city.
Here Retailers refers to all business units that might be interested in availing
of freight services for transport of their goods. The details of three datasets are
given below:

Freight weight data: This data-set is used for developing a ML model for pre-
dicting freight-weight in Step 1 of methodology. This dataset involves about
2223 trips of the freight delivery vans across the Oslo city during a month, with
about 56272 total number of stops for loading/unloading of freights during all
these trips. Out of the 56272 stops, about 8227 are unique stop locations (as
seen in Fig. 1-a) that gets visited repeatedly. Here, at each stop location in a
given freight-delivery trip - the data-set has corresponding measured values of
the van freight weight (which is the dependent variable) along with the given
stop number in the trip, the time of visit and location coordinates of visit, as well
as time spent by van at the given location. For any given freight trip, the first
location is the first stop number. On average, each journey have about 25 stops
(stop numbers). The independent features in the regression model are: location
of stop, stop number in the journey, time of visit, day of visit.
Traffic count data-set: The data-set used for developing ML model for traffic
count involves traffic count data (number of visit by the traffic at a given loca-
tion) at different locations (about 101661 number of observations) and it has
been collected over a period of one year in Oslo city. This machine learning model
could also be used in Step 1 if required. The machine learning is used to relate
each observation (i.e. each traffic count) with known independent variables such
as station location represented by distance from centre, lane direction, month,
time, weekday and weather conditions (wind speed, temperature, precipitation).
Retailer dataset: The retail dataset has list of about 40000 retailers spread
across Oslo city with their latitude and longitude coordinates. The methodology
described in Sect. 2 uses this spatial coordinates of retailers to find distance from
freight stop location to determine number of retailers within distance R Kms.
Next, we include a small note on preprocessing done on data before it is ready
for machine learning model.

3.2 Data Treatment

The above datasets are preprocessed for missing value, outliers, multi-collinearity
and redundancy. The freight-weight and traffic count dataset have been sub-
jected to feature engineering, feature scaling and data standardization. The fea-
ture variables are categorized into either cyclic variables (example - hours, wind
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direction, weekday), or as categorical nominal variables (like, month in traffic
count data), and rest as continuous variables. The categorical variables are sub-
jected to the “one-hot encoding” procedure, while the cyclic ordinal variables
like “hours” are also transformed into two newer variables in order to preserve
relevant information (like ‘23’ and ‘0’ h are close to each other and not far from
each other). For a 24 h clock, this is achieved through following transformation:
x = sin(2 ∗ π ∗ hour/24), y = cos(2 ∗ π ∗ hour/24). Next, we discuss about split
of data into training, validation and test data for ML training.

(a) Freight data (b) Retailer data

Fig. 1. Data used in this study: Freight stop locations and Retailer locations in Oslo
city.

3.3 Data Splitting: Cross-Validation and Learning Curve

Two machine learning models are developed using cross-validation and learning
curve examination in order to: (a) predict the expected freight weight at each
location at a given time after N number of stops in its journey, and (b) to pre-
dict the expected traffic count at each location using a vehicle data-set. Then for
the methodology described in Sect. 2, the trained freight-weight machine learning
model is used to predict the expected freight weight at different stops on prospec-
tive routes for a realistic case (a commercial freight operator in Oslo, Norway).
These predictions will help to identify the best locations that have both: (a)
locations with lower utilization of van capacity along the routes, and (b) loca-
tions where the scope of enhancing the load capacity of freight services is high
based on the proximity to the retailers. The other ML model (on traffic count)
can be used to predict the frequency of visit of vehicle in the above methodology,
however it has not been done so in this work due to the reason outlined before
but it helps to demonstrate the possibilities with the methodology and hence is
included in the study. Here for both the models, four machine learning models
(polynomial regressor, random forest [7], support vector machine [1,5] and arti-
ficial neural network [4,12,14]) have been compared using the cross-validation
method. Cross-validation (CV) is a model validation technique for assessing the
generalization ability of a machine learning algorithm to an independent data
set. In our work, we split the original dataset into the ‘training’ and the ‘test’
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dataset in 80:20 ratio, where the 20% test data features the unseen freight routes.
For the training dataset, we have selected a 3 − foldCV procedure, where the
‘training set’ is split into 3 different smaller sets. The model prediction is learned
using 2 of these 3 folds at a time (these two folds are called training set in learn-
ing curve as in Fig. 2), and the 3rd fold that is left out is used for validation
(called validation set in Fig. 2). The average R2 (coefficient of determination)
from the 3-fold CV is used to select the best machine learning algorithm (and
the best parameter set for the method). A R2 score of 1.0 suggests a ML model
with high accuracy, and a constant model that always predicts the same expected
output disregarding the input features would get a R2 score of 0 and a negative
score suggests a ML model with worse performance. The learning curve shows
the variation of average R2 score with increasing training data and validation
data and informs us about the bias-variance trade-off. Thus, it informs us about
the generalization ability of a learning algorithm to unseen data.

ML Models and Parameter. The CV method provides the best parameter
set by employing cross-validated “grid-search” over a parameter space for each
of the four machine-learning model. The best parameter set for each model
obtained from CV study are as mentioned below:

1. Random Forest. For traffic count, it is (a) Number of trees - 55 as the vari-
ance error stopped reducing further after 55 trees. For freight weight, the (a)
Number of trees - 80. (b) The maximum depth of the tree that is possible
is used in both cases as higher the depth, the lesser bias related errors were
seen.

2. Support Vector Machine (SVM). For traffic count: RBF Kernel, C = 100,
γ = 1, and, for the freight weight, it is: RBF Kernel, C = 10, γ = 0.5.

3. For Artificial Neural Network (ANN): the best ANN model was obtained with
the following parameters for traffic count dataset: (a) RELU activation, (b)
L2 penalty (regularization term) parameter α = 0.1, (c) number of layers = 3,
(d) size of each hidden layer = 25, and for freight weight data-set: (a) tanh
activation, (b) L2 penalty (regularization term) parameter α = 1, (c) number
of layers = 3, (d) size of each hidden layer = 20, 20, 20.

4. Polynomial regression (PR) with degree 2 for both traffic count and freight
weight estimation.

Next, we present results from implementation of the machine learning models.

4 Results and Discussions

Here, we discuss the performance of ML models on validation data and on unseen
test data for predicting freight-weight and frequency of visit. We also compare the
ML based methodology’s “prediction” of best locations for capacity utilization
in the test data (unseen freight routes) with the “actual” best locations from
the data.
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4.1 Comparison of ML Models for Traffic Count Prediction

Figure 2 compares the learning curve for the four different ML models based on
the 3-fold CV data-set for predicting the traffic count (number of vehicles) on
training and validation data, while Fig. 3 shows the predicted fit vs measured
observation by different models for the traffic count (number of vehicles) on
the hidden test data-set. The learning curve (in Fig. 2) shows that for traffic
count the Random forest (RF) model reaches the highest R2 score (in range of
0.955–0.975) as length of validation data increases during CV procedure. The
performance of models on both increasing training data and validation dataset
is seen. RF model fit is better than other models: polynomial regression with
degree 2 polynomial (which has 0.8 R2 score), SVM (around 0.85 R2 score)and
ANN (0.7 R2 score). For random forest, the training score is mildly higher than
the cross-validation score so a bit of over-fitting is there, but this is in acceptable
limit. On the other hand, the ANN learning curve shows the least R2 score(0.7
R2 score) but there is no over-fitting. The “predicted fit vs measured observation
on unseen test data” in Fig. 3 for the traffic count shows that: Random Forest
provides the best fit. So considering the CV accuracy on validation data and
the generalization ability on unseen test data, the random forest is performing
better than SVM, ANN and polynomial regression for the traffic count.

(a) PR2 (b) RF

(c) SVM (d) ANN

Fig. 2. Learning curves for predicting traffic count based on length of train-
ing/validation data. The performances of 4 different models with accuracy (R2 scores)
shown.
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Fig. 3. Test data: actual vs predicted traffic count as obtained by 4 different models.

4.2 Comparison of Models for Freight Weight Prediction

Figure 4 compares the learning curve for the four different ML models based
on the 3-fold CV data-set for predicting the freight weight on training and val-
idation data, while Fig. 5 shows the predicted fit vs measured observation by
different models for the freight-weight on the hidden test data-set. The learning
curve (in Fig. 4) shows that the Random forest (RF) model reaches the highest
validation R2 score as compared to other models (in range of around 0.4) as
the length of validation data increases during CV procedure. The RF model’s
validation performance is better than other models: polynomial regression with
degree 2 polynomial (has 0.17 validation R2 score), SVM (around 0.35 valida-
tion R2 score) and ANN (around 0.37 validation R2 score). The “predicted fit vs
measured observation on the unseen test data” in Fig. 5 also that the Random
Forest provides the better fit as compared to other models (SVM, ANN, etc.).
The prediction performance for all models on the unseen test data to predict
freight-weight is also not high. All the models show less than satisfactory per-
formance on both validation and test data with low R2 scores for freight-weight,
indicating both high bias error (as seen from lower accuracy/R2 scores on train-
ing data) and high variance error (as seen from much lower accuracy/R2 scores
on validation and test data). As compared to the ML performance on traffic
count frequency predictions, the freight weight predictions by machine learn-
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Fig. 4. Learning curves for predicting freight-weight along stops based on length of
training/validation data. The performances of 4 different models with accuracy (R2
scores) shown.

ing models do not have high R2 scores (as seen by comparing Figs. 2, 3, 4 and
Fig. 5). Now both traffic count and freight weight models use different data-sets
and different input features. There could be some possible explanation for the
low R2 scores of freight-weight, like: (a) there are independent features which
are either not available or measurable, for example traffic situation, and eco-
nomic factors impacting local demand/supply and operational changes resulting
in change in van type for delivery. The inclusion of these difficult-to-measure fea-
tures in some form can increase the explanatory power of the model to predict
the freight weight and can take care of bias-related error, but currently we do
not have this data in our study. Now from the error analysis in Fig. 6, the ML
predicted freight-weight does seem to follow the trend at most places with errors
(green line nearer to zero). Hence for the current data-set and case study, we
will try to see the influence of the machine-learning predicted weight on the final
results (i.e. on selecting locations/regions where scope of capacity utilization is
there). We will compare the ML-based methodology predicted best locations on
test routes (route data unseen by ML) with actual best locations in this test
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(a) PR2 (b) RF

(c) SVM (d) ANN

Fig. 5. Test data: actual vs predicted weight carried by van as obtained by 4 different
models.

route (see Sect. 4.3). This comparison will help us to draw conclusions regarding
scope and challenges of applying ML for enhancing freight-weight utilization.

4.3 Comparison: Best Locations for Enhancing Freight Weight
Capacity of Vans

The realistic case-study used here involves freight-delivery services (vans) under-
taking many journeys to deliver/pick up freights to retail business developers.
Figure 7 illustrates the route taken for one such journey by the van. The red
circle is the starting and the end point of the journey, and the black circle shows
the van capacity at a given location with its radius representing the capacity.
The locations with lowest capacity on this journey is noted by a text. There are
about 2223 such journeys in a given month. To improve the capacity utilization,
the freight-delivery services can focus on locations where vans are running with
lower capacity relative to frequency of visits and where the nearby retailer den-
sity is high (i.e. high number of business retails around R kms radius from the
stop location amongst all the retailer locations that were shown in the Fig. 1).
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Fig. 6. Random Forest performance for freight weight prediction for each observation:
actual vs ML predicted weight with error.

Fig. 7. Route taken for one journey by van with freight capacity represented by the
line width and the radius of circle at the station.

As explained in the methodology, the machine-learning is used to “predict” the
expected freight weight along the different routes using input features after being
trained. The Figs. 8 shows the “actual” top 7 locations and “predicted” top 7
locations that have scope for better van capacity utilization based on test data
from the month of May. The ML predicted locations (represented by black cir-
cle) and actual (represented by marker) from test data overlap at two places. In
other words, ML has been able to predict two of the actual top seven locations
and help to make some decisions. Thus, there is scope for improvement and there
is also potential for use of the methodology for enhancing utilization of capacity
of vehicles in freight route service. The benefits and challenges of the ML based
methodology are summarized as below:

The benefit of using this ML based methodology is that it can help predict
for new unseen freight routes provided that the ML models are well-trained with
good data. The freight-delivery services then can target these predicted locations
to enhance the freight-capacity of the vehicle as there are more retailers near by.

The challenges in the ML based methodology are as seen from not so high
R2 scores during the freight-weight ML model fit. The results indicates that
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Fig. 8. Top 7 locations where freight capacity can be enhanced: ML-based methodology
predicted locations (black circle) v/s actual location (marker) in the unseen test data.
Two locations are common.

there could be inherent variability in the freight weight (our response variable)
that is difficult to account for completely by available measurable independent
feature variables. For example, difficult-to-measure variables and events like, (a)
random occurrences of traffic congestion, or (b) change in local demand/supply
and economic situation, or (c) change in type of van used and its capacity, can
make predictions of freight weight at a given route location at a given time
difficult.

From the scope and challenges that we see here, the future work can involve
focused data acquisition with means to accommodate difficult-to-measure fea-
tures for training ML models,integrating more statistical knowledge, and inte-
grating the methodology with vehicle route optimization tools.

5 Conclusion

A machine learning based methodology has been developed for enhancing capac-
ity utilization of freight services. The methodology developed here involves iden-
tifying the regions (or stop locations) in the map where the services are expected
to have lower capacity along with good opportunity to enhance capacity utiliza-
tion by considering the presence of retailer density. The methodology involves
using machine learning based prediction of freight-weights of van along all stops
in a freight routes, as well as potential for including traffic count prediction at
stops in the methodology. The methodology has shown its useful to some extent
by predicting some of the best locations in the test data. The challenges are there
with regards to accuracy improvements of the ML model for freight-weight due
to both high bias and variance errors, and the bias errors could be related to
data characteristics, like: the possibility that freight-weight can be difficult to



Machine Learning for Capacity Utilization Along the Routes 431

account completely by the available measurable independent feature variables.
For example unaccounted difficult-to-measure features and events, like: random
occurrences of traffic congestion, or variability in local demand/supply tied to
economic activity, or change in van model type, such sudden changes can make
predictions of freight weight at a given route location at a given time difficult.
Such variables can be difficult to measure. Nevertheless, this works still helps to
provide insights in what can be achieved through available data set. The scope
and challenges encountered in this work should lead to future works involving
focused data acquisition with means to accommodate difficult-to-measure fea-
tures for enabling good training of ML models and integrating the methodology
with vehicle route optimization tools.
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Girdžiūna, Martynas 119
Goodwin, Morten 367
Guemimi, Meryem 31

Gundersen, Frants 419
Gupta, Anju 185, 210

Hadi, Shahzaib Farooq 58
Heller, Alfred 311
Herrera, Lucia Castro 273
Holen, Martin 367
Holik, Filip 93, 232
Holm, Jan Andreas 407
Holmstrand, Inga Setså 325
Huang, Lizhen 223
Husebø, Arild Bergesen 380

Iliopoulos, Ilias 81

Janonis, Airidas 119
Johansen, Tor Arne 71

Keprate, Arvind 45
Khan, Noman Mujeeb 197
Kiudys, Eligijus 119
Klausen, Andreas 380
Knausgård, Kristian 367
Knausgård, Kristian Muri 107

Langeland, Ove 419
Lindheim, Henning 107
Liu, Xiufeng 311
Lopez-Ramos, Luis Miguel 17, 159
Lunde, Jakob 107

Majchrzak, Tim A. 273, 287
Mansoor, Majad 197
Massouh, Bassam 144
Midtgård, Ole-Morten 337
Mirza, Adeel Feroz 197
Moe, Signe 71
Moosavi, Syed Kumayl Raza 58, 197
Moustakas, Konstantinos 81
Muaaz, Muhammad 259
Mubeen, Muhammad 171



434 Author Index

Nielsen, Per Sieverts 311
Noorsumar, Gulshan 355
Nyberg, Svein Olav 407

Pätzold, Matthias 259
Prattichizzo, Domenico 132

Ramasamy, Sudha 144
Rasheed, Adil 419
Ratnayake, R. M. C. 45
Rehman, Hafiz Abdul 171
Robbersmyr, Kjell G. 107, 355, 380, 407
Rogovchenko, Svitlana 355
Roy, Kevin 17

Salvietti, Gionata 119
Sanfilippo, Filippo 107, 119, 132, 407
Shahi, Gautam Kishore 287
Skar, Siv Lene Gangenes 107
Stavropoulos, Georgios 81
Stene, Jon Kåre 419
Sukarevicius, Eligijus 107

Suzuki, Hina 3
Svensson, Bo 144

Tabib, Mandar V. 419
Thapa, Devinder 273
Tzovaras, Dimitrios 81

Van Khang, Huynh 380
van Sark, Wilfried 303
Visser, Lennard 303
Völler, Steve 337
Vysochinskiy, Dmitry 355

Wan, Paul K. 223
Waqar, Sahil 259

Yadav, Uma 185, 210
Yayilgan, Sule Yildirim 232
Younis, Hassaan Bin 58

Zafar, Muhammad Hamza 58, 197
Zenebe, Tarikua Mekashaw 337


	 Preface
	 Organization
	 Contents
	Intelligence, Decision support systems, IoT
	Dense Nearest Neighborhood Query
	1 Introduction
	2 Related Work
	3 Dense Nearest Neighborhood Query
	3.1 Clustering-Based Approach
	3.2 Expanding-Based Approach

	4 Experiments
	4.1 Experimental Results
	4.2 Evaluation of the Proposed Methods

	5 Conclusion and Future Work
	References

	Explainable Nonlinear Modelling of Multiple Time Series with Invertible Neural Networks
	1 Introduction
	1.1 State of the Art and Contribution

	2 Background
	2.1 Graph Topology Identification
	2.2 Nonlinear Function Approximation

	3 Modelling
	3.1 Prediction
	3.2 Model Complexity

	4 Problem Formulation
	5 Learning Algorithm
	5.1 Forward Equations
	5.2 Backpropagation Equations
	5.3 Parameter Optimization

	6 Experiments
	7 Conclusion
	References

	Iterative Learning for Semi-automatic Annotation Using User Feedback
	1 Introduction
	2 Related Works
	2.1 Semi-automatic Approaches
	2.2 Semi-automatic with Iterative Learning Approaches
	2.3 Fully Automatic Approaches

	3 Our Pipeline Proposal
	3.1 Proposed Strategy
	3.2 Tool
	3.3 Annotation Process
	3.4 Training Process
	3.5 Framework Selected
	3.6 Experimental Setup

	4 Results and Discussion
	4.1 Dataset
	4.2 Annotation Time and Effort
	4.3 Annotation Quality
	4.4 Annotator Feedback
	4.5 Incremental Models’ Performance

	5 Conclusion
	References

	Residual Stress Prediction of Welded Joints Using Gradient Boosting Regression
	1 Introduction
	2 Uncertainty in Estimation of Welding Induced Residual Stress 
	3 Response Surface Modeling
	4 Illustrative Case Study
	4.1 Abaqus 2D Weld Modeler Interface (AWI)
	4.2 Finite Element Modeling
	4.3 Thermal and Mechanical Model in AWI
	4.4 Data Preparation and Model Evaluation
	4.5 Result Discussion

	5 Conclusion
	References

	A Novel Group Teaching Optimization Algorithm Based Artificial Neural Network for Classification
	1 Introduction
	2 Related Work
	3 Group Teaching Optimization Algorithm Based Neural Network (GTOANN)
	3.1 Grouping Phase
	3.2 Teacher Phase
	3.3 Student Phase
	3.4 Teacher Allocation Phase

	4 Design GTOANN and Theoretical Analysis
	5 Results
	6 Conclusion
	References

	On the Effects of Properties of the Minibatch in Reinforcement Learning
	1 Introduction
	2 Related Work
	3 Background Theory
	3.1 Reinforcement Learning
	3.2 Stochastic Gradient Descent

	4 Looking at MNIST: A Motivating Example
	5 Reinforcement Learning
	5.1 Data and Clustering
	5.2 Specific Training

	6 Results, Discussions and Conclusion
	References

	A Novel Migration Simulation and Prediction Tool
	1 Introduction
	1.1 Motivation
	1.2 Related Work
	1.3 Inspiration

	2 Data Sources and Forecast Methodology
	2.1 Data Sources
	2.2 Data Processing and Features Extraction
	2.3 Model Specifications

	3 Results
	4 Conclusion/Future Work
	References s

	Development Environment for Software-Defined Smart City Networks
	1 Introduction
	2 Related Work
	3 Open Source SDN Controllers
	3.1 Ryu
	3.2 Floodlight
	3.3 OpenDaylight
	3.4 Open Networking Operating System
	3.5 Summary of Controllers Features

	4 Custom SDN-Enabled Switches
	4.1 Required Components
	4.2 Installation
	4.3 SDN Configuration

	5 Use Case Verification
	5.1 Controllers Analysis
	5.2 Deployment Findings

	6 Conclusions
	References

	Robotics
	Branch-Manoeuvring Capable Pipe Cleaning Robot for Aquaponic Systems
	1 Introduction
	2 Robotic Pipe Cleaning and The Need of Novel Solutions
	3 Continuum Robots
	4 Pipe Cleaning Robot Design and Development
	5 Testing and Verification
	6 Concluding Remarks
	References

	A Multi-modal Auditory-Visual-Tactile e-Learning Framework
	1 Introduction
	2 Related Research Work
	3 Framework Architecture
	3.1 Software Architecture
	3.2 Hardware Implementation
	3.3 Multi-modal Rendering Strategies

	4 Human Subject Study
	5 Simulations and Experimental Results
	6 Conclusions and Future Work
	References

	A Perspective on Intervention Approaches for Children with Autism Spectrum Disorder
	1 Introduction
	2 Intervention Approaches
	2.1 Visual and Auditory
	2.2 Vibrotactile Prompting
	2.3 Wearable Assistive Devices and Applications

	3 Guidelines for mHealth Framework
	3.1 Motivation
	3.2 Background
	3.3 Sensing Using Viable Biomarkers
	3.4 A Novel Approach to Proactive Intervention

	4 Conclusion and Future Work
	References

	A Framework for Hazard Identification of a Collaborative Plug&Produce System
	1 Introduction
	2 Background
	2.1 Plug&Produce Systems
	2.2 Collaborative Robot System
	2.3 Safety Standards

	3 Risk Assessment and Hazard Identification
	3.1 Hazard Identification of Collaborative Robot System
	3.2 Hazard Identification for Plug&Produce Systems

	4 Hazard Identification of Collaborative Plug&Produce System
	4.1 Hazard Identification Framework
	4.2 Study Case
	4.3 Hazard Identification of the Study Case

	5 Conclusion
	References

	ML and AI for Intelligent Health, Applications of Intelligent Technologies in Emergency Management
	Future Perspectives on Automated Machine Learning in Biomedical Signal Processing
	1 Introduction
	2 From Mathematical Formulas to Data-Driven Biomedical Applications
	2.1 Mathematical Foundations of Signal Processing and Machine Learning
	2.2 Machine Learning Theory and Applications
	2.3 Signal and Data Processing
	2.4 Biomedical Applications

	3 Sparsity: Automated Simplicity
	4 Automated Machine Learning (AutoML)
	5 Cardiac Signal Enhancement and Interpretation
	6 Conclusion
	References

	DeepFireNet - A Light-Weight Neural Network for Fire-Smoke Detection
	1 Introduction
	2 Background
	3 Convolutional Neural Network (CNN)
	3.1 Convolutional Layers
	3.2 Pooling Layers
	3.3 Fully Connected Layers

	4 Methodology
	4.1 Dataset
	4.2 DeepFireNet Model Design

	5 Experiments
	5.1 Training and Accuracy
	5.2 DeepFireNet

	6 Conclusion
	References

	Smart Electrical Energy Systems, AI and ML in Security
	THD Reduction Comparison of Three Phase SPPS via Conventional RC and Novel PRESH Controller
	1 Introduction
	2 Three Phase SPPS
	2.1 Open Loop Mode (OLM)l of 3-phase SPPS

	3 Designing of Novel PRESH Controller
	3.1 Conventional RC Controller in Three Phase SPPS

	4 Novel PRESH in Three Phase SPPS
	4.1 1st Step: Design Control Configuration of Novel PRESH Controller
	4.2 2nd Step: Closed-Loop Transfer Function of Novel PRESH Controller

	5 Analysis of Novel PRESH Controller
	5.1 Bode Plot Analysis of Novel PRESH Controller
	5.2 THD Analysis of PRES Controller in Three Phase SPPS

	6 Conclusions
	References

	Artificial Neural Network (ANN) Trained by a Novel Arithmetic Optimization Algorithm (AOA) for Short Term Forecasting of Wind Power
	1 Introduction
	2 Meta Heuristic Algorithms
	2.1 Single Agent Based
	2.2 Multi-agent Based

	3 Arithmetic Optimization Algorithm (AOA)
	3.1 Initialization
	3.2 Exploration Phase
	3.3 Exploitation Phase
	3.4 Pseudo Code

	4 Design of AOA-NN
	4.1 Neural Network Design
	4.2 Activation Function
	4.3 Fitness Function

	5 Results and Discussions
	5.1 Preparation of Dataset
	5.2 Forecasting of Wind Power

	6 Conclusion
	References

	Bode Plot Analysis of PRES and Novel PRESH Controller Interfaced with Three Phase GTSPPS
	1 Introduction
	2 Grid-Tied Three Phase Solar Photovoltaic Power System
	3 Design Algorithm of PRES and PRESH
	3.1 Design Algorithm of PRES

	4 Design Procedure of Novel PRESH Controller
	5 Analysis of Novel PRES and PRESH Controller
	5.1 Bode Plot Analysis of Digitally Implemented Novel PRES Controller
	5.2 Bode Plot Analysis of Novel PRES Controller

	6 Conclusions
	References

	Energy Tracing and Blockchain Technology: A Primary Review
	1 Introduction
	1.1 Background

	2 Related Work
	2.1 Electricity
	2.2 Blockchain

	3 Methodology
	3.1 Search Requirement
	3.2 Material Collection and Analysis

	4 Finding and Discussion
	4.1 RT1: What is the State-of-Art
	4.2 RT2: What Are the Barriers and Potential Future Work

	5 Conclusion
	References

	Emulation of IEC 60870-5-104 Communication in Digital Secondary Substations
	1 Introduction
	1.1 Digital Secondary Substations

	2 Related Work
	3 The IEC 60870-5-104 Protocol
	3.1 Message Types
	3.2 Application Service Data Unit (ASDU)

	4 Emulation of Digital Secondary Substations Topology
	4.1 Mininet Emulation
	4.2 Full Emulation

	5 Communication Emulation
	5.1 Library Installation
	5.2 Library Launch
	5.3 Devices Emulation

	6 Library Evaluation
	6.1 Default Script Analysis
	6.2 Messages Analysis
	6.3 Real Traffic Messages Emulation
	6.4 Discussion

	7 Conclusion
	References

	ML and AI for Sensing Technologies, Social Media Analytics
	Point Cloud Instance Segmentation for Automatic Electric Vehicle Battery Disassembly
	1 Introduction
	2 Material and Methods
	2.1 System Work-Flow
	2.2 Semantic Segmentation Algorithm
	2.3 Clustering

	3 Results
	4 Discussion
	5 Conclusion
	References

	Radar-Based Passive Step Counter and Its Comparison with a Wrist-Worn Physical Activity Tracker
	1 Introduction
	2 System Description and Radar Signal Processing
	3 Experimental Setup and Data Collection
	4 Step Detection and Step Counting Results
	5 Limitations
	6 Conclusion and Future Work
	References

	Principles for the Arrangement of Social Media Listening Practices in Crisis Management
	1 Introduction
	2 Conceptual and Theoretical Underpinnings
	3 Methodology
	4 Guiding Principles for the Arrangement of Social Media Listening
	5 Discussion and Future Work
	6 Concluding Remarks
	References

	AMUSED: An Annotation Framework of Multimodal Social Media Data
	1 Introduction
	2 Background
	2.1 Data Annotation
	2.2 Data on Social Networking Sites

	3 Method
	4 Implementation: A Case Study on Misinformation
	5 Results
	6 Discussion
	7 Conclusion and Future Work
	References

	ML in Energy Sectors and Materials
	An Evaluation of Predictor Variables for Photovoltaic Power Forecasting
	1 Introduction
	2 Methods
	2.1 Feature Selection Method
	2.2 Forecast Models

	3 Data Description and Analysis
	3.1 Data Collection
	3.2 Data Analysis

	4 Results and Discussions
	4.1 Predictor Variable Importance
	4.2 Forecast Performance

	5 Conclusion and Outlook
	References

	Smart Meter Data Anomaly Detection Using Variational Recurrent Autoencoders with Attention
	1 Introduction
	2 Related Work
	2.1 Traditional Anomaly Detection Methods
	2.2 Unsupervised Deep Learning Models
	2.3 Attention Mechanism for Deep Learning Models

	3 Problem Statement and Proposed Method
	3.1 Problem Statement
	3.2 Proposed Method
	3.3 Loss Function – ELBO+
	3.4 Anomaly Detection

	4 Experiments
	4.1 Data Sets and Experimental Setup
	4.2 Evaluation by Comparison with Baselines
	4.3 An Empirical Case Study

	5 Conclusions and Future Work
	A Appendix
	A.1 Data sets
	A.2 Experimental setup

	References

	Detecting the Linear and Non-linear Causal Links for Disturbances in the Power Grid
	1 Introduction
	2 Case Study and Reported Failures
	2.1 Investigated Power Grid
	2.2 Reported Failures

	3 Methodology
	3.1 Weather Measurements
	3.2 Load Measurements
	3.3 Dataset Construction
	3.4 Classification Strategy

	4 Results
	4.1 Classification Scores and Feature Selection

	5 Conclusions
	References

	Machine Learning for PV System Operational Fault Analysis: Literature Review
	1 Introduction
	2 Literature Review
	2.1 PV System Fault
	2.2 PV System Fault Detection and Diagnosis Methods (FDD)

	3 Result and Discussion
	4 Conclusion and Recommendation
	References

	Miscellaneous
	An Overview of Data Based Predictive Modeling Techniques Used in Analysis of Vehicle Crash Severity
	1 Introduction
	2 Applications of Data-Based Models in Vehicle Development to Predict Crash Severity
	2.1 Parameter Identification
	2.2 Optimization Techniques
	2.3 Machine Learning (ML)

	3 Applications of Data-Based Models to Predict Vehicle Traffic Collisions
	3.1 Artificial Neural Networks (ANNs)
	3.2 Bayesian Networks
	3.3 Support Vector Machine (SVM)
	3.4 Evolutionary Computing and Genetic Algorithms
	3.5 Deep Learning

	4 Conclusion and Next Steps
	References

	An Evaluation of Autonomous Car Simulators and Their Applicability for Supervised and Reinforcement Learning
	1 Introduction
	2 Simulators
	2.1 Carla
	2.2 DYNA4
	2.3 rFpro
	2.4 Deepdrive
	2.5 PGDrive
	2.6 Duckie Town Simulator
	2.7 SVL Simulator
	2.8 MATLAB Automated Driving Toolbox
	2.9 Udacity Simulator
	2.10 AWS DeepRacer

	3 Discussions
	3.1 Supervised Learning
	3.2 Reinforcement Learning

	4 Conclusion
	References

	Classification of Mechanical Fault-Excited Events Based on Frequency
	1 Introduction
	2 Event Classification
	3 Example Cases
	3.1 Case A: Defect Rolling-Element Bearing
	3.2 Case B: Defect Gear Teeth

	4 Conclusion
	References

	Intelligent Technologies in the Process of Recovering Historical, Cultural, and Heritage Value in Native Communities
	1 Introduction
	2 State-of-the-Art
	3 Recovery of Historical, Cultural, and Patrimonial Value in Native Communities
	4 Methodology: Design and Use of Expert Systems Based on Intelligent Technologies
	4.1 Generating a Description Space for Ritual Dances
	4.2 Synthetic Elaboration of an Audiovisual Story

	5 Results
	5.1 Generating a Description Space for Ritual Dances
	5.2 Synthetic Elaboration of an Audiovisual Story

	6 Conclusions and Future Work
	References

	Tensile Experiments on Adhesion Between Aluminium Profiles and Glass
	1 Introduction
	2 Related Research Work
	3 Experiments
	3.1 Materials
	3.2 Static Tensile Properties

	4 Methodology and Results
	4.1 Extracting the Key Points
	4.2 Analysis of Key Points, Take 1: Pairwise t Tests
	4.3 Analysis of Key Points, Take 2: Linear Regression and ANOVA
	4.4 The Other 3 Values and Summary

	5 Concluding Remarks
	References

	Machine Learning for Capacity Utilization Along the Routes of an Urban Freight Service
	1 Introduction
	2 Methodology
	3 Machine Learning Model Development and Data Characteristics
	3.1 Dataset
	3.2 Data Treatment
	3.3 Data Splitting: Cross-Validation and Learning Curve

	4 Results and Discussions
	4.1 Comparison of ML Models for Traffic Count Prediction
	4.2 Comparison of Models for Freight Weight Prediction
	4.3 Comparison: Best Locations for Enhancing Freight Weight Capacity of Vans

	5 Conclusion
	References

	Author Index

