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Preface

The present book includes extended and revised versions of a set of selected papers from
the 13th International Conference onAgents and Artificial Intelligence (ICAART 2021),
held as an online event due to the COVID-19 pandemic, during February 4–6, 2021.

ICAART 2021 received 298 paper submissions from authors in 53 countries, of
which some 6%were included in this book. The papers were selected by the event chairs
and their selection is based on a number of criteria that include the classifications and
comments provided by the ProgramCommitteemembers, the session chairs’ assessment,
and also the program chairs’ global view of all papers included in the technical program.
Authors of selected papers were then invited to submit revised and extended versions of
their papers having at least 30% innovative material.

The purpose of the ICAART 2021 was to bring together researchers, engineers, and
practitioners interested in the theory and applications in the areas of agents and artificial
intelligence. Two simultaneous related tracks were held, covering both applications and
current research work.

The papers selected to be included in this book contribute to the understanding of
relevant trends of current research on agents and artificial intelligence.

We would like to thank all authors for their contributions. Moreover, we are grateful
to the reviewers who have helped ensure the quality of this publication.

February 2021 Ana Paula Rocha
Luc Steels

Jaap van den Herik
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Specification Aware Multi-Agent Reinforcement
Learning

Fabian Ritz1(B) , Thomy Phan1, Robert Müller1 , Thomas Gabor1,
Andreas Sedlmeier1, Marc Zeller2, Jan Wieghardt2, Reiner Schmid2, Horst Sauer2,

Cornel Klein2, and Claudia Linnhoff-Popien1

1 Mobile and Distributed Systems Group, LMU Munich, Munich, Germany
fabian.ritz@ifi.lmu.de

2 Corporate Technology (CT), Siemens AG, Munich, Germany

Abstract. Engineering intelligent industrial systems is challenging due to high
complexity and uncertainty with respect to domain dynamics and multiple agents.
If industrial systems act autonomously, their choices and results must be within
specified bounds to satisfy these requirements. Reinforcement learning (RL) is
promising to find solutions that outperform known or handcrafted heuristics.
However in industrial scenarios, it also is crucial to prevent RL from inducing
potentially undesired or even dangerous behavior. This paper considers specifi-
cation alignment in industrial scenarios with multi-agent reinforcement learning
(MARL). We propose to embed functional and non-functional requirements into
the reward function, enabling the agents to learn to align with the specification.
We evaluate our approach in a smart factory simulation representing an industrial
lot-size-one production facility, where we train up to eight agents using DQN,
VDN, and QMIX. Our results show that the proposed approach enables agents to
satisfy a given set of requirements.

Keywords: Multi-agent · Reinforcement learning · Specification compliance ·
AI safety

1 Introduction

In complex problem domains, humans do not always have optimal solution strategies
at hand. In such situations, autonomous agents are still able to adapt and optimize their
behavior via Reinforcement learning (RL) [36]. They sometimes even surpass human
performance [33]. But RL systems need a well-defined goal such as “win the game of
chess”. Formulating such a goal in real-world problems, e.g. industrial applications, is
difficult and a field of ongoing research [14,18]. In this paper, we consider an adaptive
production line that could be part of the factory of the near future [38].

Typically, a smart factory is given orders of items. These can be broken down into
series of tasks for the available machines [27]. The goal is to produce all ordered items
within a certain time frame. In software engineering, this is a functional requirement.
Usually, there are also non-functional requirements: for example, the system shall prefer
faster production over exhausting the available time; it shall avoid damaging machines;
c© Springer Nature Switzerland AG 2022
A. P. Rocha et al. (Eds.): ICAART 2021, LNAI 13251, pp. 3–21, 2022.
https://doi.org/10.1007/978-3-031-10161-8_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10161-8_1&domain=pdf
http://orcid.org/0000-0001-7707-1358
http://orcid.org/0000-0003-3108-713X
https://doi.org/10.1007/978-3-031-10161-8_1
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it shall be resilient to (human) intervention and unexpected events [2,4,6]. We refer
to the full set of functional and non-functional requirements as the specification of a
system.

We could set aligning with a given specification as the direct goal for an RL agent.
Each requirement could represent a boolean function which yields a binary reward of,
e.g., +1 if satisfied or−1 if violated. But a solution involves an intricate balance of satis-
fying the convoluted requirements. If positive feedback is sparse and delayed, RL learns
slowly (it at all). In multi-agent systems, emergent behavior is an additional source
of unpredictability. E.g., consider multiple agents competing for the same machine.
Approaches such as restricting single actions might prevent collisions. But it does not
provide incentives for the agents to adjust their behavior and learn coordination, even-
tually resulting in a deadlock.

To address these challenges, we propose to translate the specification into a shaped
reward function and adjust the weightning of its components during training. Contrary
to existing approaches that only maximize performance, we also consider the fulfillment
non-functional requirements. In Sect. 4, we introduce a multi-agent domain and adjust
it to benchmark typical non-functional requirements. In Sect. 5, we demonstrate how
a specification with functional and non-functional requirements can be transferred into
different shaped reward functions for RL. We evaluate these reward schemes with dif-
ferent multi-agent RL algorithms in Sect. 6. We find some non-functional requirements
(partially) subsumed by overarching functional requirements, i.e. they are learned eas-
ily. We find other requirements to affect convergence and propose countermeasures.

Our main contributions are the application of specification-driven reward engineer-
ing to a multi-agent domain adapted to industrial requirements and a thorough evalua-
tion of the impact of typical secondary reward terms on the multi-agent RL algorithms
DQN, VDN, and QMIX. This paper extends a previous version [31] by additionally
contributing an unique case study that demonstrates how training with secondary reward
terms impacts run-time behavior. To provide in-depth information, we visualize exam-
ples of pro-actively safe strategies and discuss alternatives.

2 Foundations

2.1 Problem Formulation

Single-agent problems can be formulated asMarkov Decision Process (MDP) MMDP =
〈S,A,P,R〉, where S is a set of states st, A is the set of actions at, P(st+1|st, at) is
the transition probability, and rt = R(st, at) is a scalar reward at time t. MDPs can
be extended to multiple agents by formulating a stochastic game (SG) MSG, where S
and P remain the same. In addition, MSG defines D = {1, ..., N} as a set of agents,
A = A1 × ... × AN as the set of joint actions at, rt,i = Ri(st, at) as the local reward
of agent i ∈ D, Z as a set of local observations zt,i for each agent i, and Ω(st, at) =
zt+1 = 〈zt,1, ..., zt,N 〉 ∈ ZN as the joint observation function. For cooperative MAS,
we assume a common reward function rt = R(st, at) for all agents.

The goal of each agent i is to find a local policy πi(at,i|zt,i) as probability distri-
bution over Ai which maximizes the expected discounted local return or local action
value function Qi(st, at) = Eπ[

∑T
k=0 γkRi(st+k, at+k) | st, at], where T is a finite
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horizon, π = 〈π1, ..., πN 〉 is the joint policy of all agents and γ ∈ [0, 1] is the discount
factor. A best response π∗

i of agent i depends on the local policies πj of all other agents
j �= i and maximizes Qi for each st and at.

2.2 Reinforcement Learning

Reinforcement Learning (RL) searches for an (near-)optimal policy in an unknown envi-
ronment MMDP without knowing the effect of executing at ∈ A in st ∈ S [36]. RL
agents obtain experience samples E = {e1, ..., et} with et = 〈st, at, st+1, rt〉 by inter-
acting withMMDP. Deep RL is the current state-of-the-art approach to realize RL agents
with deep neural networks in order to solve complex tasks [23,24,33]. In this paper, we
focus on value-based RL, which aims to approximate the Q∗(st, at) = maxπQ(st, at).
Deep Q-Networks (DQN) is a well-known deep learning variant of Q-Learning [39]
used to approximate Q∗(st, at) for single agents. DQN uses experience replay and tar-
get networks to ensure stable learning [24].

2.3 Multi-Agent Reinforcement Learning

In Multi-Agent Reinforcement Learning (MARL), each agent i searches for an (near-
)optimal local policy π∗

i (at,i|zt,i). DQN can be applied to MARL by training an DQN
independently per agent [17,37]. One way is to share a single DQN’s parameters among
all agents, which offers high scalability with respect to the number of agents. However,
the adaptive behavior of each agent renders the system non-stationary, thus independant
learning lacks convergence guarantees [16].

Other recent approaches to MARL adopt the paradigm of centralized training and
decentralized execution (CTDE) to alleviate the non-stationarity problem [9,22,30,34,
35]. During centralized training, global information about the state and the actions of
all other agents are integrated into the learning process in order to stably learn local
policies. The global information is assumed to be available, since training usually takes
place in a laboratory or in a simulated environment.

Value decomposition or factorization is a common approach to CTDE for value-
based MARL in cooperative MAS. Value Decomposition Networks (VDN) are the most
simple approach, where a linear decomposition of the global function for Q∗(st, at) is
learned to derive individual value functions for each agent [35]. Alternatively, the indi-
vidual value functions can be mixed with a non-linear function approximator to learn
the Q∗(st, at)-function [30,34]. QMIX is an example for learning non-linear decom-
positions using a monotonicity constraint which ensures that the maximization of the
global Q∗(st, at)-function is equivalent to the maximization of each individual value
function [30].

2.4 Reward Shaping in RL

To influence an RL agent’s behavior, altering the reward function is an evident approach.
Potential based reward shaping (PBRS) [25] was proven to neither alter the optimal pol-
icy in single-agent systems, nor introduce side-effects that would allow reward hacking.



6 F. Ritz et al.

The concept is to provide intermediate feedback for the agent in case of sparse environ-
mental rewards. Per step, PBRS adds an additional reward F which is the difference
between the prior and the posterior state’s potential:

F (st, st+1) = γ · Φ(st+1) − Φ(st) (1)

The potential function usually employs additional domain- or expert knowledge. Ini-
tially, PBRS required a static potential function. Later, the properties of PRBS were
shown to hold for dynamic potential functions as well [7]. PBRS has further been the-
oretically analyzed and practically applied to episodic RL and MAS [8,12]. As a fun-
damental insight, PBRS does not alter the Nash equilibria of MAS but may increase or
decrease performance, depending on scenario and heuristics. In this paper, reward shap-
ing differs from PBRS: We use γ = 1.0 when calculating F while the learning algo-
rithms use γ = 0.95 in most experiments. But for the theoretic guarantees of PBRS to
hold, the same value of γ must be used. We address this by configuring the experiments
in Sect. 6 accordingly and the results indicate that the practical impact is negligible in
our case. Ultimately, there is currently no proven optimality guarantee for DQN-based
algorithms that use deep neural networks for function approximation, anyway.

3 Related Work

Related work [1] contains a list of challenges for learning to respect safety require-
ments. In [19], a set of gridworld domains is proposed that allow to test safety aspects
of single RL agents. The alignment problem, i.e. agents not aligning with the designer’s
intentions, is unsolved [14]. A comprehensive overview of safe RL approaches is given
in [11] that divides existing approaches into modeling either safety or risk. These infor-
mation can then be used to constrain the MDP to prevent certain actions. Contrary, we
do not model risk or safety explicitly. Instead, we aim for agents to learn to align to
a given specification as we argue that constraining the MDP is unfeasible in complex
multi-agent systems.

Considering learned safety in RL, [32] proposed to extend the MDP by a func-
tion that maps states and actions to a binary feedback signal that indicates the validity
of the taken action. To predict this validity, an additional neural network is trained.
The training objective of the DQN is augmented to push Q-values of forbidden actions
below those of valid actions by an auxiliary loss. Similarly, [41] proposed to use an
Action Elimination Network (AEN) that is trained to predict the feedback signal. A lin-
ear contextual bandit alters the action set by facilitating the features of the penultimate
layer of the AEN to eliminate irrelevant actions. Both approaches were shown to mini-
mize unsafe actions and improve performance. Yet, they were evaluated in single agent
domains only and augmenting the reward was not considered.

Regarding training inMARL, population-based approaches as in [15] complement a
sparse, global reward with dense, individual rewards. The individual rewards consist of
additional domain information transferred into rewards which are used during training
of the agents. An evolutionary process facilitates those agents whose internal rewards
lead to behavior also maximizing the global reward. Similarly, [20] proposed to use
separate, individual discounts to adjust the agents’ dense, internal rewards such that
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they align with a global goal. These approaches demonstrated the impact of shaped,
dense rewards during training and that automatically evolved rewards can outperform
hand-crafted ones. By aiming only at improving MARL performance, these approaches
do not consider optimizing multiple convoluted, eventually conflicting goals. In (video)
games, finding innovative strategies of which humans were unaware before [33] does
not come at any risk and may be desirable. But in industrial domains [2,4], aligning
with multiple aspects of given specification including behavioral constraints to avoid
unintended side-effects is required.

Reward shaping has previously been used in MAS to improve cooperation. To
address the credit assignment problem, i.e. all agents observing the same reward sig-
nal, [5] proposed to use Kalman filtering to extract individual reward signals. [40] use
the difference between the original reward and an alternative reward derive an individ-
ual reward for each agent. The alternative reward is computed by the agent choosing a
default action. Ultimately, [10] proposed to use baselines to improve credit-assignment
in policy gradient algorithms. These approaches improve cooperation, which is assumed
to be important in our scenario, but they do not explicitly consider non-functional
requirements to avoid unintended side-effects.

4 Smart Factory Domain

(a) smart factory overview (b) zoom-in on bottom left

Fig. 1. 3D visualization of the discrete domain used in this paper. Contrary to a fully connected
grid world, the agents can only move to adjacent cells via a connecting path and can only dodge
each other via on one of the 4 capacitive grid cells (rendered with transparent boxes). Agents
spawn on the entry position on the left and finish on the exit position on the right (both rendered
with blue boxes). Figure taken from [31]. (Color figure online)

The smart factory presented in this paper is inspired by the domain proposed in [27]
regarding the simulation of components and production processes in an adaptive facil-
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ity. We use the layout shown in Fig. 1 which consists of a 5 × 5 grid of machines
with different types. Every agent i carries an item that needs to be processed at various
machines according to its randomly assigned processing tasks tasksi = [{ai,1, bi,1},
{ai,2, bi,2}, ...]. Each task ai,j ,bi,j is contained in a bucket. Tasks in the same bucket
can be processed in any order but the buckets have to be processed in a specific order.
Figure 1b exemplary shows an agent i, rendered as a green cylinder, with tasksi =
[{5, 6}], rendered as green boxes. Here, i can choose between different machines to
process the tasks ai,1 = 5 and bi,2 = 6. All agents spawn on an entrance on the left side
of the grid, thus the initial position is fixed. Agents can stay put (no-op), can move along
the machine grid (left, right, up, down) or enqueue at the current position. A machine
processes only one defined type of item once per time step. If an item is enqueued cor-
rectly, the corresponding task is processed and removed from its bucket. If a bucket is
empty, it is removed from the item’s tasks list. An item is complete if its tasks list is
empty. The final task always is to move to the exit, which is the mirror position of the
entry (on the right). The domain is discrete in all aspects including agent motion.

Contrary to fully-connected grid worlds, every grid cell in the smart factory has
defined connections (paths) to the surrounding grid cells and an agent capacity limit.
An agent may only move to another grid cell if the target grid cell’s maximum capacity
is not exceeded and a connecting paths exists. Entry and exit can hold all agents simul-
taneously. The smart factory contains four capacitative grid cells that fully connected
to their neighbors that can each hold half of the agents. In Fig. 1b, one capacitive cell is
located south to agent i, rendered with a transparent box. All other grid cells can only
hold one agent. In the presence of multiple agents, coordination is required to avoid
conflicts when choosing appropriate paths and machines: agents can only dodge each
other via one of the capacitative grid cells.

Variants of this domain were published during parallel research on resilience in
MARL [28,29]. Our version differs by explicitly considering typical non-functional
requirements: enqueueing at wrong machines, path violations, and agent collisions. In
the real world, these actions may be undesirable and would require safety mechanisms
preventing the agents from doing so which we aim to avoid. Further, we additionally
model (emergency) situations in which the agents shall either freeze or move to safe
positions in limited time. Our motivation is that (partially) autonomous systems typi-
cally have fallback routines in case of internal or external failure. Here, we assume the
latter. While stopping any activity (freezing) models kill-switches found in many sys-
tems and is considered in Sect. 6.4, this is not always desirable solution. Our favorite
metaphor is a fire(alarm). For example, the agents might control AGVs transporting
either valuable or dangerous, e.g. flammable, items. Maybe, the AGVs and items are
expandable, but it may still be important that they neither hinder the evacuation of other
high priority entities, e.g. humans, nor block the fire-extinguishing works. In any case,
we assume that moving to defined safe positions in limited time might be more desirable
than just freezing during such an emergency. This scenario is considered in Sect. 6.5.

5 Specification Transfer

To enable the agents to learn to align with a given specification, we propose to transfer
functional and non-functional requirements into rewards. Inspired by PBRS, we define
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Table 1. Reward overview, taken from [31].

(a) reward components

reward component variable sign

item completion rew. α +
single task reward β +
step cost δ -
machine operation cost ζ -
path violation penalty η -
agent collision penalty θ -
emergency violat. pen. ι -

(b) reward schemes

scheme α β δ ζ η θ ι

r0 5.0 0.1
r1 1.0 0.1
r2 1.0 0.1 0.2
r3 1.0 0.1 0.1
r4 1.0 0.1 0.4
r5 1.0 0.1 0.2 0.1 0.4 1.0
rx 1.0 0.1 0− 0.2 0.1 0− 0.4 0− 1.0

a potential function and use the potential difference as reward. Differing from PBRS,
we completely omit other (primary) rewards. Starting simple, we assume that a typical
functional requirement of a production facility is completing items as fast as possible.
Thus, our first reward scheme r0 increases the potential by α once an agent completes
its item and decreases the potential by δ per step. Positive feedback in r0 is sparse and
delayed, thus a decomposition into more dense parts may improve learnability. This is
implemented by reward scheme r1 by adding a positive term β whenever a single task
is finished.

Industrial scenarios typically also have a number of non-functional requirements
that require autonomous agents to comply with certain behavioral constraints. We con-
sider two types of constraints in this paper. We refer to the first type as soft constraints.
These include to only use the machine type required by the task, to stay on the defined
paths and not to collide with other agents. In the simulation, agents trying to move to
a grid cell without sufficient capacity or path connection stay put and items processed
by wrong machines remain unaltered. Also, soft constraints do not oppose the goal of
completing items (fast) as agents would not benefit from violations anyway. The sec-
ond type of constraints is referred to as hard constraints. This includes the agents either
freezing or moving to safe positions when an emergency signal is active. The agents
can ignore the emergency signal in order to finish their tasks faster in the simulation.
Therefore, the hard constraint introduces a goal conflict. As constraint violations gen-
erally shall be minimized, they are transferred into negative terms ζ (machine operation
cost), η (path violation penalty), θ (agent collision penalty) and ι (emergency violation
penalty) of different quantity, considered in the reward schemes r2, r3, r4 and r5.

Inspired by curriculum learning [3], reward scheme rx only contains β, δ and η
in the first part of the training process in order to learn the basic task. ζ, θ and ι are
added later during training, so that some behavioral constraints are introduced to the
agents gradually. A summary of reward schemes, reward components and component
values is given in Table 1. To actually employ the reward schemes, we implemented
a corresponding interface for each component, e.g. the number of completed items, at
any time step. Depending on the learning algorithm, the potential function is evaluated
either per agent (DQN) or globally (VDN, QMIX). Bringing all together:
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Φ(s) = α · itemCompleted(s) + β · tasksFinished(s)
+ δ · stepCount(s) + ζ · machinesUsed(s)
+ η · pathViolations(s) + θ · agentCollisions(s)
+ ι · emergencyViolations(s)

6 Evaluation

6.1 Experimental Setup

While testing the reward schemes listed in Table 1b on different layouts of the smart
factory domain, the reported layout (see Fig. 1a) turned out to be most challenging.
After spawning at an entry (on the left), agents must process two buckets of two random
tasks each. Finally, the agents must move to the exit (the mirror position to the entry).
Unlike a real world setting, machines are not grouped by type but distributed equally
to maintain solvability in the presence of up to 8 agents which may cause congestion
during exploration. Training is carried out episode-wise, each limited to 50 steps, for
up to 6000 episodes.

Independent DQN agents are trained as a white-box test: the agents can directly
associate the feedback signals, which are individual rewards, with their actions. Our
DQN neural network uses two hidden layers of 64 and 32 units with ELU activation,
followed by an output dense layer of |Ai| = 6 linear units. We use parameter sharing,
i.e. all agents share the weights of the neural network. ADAM for optimization. Q-
values are discounted with γ = 0.95 except the experiments in Sect. 6.4. We further use
ε-greedy exploration with linear decay for ∼1000 episodes. Our DQN implementation
uses experience replay and a target network. Per training step, a batch of 64 elements is
sampled via prioritized experience replay. The buffer holds up to 20000 elements and
after each 4000 training steps, the target network is updated.

VDN and QMIX agents are trained as a black-box test: the agents cannot directly
associate the feedback signal, which is the sum of the local rewards, with their individ-
ual actions (at least in the beginning of the training). For their local Q-networks, VDN
and QMIX use the same architecture as DQN and the same hyperparameters. For non-
linear decomposition, QMIX uses a mixing network with one hidden layer of 64 units,
ELU activation and an dense output layer with a single linear unit.

The components of the reward schemes r0 to r5 remain fixed during training. Con-
trary, rx alters ζ, θ and ι at particular steps during training. After adding or altering
components of the reward function, the exploration rate is set to 0.25 and the optimizer
momentum is reset. For any combination of reward scheme and learning algorithm pre-
sented in the results, mean and 95% confidence interval of at least 10 independently
trained neural networks are reported.

6.2 Analysis of Separate Reward Components

Due to the variety of components to build reward functions upon in our domain, we
start with experimentally quantifying how separate components affect the training of
the RL agents. Thus, we apply the reward schemes r2, r3 and r4 on 4 DQN agents with
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(a) wrong enqueueing: penalty vs. compl. (b) wrong enqueueing: penalty vs. perf.

(c) path violations: penalty vs. compl. (d) path violations: penalty vs. perf.

(e) agent collisions: penalty vs. compl. (f) agent collisions: penalty vs. perf.

(g) static reward schemes: compliance (h) static reward schemes: performance

Fig. 2. Impact of isolated reward components (schemes r2, r3 and r4) on compliance and perfor-
mance during training of 4 DQN agents. r0 is a sparse reward scheme with only functional com-
ponents, r1 its dense counterpart. r5 contains all components of r1−r4. Figures taken from [31].
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scheme r1 as a baseline. In an additional overview, we test the sparse reward scheme
r0 and the combined reward scheme r5 as well. Performance is captured through steps
until solved, i.e. the episode step in which all agents finished their tasks. A lower value
indicates better performance. Compliance is measured in constraint violations. These
are summed over all agents and all steps of an episode. Again, a lower values indicates
higher compliance. Depending on reward scheme and RL algorithm, these metrics are
not always obvious to the agents. The results of this first scenario are depicted in Fig. 2.

First of all, we observe convergence for all reward schemes except for the sparse
variant r0. Regarding compliance, the hypothesis is that when punishing the agents for
certain actions in certain states, they learn to avoid those. And according to Fig. 2a and
2c, a small negative term is sufficient in this scenario to minimize wrong enqueueing
and path violations. In contrast, agent collisions can only be reduced with big negative
terms (see Fig. 2e). Yet, the agents should of course perform their primary tasks. Inter-
estingly, punishing path violations does not alter performance at all (see Fig. 2d) and
punishing agent collisions slows down convergence only in case of big penalties (see
Fig. 2f). Yet, punishing wrong enqueueing causes the agents to take more steps until
all tasks are finished. This effect becomes more significant with higher penalties (see
Fig. 2b). Lastly, reward scheme r5 combining all penalties is able to decrease the overall
constraint violations while performance remains the same.

6.3 Scaling Challenges and Solutions

Knowing how isolated and combined reward components may affect the training of RL
agents, we can now examine scalability. We stick to our previous metrics performance
and compliance and benchmark reward scheme r5 on 8 agents with DQN, VDN and
QMIX against r1 as a baseline. The results are shown in the upper row of Fig. 3. We
can observe that r5 lowers the number of overall constraint violations even when scaled
to 8 agents (see Fig. 3b. The impact differs per RL algorithm. Compared to DQN, VDN
causes less violations with r1 and more violations with r5. QMIX causes more viola-
tions than DQN and VDN with any reward scheme. However, the lowered constraint
violations come at the cost of performance in this scenario: r5 leads to agents taking
more steps until all tasks are solved compared to r1 with DQN, VDN and QMIX (see
Fig. 3b).

To analyze whether this scalability issue can be overcome, we apply reward scheme
rx, which gradually adds reward components, on 8 agents with DQN, VDN, and QMIX.
Regarding performance, the static reward scheme r1 is the benchmark to beat. Regard-
ing compliance, the static reward r5 yielded the best results so far. The according results
are shown in the lower row of Fig. 3. The spikes in the data series of rx at episode 2000
and 3000 are caused by the altered reward components and the temporarily increased
exploration. Regarding compliance, DQN and VDN reduce constraint violations with
rx to nearly the level of r5 at the end of the training (see Fig. 3c). Even though QMIX
converges slower, rx helps to minimize constraint violations. Regarding performance,
DQN with rx approaches the level of r1 step-wise (see Fig. 3d). In contrast to that, rx
disrupts the convergence of VDN which is not able to reach the performance level of
r1. QMIX with rx shows the same phenomenon. Still, rx leads to better performance
than r5.
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(a) compliance: r1 vs r5 (b) performance: r1 vs r5

(c) compliance: rx vs r5 (d) performance: r1 vs rx

Fig. 3. Training progress of DQN, VDN and QMIX with 8 agents. r1 is a static scheme with
only functional reward components, r5 is a static scheme with all reward components. Upper
row: compared to r1, the reward components of r5 lead to fewer constraint violations but more
steps until the environment is solved. Lower row: adding reward components at steps 2000 and
3000 via rx nearly achieves the compliance of r5 and the performance of r1. These results were
originally presented in [31] and have been re-arranged for this paper.

As the main insight here, the dynamic reward scheme rx partially mitigates the
scalability issues of the static reward scheme r5. The level of compliance is on par with
that of r5 and, depending on the RL algorithm, performance can be as good as with r1.

6.4 Safety Constraints as Reward Components

The soft constraints considered in the reward schemes so far are suspected to be sub-
sumed by the agents’ functional goal. For example, the agents can not navigate to the
required machines any faster by colliding with each other. Complying with these con-
straints may be difficult to learn but does not involve any trade-offs from a decision
making point of view. Thus, we now introduce an actual goal conflict: In case that
an emergency signal is activated (randomly for single steps), the agents shall freeze
as a hard constraint which opposes finishing their tasks as fast as possible. We bench-
mark the reward schemes r5 and rx, both penalizing the according violations, during the
training of 6 DQN agents. To ensure that theoretical guarantees of PBRS hold in this
particular scenario, future rewards are discounted with γ = 1.0 and agents are moved
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(a) compliance of 6 agents (b) performance of 6 agents

Fig. 4. Impact of gradually adding components at step 2500 via rx during training of 6 DQN
agents. Agents shall freeze in steps with active emergency signal (hard constraint). All prior
constraints are considered soft constraints. r5 consists of the same components as rx but weights
them fully during the whole training. Figures taken from [31].

to an absorbing state with neutral potential at the end of each episode as proposed in
the literature [8], thus the number of steps increases to 51.

Figure 4 contains the corresponding results. When combined with r5, DQN min-
imizes soft constraint violations and learns to avoid hard constraint violations com-
pletely (see Fig. 4a). However, it fails to solve the environment in less than 50 steps (see
Fig. 4b). The policy collapses into trivial behavior after exploration which is not to move
at all. Switching to rx, one characteristic spike can be observed during at episode 2500
due to the reward adjustment. At this point, rx adds punishment for hard constraint vio-
lations. This enables rx to resolve the goal conflict: It maintains the performance level
but learns to avoid hard constraint violations by not moving when the emergency signal
is active.

6.5 Case Study: Specification Compliant Run-Time Behavior

Building upon the goal conflicts introduced in the previous section, we now train the
agents for the most complex scenario so far: Instead of freezing, the agents shall move to
defined positions within limited time (the emergency signal remains active an according
number of steps). In this scenario, we add an additional channel to the agents’ observa-
tion revealing the emergency positions at any time. This is necessary as we randomize
the emergency positions during training and want the agents to take that information
into account. As before, active emergencies are signaled via a separate layer. Again,
the agents may decide to ignore the emergency signal. First, there may be situations
in which an agents would be faster finishing the final task (leaving the smart factory)
than moving to an emergency exit. It would not make sense forcing it to navigate back
to an emergency position. Second, we are curious if the agents learn to align this sce-
nario’s functional and non-functional aspects on their own. During training, the agents
are confronted with random combinations of at most 4 possible safe positions (depicted
in Fig. 6a) per episode. Thus, not all safe positions are present at all times. The capacity
of the safe positions is adjusted to ensure that they can hold all agents. When there’s no
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(a) performance during training (b) feedback signals during training

Fig. 5. Training progress of 4 DQN and VDN agents on the smart factory layout depicted in
Fig. 6a. At episode 3000, punishment for emergency violations is added. The left subfigure shows
how emergency violations, i.e. steps with ongoing emergency but the agent not being safe posi-
tions, are lowered with ongoing training without negatively impacting the number of finished
tasks. The right subfigure shows how the shaped reward, i.e. the feedback signal visible the agents,
dips when adding the safety related component aspects. In parallel, the agents’ compliance, i.e.
the degree of fulfilling the requirements, increases steadily. This is a strong indicator that in this
scenario, the shaped reward effectively guides the agents towards the intended behavior.

emergency, the safe positions behave as the capacitative grids. Yet, if a safe position is
absent, the agents cannot use it to dodge each other, making routing in this layout more
difficult than before.

Figure 5 shows the training progress of 4 DQN and VDN agents with reward scheme
rx, adding punishment for emergency violations at episode 3000. In the left subfigure,
we measure the raw domain values, i.e. the agents’ completed tasks (more is better)
and emergency violations (less is better). In accordance to previous results, the num-
ber of emergency violations can be lowered while the number of completed tasks is
not affected negatively. VDN struggles to keep up with DQN, presumably due to the
ambiguity of the global reward. We assume that local rewards per agents actually pro-
vide feedback that is easier to learn. The right subfigure shows how shaped rewards,
i.e. the feedback signal for the agents, become more difficult to maximize after the
punishment for emergency violations is added. Here, compliance is a metric equally
weightning the functional goal (all agents shall finish all tasks within 50 time steps) and
the non-functional goal (all agents shall be at a safe position within 4 time steps when
the emergency signal is active). Thus, compliance represents the degree of alignment
with the specification which would be too difficult to learn directly (see results of r0 in
Sect. 6.2). We observe that compliance increases steadily. This is a strong indicator that
in this scenario, the shaped rewards effectively guide the agents towards the intended,
specification compliant behavior.

Moving on to run-time behavior, we compare the agents behavior in two domain
layouts containing two safe positions either in the lower half or the upper half of the
machine grid. We track the agent positions of 10 independently trained policies dur-
ing 100 evaluation episodes per policy and layout. Figure 6b shows the delta of the
average agent positions between the two safe position layouts. We observe that agents
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(a) safe positions, randomized
during training

(b) agent position delta between two safe position
layouts during evaluation

Fig. 6. The domain layouts used for the analysis of specification compliance run-time behavior.
During training, the agents are confronted with random combinations of at most four possible
safe-room locations depicted on the left. On the right, we compare the average positions of 10
DQN policies controlling 4 agents during 100 evaluation episodes on two layouts. Each layout
has two safe-rooms, either in the upper or the lower half of the machine grid. It is important
to note that there were no emergencies during the evaluation. The delta in the average agent
positions thus indicates that the agents learned a form of proactively safe behavior by finishing
their tasks near the safe positions more frequently even in absence of emergencies.

route through the half of the factory that contains the respective safe positions more
frequently. This is a very interesting finding since we deactivated emergencies during
evaluation. Thus, the agents learned a form of proactively safe behavior: Finishing tasks
nearby safe positions more frequently lowers the average time to move to safe positions
in case of an emergency.

Yet, the agent still use machines further away from safe positions from time to
time, eventually violating our examplary non-functional requirement if an emergency
would occur. We assume that this is due to the agents weighing the expected task
rewards against the expected violation penalties w.r.t. to the current distribution of tasks,
machines and safe positions. This may or may not be desirable. In this case study, we
did not aim to enforce that agents stay within a certain distance from the safe positions.
Instead, we were interested if such spatial effects would occur at all. We are confident
that if a more strict spatial effect was desired, the punishment for violating emergencies
could be increased accordingly with ongoing training. Naturally, such an iterative app-
roach requires rigorous testing and is only feasible if a safe training environment (e.g.
a simulation) is available where constraint violations do not have any impact.

7 Discussion

The results support our claim that the smart factory domain is suitable to benchmark
practically relevant properties of a MAS. The layout used in the experiments could be
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solved straightforwardly with 4 agents but naive approaches struggled to finish their
tasks with 6 and 8 agents. Even if the layout was solved, more steps were required and
more constraint violations arose. Thus, we suspect agents to compete for path segments
to navigate to the machines and for machines to process items, leading to conflicts
in such settings. Consequently, cooperative behavior between agents to is required to
perform well. To solve such scenarios, techniques restricting the action space alone are
not sufficient: they would not necessarily resolve deadlocks.

Unsurprisingly, sparse reward schemes such as r0 did not lead to convergence and its
decomposed counterpart r1 achieved solid performance throughout all scenarios. How-
ever, r1 fails to minimize soft specification violations in limited training time although
they are caused by actions not solving the environment any faster. Instead, reward
schemes such as r5 that contain more specification components increased compliance
throughout all scenarios, which we consider a valuable insight: if we have preferences
or even strict requirements on an agent’s behavior, we should not rely on the agents to
coincidentally employ this behavior but make our preferences accessible, e.g. via the
feedback signal, so that the agents are able to learn how to align with them.

Yet, the dense feedback signal has another effect: depending the number of agents
and the learning algorithm, r5 increased the time until the environment was solved,
especially with 8 agents. Further, r5 could not resolve the goal conflict introduced by
the hard constraints in Sect. 6.3. Obviously, giving the agents access to the whole spec-
ification from the beginning on does not necessarily lead to optimal behavior. However,
the experiments with adaptive reward schemes such as rx demonstrate that compliance
with the whole specification can nevertheless be achieved when starting with a basic
reward scheme and gradually adding more components once the learner started to con-
verge. Thus, some reward components seem to negatively affect exploration and may
simple be unsuited to begin the training with. Comparable side-effects of reward shap-
ing have been reported in the literature [8]. Another important aspect is the choice of
algorithm: Our CTDE algorithms, VDN and QMIX, did not perform as well as inde-
pendent DQN. Actually, we would have expected the CTDE approaches to benefit from
coordinated learning. Instead, the difficulties of assigning which part of the joint action
contributed to the joint reward in which way seem to prevail here. In some cases, rx
even disrupted convergence of the CDTE algorithms. Hence, the timing when to add
reward components also seems to play an important role.

The additional case study of Sect. 6.5 contributes experimental evidence that RL
agents are able to learn even complex non-functional parts of a specification such as
safety-aspects. Naturally, there are other approaches to such problems. For example, a
fall-back controller with hard-coded or heuristic routing could be used and situationally
take over control [26]. We argue that this may be problematic depending on the degrees
of freedom in the problem domain. Taking the smart factory as an example, routing
arbitrarily positioned agents to the nearest safe positions with respect to capacity limits
is not trivial. Further, a safety requirement may become unfulfillable if the agents do
not act proactively during normal operation: Even an optimal fallback controller could
not navigate the agents to safe positions fast enough if the agents were too far away.
Thus, the policy of the RL agents would have to be restricted accordingly. But such a
restriction would have to take the distribution of tasks, machines and other agents into
account: a congestion would oppose any estimation on escape time based on distance
alone.
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However, in the smart factory, routing while considering the distribution of
machines, tasks and other agents is part of the problem the RL agents (are supposed
to) learn anyway. Thus, regarding the fundamental problem, the functional and the non-
functional requirements can in fact be orthogonal. We argue that in such cases, it might
be easier to use the m capabilities also to fulfill the safety-related requirements than find-
ing a heuristic that does so. Vice versa, if we had a good heuristic or a set of constraints
solving the safety related aspects, we could simply use them for the functional aspects
as well and solve the problem without RL. Summing up, we believe that our approach
helps to alleviate the alignment problem [14]. Ideally, it may help to make hand-crafted
safety layers around intelligent agents obsolete at some point in the future.

8 Conclusion and Future Work

In this paper, we considered the problem of specification compliance in MARL and
adapted a multi-agent domain based on a smart factory setting. We translated a full spec-
ification into a shaped reward function and analyzed how functional and non-functional
requirements can be modeled by adding terms to that reward function. Besides raw
performance, we also evaluated specification compliance in a MARL setting.

Weightning only functional requirements, e.g. tasks or time steps, lead to agents
that were able to achieve the functional goal. But these agents still had a high tendency
to violate non-functional requirements, e.g. colliding with other agents. This can be
harmful in industrial domains. Translating the full set of requirements into a shaped
reward function still lead to agents solving the functional goal. Additionally, the agents
were able to comply with non-functional requirements. It even allowed the agents to
solve goal-conflicts introduced by complex safety-requirements. We observed a form of
pro-actively safe behavior, enabling the agents to align with the specification during run-
time. Where reward function and scenario became complicated, we found an inherent
benefit due to gradually applied rewards. This is in accordance with other work [3,13].

The logical next step is to replace the hand crafted shaping and scheduling with
auto-curriculum mechanisms. This should allow the reward functions to adjust in direct
response to the agents’ learning progress as in [15,20] but focusing on fulfilling the full
set of requirements. Considering adversarial learning [21], our results sketch a path on
how to implement reward engineering as an adversary given a fixed specification.

In this paper, we only considered a cooperative setting. Thus, it seems natural to
expand our approach to groups of self-interested agents with (partially) opposing goals.
We assume that deriving reward functions from a shared specification for the whole
systems would become significantly more difficult due to the goals having separate
reward signals. Yet, ensuring safety between parties with different interests could be
a key factor. Ensuring “fair play” by formulating secondary reward terms might allow
for even greater improvement in the whole system’s performance than it does for the
cooperative setting.

Ultimately, we would suspect that results from the evaluation can be translated back
of the original specification. Components in the reward function without any impact
might indicate that the respective requirements do not rightfully belong in the specifi-
cation. This way, a human-made specification could be improved via translation into a
reward function and execution of RL test runs.
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Abstract. In this paper, we study the problem of task reallocation for load-
balancing in distributed data processing models that tackle vast amount of
data. We propose a strategy based on cooperative agents used to optimize the
rescheduling of tasks in multiple jobs which must be executed as soon as possi-
ble. It allows agents to determine locally the next tasks to process, to delegate,
possibly to swap according to their knowledge, their own belief base and their
peer modelling. The novelty lies in the ability of agents to identify opportunities
and bottleneck agents, and afterwards to reassign some bundles of tasks thanks
to concurrent bilateral negotiations. The strategy adopted by the agents allows to
warrant a continuous improvement of the flowtime. Our experimentation reveals
that our strategy reaches a flowtime which is better than the one reached by a
DCOP resolution, close to the one reached by the classical heuristic approach,
and significantly reduces the rescheduling time.

Keywords: Multi-agents systems · Distributed problem solving · Agent-based
negotiation

1 Introduction

The problem of efficient task assignment among executing entities is common to many
real-world applications for logistics [13,15], collective robotics [7,22], distributed sys-
tems [12,20], or more recently Big Data [1]. In particular, Data Science, which involves
the processing of large volumes of data which requires distributed file systems and par-
allel programming, challenges distributed computing with regard to task allocation and
load-balancing. This paper is concerned with a class of practical applications where
(a) some concurrent jobs (sets of tasks) must be performed as soon as possible, (b)
the resources (e.g. data) required to successfully execute a task are distributed among
nodes. Here we consider the most prominent distributed data processing model for tack-
ling vast amount of data on commodity clusters, i.e. the MapReduce design pattern [24].
Jobs are composed of tasks executed by the different nodes where the resources are dis-
tributed. Since several resources are necessary to perform a task, its execution requires
fetching some of these resources from other nodes, thus incurring an extra time cost for
its execution.

Many works adopt the multi-agent paradigm to address the problem of task reallo-
cation and load-balancing in distributed systems [12]. The individual-based approach
c© Springer Nature Switzerland AG 2022
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allows the decentralization of heuristics to scale-up the resolution of scheduling prob-
lem despite of the combinatory explosion. Furthermore, due to their inherent reactive
nature, the multi-agent methods for task reallocation are adaptive to the inaccurate esti-
mation of task execution time and some disruptive phenomena (task consumption, job
release, slowing down nodes, etc.). Most of these works adopt the market-oriented
approach which models problems as non-cooperative games [7,23], eventually with
machine learning techniques which assume past experiences [20,22]. By contrast, we
suppose as [1] that: (a) the agents are cooperative, i.e. they have a partial and local per-
ception of the task allocation but they share the same goal, and (b) neither generalizable
predictive patterns nor prior model of the data/environment are available since it is not
the case for the class of practical applications we are concerned with. We go further
here by considering several concurrent jobs composed of tasks. Each task can be exe-
cuted by a single agent, all of them are competent. Agents want to minimize the mean
flowtime of jobs. The main difficulty lies in the formulation of complex systems for the
reassignment of tasks-workers which are decentralized and adaptive, i.e. the design of
individual and asynchronous behaviours that lead to the emergence of feasible alloca-
tions combining the objectives of the task requesters.

We propose a strategy that decides which bilateral reallocation is suggested or
accepted. Based on peer modelling, the strategy determines the agent behaviour in the
negotiation protocol. The offer strategy selects a potential delegation, i.e. an offer bun-
dle and a respondant. The acceptability rule determines whether the agent accepts or
rejects all or part of this delegation. Specifically, our contributions are as follows:

1. We formalize the multi-agent task allocation problem where concurrent jobs are
composed of situated tasks with different costs depending on the location of the
resources.

2. We propose a strategy that continuously identifies bottleneck agents and opportuni-
ties within unbalanced allocations to trigger concurrent and bilateral negotiations in
order to delegate or swap tasks.

3. We conduct extensive experiments that show that our method reaches a flowtime
close to the one reached by the classical heuristic and significantly reduces the
rescheduling time.

This paper is a extended version of [2].

1. We generalize the notion of delegation to consider any bilateral reallocation (dele-
gation or swap of several tasks).

2. We redefine the acceptability criterion of the bilateral reallocations in order to reduce
the rescheduling time and the mean flowtime reached by our strategy.

3. We quantitatively compare the performance of our strategy with the performance of
a DCOP resolution method.

After an overview of related works in Sect. 2, we formalize the multi-agent situated
task allocation problem in Sect. 3. Section 4 describes the consumption/delegation oper-
ations and the negotiation process. Section 5 specifies how agents choose which tasks
to negotiate and with whom. Our empirical evaluation is described in Sect. 6. Section 7
summarizes our contribution and future work.
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Table 1. Analysis grid of methods for task assignment (at top) or reassignment (at bottom).

2 Related Work

Table 1 summarizes all the works discussed here according to our analysis grid. The
left-hand side of the table shows the problems which are addressed, i.e. their ingredi-
ents (resources, tasks, workers and objectives). The right-hand side reveals the features
of these methods and the techniques used. While the upper part of the table contains
some classical task assignment methods, the lower part presents some dynamic and
decentralized reassignment methods.

Scheduling theory [6] includes off-line methods for solving various problems of
task assignment among workers. For instance, the Kuhn-Munkres algorithm, also called
the Hungarian method, minimizes the total cost (denoted W(

−→
A )) for n tasks and n

workers [13]. Shortest processing time first (SPT) is a very simple method that mini-
mizes the flowtime of n single-worker tasks with one multi-task worker [8]. This result
generalizes to the problem with m multi-task workers if the cost of tasks is identical
from one worker to another (denoted Pm). The scheduling problem, which consists in
minimizing the total delay (denoted C(

−→
A )) with m multi-task workers and n single-

worker tasks whose costs depend on the worker (denoted Rm), can be formalized by a
linear-program (LP). This problem reduces to a weighted matching problem in a bipar-
tite graph with n tasks and n × m positions. This problem is polynomial [11]. Based
on the Ford-Fulkerson algorithm, the complexity of the algorithm described by [5] is
O(max(mn2, n3)). These approaches are not suitable for task reassignment in dis-
tributed systems where decentralization and adaptability are required. Indeed, global
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control is a performance bottleneck, since it must constantly collect information about
the state of the system. By contrast, our agents make local decisions on an existing allo-
cation with the aim to improve the load-balancing. Moreover, classical scheduling prob-
lems are static. The inaccurate estimation of the task execution time and some disrup-
tive phenomena (task consumption, job release, slowing down nodes, etc.) may require
major modifications in the existing allocation to stay optimal. Furthermore, agents can
operate in dynamic environments that change over time.

The multi-agent paradigm is particularly suitable for the design and implementa-
tion of distributed and adaptive mechanisms for the reassignment of tasks-workers [12].
The existing models differ due to the nature of the tasks and the agents, whether they
represent workers or task requesters. Coalition formation is justified if a task requires
more than one worker or if its cost decreases with the number of assigned workers. For
instance, Shehory and Kraus propose decentralized, greedy and anytime algorithms for
assigning multi-worker tasks with precedence constraints to some workers with hetero-
geneous capabilities/efficiencies [21]. Similarly to a coalition, a team aims at maximiz-
ing an overall objective function rather than the individual welfares. However, a team
performs single-worker tasks. For instance, Lesser et al. propose a domain-independent
coordination framework with a hierarchical task network representation for resource
allocation and task assignment/scheduling [14]. The main objective of Generalized Par-
tial Global Planning (GPGP) is the maximization of the combined utility accrued by the
group of agents as a result of successful completion of its high-level goals. GPGP adopts
a planning-oriented approach of coordination which assumes that the effort required
for coordination (reasoning and communication) is negligible compared to the tasks
execution time. Inspired by economic theories, the market-oriented approach models
distributed planning problems as the search of an equilibrium for a non-cooperative
game [23]. The agents delegate/swap tasks. Contrary to a team, a marketplace assumes
that the constraints and objectives are fully distributed. Among the market-oriented
methods, we distinguish three families.

DCOP. The reassignment problems can be formalized as Distributed Constraint Opti-
mization Problems (DCOP). Many resolution methods have been developed for finding
an optimal solution to a DCOP which is an NP-hard problem (see a recent survey [9]).
The main difficulty in applying these methods for task reassignment lies in the repre-
sentation of a real-world problem as a DCOP, or even several COP sub-problems, since
it requires expertise in the resolution method (e.g. [15]).

CBBA. Consensus Based Bundle Algorithm [7] is a multi-agent assignment method
that consists of: (a) selecting the negotiated tasks; (b) determining the winner of these
negotiations. In the same line, Turner et al. study the continuous task assignment for a
multi-robot team in order to maximise the throughput before running out of fuel [22].
Thanks to machine learning (ML), they propose a prediction mechanism that uses past
experience to select which task allocation strategy yields the optimal global task allo-
cation.

MARL. The reassignment problems can also be formalized as Markov decision pro-
cesses [4], in particular Decentralized Partially Observed Markov Decision Process
(Dec-POMDP). The optimization of a Dec-POMDP with a finite horizon is a NEXP-
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TIME problem. Approximate resolution methods can only be applied to small problem
instances, they do not scale up. Beyond these off-line planning methods, Multi-Agent
Reinforcement Learning (MARL) requires a perfect knowledge of the environment and
a learning phase [20].

Conversely, we consider neither generalizable predictive patterns nor prior model
of the data/environment are available since it is not the case for the class of practical
applications we are concerned with. For instance, Baert et al. have in [1] an egalitarian
objective which is the minimization of the makespan (denoted Cmax(

−→
A )). We consider

here the problem of coordinating decisions between agents to find a globally optimal
solution for a multi-objective function. Agents want to minimize the mean flowtime of
several concurrent jobs, each consisting of several tasks.

This paper is a extended version of [2].

1. While our previous work only considers delegations of single task, we here gen-
eralize our formal framework to consider any bilateral reallocation (delegation or
swap of several tasks) in order to reduce not only the mean flowtime but also the
rescheduling time.

2. We here redefine the acceptability criterion of the bilateral reallocations by the
agents. Previously, this criterion was based on the local flowtime, i.e. the flowtime
restricted to the two contractors. Since this criterion does not guarantee the termina-
tion of the multi-agent reallocation algorithm, it was combined with the makespan,
the maximum completion of all the jobs. In this paper, a bilateral reallocation is
acceptable for an agent if, according to its beliefs, it reduces the global flowtime.
This acceptability criterion is sufficient to guarantee the convergence of the reallo-
cation process. Moreover, it allows to reduce the rescheduling time and the mean
flowtime reached by our strategy.

3. We quantitatively compare the performance of our strategy with the performance of
a DCOP resolution method.

3 Multi-agent Situated Task Allocation

In this section, we formalize the multi-agent situated task allocation problem with con-
current jobs.

We consider distributed jobs, each job being a set of independent, non divisible
tasks without precedence order. Tasks are non preemptive, and the execution of each
task requires resources which are distributed across different nodes. These resources
are transferable and non consumable.

Definition 1 (Distributed System). A system is a triple D = 〈N,E,R〉 where:
– N = {ν1, . . . , νm} is a set of m nodes;
– E is an acquaintance relation, i.e. a binary and symmetric relation over N;
– R = {ρ1, . . . , ρk} is a set of k resources, each resource ρi having a size |ρi|. The
locations of the resources, which are possibly replicated, are determined by the func-
tion:

l : R → 2N (1)
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For simplicity, we assume exactly one agent per node (the set of agents is N), and
any agent can access any resource.

Running a job (without a deadline) consists in a set of independent tasks which
require resources to produce an outcome.

Definition 2 (Job/Task). Let D be a distributed system and Res be the space of out-
comes. We consider the set of � jobs J = {J1, . . . , J�}. Each job Ji is a set of ki tasks
Ji = {τ1, . . . , τki

} where each task τ is a function which links a set of resources to an
outcome: τ : 2R �→ Res.

It is worth noticing that we consider in this paper a set of jobs having the same
release date. T =

⋃
1≤i≤� Ji denotes the set of the n tasks of J and Rτ ⊆ R is the set of

the resources required for the task τ. The job containing the task τ is written job(τ).
Each task has a cost for a node, which is its estimated execution time by this node.

As the fetching time of resources is supposed to be significant, the cost function must
verify that the task τ is cheaper for νi than for νj if the required resources are “more
local” to νi than to νj :

Property 1 (Cost). Let D a distributed system and T a set of tasks. The cost function
c : T × N �→ R∗

+ is such that:

c(τ, νi) ≤ c(τ, νj) ⇔ (2)

Σρ∈Rτ ,νi∈l(ρ)|ρ| > Σρ∈Rτ ,νj∈l(ρ)|ρ|
The cost function can be extended to a set of tasks:

∀T ⊆ T, c(T, νi) = Στ∈Tc(τ, νi) (3)

Note that in practice, it is difficult to design this function with a good estimation
of the runtime. However the adaptability of our multi-agent system compensates for a
poor estimation of the cost function. It is one of the benefits of our approach.

A multi-agent situated task allocation problem with concurrent jobs consists in
assigning several jobs to some nodes according to their costs.

Definition 3 (MASTA+). A multi-agent situated task allocation problem with concur-
rent jobs is a quadruple MASTA+ = 〈D,T, J, c〉 where:
– D is a distributed system with m nodes;
– T = {τ1, . . . , τn} is a set of n tasks;
– J = {J1, . . . , J�} is a partition of T into � jobs;
– c : T × N �→ R∗

+ is the cost function.

A task allocation is an assignation of sorted bundles to different nodes.

Definition 4 (Allocation). Let MASTA+ be a task allocation problem. An allocation
−→
A

is a vector of m sorted task bundles ((B1,≺1), . . . , (Bm,≺m)). Each bundle (Bi,≺i)
is the set of tasks (Bi ⊆ T) assigned to the node νi associated with a scheduling order,
i.e. a strict and total order (≺i⊆ T × T) such that τj ≺i τk means that if τj , τk ∈ Bi

then τj is performed before τk by νi.
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The allocation
−→
A is such that:

∀τ ∈ T, ∃νi ∈ N, τ ∈ Bi (4)

∀νi ∈ N,∀νj ∈ N \ {νi}, Bi ∩ Bj = ∅ (5)

The set T is partitioned by an allocation: all the tasks are assigned (Eq. 4) and each
task is assigned to a single node (Eq. 5). To simplify, we use the following notations:

–
−→
B i = (Bi,≺i), the sorted bundle of νi;

– min≺i
Bi, the next task to perform by νi:

– jobs(Bi), the set of jobs assigned to νi, i.e. such that at least one task is in Bi;
– node(τ,

−→
A ), the node whose bundle contains τ in

−→
A ;

– wi(
−→
A ) = c(Bi, νi) = Στ∈Bi

c(τ, νi), the workload of νi for
−→
A .

We assume that nodes are never idle, so the completion time of a task is its delay before
the task is started, plus its estimated execution time:

Cτ(
−→
A ) = t(τ, node(τ,

−→
A )) + c(τ, node(τ,

−→
A )) (6)

with t(τ, νi) = Στ ′∈Bi|τ ′≺iτc(τ ′, νi)

Unlike the cost, the delay (so the completion time) depends on the scheduling order
over the bundle.

The quality of an allocation is measured by the mean flowtime for all the jobs, where
the flowtime of one job is its completion time. The makespan is the time necessary to
perform all the jobs. Then, the makespan is the maximum completion time of the jobs
and also the maximum workload of the nodes.

Definition 5 (Flowtime/Makespan). Let MASTA+ a task allocation problem and
−→
A

an allocation. We define:

– the completion time of J ∈ J for
−→
A ,

CJ(
−→
A ) = max

τ∈J
{Cτ(

−→
A )} (7)

– the (mean) flowtime of J for
−→
A ,

Cmean(
−→
A ) =

1
�
C(

−→
A ) with C(

−→
A ) = ΣJ∈JCJ(

−→
A ) (8)

– the makespan of J for
−→
A ,

Cmax(
−→
A ) = max

νi∈N
{wi(

−→
A )} (9)

– the local availability ratio of
−→
A ,

L(
−→
A ) = Στ∈T

Σ
ρ∈Rτ , node(τ,

−→
A )∈l(ρ)

|ρ|
Σρ∈Rτ

|ρ| (10)



Task Bundle Delegation for Reducing the Flowtime 29

Unlike the makespan, the flowtime depends on the scheduling order. The local avail-
ability ratio of

−→
A measures the proportion of locally processed resources (Eq. 10).

Example 1 (MASTA+). From the distributed system D = 〈N,E,R〉 with
N = {ν1, ν2, ν3}, E = {(ν1, ν2), (ν1, ν3), (ν2, ν3)} and R = {ρ1, . . . , ρ9} where
resources are replicated on 2 nodes (cf. Fig. 1a), we consider MASTA+ = 〈D,T, J, c〉
with T = {τ1, . . . , τ9} where each task τi needs resource ρi, J = {J1, J2, J3} such that
J1 = {τ1, τ2, τ3}, J2 = {τ4, τ5, τ6} and J3 = {τ7, τ8, τ9} and c is the cost function given
in Table 2. We assume the cost of a task is proportional to the resources size, and two
times greater if the resource is distant. We consider here the allocation

−→
A (see Fig. 1b)

with
−→
B 1 = (τ5, τ8, τ3, τ2),

−→
B 2 = (τ4, τ9) and

−→
B 3 = (τ7, τ1, τ6). The makespan and

the flowtime are Cmax(
−→
A ) = 12 and C(

−→
A ) = 8 + 12 + 12 = 32.

Table 2. Cost function.

τ1 τ2 τ3 τ4 τ5 τ6 τ7 τ8 τ9

c(τ, ν1) 5 3 1 8 2 10 4 2 4

c(τ, ν2) 10 3 2 4 2 5 2 2 8

c(τ, ν3) 5 6 1 4 4 5 2 4 4

Fig. 1. Resource distribution and task allocation for Example 1.
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To conclude this section, due to the locality of resources, a task has not the same
cost for every nodes. In this paper, our objective is to minimize the mean flowtime, for
a set of concurrent jobs composed of many tasks.

4 Consumption and Reallocation

We describe in this section the operations of consumption and reallocation as well as
the negotiation protocol.

A task consumption is the removal by a node of a task from its bundle in order to
process it. This operation modifies not only the current allocation but also the underly-
ing MASTA+ problem since the consumed task is no longer present. The consumption
strategy adopted by an agent specifies the tasks scheduling for the node it is in charge
of. Since we aim at minimizing the mean flowtime of the jobs, we consider here a job-
oriented strategy which sorts first jobs and then the tasks inside the same job (the tasks
of a same job are consecutive in the bundle). More precisely, the less expensive jobs
are prior on the most expensive ones in order to minimize locally the completion time
of the jobs. Thereafter, J1 �i J2 means that the tasks in J1 are prior to the tasks in J2.
τ1 �i τ2 means that the task τ1 is prior to the task τ2. Formally,

∀τj , τk ∈ Bi τj ≺i τk ⇔
job(τj) �i job(τk) ∨ (job(τj) = job(τk) ∧ τj �i τk)

(11)

The addition/removal of a list of tasks T in the bundle
−→
B i of the node νi may modify

the tasks execution order since these operations imply a rescheduling of the bundle:

–
−−−−→
Bi ⊕ T denotes the bundle containing the set of tasks Bi ∪ T sorted with ≺i;

–
−−−−→
Bi � T denotes the bundle containing Bi \ T sorted with ≺i.

–
−−−−−−−−−→
Bi � T1 ⊕ T2 denotes the bundle containing Bi \ T1 ∪ T2 sorted with ≺i.

A bilateral reallocation is an operation which modifies the current allocation by
exchanging one or several tasks between two agents.

Definition 6 (Bilateral Reallocation). Let MASTA+ = 〈D,T, J, c〉 be an allocation

problem and
−→
A = (

−→
B 1, . . . ,

−→
B m) an allocation. The bilateral reallocation of the non-

empty list of tasks T1 assigned to the proposer νi in exchange for the list of tasks T2

assigned to the responder νj in
−→
A (T1 ⊆ Bi and T2 ⊆ Bj) leads to the allocation

γ(T1,T2, νi, νj ,
−→
A ) with m bundles γ(T1,T2, νi, νj ,

−→
B k) such that:

γ(T1,T2, νi, νj ,
−→
B k) =

⎧
⎪⎨

⎪⎩

−−−−−−−−−→
Bi � T1 ⊕ T2 if k = i,−−−−−−−−−→
Bj � T2 ⊕ T1 if k = j,−→
B k otherwise

(12)

We distinguish two cases:

– a swap where the two lists of tasks are non-empty (T1 �= ∅ ∧ T2 �= ∅), denoted
σ(T1,T2, νi, νj ,

−→
A );
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– a delegation where an agent gives a part of its tasks to one of its peers without
counterpart (T2 = ∅), denoted δ(T1, νi, νj ,

−→
A ). If |T1| = 1, this is an unary

delegation. Otherwise, this is an n-ary delegation.

We will see later that the bilateral reallocation of lists of tasks rather than sets allows to
specify the order in which the tasks should be evaluated to validate the interest of all or
part of the transaction.

In order to improve an allocation, we introduce the notion of socially rational bilat-
eral reallocation which verifies if a reallocation reduces the global flowtime, i.e. the
completion time of the jobs for all nodes.

Definition 7 (Socially Rational Bilateral Reallocation). Let MASTA+ =
〈D,T, J, c〉 be an allocation problem,

−→
A an allocation. The bilateral reallocation

γ(T1,T2, νi, νj ,
−→
A ) is socially rational with respect to the flowtime if and only if the

global flowtime decreases,

C(γ(T1,T2, νi, νj ,
−→
A )) < C(

−→
A ) (13)

An allocation is stable if there is no socially rational bilateral delegation.
Contrary to [2], we do not consider as socially rational the reallocations reducing

the local flowtime (the completion time of jobs restricted to the nodes implied in the
reallocation) which does not guarantee the convergence of the reallocation process, nor
even the reallocations reducing the local flowtime and the makespan (the maximum
workload of the agents). The reduction of the global flowtime guarantees the termina-
tion of the process. Hereafter, when it comes to flowtime, it will be, unless specified,
the global flowtime (denoted C(

−→
A ) defined in Eq. 8).

Property 2 (Termination). Let MASTA+ = 〈D,T, J, c〉 be an allocation problem and−→
A a non-stable allocation with respect to the flowtime. There exists a finite path of
socially rational bilateral reallocations with respect to the flowtime which leads to a
stable allocation for this criterion.

Proof. Let MASTA+ = 〈D,T, J, c〉 be an allocation problem and
−→
A a non-stable allo-

cation with respect to the flowtime. Let γ be a socially rational reallocation which leads
to the allocation

−→
A ′ from

−→
A . Since γ is socially rational with respect to the flowtime,

the flowtime strictly decreases. Formally, ΣJ∈JCJ(
−→
A ′) < ΣJ∈JCJ(

−→
A ). Since there is

a finite number of allocations and ΣJ∈JCJ(
−→
A ) strictly decreases at each step, there can

only be a finite number of such allocations.

For tasks reallocation, the agents are involved in multiple bilateral single-round
negotiation. Each negotiation is based on the alternating offers protocol [18] and
includes three decision steps: (a) the offer strategy of the proposer which selects a
delegation, i.e. a list of tasks in its bundle and a responder, (b) the counter-offer strat-
egy which allows the responder to determine whether it declines, accepts or makes a
counter-offer to the delegation, and (c) the eventual reallocation is confirmed or with-
drawn by the proposer according to the consumptions that happen concurrently (cf.
Fig. 2).
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Fig. 2. Bilateral negotiation protocol between a proposer and a responder.

Fig. 3. Allocations of the first example resulting from bilateral reallocations.
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Example 2 (Consumption and Reallocation). Let us consider the problem MASTA+
from the Example 1 and the allocation

−→
A in Fig. 1b. According to the consumption

strategy adopted by the agents, each bundle is sorted. The less expensive jobs are prior
(e.g. J3�3 J1�3 J2). In case of a tie, the natural order over the identifiers ensures a strict
and total order (e.g. J2 �1 J3). The tasks among a same job are sorted by increasing
cost (τ3 �1 τ2). The delegation of the task τ9 by the node ν2 to the node ν1 leads to
the allocation

−→
A ′ = δ([τ9], ν2, ν1,

−→
A ). This delegation (cf. Fig. 3a) is socially rational

since it decreases the flowtime from 32 to 31. The swap of τ9 ∈ B2 and τ5 ∈ B1

between the nodes ν2 and ν1 leads to the allocation
−→
A ′′ = σ([τ9], [τ5], ν2, ν1,

−→
A ). This

swap (cf. Fig. 3b) decreases the flowtime from 32 to 29.

5 Negotiation Strategy

We describe in this section the different parts of the negotiation strategy and we sketch
the agent behaviour in the negotiation process.

5.1 Peer Modelling

The peer modelling is built upon exchanged information through messages between
the agents. Before the negotiation process and between each bilateral reallocation it is
implied in, the agent νi informs its peers about the cost of each job J for it (c(J,νi)).
Since the number of jobs is negligible compared to the number of tasks, the messages
size is insignificant compared to the bundle descriptions. The modelling for the target
νk by the subject νi is based on:

1. the belief base of the subject, possibly partial or obsolete, which contains the beliefs
about the costs of the jobs for νk (ci(J, νk), ∀J ∈ J) and so the beliefs about the
workload of νk (wi

k(
−→
A ) = ΣJ∈Jci(J, νk));

2. the consumption strategy of the target assumed by the subject, written (J,�i
k).

The subject can then deduce:

– the completion time (C i
J (

−→
B k)) of the job J for a target k, possibly itself (νk = νi),

after the addition (C i
J (

−−−−→
Bk ⊕ T)), the removal (C i

J (
−−−−→
Bk � T)) and the replacing of

tasks (C i
J (

−−−−−−−−−→
Bk � T1 ⊕ T2));

– the completion time of a job J for the allocation,

C i
J (

−→
A ) = max

νk∈N
C i

J (
−→
B k) où C i

J (
−→
B i) = CJ(

−→
B i) (14)

– the bottleneck node for each job J, denoted νi
max(

−→
A , J), i.e. the node νk for which

the completion time of this job is the maximum completion time in the allocation,

C i
J (

−→
B k) = C i

J (
−→
A ) (15)

– the flowtime of the allocation
−→
A

C i(
−→
A ) = ΣJ∈JC i

J (
−→
A ) (16)
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5.2 Acceptability Rule

The acceptability rule is a local decision made by an agent which is implied in a
bilateral reallocation. This rule, which is based on the agent knowledge and the peer
modelling, decides to accept or decline a reallocation.

Definition 8 (Acceptability). Let MASTA+ = 〈D,T, J, c〉 be a problem and
−→
A an

allocation. The bilateral reallocation γ(T1,T2, νi, νj ,
−→
A ) is acceptable by the agent

νk ∈ N with respect to the flowtime if an only if the agent believes that the flowtime
decreases,

ΣJ∈J max
∀νo∈N\{νi,νj}

(C k
J (

−−−−−−−−−→
Bi � T1 ⊕ T2),C k

J (
−−−−−−−−−→
Bj � T2 ⊕ T1),C k

J (Bo)) < C k(
−→
A )

(17)

The acceptability with respect to the flowtime is based on the beliefs about the
completion time of the jobs for all the nodes before and after the reallocation (Eq. 17).

We propose in this paper a process where the agents trigger concurrent bilateral
negotiations leading to socially rational reallocations.

5.3 Offer Strategy

The offer strategy of an agent, which is based on its knowledge, its beliefs and its peer
modelling, identifies a delegation in three steps. An agent νi selects an offer bundle, i.e.
a list of tasks to delegate to a responder in a set N′ in order to reduce the completion
time of a job in a set J′ for which it is a bottleneck. Initially, J′ = J, N′ = N.

1. Job Selection. In order to reduce not only the completion time of a job but also the
completion time of the next jobs in its bundle, our heuristic selects the most prior job
J∗ for which it is a bottleneck,

J∗ = min�i

{J ∈ jobs(Bi) ∩ J′ | νi
max(

−→
A , J = νi)} (18)

2. Responder Selection. The jobs of a responder that are impacted by the delegation
are those after J∗ according to �i

j . Not to increase the completion time of these jobs,
our heuristic selects a responder ν∗ for whom the sum of the differences between the
completion time for the allocation and the completion time for the agent is the greatest
one,

ν∗ = random{argmax
νj∈N′

ΣJ∗�i
jJ(C

i
J (

−→
A ) − C i

J (
−→
B j))} (19)

where random is a random choice function which selects a node from any set of nodes.

3. Offer Bundle Selection. To determine the offer bundle, we distinguish a strategy
which selects a single task as in [2] and a strategy which selects several tasks.

3.a. Unary Delegation Selection. In order to reduce the completion time of J∗, the
proposer selects a distant task, i.e. a task whose delegation will reduce its cost. Our
heuristic selects the task in the job J∗ or in the prior jobs in

−→
B i with the best payoff in

terms of cost. In case of a tie, the prior task is chosen,
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∀T′ ⊆ T, τ∗ = min
�i

{ argmax
τ∈T′∩Bi∩{J|J=J∗∨(J�iJ∗)}

c(τ, νi) − c(τ, ν∗)}

The delegation δ([τ∗], νi, ν∗,
−→
A ) is triggered if it is acceptable for the proposer (cf Def-

inition 8).

Algorithm 1. Building of the offer bundle by the proposer νi.

Data: J∗ the job selected in step #1;
ν∗ the responder selected in step #2;

1 T∗ ← empty stack ;
2 T = {τ | job(τ) = J∗ ∨ (job(τ) �i J∗)} ;
3 T′ ← (. . . , τk, . . . , τ l, . . .) | τ i ∈ T ∧ (k < l ⇔ c(τk, νi) − c(τk, ν∗) >

c(τ l, νi) − c(τ l, ν∗)) /* the list of tasks by decreasing payoff

*/
4 bestF lowtime = C i(

−→
A ) ;

5 while T′ 
= ∅ do
6 τ∗ ← head(T′) ;
7 T′ ← tail(T′) ;

8 if C i(δ(T∗ ∪ {τ∗}, νi, ν∗,
−→
A )) < bestF lowtime then

9 T∗.push(τ∗) ;

10 bestF lowtime ← C i(δ(T∗, νi, ν∗,
−→
A )) ;

11 end
12 else
13 Return T∗ ;
14 end
15 end
16 Return T∗ ;

3.b. N -ary Delegation Selection. The proposer iteratively builds an offer bundle T∗.
This bundle is a stack of tasks that will be evaluated by the acceptability strategy of the
responder in order to accept all or part of this bundle by unstacking it (cf. Sect. 5.4).
As illustrated in Algorithm 1, our heuristic considers the tasks in J∗ or in the prior jobs
in

−→
B i (line 2). The proposer νi selects in priority the distant tasks, i.e. the tasks whose

delegation will reduce at most the processing time (lines 3 and 6). According to this
ratchet algorithm, the flowtime strictly decreases during the building of the offer bundle
(line 8). Moreover, the algorithm stops as soon as a task does not improve the flowtime.
If the offer bundle T∗ is non-empty, the delegation δ(T∗, νi, ν∗,

−→
A ), which is acceptable

for the initiator, is triggered.
Whatever the offer bundle selection strategy is (3.a or 3.b), if no delegation is

triggered, the offer strategy returns to step #2 to choose another responder (N′ ←
N′ \ {ν∗}). Otherwise, the offer strategy returns to step #1 to choose another job
(J′ ← J′ \ {J∗}). In case of failure, no delegation is proposed and the agent goes
into pause state until its belief base is updated and a new opportunity (i.e. a delegation)
is found.
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5.4 Acceptation Strategy

Algorithm 2. Selection by the responder ν∗ of a sub-bundle among the received offer
bundle

Data: T∗ the received offer bundle
1 Tacc ← T∗ ;

2 while δ(Tacc, νi, ν∗,
−→
A ) is not acceptable for the agent ν∗ do

3 Tacc.pop ;
4 end
5 Return Tacc ;

According to the acceptation strategy, the responder accepts a delegation which is
acceptable for it. Otherwise, it unstacks one by one the tasks in the offer bundle T∗ (cf.
Algorithm 2) for possibly accepting a part of it. When the sub-bundle Tacc is empty,
the responder declines the offer.

5.5 Agent Behaviour

In our approach, a reallocation is the outcome of the negotiation process between agents
adopting the same behaviour. The agent behaviour is specified in [3] by a deterministic
finite state automaton1. An agent executes its behaviour according to its knowledge and
its beliefs. In order to avoid deadlock, the proposals are associated with deadlines. The
agent’s belief base is updated by the reception of messages. None proposal is sent if the
agent believes that the allocation is stable.

Example 3 (Negotiation Strategy). Let us consider the MASTA+ problem from Exam-
ple 1 and the initial allocation

−→
A (cf. Fig. 4a) such that

−→
B 1 = (τ5, τ1),

−→
B 2 =

(τ3, τ2, τ7, τ8, τ9) and
−→
B 3 = (τ4, τ6). The flowtime is C(

−→
A ) = 7 + 9 + 17 = 33. We

consider that the belief bases are up-to-date. The offer strategy of the agent ν2 selects a
delegation as follows:

1. it selects the most prior job for which it is a bottleneck (cf. Eq. 18), J∗ = J3;
2. it selects an agent which is the least bottleneck for the job J3 (cf. Eq. 19). As neither

ν1 nor ν3 have tasks from J3, the agent ν2 randomly chooses, ν∗ = ν1;
3. The Algorithm 1 allows the agent ν2 to select its offer bundle:

(a) the candidate tasks, i.e. the tasks in J3 or the previous ones in its bundle, are
sorted by decreasing payoff, T′ = [τ9, τ3, τ2, τ8, τ7];

(b) the delegation of the task τ9 improves the flowtime (cf. Fig. 4b),

C 2(δ([τ9], ν2, ν1,
−→
A )) = 11 + 9 + 9 = 29 < 33 (20)

The task τ9 is added to the offer bundle, T∗ = [τ9],

1 https://gitlab.univ-lille.fr/maxime.morge/smastaplus/-/tree/master/doc/specification.

https://gitlab.univ-lille.fr/maxime.morge/smastaplus/-/tree/master/doc/specification
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(c) the delegation of the tasks τ3 and τ9 improves the flowtime (cf. Fig. 4c),

C 2(δ([τ9, τ3], ν2, ν1,
−→
A )) = 12 + 9 + 7 = 28 < 29 (21)

The task τ3 is added to the offer bundle, T∗ = [τ9, τ3],
(d) The delegation of the tasks τ2, τ3 and τ9 does not improve the flowtime (cf.

Fig. 4c),

C 2(δ([τ9, τ3, τ2], ν2, ν1,
−→
A )) = 15 + 9 + 6 = 30 > 28 (22)

The selected offer bundle is T∗ = [τ9, τ3].

In summary, the agent ν2 proposes the delegation δ([τ9, τ3], ν2, ν1,
−→
A ) to the agent ν1.

Fig. 4. Allocations from Example 3.

6 Results and Discussion

After having presented the experimental context, we empirically compare our approach
with a classic heuristic and with a distributed constraint optimization (DCOP) resolution
method. Moreover, we consider our new acceptability criterion and n-ary delegation.
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6.1 Context of Experiments

The practical application we consider is the distributed deployment of the MapReduce
design pattern in order to process large datasets on a cluster, as with Spark [24]. We
focus here on the Reduce stage of MapReduce jobs. This can be formalized by a
MASTA+ problem where several jobs are concurrently submitted and the cost func-
tion is s.t.:

ci(τ, νj) =
∑

ρj∈Rτ

ci(ρj , νj)

with ci(ρj , νi) =

{
|ρj | if νi ∈ l(ρj)
κ × |ρj | else

(23)

where we empirically calibrate κ = 2 as a realistic value to capture the overhead due to
remote resource fetching.

Our prototype [3] is implemented with the programming language
Scala and Akka [16] for highly concurrent, distributed, and resilient message-driven
applications. We assume that: (a) the message transmission delay is arbitrary but not
negligible, (b) the message order per sender-receiver pair is preserved, and (c) the deliv-
ery of messages is guaranteed. Experiments have been conducted on a blade with 20
CPUs and 512Go RAM.

This work is a first step for evaluating our strategies. Indeed we compare the real-
location process, i.e. a MASTA+ problem solving, without considering the iterations
induced by task consumptions, even if the task consumption strategy is required to sort
the agent’s task bundle. We consider MASTA+ problem instance such that m ∈ [2; 16]
nodes/agents, � = 4 jobs, n = 3 × � × m tasks, with one resource per task. Each
resource ρi is replicated 3 times and |ρi| ∈ [0; 100]. We generate 10 MASTA+ prob-
lem instances, and for each we randomly generate 10 initial allocations. We assess the
medians and the standard deviations of three metrics: (1) the mean flowtime (Eq. 8), (2)
the local availability ratio (Eq. 10), and (3) the rescheduling time.

6.2 Classical Heuristic and Acceptability Criterion

The hypothesis we want to test are: (1) the flowtime reached by our strategy is close
to the one reached by the classical approach and (2) the decentralization significantly
reduces the scheduling time. Moreover, unlike our previous work [2] where we used the
local flowtime and the makespan in our acceptability criterion, here, we only consider
the global flowtime which is sufficient to ensure the negotiation process convergence.
We also want to verify that the acceptability criterion allows to significantly improve
the quality of the outcome.
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Fig. 5. The flowtime and the rescheduling time of our strategy, the strategy in [2] and an hill
climbing algorithm.

Figures 5a and 5b respectively compare the flowtime and rescheduling time of our
unary delegation strategy with the strategy presented in [2] and an hill climbing algo-
rithm. These three algorithms start with the same random initial allocation. At each
step, the hill climbing algorithm selects among all the possible delegations, the one
which minimizes the flowtime.

In Fig. 5a, we observe that, while the quality of the solution reached by the strategy
proposed in [2] is slightly lower than the one reached with the hill climbing algorithm,
our strategy now reaches similar solutions. This is due to the fact that a socially rational
reallocation according to the global flowtime can only decrease the flowtime, while
it is not the case when the local flowtime is used. Moreover, since the acceptability
criterion is no more based on the makespan, the number of possible delegations, which
can improve the flowtime, increases.

Figure 5b shows that the rescheduling time of our new strategy remains approxi-
mately the same as the former one. Then, it is much better than the rescheduling time of
the hill climbing algorithm which exponentially grows with the number of nodes. Thus,
the acceptability criterion we proposed in this article significantly improves the flow-
time with a similar rescheduling time. It is worth noticing that the hill climbing algo-
rithm has been used with small MASTA+ instances due to its prohibitive scheduling
time. One can expect to obtain a greater rescheduling time with a local search method,
such as simulated annealing, with no guarantee to have a more qualitative outcome. As
a result, even if the number of agents is small, the gain realized on the flowtime by the
hill climbing algorithm will be penalized and cancelled by the overhead of its schedul-
ing time. This overhead penalized the time-extented assignment in a distributed sys-
tem which should be adaptive to disruptive phenomena (task consumption, job release,
slowing down nodes).
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Fig. 6. Local availability ratio of the initial allocation, the allocations reached by our strategy, by
the strategy proposed in [2], and by the hill climbing algorithm.

Figure 6 compares the local availability ratio of the initial allocation, the allocations
reached by our strategy, by the strategy proposed in [2] and by the hill climbing algo-
rithm. We observe that the availability ratios obtained with our strategies or with the hill
climbing algorithm are close. Even if, unlike the latter, our strategy does not consider
all the possible unary delegations, it turns out to be efficient by selecting the remote
tasks whose delegation decreases the cost.

Fig. 7. Rescheduling time of our strategy with one or more threads compared with the reschedul-
ing time of the hill climbing algorithm
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Figure 7 compares the rescheduling time of our strategy with one or more threads
and the rescheduling time of the hill climbing algorithm. Since our multi-thread strategy
run on several cores, we observe that the speedup increases with the number of agents.
By example, with a similar flowtime (if the observable non determinism of the exe-
cutions is neglected), the multi-thread version is 10 times faster than the mono-thread
version for 16 agents.

6.3 N -Ary Delegation

Here, we want to verify that the n-ary delegations allow to reduce the flowtime.

Fig. 8. Flowtime and rescheduling time for our unary strategy and our n-ary strategy.

Figures 8a and 8b respectively compare the flowtime and rescheduling time for our
unary strategy with our n-ary strategy. We observe that, if the flowtime of our n-ary
delegation is slightly not as good as than the one of the unary delegation strategy, the
gain in terms of rescheduling time gain is much more beneficial.
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Fig. 9. Flowtime of the unary (left) and n-ary (right) delegation strategies by number of delega-
tions (top) and by time (bottom).

Figure 9 shows the evolution of the flowtime for both offer strategies for a partic-
ular reallocation problem. We observe that the n-ary strategy reduces the number of
delegations (40 versus 66) required to reach a stable allocation with similar flowtime.
Therefore, the n-ary strategy reduces the rescheduling time (0, 35 s versus 1, 8 s).

6.4 Distributed Constraint Optimization Problem (DCOP)

We want to compare our strategy with a DCOP resolution method to show that: (a) our
rescheduling time is much lower, (b) our flowtime is better.

Finding the optimal allocation for a MASTA+ problem with n tasks, m nodes and
� jobs (cf. Sect. 3) can be formalized with:

1. n decision variables xi such that,

xi = (o − 1) × n + k if τi is the kth task starting from the end on νo (24)

2. n2 constraints ensuring that each task is assigned to a single position

∀i ∈ [1, n]∀j ∈ [1, n] \ {i} xi �= xj ; (25)

3. the objective function to minimize is C(
−→
A ).
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We consider here the MGM2 algorithm [17] – Maximum Gain Message – as the
most suitable DCOP resolution method, since it is a distributed local search algorithm
which is approximate and asynchronous. We used the pyDCOP library [19]. We con-
sider 100 MASTA+ problems with m = 2 nodes, � = 4 jobs and n = � × m = 8
tasks.

Fig. 10. Box plot of flowtimes reached by our strategy in 55ms (mean value) and by the MGM2
algorithm with a timeout of 2, 5 and 10 s, respectively.

Figure 10 compares the flowtimes reached by our strategy in 55 ms (mean value) and
by the MGM2 algorithm with a timeout of 2, 5 and 10 s, respectively. It is worth noticing
that MGM2 never returns a solution when the timeout is 2 s. In this case, we consider
that the random initial allocation is returned. Beyond the fact that the rescheduling time
can be explained because MGM2 is implemented in Python whereas our strategy runs
on a Java Virtual Machine [10], our experiments show that even if the timeout is set
to 5 s, MGM2 provides an allocation whose flowtime is greater than the one reached
by our strategy. Increasing the timeout does not allow to improve the flowtime of the
allocation returned by MGM2. We can notice that MGM2 never returns an allocation
with m = 3 nodes, � = 5 jobs and n = 3 × � × m = 45 tasks even with a timeout of
15 minutes. This algorithm does not scale for this kind of problems.

7 Conclusion

In this paper, we have proposed a multi-agent strategy for the reassignment of tasks-
nodes based on the location of the required resources in order to minimize the mean
flowtime of concurrent jobs. We generalized the notion of delegation to consider any
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bilateral reallocation (delegation or swap of several tasks) and we defined an accept-
ability criterion of the bilateral reallocations in order to reduce the rescheduling time
and the mean flowtime reached by our strategy.

Since our negotiation process continuously adapts the allocation by reducing the
completion time of the jobs for the bottleneck agents in order to improve the load-
balancing, the flowtime reached by our strategy is similar to the one reached by a clas-
sical heuristic approach while significantly reducing the rescheduling time. On the one
hand, the consumption strategy performs the cheapest jobs before the most expensive
ones. On the other hand, the offer strategy selects a job which can reduce the completion
times of the proposer by choosing a receiver which is not a bottleneck for the impacted
jobs and by choosing a task whose delegation reduces its cost since it is locally exe-
cuted. This task selection strategy is repeated by the proposer to build an offer bundle
as long as it improves the flowtime. Our experiments show that such n-ary delegations
improve the rescheduling time. We have compared our approach with a DCOP resolu-
tion method, i.e. the MGM2 algorithm for which the rescheduling time and flowtime
are significantly higher.

Beyond the scope of this work, the influence of the replication factor could be
investigated in a sensitivity analysis. Since no negotiation is triggered when the agents
believe that the allocation is stable, the effort required for negotiation (reasoning and
communication) is negligible compared to the benefit of the load-balancing. Due to
the local decisions of agents about the next task to delegate/execute, our multi-agent
strategy can tackle a large number of tasks, so it is scalable.

Since our negotiation framework allows it, we are considering to add a counter-offer
strategy that selects a counterpart for suggesting swaps in order to improve the flowtime.
More generally, future works should extend the task reallocation process toward an
iterated, dynamic and on-going process, which takes place concurrently with the task
execution, allowing the distributed system to be adaptive to disruptive phenomena (task
consumption, job release, slowing down nodes).
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Abstract. Requirements Engineering is a crucial area of Software Engineering,
as it is through it that what a system should actually do is established, what
are its functionalities and what is the expected behavior for the software. It is
also through the requirements definition that the basic criteria to determine the
software quality are established. All this is equally true for multiagent systems,
systems composed of autonomous agents that can work together to solve com-
plex problems. Nevertheless, requirements engineering for this kind of system
presents its own challenges, as this type of system has specific requirements that
are not normally found in other types of software. Taking this into account, we
first performed a systematic literature review in order to determine the current
state of the development processes that support requirements engineering for mul-
tiagent systems, classifying their coverage regarding the requirements engineer-
ing subareas and their support to the BDI model - a widely used model for the
cognitive agents development. However, due to the lack of space, in the original
publication we were only able to discuss the retrieved studies in a general way.
Therefore, in this new work, we discuss the studies of the first review in more
depth, emphasizing mainly the methodologies that support the BDI model and
the gaps found after analysing them. Furthermore, we highlight the possibilities
for further research based on the study of the recovered works.

Keywords: Requirements engineering · Multi-Agent Systems · BDI model ·
Systematic review

1 Introduction

Agents are intelligent entities that act in a flexible and autonomous way in decision
making. A multiagent system (MAS) contains several agents acting in a system to solve
problems beyond the capability of just one agent [56]. Multiagent systems have been
shown to be good alternatives to deal with complex systems, since the complexity can be
divided and assigned to several agents specialized in a given facet of the problem [31].

However, developing this kind of system also proved to be complex and gener-
ated new challenges for software engineering, which led to the emergence of AOSE -
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Agent-Oriented Software Engineering, an area that mixes features from both software
engineering and Artificial Intelligence [36].

One of the several software engineering subareas is requirements engeineering,
which aims to elicit, analyze, specify, and validate system requirements, in order to
ensure the correct understanding about what a system really should do. According [73],
requirements engineering is one of the most vital activities in the entire software devel-
opment lifecycle, as the success of a software project depends much of how well users
requirements have been understood and converted into proper functionalities.

Thus, several requirements engineering processes for multiagent systems have been
proposed over the years. These processes aim to offer techniques, methods, and models
adapted for this type of system, since multiagent systems present their own complexity,
challenges, and particular requirements which differentiate them from other kinds of
systems.

In SWEBOK [15] - a reference book in the field of software engineering - require-
ments engineering is divided into four subareas, Requirements Elicitation, Require-
ments Analysis, Requirements Specification, and Requirements Validation. We empha-
size that each one of these subareas plays an essential role to Requirements Engineering.

This way, in order to understand the state-of-art of requirements engineering pro-
cesses for multiagent systems, we carried out a literature systematic review [59]. This
review analysed the processes mainly regarding the coverage of requirements engi-
neering subareas defined in SWEBOK and its support to the BDI model, one of the
most recognized approaches to integrate desired cognitive skills in autonomous agents
and which facilitates the description of the relation cause-effect needed to an agent to
achieve its goals [5]. Furthermore, this model proved to be one of the most suitable for
the development of agents with flexible behavior [4].

However, this systematic review only presented the support for the BDI model and
the coverage regarding SWEBOK requirements engineering of the analysed processes
in a general way, without discussing these works in more depth. Therefore, this cur-
rent paper aims to extend the analysis performed in the previous review, describing in
detail the support of the processes regarding the BDI model and the gaps found in these
processes, both in the BDI model support as in the processes coverage regarding the
requirements engineering subareas as defined in SWEBOK.

This work is organized as follows. Section 2 contains the background. Section 3
presents the related works. The research method is described in Sect. 4. In Sect. 5, the
results are presented and discussed. Threats to the validity are described in Sect. 6. Next,
we present some insights that we gained from this research and, finally, the conclusion
and future works.

2 Background

2.1 Requirements Engineering

According to [9], the RE goals are: (I) to identify software requirements, (II) to analyse
requirements in order to classify them and to derive additional requirements, as well as
to solve conflicts among them (III) to document requirements, and (IV) to validate the
documented requirements.
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In SWEBOK [15] - a reference book in the area - it is stated that the RE process
cover four main subareas: (I) Requirements Elicitation; (II) Requirements Analysis;
(III) Requirements Specification; and (IV) Requirements Validation.

Requirements elicitation investigates how to extract requirements and which are its
origins. Requirements analysis aims to detect and solve conflicts among the require-
ments and to discover the system boundaries. Requirements specification, by its turn,
produce requirements documents that can be systematically reviewed, evaluated, and
approved. Finally, requirements validation evaluates requirements documents to ensure
that the requirements be understandable, consistent, and complete.

2.2 Belief-Desire-Intention Model

The Belief-Desire-Intention (BDI) model is a software model developed to program-
ming intelligent agents. It includes beliefs, desires, and intentions in the agent architec-
ture [17], and that, according to [75] has been widely used in MAS development. More-
over, in the last 30 years this model has been the basis for much research on autonomous
agents architectures [28].

In this model, Beliefs represent the information state the agent owns, i.e., what he
believes to be true about the environment, about itself, and about other agents. Desires
represent the agents motivational state. They represent the goals or situations the agent
would like to achieve. Finally, the intentions represent desires the agent believes he can
achieve and take actions to achieve them [67].

This model allows to the agents a more complex behavior than the reactive models,
without the computational overload of the cognitive architectures. Moreover, it is easier
to specify knowledge by means of this model [49].

According to [41], concepts of belief and goal perform a central role in the concep-
tion and implementation of autonomous agents. The concept of BDI, consider mental
attitudes to be fundamental to the agents, where the beliefs are adapted to the environ-
ment truths, while in the intentions, the agents try to make the environment to corre-
spond to its goals.

3 Related Works

We discovered some studies that aimed to identify and to evaluate methodolo-
gies/processes in the AOSE area. However, these studies do not follow a systematic
vision, they are informal literature reviews with subjective comparison criteria.

The study of [40] discusses the state of AOSE methodologies and how to turn them
into acceptable products for the industry. This study also presents a methodology clas-
sification, dividing them in (I) independent of goal-oriented methodologies and (II)
extensions of goal-oriented methodologies to give support to the agent concepts. The
study of [76] evaluates agent-oriented software methodologies. The work proposes a
comparison frame with four selection groups: concepts, notations, process, and prag-
matics. This proposal was evaluated comparing the methodology adequation and its
development capacity. For this comparison, were used three methodologies, MaSE (an
old version of O-MaSE), Tropos, and Prometheus. Finally, the work of [22] investigates
the AOSE methodologies coverage regarding software engineering concepts. However,
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besides this work not following a systematic vision, it does not present several method-
ologies and does not have a wide coverage of requirements engineering.

Regarding systematic reviews, we found the study of [11] that developed a review
about requirements engineering in multi-agent systems development. Nevertheless, this
study tried to verify which modeling techniques were applied in the requirements engi-
neering for MAS. On the other hand, our work has as its goal to identify the coverage of
the requirements engineering process regarding the SWEBOK stages and its adequation
to the BDI model.

The Table 1, presents a comparison of the studies related to our work, having as a
comparison point the main features of this work. As can be noticed our work covers
some characteristics that are different from the previous ones.

Table 1. Comparison of studies related to this work.

Study Multi-Agent Systems Focus on Methodologies Systematic review Requirements Engineering BDI Model

[40] � �
[76] � �
[22] � �
[11] � � �
This Work � � � � �

4 Research Method

A systematic literature review (SLR) is a research technique whose purpose is iden-
tifying, selecting, evaluating, interpreting, and summarizing the available studies con-
sidered relevant to the research theme or phenomenon of interest [47]. This technique
searches for primary studies related to the theme and provides a deeper synthesis about
the data obtained from these studies [48].

A SLR has as its basis a protocol previously defined, that formalizes its execution,
beginning by the stipulation of the research questions, passing by establishing the stud-
ies inclusion and exclusion criteria, selecting the digital basis for the extraction of works
related with the keywords applied during the search in these basis, and concluding with
the definition of how the results will be presented [10].

Our review has as its goal to establish the state-of-art of the process/methodo- logies
for MAS development that support in somehow requirements engineering for this kind
of system. Our main interest is about how these processes identify and specify the BDI
model features in the requirements engineering phase.

4.1 The Research Questions

We defined four research questions for this review. The first research question (RQ1)
aims to identify which methodologies/processes support RE for MAS.

The second research question (RQ2) was defined to identify the coverage of the RE
by these methodologies. We believe that with this question we can discover possible
gaps in the area and that this will allow for future research.
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The third research question (RQ3) aims to verify which methodologies support the
BDI model. As we stated before, this is a consolidated model in the MAS development
and we believe it aggregates better reliability in using the methodologies that support it.

Finally, the fourth question (RQ4) has as its goal to show a wider view of the area
needs and to focus on the points that can be approached in future works.

The four research questions are listed below:

– RQ1: Which methodologies for the MAS development support a specific require-
ments engineering (RE) life cycle to this kind of system?

– RQ2: Which is the coverage of the requirements engineering by these methodolo-
gies taking as a basis the subareas defined by SWEBOK [15]?

– RQ3: Which of these methodologies focus on the BDI model during the require-
ments engineering?

– RQ4: Which are the existing gaps in the methodologies that support RE for MAS?

4.2 Identifying and Selecting Primary Studies

To recover relevant works for this study, we built a String containing a set of keywords
based on the research questions. This String was adapted to the particularities of each
bibliographic basis.

To perform this review, we used bibliographic bases which (I) have a search mech-
anism based on web; (II) have a mechanism able to use keywords; (III) contain docu-
ments from the computer science area; and (IV) their data bases are updated regularly.
It is important to highlight that we do not limited the period in which the studies were
published

In addition, we have included a book [26] about methodologies for MAS, as well as
other classical and known studies. These studies were manually selected by a specialist
in the area because we considered that they would not be selected in the search String
as they do not present in its title, abstract, and keywords topics related to the require-
ments engineering, since they are not processes focused on RE, though their life cycles
encompass the RE area.

In Table 2 we show the generic String used in the basis. In addition to the search
String, we used manual filters in the bibliographic bases. We considered necessary to
apply these manual filters because, in some bases, the results obtained were high and
many of the studies returned were outside the scope.

For ACM library it was used the filter “Title/Abstract/keywords”; for Engineer-
ing Village, “Subject/Title/Abstract”; for IEEE Xplore, All metadata, filters sug-
gested by the base software “agents and multi-agent systems”; for Science Direct,
“Subject/Title/Abstract” and “Title/Abstract/keywords” and commands “multiagent
OR multi-agent OR agent-based”; for Scopus, “Title/Abstract/key- words”; and for
Springer Link it were applied the filters “Filter of the area: Computer science”, “Fil-
ter of the subarea: Software Engineering and Artificial intelligence”.

4.3 Inclusion and Exclusion Criteria

The selection criteria have as its objective to identify the primary studies that provide
contents to answer the research questions. Thus, firstly the studies were analysed with
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Table 2. String generic [58].

String Conector

(“multiagent” OR “multi-agent” OR “multi agent” AND

OR “agent-based” OR “agent society”)

(“methodology” OR “method” OR “process”) AND

(“requirements engineering” OR “requirements

elicitation” OR “requirements modeling” OR

“requirements analysis” OR “requirements specification”)

basis on the title, abstract, and keywords. If there were still doubts about the final clas-
sification of a study in relation to the inclusion or exclusion criteria, a specialist would
be consulted. These criteria are described in the Table 3.

Table 3. Inclusion and Exclusion Criteria [58].

Criterion ID Description

Inclusion IC1 Does the study presents a methodology or an

extension of a methodology for multi-agent

systems that contemplates at least one of

the requirements engineering subareas

defined in the SWEBOK?

Exclusion EC1 Studies that cover a methodology already

included in more recent work

EC2 Studies that are not a paper or a chapter of book

EC3 Studies with less than 6 pages

EC4 Studies that boils down to a case study or

methodology evaluation

EC5 Studies that boils down to a comparison of

methodologies

EC6 Studies that do not present a methodology

(or extension of a methodology) for multi-agent

systems that contemplate at least one of

requirements engineering subareas

from SWEBOK

EC7 Studies that concentrate in other areas of

Software Engineering

EC8 Studies that boils down to the development of

a system

EC9 Studies that present a methodology or extension

of a methodology created only to a kind of

specific application
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4.4 Studies Quality Assessment

We defined two quality criteria to evaluate the relevance of the studies to the scope
of this research. These criteria were not used to the exclusion of studies, only for the
ranking of studies more relevant. Next we described the two qualitative criteria and the
score attributed for each criterion defined.

1. QC1: The work supports the BDI model?
Yes (Y): the work fully supports the BDI model;
Partly (P): the work supports at least one of the features of the BDI model;
Not (N): the work does not support the BDI model.

2. QC2: the work applies some empirical study (experiment, case study, etc.)?
Yes (Y): the study applies some empirical study;
Not (N): the study does not apply some empirical study.

To establish a quality general index of the selected studies, we attributed scores to
each criterion defined, where Yes (Y) corresponds to 1 score, Partly (P) 0.5 score and
Not (N) 0 score.

The Table 4, shows the score of each selected study. We noticed that only three
studies ([46,60,62]) reached the maximum ranking of 2 scores.

On the other hand, some studies got 0 score ([2,13,35,38]), though these studies did
not achieve any score, they were kept because the qualitative criteria were used only for
ranking the studies, not for eliminate them.

Table 4. Quality Indexes of the Studies [58].

Study QC1 QC2 Total Study QC1 QC2 Total

[78] 0.50 0.00 0.50 [77] 0.50 1.00 0.00

[1] 0.50 1.00 1.50 [71] 0.50 1.00 1.50

[65] 1.00 0.00 1.00 [39] 0.50 1.00 1.50

[53] 0.00 1.00 1.00 [55] 0.50 1.00 1.50

[6] 0.50 0.00 0.50 [80] 0.50 0.00 0.50

[70] 0.50 1.00 1.50 [81] 0.50 1.00 1.50

[12] 0.50 1.00 1.50 [54] 0.00 1.00 1.00

[44] 0.50 0.00 0.50 [38] 0.00 0.00 0.00

[32] 0.50 1.00 1.50 [7] 0.50 1.00 1.50

[68] 0.50 1.00 1.50 [13] 0.00 0.00 0.00

[42] 0.50 0.00 0.50 [43] 0.00 1.00 1.00

[19] 0.50 0.00 0.50 [33] 0.50 1.00 1.50

[50] 0.50 1.00 1.50 [64] 0.50 1.00 1.50

[66] 0.50 0.00 0.50 [79] 0.50 1.00 1.50

[52] 0.50 0.00 0.50 [69] 0.50 1.00 1.50

[74] 0.50 0.00 0.50 [30] 0.00 1.00 1.00

[2] 0.00 0.00 0.00 [23] 0.50 0.00 0.50

[46] 1.00 1.00 2.00 [27] 0.00 1.00 1.00

[62] 1.00 1.00 2.00 [35] 0.00 0.00 0.00

[57] 1.00 0.00 1.00 [14] 0.00 1.00 1.00

[24] 0.50 0.00 0.50 [29] 0.50 0.00 0.50

[8] 0.50 0.00 0.50 [63] 1.00 0.00 1.00

[60] 1.00 1.00 2.00 [20] 0.50 1.00 1.50

[61] 0.00 1.00 1.00 [21] 0.50 0.00 0.50

[25] 0.50 0.00 0.50 [34] 1.00 0.00 1.00

[18] 0.50 1.00 1.50 [45] 1.00 0.00 1.00

[72] 0.50 1.00 1.50 [51] 0.00 1.00 1.00
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4.5 Data Extraction Strategy

When the studies selection process was concluded, the basic information of each paper
was registered for data extraction. The extraction was performed using the Google
Spreadsheet to capture all the information of each work included, allowing the pos-
terior synthesis.

The data extracted from the included works were analysed in order to answer the
research questions. In Sect. 5, these results were exposed and discussed.

4.6 Conducting the Review

The conduction of this systematic review was performed between the months of Febru-
ary and May of 2020. We defined four stages for the studies selection: (I) executing
the search String in the bibliographic bases; (II) removing the duplicated studies; (III)
applying the inclusion and exclusion criteria to the works; and (IV) reading and extract-
ing the information of the remaining studies of the Stage (III). The studies were read by
two reviewers in consultation with a specialist in the area.

In Stage 1, the search String was executed in the bibliographic bases selected for
this review. The overview of this stage can be observed in Fig. 1. The conduction began
analysing the 1060 works imported from the selected bibliographic bases.

In Stage 2, a total of 247 duplicated studies were removed. In Stage 3, there were
applied the inclusion and exclusion criteria based on the reading of the title, abstract,
and keywords, resulting in the selection of 53 studies considered promising.

Fig. 1. Search process [58].
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To avoid the selection of works that are not fitted in the scope of this review, the 53
studies, selected in the third stage, were completely read, what resulted in the exclusion
of 10 works, totalling 43 selected works. The rejected works in this stage were inside
of two exclusion criteria:

1. Works that concentrate in other Software Engineering areas: the works excluded
that were inside on this criterion were methodologies that worked with MAS only in
posterior stages to the requirements engineering. The requirements engineering was
performed in a traditional way, not focusing on any particular feature of MAS.

2. Works that cover a methodology already included in a work: for this criterion we
selected the most recent work in such a way we can understand the current state of
the methodology.

At the end of the conduction Stage, the manually selected studies ([14,20,21,23,27,
29,34,35,45,51,63]) were added to the set of papers searched in the bases, according
with defined in Sect. 4.2. This resulted in a total of 54 accepted studies.

4.7 Data Extraction

For data extracting in the accepted works, we read them all and tried to identify which
SWEBOK RE subareas each work covers, whether the methodology proposed in the
study has a well-defined life cycle, whether the RE presented in the study is adequate
for MAS, and whether the study supports the BDI model.

The conduction of this stage was performed in pairs, where each researcher read
the paper and extracted the information about the issues cited previously. The conflicts
between the researchers were decided by a specialist in the area.

5 Results

The relevant information of the selected studies was obtained using the data extraction
spreadsheet. The evidence found about each research question are discussed in the next
subsections.

5.1 Methodologies Analysed in the Systematic Review

This subsection aims to answer the first research question: “Which methodologies for
the MAS development support a specific requirements engineering (RE) life cycle to
this kind of system?”

To answer this question, we found 54 methodologies which approached RE for
MAS. These studies can be observed in Table 5.
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Table 5. Methodologies/Processes that support RE for MAS and its coverage with relation to the
SWEBOK subareas [58].

Methodology Elicitation Analysis Specification Validation

KAOS Extension [78] � �
JAAMAS [1] �
Patrizia Ribino [65] �
AGSIRA [53] � �
GORMAS [6] � �
ATABGE [70] �
RE4Gaia [12] �
Xu Huiying [44] � �
REG for AOSE [32] � �
Extension GAIA [68] �
B-Tropos [19] � � �
JONGWON LEE [50] �
Prabhat Ranjan [66] � � �
SRAMO [52] �
Zhiqi Shen [74] �
SONIA [2] � �
BDI ASP [46] �
Tropos [62] � � �
Cysneiros [57] � � �
Chiung-Hui [24] � �
KAOS [8] � �
PRACTIONIST [60] � �
Murray [61] �
ASPECS [25] � �
REF [18] � �
Sen and Jain [72] �
Hsieh et al. [43] � �
Sutcliffe [77] � �
Agile Sen and Jain [71] �
CREWS-EVE [39] � � �
Cao et al. [55] � �
HOMER [80] �
Wu et al. [81] �
Liu and Li [54] �
Mahmoud et al. [38] �
Ashamalla et al. [7] � �
Consensus [13] � �
Hilaire et al. [42] �
Gaur and Soni [33] �
Passos et al. [64] � �
PLANT [79] � �
Ronald et al. [69] � �
aMIAC [30] � �
GAIA [23] � �
PASSI [27] � � �
INGENIAS-SCRUM [35] � � �
ADELFE [14] � � � �
O-MaSE [29] � �
PROMETHEUS [63] �
MESSAGE [20] � �
OSOAD [21] �
COMOMAS [34] �
MAS-COMMONKADS [45] � �
MASSIVE [51] � � �
Total 16 46 31 3



56 G. D’Avila Mendonça et al.

5.2 Coverage in Relation to the Requirements Engineering Subareas Defined
in SWEBOK

This subsection aims to answer the second research question: “Which is the coverage
of the requirements engineering by these methodologies taking as a basis the subareas
defined by SWEBOK [15]?”

From the 54 selected studies we observed that all of them present Requirements
Engineering fit for multi-agent systems. Thus, we extracted which RE sub-areas defined
in SWEBOK [15] are supported by these studies.

Table 5 shows the 54 studies and the sub-areas that they support. Great part of these
studies, 46 in the total, support the sub-area of requirements analysis. While 31 of them
support the sub-area of requirements specification.

The sub-area of requirements elicitation, by its turn, is supported by 16 studies.
From these methodologies, Homer methodology (Human Oriented Method for Elic-

iting Requirements) [80], stood out for being the only one that presented a way to elicit
requirements from direct contact with the stakeholders.

Homer operation can be described as the use of organizational metaphors. In these
metaphors, during the interview, the Stakeholder must simulate that the system is a
company that is hiring new employees to work on a certain problem. This elicitation
style aims to more easily discover the agent roles and their goals inside the system. In
its execution, Homer presents a series of questions that should be asked to the Stake-
holders.

However, Homer methodology presents problems in its application. In addition to
not supporting requirements related to the BDI model, there is not a way to easily elicit
the agents perceptions and plans. Moreover, this methodology does not provide support
for eliciting requirements about external agents, being focused on the system’s internal
functions.

Another important point is that no methodology contains a way to elicit require-
ments related to the BDI model. Although Tropos methodology [62] supports the BDI
model and has a elicitation phase, Tropos does not detail how its elicitation should be
done, differently from Homer.

We also noticed that several of the methodologies do not seek to determine whether
the use of multiagent systems is valid, being uncommon a methodology that contains a
viability study to establish the need for a multiagent system. Most of the time, method-
ologies assume that the system under analysis is a multiagent system.

Finally, concerning the sub-area of requirements validation, it is the area that have
the lower number of studies, with only 3 of the total supporting validation.

We also noticed that, from these studies, only ADELFE methodology [14] supports
the four RE sub-areas (elicitation, analysis, specification, and validation). However,
the elicitation in the ADELFE methodology is not suitable for MAS, being applied a
traditional elicitation. The features suitable for a MAS began to be presented in the
analysis stage. However, this stage does not present the means for validating the docu-
ments specific for MAS. ADELFE validates only documents produced by a traditional
requirements engineering.

Another important fact that we noticed in the extraction is that only 30 studies pre-
sented some empirical experiments for the validation of the methodology.
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5.3 Methodologies Supporting the BDI Model

In this subsection we aim to answer the third research question: “Which of these
methodologies focus on the BDI model during the requirements engineering?”

We tried to identify which methodologies support the BDI model. We observed
that most part of the studies, 43 in the total, support partially the BDI model, i.e., they
identify at least one of the features of this model.

These features are: agent beliefs; agent goals/desires; and agent intentions. How-
ever, it is necessary to state that the majority of these works do not cite explicitly the
BDI model, most of them are goal-oriented methodologies, i.e., they focus on just in
one feature of the BDI model and they do not necessarily use this model, but the fact
that these studies identify one of the features is useful for our research.

Agents goals were the most identified feature, in most cases in isolation. There are
studies that identify intentions, however we noticed that beliefs and intentions are not
identified in isolation, they are always accompanied by the identification of their goals.

Another issue to be highlighted is that 11 studies do not present support to the BDI
model and only 8 present support for all these features in at least one stage of their
requirements engineering. Table 6 presents the methodologies coverage regarding their
support to the BDI model.

Next we will present how the 8 methodologies that support totally the BDI model,
in some requirements engineering phase, are structured.

The study of Ribino [65], supports the BDI model in the phase related to the require-
ments analysis. This methodology proposes a modeling of BDI organization for require-
ments analysis. This analysis is performed through an ontology that aims to represent
the problem domain reality and the problem specification incompleteness.

The ontology describes the environment, its main states, and what can be done to
achieve/modify these states. This ontology is composed of the Action (specialized in
intentional and unintentional action), Concept (specialized in position and object) and
Predicate metaclasses. In this ontology, the “predicates” represent the beliefs and states
that influence a concept that, in turn, works as a scenario related to the environment.

We understand that this way of representing beliefs weakens a view of BDI agents
since, for this kind of agents, beliefs represent the knowledge that an agent or agent role
has about the environment, and delimiting the knowledge related only to the environ-
ment can result in conflicts in the analysis, since all beliefs are related to the environ-
ment and not to a particular agent or agent role.

This methodology allows the identification of goals from patterns discovered by the
requirements analysis described textually. There is a set of guidelines that establish how
to identify positions, actions, and predicates. However, it is not possible to identify the
perceptions associated with a goal or how that goal becomes an intention.

The BDI ASP process [46] appeared to be promissor in its preliminary reading.
This process is entirely turned to BDI agents development, besides using as its basis the
use-cases production, a technique widely used both in the industry and academia.

Nevertheless, after an analysis of the process, we found errors that could compro-
mise this proposal. The first point is the use of the term intention as a synonym of plan.
We believe that this could compromise the support of the BDI model, since an intention
is usually related to one or more plans, but intentions and plans are not synonymous. In
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Table 6. Coverage of methodologies/processes regarding the BDI model support [58].

Methodology Belief Desire (Goal) Intention Not support

KAOS Extension [78] � �
JAAMAS [1] �
Patrizia Ribino [65] � � �
AGSIRA [53] �
GORMAS [6] �
ATABGE [70] �
RE4Gaia [12] �
Xu Huiying [44] � �
REG for AOSE [32] �
Extension GAIA [68] �
B-Tropos [19] �
JONGWON LEE [50] �
Prabhat Ranjan [66] �
SRAMO [52] �
Zhiqi Shen [74] �
SONIA [2] �
BDI ASP [46] � � �
Tropos [62] � � �
Cysneiros [57] � � �
Chiung-Hui [24] �
KAOS [8] �
PRACTIONIST [60] � � �
Murray [61] �
ASPECS [25] �
REF [18] �
Sen and Jain [72] �
Hsieh et al. [43] �
Sutcliffe [77] �
Agile Sen and Jain [71] �
CREWS-EVE [39] �
Cao et al. [55] �
HOMER [80] �
Wu et al. [81] �
Liu and Li [54] �
Mahmoud et al. [38] �
Ashamalla et al. [7] �
Consensus [13] �
Hilaire et al. [42] �
Gaur and Soni [33] �
Passos et al. [64] �
PLANT [79] �
Ronald et al. [69] �
aMIAC [30] �
GAIA [23] �
PASSI [27] �
INGENIAS-SCRUM [35] �
ADELFE [14] �
O-MaSE [29] � �
PROMETHEUS [63] � � �
MESSAGE [20] �
OSOAD [21] �
COMOMAS [34] � � �
MAS-COMMONKADS [45] � � �
MASSIVE [51] �
Total 8 43 11 11
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addition, the methodology uses what has been called “internal use cases” to represent
plans, desires, and beliefs, however, no adaptation of the use-cases diagram to represent
these concepts is presented, and this approach contains conceptual errors, such as the
representation of agents as use-cases.

Tropos [62] supports the BDI model through the i* framework. However, this frame-
work presents limitations in the coverage of this model. These limitations can be per-
ceived by the lack of a way to visualize when a goal becomes an intention and how
the beliefs affect the agents’ goals. In addition to the support provided by i*, Tropos
dedicates, in the design phase, a stage to BDI agents, however we have not analysed
this stage in depth because it belongs to the design phase and not to the requirements
engineering phase.

Cysneiros methodology [57], theoritically supports the BDI model since it uses
the i* framework. However, although it uses a framework containing concepts of BDI
agents, the work of Cysneiros does not state at any moment that it works with the BDI
model.

PRACTIONIST [60] is a goal-oriented methodology. However, unlike the other
goal-oriented methodologies found in this review, the authors of PRACTIONIST
describe its goals as goals of BDI agents.

PRACTIONIST is based on the BDI model, presenting total support for its use. As
an overview of the support to this model, we can highlight that the methodology cover
the following concepts: a set of perceptors that hear some relevant external stimuli (per-
ceptions); a set of beliefs that represent information the agent got about its internal state
and the external environment; a set of goals that the agent desire to achieve, represent-
ing the states or activities the agent would like to perform in the system, related to the
agent desires or intentions; a set of goals relation that the agent uses during the deliber-
ation and reasoning means-end process; a set of plans that are the means to achieve the
intentions; a set of actions the agent can execute to act in the environment; and a set of
effectors that really execute the actions.

However, although PRACTIONIST structure is adequate to the BDI model use,
the methodology has structural problems for its application. The main issue is that the
methodology seems to be more suitable for the design area, the only point that con-
tributed to include this methodology as suitable for requirements engineering is that the
authors understand that the methodology is useful for requirements analysis. Even so,
PRACTIONIST does not porvide a lifecycle for its requirements engineering and does
not detail how should be done the requirements analysis for BDI agents.

Prometheus [63] states to have full support for the BDI model, however, it does not
present in its models examples or explanations of how to apply the BDI model, leaving
open for interpretation by whoever applies the methodology. We considered it a risk, as
it can generate inconsistencies and even errors during the system development.

Even so, some concepts can be understood through Prometheus models, such as the
use of “data” to represent the beliefs. However, only data repositories are identified and
not the beliefs. Belief repositories are linked to the goals, which may result in conflict
since in a BDI agent view, beliefs contain the knowledge of an agent. Furthermore,
although goals are represented in the Prometheus models, it is not clear how they change
in intentions.
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Lastly, regarding CoMoMAS [34] and MAS-CommonKADS [45] methodologies,
we believe that they work with the same notation to represent the BDI model, since
both methodologies have their models derived from the CommonKADS language, a
conceptual language for modeling.

However, the MAS-CommonKADS methodology does not detail the use of the BDI
model, it only states that they support this model. Regarding the CoMoMAS method-
ology, it uses the BDI model to represent the system internal structure, using the con-
cepts of belief, goal, and intention (described through the plan model). Nevertheless, in
spite of the concepts seeming to follow a logic line of BDI agents, there are conceptual
errors in its approach. In this view, intentions do not appear to be originated from goals,
being represented practically as new goals. Furthermore, the example presented does
not detail how beliefs influence a goal to become an intention.

5.4 Gaps Found in This Review

In this subsection we will detail the gaps found in this review, aiming to answer the
fourth research question: “Which are the existing gaps in the methodologies that support
RE for MAS?”

We noticed that only three studies cover the validation sub-area in their RE cycle. It
demonstrates that the majority of the methodologies do not care with this phase that is
so important to the systems quality.

We also noticed that just one study covers the four sub-areas of RE in its cycle [14].
On the other hand, this study does not support the BDI model, what demonstrates a gap
and the need of the proposition of a methodology containing a requirements engineering
phase that supports the BDI model.

Regarding the BDI model coverage, we understand that the support to just 8 studies
from a total of 54 is a low number. Moreover, just two methodologies have as their
focus to cover this model ([46,65]) and none of them cover elicitation and validation,
what highlights a gap in the RE for MAS area.

Other point that we could identify as a neglect is that, among the methodologies
that support BDI, only the Tropos methodology [62] covers the requirements elicitation
and just the methodology proposed by Cysneiros [57] includes requirements valida-
tion. It demonstrates that most of the methodologies that support BDI focus on the
requirements analysis and specification and that, besides these areas, there is space to
be explored in the elicitation and validation areas.

We highlight in Table 7, which are the gaps of each study that fully supports the BDI
model. Although some studies partially support this model, such as allowing the goals
representation, they do not refer to the BDI model explicitly and we are only interested
in studies that fully support the features needed for the BDI model.

As can be seen in Table 7, of all the studies fully supporting the BDI model, only the
work of Cysneiros [57] covers the validation subarea, however it does not present any
specific technique for check the requirements. In this methodology it is mentioned only
that the artifacts should be validated, but without defining how this should be done.
It demonstrates that the validation subarea, so important for quality control, is being
neglected by the current methodologies.
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Table 7. Studies that fully support the BDI model and its gaps.

Methodology Gaps

Patrizia Ribino [65] • Does not cover the Elicitation, Analysis, and Validation subareas

• Does not allow specifying a communication pattern

• Does not allow specifying communication between agents or agents and external users

• Does not allow specifying in a clear way the goals associated with the agents

• Does not allows identifying when a goal becomes an intention

• Does not use a requirements specification standard

BDI ASP [46] • Does not cover the Elicitation, Specification, and Validation subareas

• Does not allow specifying when a goal becomes an intention

• The UML adaptation contains conceptual errors, such as applying use cases to represent agents

• Represents intentions and plans as synonyms

Tropos [62] • Does not cover the validation subarea

• Does not present any elicitation technique

• Does not allow specifying a communication pattern

• Does not allow specifying the kind of message sent between agents or agents and external users

• Does not provide resources to identify and model perceptions associated with agents

• Does not present any requirements elicitation technique

• Does not use any requirements specification standard

• Does not allow specifying when a goal becomes an intention

Cysneiros and Yu [57] • Does not present any requirements validation technique

• Does not allow specifying a communication pattern

• Does not allow specifying communication between agents or agents and external users

• Does not cover the elicitation subarea

• Does not use any requirements specification standard

PRACTIONIST [60] • Does not cover the Elicitation and Validation subareas

• Does not allow specifying a communication pattern

• Does not allow specifying communication between agents or agents and external users

• Does not use any requirements specification standard

• Does not concretely present the requirements engineering subareas.

Prometheus [63] • Does not cover the Elicitation, Specification, and Validation subareas

• Does not show how to apply the BDI model in its structure

• Does not allow specifying when a goal becomes an intention

CoMoMAS [34] • Does not cover the Elicitation, Specification, and Validation subareas

• Does not allow specifying when a goal becomes an intention

MAS-CommonKADS [45] • Does not cover the Elicitation and Validation subareas

• Does not allow specifying a communication pattern

• Does not allow specifying communication between agents or agents and external users

• Does not provide resources to identify and model perceptions associated with agents

• Does not use any requirements specification standard

• Does not allow specifying when a goal becomes an intention

Another point that can be highlighted is that from these studies only the Tropos
[62] methodology covers the requirements elicitation subarea, however, Tropos does
not present any technique for capturing specific requirements for multiagent systems,
such as those necessary to apply the BDI model.

Furthermore, the studies presented by Ribino [65], Tropos [62], Cysneiros [57],
PRACTIONIST [60], and MAS-CommonKADS [45] despite covering the requirements
specification subarea, they do not adopt a specification standard. Whereas, accord-
ing Alsanad [3] due to the general complexity of requirements specification docu-
ments, software stakeholders tend not to use them efficiently, therefore, according to
Boyarchuk [16], during requirements formation and formulation, it is important to fol-
low the standards that rule the software development process. Moreover, the adoption
of a specification standard establishes what information about requirements must be
collected and how this information must be organized and structured in documents.
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6 Threats to Validity

During the planning and execution of this review, some factors were characterized as
threats to the research validity. The potential threats are discussed to orient the interpre-
tation of this work:

1. Construct Validity: The reliability of the search string defined to select relevant
works can be a threat to the construct. To minimize this threat the string was cali-
brated with the execution of several tests and the area expert was consulted about
the most used terms.

2. Internal Validity: A possible threat could have arisen from the individual interpre-
tation of each researcher, something that could have led to the exclusion of rele-
vant studies. To minimize this threat, the protocol of this review was strictly fol-
lowed, considering mainly the inclusion and exclusion criteria. When necessary, a
researcher with experience in this area was consulted to reach a consensus about the
acceptance of the identified studies.

3. External Validity: Another possible threat is that some studies could not have been
found because it does not contain keywords defined in the search string. To min-
imize this threat, the book “Handbook on Agent-Oriented Design Processes” [26]
was used as research source and some classical papers were manually selected by
a specialist in the area. To complement the research we performed a manual search
in the methodologies found aiming to ensure the use of studies with the most recent
version.

4. Coverage Validity: Regarding the possible papers that were not captured by our
String, we intend, as a future work, to apply the snowballing technique trying to
find more relevant papers. Another issue is that the snowballing technique can allow
us to find more papers about the analysed methodologies, since in this analysis we
focused only on the last paper of each methodology and this practice may not fully
guarantee a complete coverage of the methodology.

5. Conclusion Validity: In spite of following a systematic protocol, systematic reviews
are subject to human error, especially in the data extraction from papers. To mitigate
this threat, the data extraction was performed by two independent researchers fol-
lowing the strategy defined in Subsect. 4.7 and, in case of divergences, a specialist
in the area was consulted.

7 Insights for Future Works

Based on this systematic literature review, we found some gaps that could become future
research. Among these gaps, we highlight two of them that are already being addressed
in our research group: I) the need to propose requirements engineering processes for the
context of multi-agent systems that cover the four sub-areas of requirements engineer-
ing and support the resources needed to the BDI model, as none of the 54 processes ana-
lyzed in this review actually support these characteristics, which shows a good research
opportunity; and II) the need to propose techniques related to the four sub-areas of
requirements engineering, especially where the main gaps were found, such as require-
ments elicitation, specification and validation.
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Thus, in the elicitation subarea, we believe it is necessary to develop techniques
to obtain requirements related to the BDI model which we have not found. Regarding
direct contact with the stakeholders, we found only Homer [80] technique address-
ing this issue, however Homer presents limitations that need to be addressed in future
works.

Regarding the studies that support the specification subarea, none of them adopt a
specification standard that establishes how the requirements needed for the BDI model
must be organized and documented. Therefore, it is necessary to propose or adopt a
standard to document the collected and analysed requirements. Furthermore, this stan-
dard should allow describing not only the requirements associated with agents, but also
the requirements describing functionalites accessed by normal users.

Finally, these documents must be verified using appropriate techniques to ensure
their quality. However, none of the studies returned in our systematic review presented
a validation subarea in a consistent way and none of them presented a specific technique
for verifying the documented requirements.

8 Conclusions and Future Works

Our original systematic review published in [58], aimed to answer research questions
about which methodologies for multiagent systems support the requirements engineer-
ing lifecycle, what is the level of coverage of the requirements engineering subareas of
these methodologies and which of them have focus on the BDI model. Our study has
categorized the studies directly related to the research theme and revealed new possi-
bilities of scientific research in this area.

In that work, we presented 54 studies that support at least one of the subareas of
requirements engineering, somehow adapted or applied in the multiagent systems con-
text. Among these studies we noticed that only 8 methodologies support the features
needed to the BDI model. However, we have not discussed in depth these methodolo-
gies due to lack of space.

Thus, this new study aimed to detail the support of these methodologies regard-
ing the BDI model, as well as to discuss the gaps found in these studies. Regarding
the elicitation subarea, we noticed that only the Homer methodology [80] presented a
new way to elicit requirements from the direct contact with the stakeholders. However
Homer does not support requirements related to the BDI model. Therefore, we realized
the need of proposing a technique to elicit requirements related to systems based on the
BDI model.

Another gap found is related to the requirements specification subarea, consider-
ing that no study uses a specification standard. Lastly, analysing the studies supporting
the BDI model, we noticed that only the work of Cysneiros [57] covers the validation
subarea, but it does not present any specific technique for requirements verification.
Thus, we concluded that further studies are need to create a requirements specifica-
tion standard for multi-agent systems, as well as, to develop a verification technique
to ensure that the requirements documented in this standard are correct, consistent and
non-ambiguous.

Based on the data synthesis from the retrieved studies and their gaps, we are cur-
rently proposing a requirements engineering process for multiagent systems covering
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the subareas of elicitation, analysis, specification, and validation. Furthermore, this pro-
cess is based on the notation proposed in the Multi-Agent Systems Requirements Mod-
eling Language (MASRML) [37] that aims to support the BDI model.

This requirement engineering process will contain a elicitation technique and a ver-
ification technique both specific for multiagent systems based on the BDI model. More-
over, the requirements specification will follow an internationally recognized standard
extended to the multiagent systems context. All these works are already in development
in our research group.
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Abstract. The use of multi-agent systems for the implementation and manage-
ment of data-intensive workflows is generally considered a particularly interest-
ing solution. We propose an approach that exploits the definition of processes
described with the BPMN language for the automatic generation of agent organ-
isations. To demonstrate the use of our approach, we chose the JaCaMo agent
framework for its inherent support of agent organisations described with the
MOISE meta-model. The resulting agent organization is built for adapting to dif-
ferent execution context, by self-modifying its structural and functional specifi-
cation for continuing to fulfil the BP goal.

Keywords: Multi-agent organization · Business process · Dynamic workflow

1 Introduction

Traditionally, Business Process (BP) languages are defined to describe static processes
as composition of atomic services that may be enacted in centralized or distributed envi-
ronment [22]. Recently, enterprises yield to redesign their information and process man-
agement systems to implement advanced features such as adaptation ability [10,13].
When exceptions may be anticipated, instruments like BPMN allows catching them as
special events leading to pre-defined deviations. Other exceptions cannot be anticipated,
and therefore it is difficult to incorporate their management inside the specification.
These situations fall apart in a mismatch between the real processes and the software
counterpart [16]. A taxonomy of motivations for facing dynamic workflows is provided
in [11].

This work aims to increase the agility and flexibility of workflow enactment. A
promising direction is to use multiagent systems [3,4,23]. This is an alliance, very fre-
quent in literature, in which the enactment of workflows takes great benefits from dis-
tinctive agent features like distribution, adaptation, and smartness. The proposed app-
roach consists in providing an automated and flexible support based on agent organiza-
tions. The challenge is that of coordinating heterogeneous, autonomous agents, whose
internal designs could not be fully known a-priori.

In [20] we already presented an automatic support to goal extraction from BPs,
in [6] we illustrated how to map agent-based adaptive workflow to business process
goals. The current paper is an extension of these couple of previous works by entering
into the details of the algorithm to automatically generate the agent organization.
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To this aim, we selected JaCaMo [1] as an agent framework for implementing our
ideas. It is composed of three different components: Jason [2] (a BDI [15] agent lan-
guage), CArtAgo [17] (a Java-based language for describing the environment), and
MOISE [12] (an XML language for describing agent organizations).

In our approach we suppose the process is specified via BPMN [5], a de-facto stan-
dard for specifying workflows. More in details, we specify the workflow together with
all the artifacts used and exchanged during the process. We use theories from [20] for
automatically translating BPMN specifications into a list of goals. The advantage is that
goals allow for breaking the rules: whereas sequence flows specify the precise order in
which services are invoked, goals can relax strict constraints, widening the space for
adaptation [19]. In addition, we propose the use of workflow enactment as a tool for
cooperative problem-solving. To this aim we suppose to have a multiagent systems in
which agents are service providers whose contribution to the goal is orchestrated by the
workflow itself [8].

This paper builds over the previous work [8] adding some novelties. The main con-
tribution is to tie up business goals [20] to the automatic definition of social organisa-
tions for agents. Here we give the complete framework to automatically generate social
organisations for enacting the workflow. Generated workflows have self-adaptation abil-
ities, i.e., if the system owns many alternative services, then the organization is able to
switch among several alternate solutions to address the same set of goals.

The paper is structured as follows: Sect. 2 presents a running example that motivates
the remaining sections. Section 3 presents an overview of the approach by describing its
components. Section 4 enters into the details of the transformation algorithm. Finally,
conclusions and future works are sketched in Sect. 5.

2 A Running Example

The Business Process Model and Notation (BPMN) [5] is a de-facto standard for busi-
ness analysts to model a process. It contains a very metamodel-model and an expressive
notation for representing business processes of diverse nature. The graphical notation
allows several modelling perspectives [5]; this paper focuses on the collaboration dia-
gram (similar to an activity diagram), in which a process is described by means of five
categories of objects: activities, events, messages, data objects, and many kinds of gate-
ways. Every participant (each one depicted in a different Swimlane) owns a different
flow of activities. Coordination among participant occurs via message flows.

This paper uses the email-voting business process, available in [14] as running
example. It is a good choice because it is an articulated process which aim is medi-
ating and coordinating remote voting members in resolving issues. Moreover, in this
process, data and messages are explicitly represented, that is a necessary requirement
for obtaining significant result with the presented approach. The original process is
represented with more than 20 tasks, organized in several subprocesses; for reasons of
readability, a compact version of the workflow is shown in Fig. 1). Its functioning is
briefly summarized as follows: a manager prepares the issue list for a discussion; all
participants propose solutions via email. After one week, the discussion is closed with
a voting session and the manager communicates results. If the issue has not been solved,
then a new discussion cycle starts.
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Fig. 1. A compact version of the voting-by-email process, modified from [14].

Let us suppose that, given this high-level specification of the process, developers
have created a set of web services for enacting the corresponding workflow. The execu-
tion involves several automatic and manual tasks. Automatic tasks should be performed
through the invocation of web services, whereas manual tasks must be designed for
supporting humans with appropriate automations. An example of a service task is the
Check Calendar for Conference that accesses the user’s digital agenda for discovering
free time slots for allocating a meeting. Conversely, Moderate Conference is a manual
task in which the issue manager uses digital instruments for conducting a conference
meeting. According to available services, different workflows could address the busi-
ness process of Fig. 1. We can classify these concrete workflows in two categories: 1)
same workflow structure but employing services from different providers, 2) different
workflow structure where differences reflect the use of diverse services (e.g., smaller
services that must be composed, or a similar service with a different set of output con-
ditions).

In any case, the workflow management must be ready to deal with potential
points of failure: a web-service could be temporarily unavailable, or it may produce
wrong/incomplete results. Moreover, given the presence of humans in the loop, a pro-
cess may fail because of a human’s delay/failure. To cope with situations like these,
agent organizations represent a promising approach for dynamic workflow manage-
ment because they are able to adapt their behaviour at run-time. In the worst cases, the
use of a dynamic workflow management could modify the whole workflow structure at
run-time to continue to pursue business goals.

In this paper we exploit automatically extracted goals and awareness of available
resources in order to automatically generate an agent organization for workflow man-
agement. The three ingredients of the proposed approach are agents, organizations,
and goals. Agents encapsulate workflow tasks, providing the advantage of autonomous
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decision-making, easiness in distribution, and, optionally, the ability to maintain a state
and learn from previous cases. Organizations represent the interaction mechanism for
composing the workflow as a sum of services, with the additional advantage of acting
under a customizable normative background. Goals are the instrument for binding orga-
nizational rules (for formation and adaptation) to the initial BP definition. These goals
are automatically derived from the BPMN specification and capture the nature of depen-
dencies between states of the system. Providing the workflow as goals (rather than as
BPMN specification) allows relaxing some strong relationships imposed by sequence-
flows, and providing the workflow management engine with a higher degree of freedom
in defining (at run-time) the flow of activities.

3 From Business Process Models to Agent Organizations

This section provides the basis for automatically generating the specification of an agent
organization that is suitable for the workflow management. The first step is giving an
intuition of how to extract goals from BPMN specifications. The second step is mapping
extracted goals to an agent organization. Additional details on this latter part are in
Sect. 4.

3.1 Ontology and Goals from a Business Process

Extracting goals from the BPMN specification is a two-step process. First an ontology
is defined to represent conditions on the state of the world that constitute the basis for
goal expressions, finally goals are extracted from the business process.

Ontology Extraction. A semantic approach requires a vocabulary of terms that may
be usefully employed to specify a part of the world where the agents live (typically
expressed as fluents in a predicate logic), and the actions that can be done in it (that
implement BPMN tasks). The ontology extraction automatically generates a primordial
ontology that is implicitly embedded in a workflow structure.

As an example we could consider picking ontological concepts from Data Object
labels, whereas Data Object’s states could generate predicates. Similarly, a Data type
(associated to a work-item) could produce a IS-A relationship.

– available(〈Data〉) describes the availability of a given input/output artifact;
– received(〈Message〉, 〈Actor〉) when a message incomes from a participant;
– done(〈Activity〉) when an activity has been completed with success.

Goal Extraction. The preliminary ontological base makes us ready for identifying the
goals that are hidden in a BPMN process. Goal extraction relies on [20] that provides
the theoretical background we assume in this work.

It is worth noting the goals we are looking at, are actually implicit goals, that means
they are operative elements describing functional aspects of a traditional workflow def-
inition in terms of conditions and desired states of the world. The key of the approach
is to consider the elements of a BP as ‘transition enablers’ that produce changes in the
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current state of the world. In other words, every element in a BP (activities, events, and
gateways) contributes to the state evolution desired by the workflow enactment.

The goal extraction grounds on the assumption that a goal change is due to the bal-
ance of two forces: internal factors (what is the intended contribution of the element?)
and external relationships (how is the element connected to other ones?).

Leaving apart the raw theory, the interested reader may read in [20], here we limit
ourself to show and discuss an example.
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issue votes

x

x Discussion

issue list
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Fig. 2. Predecessors and successors of the Announce Issues for Discussion task, revised from [8].

Figure 2 shows an excerpt from a complex email-voting process. In particular, we
focus on the Announce Issues for Discussion task and its relationships with predeces-
sors and successors (two predecessors tasks are joined through an exclusive gateway).
Looking only at the target task (as it was isolated from the diagram), we observe that the
expected input/output conditions related to the input data are issue list[initial], and the
output data issue list[in discussion], while the outgoing message is: issue management.
The results are summarized in the following:

⎧
⎪⎨

⎪⎩

data in(e) = initial(issue list)
data out(e) = in discussion(issue votes)
mess in(e) = sent(issue announc,member)

However, reconnecting the element into the diagram, we discover that Announce
Issues for Discussion is ready for execution when the following condition holds:

initial(issue list) ⊕ (sent(vote results) ∧ final(issue votes) ∧ ¬majority(issue votes))

where the ⊕ derives from the exclusive gateways. Finally, after its execution, for the
workflow to proceed, the state must include in discussion(issue list).

Therefore, combining internal and external factors, this analysis makes an implicit
goal emerging:
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GOAL: Announce Issues for Discussion

WHEN:
(((final(issue_votes) and sent(vote_results))
and not majority(issue_votes))
xor initial(issue_list))

THE SYSTEM SHALL:
in_discussion(issue_list)
and sent(issue_announcement)

In the subsection, we will discuss how to map goals to the agents that will pursue
them and how to build the proper organization for agents.

3.2 Mapping Goals to Agents via Organization

There is a huge literature about the use of agents for implementing flexible workflows.
The use of agents allows for modularizing tasks spread over different software com-
ponents that are opaque and independent of each other. One of the most interesting
challenges in this area is the relationship between agent autonomy and the constraints
of the rigid rules of a workflow. It may result that an agent, employed into workflow
enactment, looses some degree of freedom, with a negative impact over the whole agent
paradigm.

The organization metaphor has been introduced in MAS research to face the inher-
ent need of coordination among autonomous agents. Agent organizations represent a
natural way of decomposing complex business goals into simpler sub-tasks and allo-
cating them to agents. By entering an organization, agents acquire responsibilities and
operate in a distributed, coordinated and regulated fashion.

In our work, the organization is viewed as a normative set of rules that constrains
the agents’ behaviour while preserving their autonomy. When an agent enters an orga-
nization, it becomes part of a network of delegation and mutual obligations. Looking at
the single agent, it is the concept of role that mediates about agent autonomy and con-
strain their possibilities. The agent autonomy is preserved, since they can even decide
not to satisfy an obligation.

For realizing our agent organizations, we adopted the MOISE [12] model prescrib-
ing an organization must encompass a functional, a structural, and a normative perspec-
tive. We selected MOISE because of its well-defined metamodel, grounding on a sound
theory; moreover, it is fully integrated with a framework for BDI agents (JaCaMo) that
amplifies its usability in many real contexts.

Part of the contribution of this work is mapping BPMN and implicit goals (as they
appear in [20]) into concepts of the MOISE metamodel. For building the basis of this
task, the most significant MOISE elements are briefly described below:

– Organization: cooperative collection of agents’ roles described through structural,
functional and normative perspectives.

– Role/Group: a role is a holder of responsibility whereas a group is the structural
definition of the organization in terms of roles and links among roles. In practice, a
group defines a cluster of related responsibilities (links specify how roles interact).
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– Goal/Plan: in MOISE, goals are the means for decomposing group responsibilities
into affordable pieces of work. Goal specification uses plans to decompose the effort
into sub-goals. Plans are decomposition operators (sequence, parallel, choice). We
specialize the concept of goal in two directions: a Collective Goal addresses a goal
associated to a group of distinct roles, besides an Individual Goal is individually
assigned to a single agent’s role.

– Scheme: it provides the functional specification of a group’s objective. It is further
refined into sub-goals, and sub-plans down to the level of granularity of implicit
goals.

– Mission: links implicit goals to the roles that are responsible for their fulfilment.
– Norms: obligations and permissions that hold in the organization.
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Fig. 3. The metamodel implicitly adopted in extracting goal-oriented solutions from BPMNwork-
flows, revised from [8].

Figure 3 shows the metamodel implicitly adopted in [20] that combines elements of
BPMN and elements of a goal-oriented self-adaptive framework. In the following, we
describe these elements and how they map into MOISE concepts (see Fig. 3):

– BPMNWorkflow: this is the BPMN representation of the target workflow, composed
by activities, events, gateways and flow relationships. In this work we are omitting
a few advanced elements such as swimlanes and sub-processes. A workflow natu-
rally maps to an agent organization. In the mapping, each group is responsible for
enacting a process (or even a sub-process). Each group is connected to a scheme
describing the overall process goal.

– BPMN Activity: a portion of work to be done. Each workflow activity directly maps
into the role that will perform that. However, the same role may gather more activi-
ties.
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– Implicit Goal: defined as <tc, fs> where tc is a triggering condition and fs is a final
state. They are automatically extracted by the workflow, according to the generated
ontology. Individual goals directly map into the generated implicit goals.

– Agent’s Capability and Yellow Pages: a capability represents the agent’s awareness
about its available skills for solving concrete problems. In some cases, it represents
a wrapper to an external service. By looking at its own capabilities, the agent may
decide if entering the organization for playing a specific role or not (a match between
the agent’s capabilities and the tasks assigned to the role is required). Yellow pages
are a public directory of the available capabilities provided by the agents populating
the system. The directory may be dynamically updated, and it is consulted when
generating new plans.

– Concrete Plan: often single capabilities are not enough to address complex dis-
tributed problems. To this aim, we adopt the Proactive Means-eng Reasoning (PMR)
algorithm [18] to produce plans that can address the desired states of the world.
In this approach, plans are cooperation protocols provided as flows of capabilities,
decision points and loops. Given a goal, zero-to-many plans may exist, each one with
different performances and quality of service according to the capabilities employed
in that. In the mapping, a concrete plan is rendered as a MOISE Schema (Fig. 4).
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Fig. 4. The proposed mapping among Solutions and MOISE organisation metamodel elements,
revised from [8].
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3.3 The BPMN2MOISE Tool

We developed a tool, BPMN2MOISE, for generating the organization starting from the
BPMN specification of a workflow. Coherently with the above reported discussion, the
tool has been designed for supporting the MOISE specifications (Fig. 5).
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MONITOR
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Fig. 5. Architecture of the tool for automatic generation of MOISE organizations for workflow
enactment.

The BPMN2GOALmodule1 integrates the Ontology Extractor algorithm, and it gen-
erates implicit goals by inspecting BPMN elements and their relationships according to
[20]. The output is a list of goal tuples <tc, fs>.

The PMR module2 implements a space exploration algorithm suitable for workflow
generation. It has been introduced in [18] and largely described in [19,21].

The SOL2MOISE module is responsible for integrating all the elements (generated
goals, available agents’ capabilities and observed current state) into a set of operational
MOISE specifications according to the XML template shown in Fig. 6. This component
is developed in Scala that easily allows to implement XML translation rules as func-
tional programming. Indeed, Fig. 6 shows a basic XML tree, where XML-elements are
defined by invoking user-defined generator functions. A generator-function is a func-
tion that receives an input and returns an XML sub-tree as its output [7]. The output of
these functions is amalgamated into the XML structure shown in the figure.

4 The Automatic Definition of Organizations

This section provides details about the overall process for generating agent organiza-
tions.

This section presupposes the availability of three elements: implicit goals (automat-
ically derived from workflow specifications), Solutions (workflows of services, gener-
ated by the planner) and capabilities (registered at run-time in the Yellow Pages).

1 Available online at: http://aose.pa.icar.cnr.it:8080/BPMN2Goal/.
2 Source code is available online at: https://github.com/icar-aose/musa 2 scala.

http://aose.pa.icar.cnr.it:8080/BPMN2Goal/
https://github.com/icar-aose/musa_2_scala
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Fig. 6. Tree decomposition of the algorithm for generating the MOISE organization.

4.1 Heuristic for the Structural Specification: Roles and Groups

MOISE structural-specification includes two compartments: role-definition and group-
specification.

The role-definition compartment describes roles (with the meaning of holders of
responsibility) and inheritance relationships among them. The semantic of inheritance
is quite straightforward: when a sub-role is a specialization of a super-role, it owns all
the responsibilities of the super-role while adding other specific ones. In our implemen-
tation, we set a default abstract Worker role. All the other roles are a specialization of
the Worker role. Therefore, the heuristic grounds on the idea that roles of these organi-
zations are responsible for providing services embedded in the various Solutions. This
implies generating one role for each service in one of the Solutions.

The “role definition rule” is shown in the following Scala function:

def apply_rule__role_def(yp:List[ServiceDescr]): Elem = {
<role-definitions>

{yp.map(service => // implicit function
<role id={service.id + "_role"}>

<extends role="worker"/>
</role>
)}

</role-definitions>
}

This excerpt of code is a procedure (it starts with a def keyword) that receives a list
of ServiceDescr (agent capabilities registered in the system Yellow Pages) as an input;
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it returns an XML Elem (i.e. an object representing an XML tree). The Scala language
deals with XML structures in a very natural way, by providing many operators for
facilitating reading, writing and element compositions. This simple example defines an
XML tree by composing the root element (i.e. role-definitions) with inner elements that
are dynamically generated by invoking the implicit function (defined between brackets).
In this case, children role elements are generated by looking at the list of services (each
item in the yp parameter is mapped to a new role sub-element). In a recursive fashion,
here the role id attribute is obtained by invoking another implicit function that generates
a unique identifier.

The group-specification compartment includes from one to many groups. Each
group is a collection of roles that agents must play for the group to be considered well-
formed. In the scope of a group, the specification may also include a set of links between
roles (link types are: acquaintance, communication, or authority) specifying the kind of
relationship is admitted between playing agents.

The heuristic prescribes one group is created per each Solution (actually we are talk-
ing of subgroups of an abstract root group). Each group only contains roles suitable for
the Solution it is devoted to enact. To generate the link relationship it is necessary to
study the structure of the Solution. As we described above, it is a workflow of services:
when services are ordered in a sequence, then a communication link connects the corre-
sponding roles (in this way, each role may communicate to the following one when its
work is done, together with any relevant data). When services are in parallel, a special
role for synchronization is necessary (we associate this special role to the Join element).

The following procedure generates the group specification corresponding to a Solu-
tion.

def apply_rule__group_specification(sol: Solution): Elem = {
<group-specification id={get_group_id} min="0">
{apply_rule__group_roles(sol) ++ apply_rule__group_links(sol)}
</group-specification>

}
def apply_rule__group_roles(s: Solution): Elem = {

<roles>
<role id="manager" min="1" max="1"/>
{solution.wftasks.map(capability =>

<role id={capability.id + "_role"} min="1" max="1"/>
)}

</roles>
}
def apply_rule__group_links(s: Solution): Elem = {

<links>
<link from="manager" to="worker" type="authority"
extends-subgroups="false" bi-dir="false"
scope="intra-group"/>
<link from="worker" to="manager" type="acquaintance"
extends-subgroups="false" bi-dir="false"
scope="intra-group"/>
++ apply_rule__dynamic_link_generator(s)

</links>
}
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The first procedure returns a ‘group-specification’ by concatenating (the ++ opera-
tor) the results of two sub-procedures. The first one is for generating roles admitted to
the group; it maps services of the target Solutions to a corresponding role. The second
procedure generates links among the roles; the first couple of links is static (from man-
ager to worker and vice versa), whereas the second part id dynamically generated by
appending the result of a sub-procedures that inspects the structure of the Solution.

4.2 Heuristic for the Functional Specification: Goals and Plans

MOISE functional-specification is done by specifying a set of schemes. Each scheme
includes missions, a root goal and its decomposition in sub-plans. Moreover, a goal is
specified by an id, a type (either achievement or maintenance), a cardinality and a time
to fulfil. A plan is specified for decomposing a goal into sub-goals; a plan is declared
with a type (sequence, choice, or parallel) that specifies how the super-goal relates to
its sub-goals.

One scheme is defined per each Solution. The overall business goal of the workflow
is the root goal. Being generally abstract and collective, this goal requires a decompo-
sition. The heuristic for deriving the decomposition tree is the core of the functional
specification. It works by looking at the Solution and implicit goals. The structure of
the Solution provides three workflow patterns (respectively sequence, exclusive choice
and structured cycle) that map to the three types of plan. Finally, implicit goals repre-
sent the exit cases of the goal decomposition, being mapped one-to-one with the Indi-
vidual Goals that are leaf goals of the schema. Individual goals are always marked as
achievement goals and their final state derives from the corresponding implicit goal.
This procedure is shown in the following Scala code:

def apply_rule__scheme(s: Solution): Elem = {
val sol_tree = new SolutionPattern(s)
val opt_tree: Option[WorkflowPattern] = sol_tree.get_tree

if (opt_tree.isDefined) {
val tree : WorkflowPattern = opt_tree.get
val capabilities = get_solution_capabilities(s)
val scheme_id = get_scheme_id

<scheme id={scheme_id}>
{
apply_rule__plan(tree)++
capabilities.map(c=>apply_rule__mission(c))
}
</scheme>

} else {
<scheme id={get_scheme_id}>
</scheme>

}
}
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The procedure translates the workflow graph into a tree structure (that we call Solu-
tionPattern tree), i.e. a decomposition tree ruled by basic workflow patterns [9]. In the
specific, the algorithm exploits the control-flow perspective of the solution in order to
identify three basic constructs: Sequence patterns, Choice patterns, Loop patterns.

Sequence Pattern: a ‘sequence’ models consecutive steps in a workflow. Activities A, B,
C represent a sequence if the execution of B is enabled after the completion of A, and,
the execution of C is enabled after the completion of B. Identification: the translation
algorithm supposes the sequence is the default strategy for implementing a workflow
when gateways are not present.

Exclusive Choice Pattern: a point in the workflow where the control may pass to one
among several branches, depending on the evaluation of a condition. Identification:
the translation algorithm supposes a split exclusive gateway starts an Exclusive Choice
pattern. Branches are identified as possible sequences that terminates either with the
same join exclusive gateway (Simple Merge pattern) or an end event.

Structured Cycle Pattern: a point in the workflow where one or more activities can be
executed repeatedly. Identification: the translation algorithm supposes a join exclusive
gateway possibly begins a loop, whereas it contains a ’before check’ sequence of activ-
ities until a split exclusive gateway that provides at least one exit condition, and a loop
condition that begins one or more ’after check’ sequences that rolling back to the first
split gateway.

If the conversion towards a SolutionPattern tree successes, then the schema XML
element is built by adding the goal tree element (apply rule plan sub-procedure).

In MOISE, each Mission cluster several goals, therefore the agent adopting that
mission must commit to all of them. We do not have any specific constraint on how
roles and goals relates, so we prefer to adopt a one-to-one mapping: one mission
for each individual goal. In the previous source code, this mapping appears in the
apply rule mission sub-procedure.

4.3 Heuristic for the Normative Specification

In MOISE, the agent playing a role must explicitly commit to a mission before starting
to address the corresponding goals. Commitment is ruled by the normative specifica-
tion. When a role is tie up to a mission, the designer specifies a norm (either obligation
or permission) plus a temporal deadline. A permission link states that the involved role
is allowed to commit itself to the related mission and to complete the task within a time
constraint. Conversely, an obligation states the role ought to commit itself to the related
mission with the specified temporal constraint.

So far, the heuristic simply produces a norm for each couple (role-mission) that
derives from the same capability. This way, roles are related to their corresponding
mission by means of an obligation norm.

Figure 7 summarizes the three perspectives of a MOISE specification for the pro-
posed case study. At the bottom, a package describes the structural specification (related
to one possible Solution). Above, another package shows a MOISE functional schema
representing how the root goal is decomposed in a goal hierarchy. Norms connect the
structural and the functional views, by adding obligations between roles and missions.
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Fig. 7.MOISE organisation schemes and groups for the proposed case study.

5 Conclusions

This paper has presented an automated approach for generating agent organizations for
enabling the adaptive execution of a business process. The main steps of the approach
are: 1) the automatic generation of goals from the BPMN process, 2) the mapping of
goals and service-oriented solutions into schemes of the agent organization, 3) the run-
time schema selection according to performance criteria or to overcome a failure (future
work). The use of goals relaxes the strict BPMN constraints, thus finding many possible
executable workflow for the same business process. This has the advantage of automat-
ically switching among alternative organizational solutions for pursuing the business
goal. Therefore, the availability of different organization’s schemes allows selecting
alternate goal decomposition trees and set of missions that better suite for the problem
at hand.
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Abstract. Reducing the information revealed by agents is an impor-
tant requirement in multiagent systems. Privacy preservation has been
studied in several research areas including automated negotiating agents
and Distributed Constraint Optimization Problems (DCOPs). Although
one of recent approaches for privacy preservation is applying secure com-
putation to negotiation process, publishing some information during the
negotiation is necessary in the cases where agents should evaluate the rea-
son of their agreement. We propose a negotiation framework consisting
of two types of Asymmetric Multi-Objective DCOPs that are repeatedly
solved to gradually publish the utility values of agents until an agree-
ment is reached. One problem defines the selection of utility values that
are gradually published by agents while another is the problem consist of
the published utility values and related assignments to variables. With
the general formalization of DCOPs, there are opportunities to represent
several classes of negotiation problems. We define several constraints for
heuristic strategies that choose the utility values to be published in the
next negotiation step. The criterion of social welfare to consider the
multiple objectives among individual agents are also introduced. More-
over, we apply two additional preprocessing methods to adjust the util-
ities among agents by transferring some amount of utility values and to
reduce the complexity of the original problem by approximating several
relationships of agent pairs. We experimentally evaluate the effect and
influence of our proposed approaches including the heuristics to select the
published utility information and the additional preprocessing methods.

Keywords: Privacy · Decentralized problem solving · Asymmetric
constraint optimization · Multi-objective · Social welfare ·
Negotiation · Multiagent system

1 Introduction

Information revealed by agents is critical in cooperative problem solving and
negotiation in multi-agent systems. Research in automated negotiation agents [5]
and distributed constraint optimization problems [2,20] addresses the privacy of
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agents. Although several studies employ secure computation that completely
restricts access to the information in solution processes [4,6,17,18], a part of
the information is necessary so that agents can understand the situation of an
agreement.

We focus on a cooperation approach based on a class of asymmetric constraint
optimization problems [3] that represents the situation where agents have dif-
ferent individual utility functions [10,11,15]. This problem can be extended as
the basis of a negotiation framework that publishes/reveals the selected partial
information of constraints and solves problems with published information. An
advantage of the approach, which is based on constraint optimization problems,
is its ability to formalize general problems.

In a previous work [8], we presented a solution framework that consists of
asymmetric constraint optimization problems with the publication of private
utility values and a centralized local search method as a mediator. With the
approach, agents gradually reveal their information until they agree on the first
globally consistent solution. Although the agents locally select utility values to be
published by considering the information from the mediator, the published utility
values of individual agents are globally aggregated with a traditional summation
operator in the optimization process based on the published information.

However, there are opportunities for designing decentralized frameworks
without central nodes. In addition, for the problems that consider the utilities
and the cost values of the published information for individual agents, the crite-
ria of multiple objectives should be employed. For this class of negotiation, we
address to apply decentralized constraint optimization with multiple objectives
for individual agents [10].

For problem settings that resemble the previous study, we apply a decen-
tralized framework where agents iteratively negotiate and gradually publish the
information of their utilities that are employed to determine a solution of a
constraint optimization problem among the agents. The proposed framework
incrementally publishes the utility values in constraints for agents to restrict the
revealed information and solves the problems with only the published informa-
tion until a termination condition of the negotiation process.

In recent study, distributed constraint optimization problems with cost values
to obtain the information of objective functions was proposed [19]. The study
addresses an extended class of fundamental distributed constraint optimization
problems and assumes that the cost values to retrieve the information can be
directly evaluated in the solution process. We focus on the formalization and
solution methods based on asymmetric multi-objective constraint optimization
approach for preferences of individual agents to design a negotiation framework.

In our framework, we represent two problems to select the newly published
information of utility values and to find the optimal solution based on the pub-
lished utility values as decentralized asymmetric multi-objective constraint opti-
mization problems. We investigate opportunities to design constraints that define
the simple strategies of agents to determine the utility values to be published.
For the objectives of individual agents, we also apply several social welfare func-
tions. In addition, we apply several preprocessing methods to reduce complex-
ity of problems and to trade utility between agents. Our experimental results
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Fig. 1. Asymmetric multi-objective DCOP with publication cost [8,9].

demonstrate the influence and effect of criteria to select published information
of constraint.

The following are our contributions: (1) the fundamental design of a negoti-
ation framework that applies a decentralized constraint optimization approach
with criteria for multiple objectives among individual agents; (2) an investiga-
tion of the composite constraints of the fundamental strategies to determine
newly published utility values; (3) application of several preprocessing tech-
niques, including the approximation of problems to reduce the combination of
assignments; and (4) an experimental investigation on the influences different
settings of utility and corresponding cost valuers for published information.

This paper is an extended version of a previous work [9]. We improved its
description, applied several preprocessing methods to modify the original prob-
lem, and presented additional experimental results.

The rest of the paper is organized as follows. In the next section, we present the
background of our study, including the problem definitions, the optimization cri-
teria, and the basis of the solution methods by referring previous studies. Then we
present a framework with complete decentralized constraint optimization meth-
ods that iterates the rounds of the negotiation process to gradually publish utility
values by considering the publication cost in Sect. 3. We also present several addi-
tional preprocessing methods to modify the original problem for approximation
and trade among agents in Sect. 4. We experimentally investigate the proposed
approach in Sect. 5, address discussions in Sect. 6, and conclude in Sect. 7.

2 Background

2.1 Asymmetric Constraint Optimization Problem with Cost of
Private Information to Be Published

In our previous study, we presented a fundamental solution framework based
on an asymmetric constraint optimization problem with the publication of con-
straints and a central processing that performs a local search [8]. Here we address
a similar problem with a decentralized solution framework.

In an asymmetric constraint optimization problem with the publication
of constraints, agents select the publicity of each utility value in the con-
straints by considering their privacy cost values. This problem is defined by
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〈A,X,D,C, P,Xp,Dp〉, where A is a set of agents, X is a set of variables, D is a
set of the domains of variables, and C is a set of constraints defining the utility
values for the assignments to several variables in X.

Agent ai ∈ A has variable xi ∈ X and unary constraint ui ∈ C for the
variable. For several pairs of variables xi and xj , asymmetric binary constraints
ui,j , uj,i ∈ C are defined. We assum that each agent knows the domains of the
peer agents related to its asymmetric binary constraints. Agent ai has ui,j , and
agent aj has uj,i. Each agent aggregates its own utility value for unary and
binary constraints that are related to the agent. The utility values are defined
as ui : Di → N0 and ui,j : Di × Dj → N0. The functions are also denoted by
ui(d) and ui,j(di, dj).

P is a set of privacy cost values for the utility values in the constraints.
pi ∈ P corresponds to ui, and pi,j ∈ P corresponds to ui,j . The privacy cost
values are individually evaluated by each agent to select its related utility value
to be published. The cost values of the constraints are defined as pi : Di → N0

and pi,j : Di×Dj → N0. The functions are also denoted by pi(d) and pi,j(di, dj).
Figure 1 shows an example of a directed constraint graph and related function

tables for the part of a problem.
Xp and Dp are a set of binary variables and a set of the domains of the

variables that represent the publication of the utility values. When a utility value
in a constraint is published, its corresponding variable takes 1. Otherwise, it takes
0. Variable xp

i,(d) ∈ Xp corresponds to utility value ui(d) in unary constraint
ui. Similarly, variable xp

i,j,(d,d′) ∈ Xp corresponds to utility value ui,j(d, d′) of
assignments d ∈ Di and d′ ∈ Dj in asymmetric binary constraint ui,j . If at least
one of xp

i,j,(d,d′) takes 1, xp
i,(d) is set to 1.

For each variable xi ∈ X, value d0 ∈ Di represents a special case where
an agent does not cooperate with any other agents. Value d0 is selected by
several agents when no solution can be globally evaluated with utility functions
whose utility values have been partially published. For assignment d0 to variable
xi, corresponding utility value ui(d0) and privacy cost value pi(d0) take zero.
Similarly, ui,j(d0, d), ui,j(d, d0), and the corresponding privacy cost values take
zero. Value d0 is given as a common value in the domains of all the variables,
and the corresponding zero utility/privacy cost values are also commonly defined
for all the functions. Unpublished utility values related to assignment d0 are
defined as −∞. Evaluations vi(d) and vi,j(d, d′) for a unary constraint and an
asymmetric binary constraint are represented by the following:

vi(d) =
{
ui(d) if xp

i,(d) = 1
−∞ otherwise,

(1)

vi,j(d, d′) =
{
ui,j(d, d′) if xp

i,j,(d,d′) = 1
−∞ otherwise.

(2)

With an assignment to the related variables in Xp, local valuation fi(Di)
for agent ai and assignment Di to the related variables in X is defined as the
summation of the evaluations for its own unary constraint and the asymmetric
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binary constraints for the neighborhood agents in Nbri that are related to i by
constraints:

fi(Di) = vi(di) +
∑

j∈Nbri

vi,j(di, dj) , (3)

where di and dj are the values of xi and xj in assignment Di.
The problem’s goal is the maximization of the globally aggregated valuations

for all fi.
maximize ⊕ai∈A fi(Di) (4)

Altough a typical aggregation operator of the valuations is the summation
of the values, different operators can be applied in the case of multi-objective
problems among the individual utilities of the agents (Sect. 2.2).

To avoid the utility value of −∞ in Eqs. (1) and (2), value d0 can be assigned
to several agents’ variables if no other solutions can be evaluated with the pub-
lished part of the utility functions. However, such a situation can also be avoided,
since the utility value that corresponds to value d0 is zero.

The agent can partially publish the utility values of its own utility functions.
The total published cost of agent ai is defined:

∑
d∈Di s.t. xp

i,(d)=1

pi(d) +
∑

j∈Nbri,d∈Di,d′∈Dj s.t. xp

i,j,(d,d′)=1

pi,j(d, d′). (5)

One problem is how to determine the utility values to be published within a
budget. We consider a scheme of a negotiation process where agents iteratively
publish their utility values based on the situations in each round of the process.

2.2 Criteria and Measurement of Social Welfare

When we consider the objectives of individual agents, several operators ⊕ and
corresponding criteria aggregate/compare the objectives, as shown in Eq. (4). For
multi-objective problems, several types of social welfare [16] and scalarization
methods [7] are employed to handle the objectives. In addition to the traditional
summation operator and the comparison on scalar values, we employ leximin
and maximin with a tie-break by a summation value; they are also employed in
a solution method [10]. We solve our problem employing a solution method in
the previous study and also inherit these operators and criteria. Although these
operators and criteria are designed for the maximization problems of utilities,
they can be easily modified for minimization problems.

Summation
∑

ai∈A fi only considers the total utilities. Even though maximin
max minai∈A fi improves the worst case utility value, it fails to consider the
whole utilities and is not Pareto optimal. Therefore, ties are additionally broken
by comparing summation values. Leximin can be considered an extension of
maximin where the objective values are represented as a vector whose values
are sorted in ascending order, and the comparison of two vectors is based on a
dictionary order of their values. Maximization with leximin is Pareto optimal and
improves the fairness among objectives. See the literature for details [7,10,16].
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To measure the degree of unfairness among agents in a resulting solution, we
also employ the Theil index, which is based on entropy: T = 1

N

∑N
i=1

(
xi

x ln xi

x

)
,

where x denotes the average value for all xi. T increases with the unfairness
among the value of xi and takes zero if all xi are equal.

Fig. 2. A negotiation framework [9].

2.3 Decentralized Complete Solution Method for Asymmetric
Multi-objective Constraint Optimization Problems Based on
Pseudo-trees and Dynamic Programming

A class of asymmetric constraint optimization problems with individual objec-
tives of agents and decentralized complete solution methods was proposed [10].
Its’ goal was the application of a social welfare criterion called leximin to pseudo-
tree-based solution methods to improve the fairness among agents. As mentioned
above, with leximin, the individual objectives of agents are aggregated and opti-
mized improving the worst case and fairness among the objectives. In addition
to leximin, several social welfare criteria were compared, including summation
and maximin.

The solution methods are extended versions of dynamic programming and
tree-search based on the pseudo-trees of constraint graphs. A pseudo-tree is a
structure on a constraint graph that decomposes problems [12,14]. A pseudo-
tree is based on a depth-first search tree on a constraint graph. The edges of
the original graph are categorized into tree edges of the depth-first search tree
and other back edges. Several optimization methods are performed along the
spanning tree considering back edges. For asymmetric problems, the pseudo-tree
and solution methods are modified so that both agents, which are related to
each other by a pair of asymmetric constraints, can evaluate the assignments to
the opposite agent’s variable. By this modification, the value of each variable is
determined by an agent in the higher level of a pseudo-tree that is related to
the variable by a constraint. Figure 2 shows a simple example of the modified
pseudo-trees in part of the proposed framework.

In this study, we employ a variant of a pseudo-tree-based dynamic program-
ming method called DPOP [14], which was extended in the previous study [10],
because it is a relatively simple basis of our extension. The main part of the
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solution method consists of two phases. In the first phase, each agent aggre-
gates the optimal utility/cost values for the assignments to the related variables
whose values are determined by the agents in the higher level of a pseudo-tree
in a bottom-up manner. After the optimal utility value is computed at the root
agent, in the second phase, the optimal assignment to the variable is deter mined
in a top-down manner. See the literature for details [10].

Note that its scalability is limited for complex problems. When problems are
densely constrained, the tree width of pseudo-trees, corresponding to the maxi-
mum number of combinations of variables in partial problems for agents, grows
and causes a combinational explosion. However, for a fundamental investigation,
we concentrate on the problems that can be addressed with this class of simple
and complete solution methods. We employ two variants of the solution method
for our problem definitions.

3 Decentralized Solution Framework for Selection
of Utility Values to Be Published and Solution of
Published Problems

3.1 Basic Design of Proposed Framework

We propose a framework that alternates two optimization methods to select
the utility values to be published and solve the current problem with published
utilities. For both optimization methods, we employ a decentralized dynamic
programming method based on pseudo-trees as mentioned above. For simplic-
ity, both methods employ a common pseudo-tree. For the first investigation, we
focus on the process that incrementally publishes the utility values of the con-
straints/functions. While arbitrary conditions and parameters to control and stop
the publication process can be defined, we evaluate relatively fundamental ones.

The framework iterates negotiation rounds among agents, and utility values
are incrementally published. In each round, the utility values to be published are
selected, and the next problem with the published utility values is solved. Similar
to the previous methods, in the optimization for the problem with published
utility values, the globally aggregated utility is maximized under an criterion.

3.2 Selection of Newly Published Utility Values

In the phase of the selecting utility values to be published, agents iteratively
publish a part of the utility values of their own constraints in each negotiation
round. As defined in Sect. 2.1, the decision variables of agent ai in this problem
are originally xp

i , x
p
i,j ∈ Xp for Nbri. In the initial state, all the variables in Xp

are initialized by zero and set to one when their corresponding utility values
are published. However, the solution space for the variables in Xp is too huge
to explore especially for the complete solution method that is employed in this
study. Therefore, we define another problem for this negotiation to restrict the
number of solutions.
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The problem is defined by 〈A,Xs,D,Cs〉. Here we introduce new decision vari-
ables Xs. For agent ai, a decision variable xs

i ∈ Xs is defined. Variable xs
i takes a

value from Di ∈ D that is identical as a part of the decision variables in the origi-
nal problem. Assigning d and d′ to xs

i and xs
j denotes that utility values ui(d) and

ui,j(d, d′) are published in the next round of negotiation. When xs
i takes special

variable value d0, it means that no utility values related to xi are newly published.
In addition, if a utility value corresponding to d and d′ have already been pub-
lished, the published utility value does not change the current situation. At the
end of each round, several original variables in Xp are set to one by translating
the solution for Xs. If an assignment to variable xp

i ∈ Xp or xp
i,j ∈ Xp is changed

from zero to one, its corresponding utility value is newly published.
The structure of this problem that determines the utility values to be published

for the next problem resembles the maximization problem with published utility
values. The variables and their domains are identical to the maximization problem
for the utility values. However, it is defined as a minimization problem with cost
values for the published utility values. Constraints ci ∈ Cs are asymmetrically
defined for each agent ai. Here the cost values related to a constraint can take a
real number to represent ratio values. Several cost values for the constraints can
be defined based on different publication strategies and integrated as vectors with
a structure. We investigate the fundamental strategies in Sects. 3.3 and 3.4.

3.3 Evaluation Criteria for Utility Values to Be Published

We use the following criteria to evaluate the situation of the newly published util-
ity values that are represented by an assignment to variables in Xs. We assume
that some information about the status of the published utility values is avail-
able in the evaluation. Such information can be collected by simple additional
protocols.

R) Ratio of Revealed Privacy Cost. We assume that the information of the
published cost values can be employed in the negotiation of agents by modifying
them to the ratio values of the locally aggregated cost values so that the ratio
values only represent a normalized degree of dissatisfaction. For each agent, the
ratio of the privacy cost values between the total values for the published utilities
and for all the constraints is defined as a criterion:

cRi (Ds
i ) = (xp+

i,(di)
∗ pi(di) +

∑
j∈Nbri

xp+
i,j,(di,dj)

∗ pi,j(di, dj))/ (6)

(
∑
d∈Di

pi(d) +
∑

j∈Nbrj ,d∈Di,d′∈Dj

pi,j(d, d′)) ,

where di is the value of xs
i in assignment Ds

i . The values of variables xp+
i,(d) and

xp+
i,j,(d,d′) equal xp

i,(d) and xp
i,j,(d,d′), respectively if xs

i and xs
j do not represent the

publication of the corresponding utility values. Otherwise, xp+
i,(d) and xp+

i,j,(d,d′)
are set to one.

Since agents might relate different numbers of constraints and utility values,
the above ratio value is also considered.



Negotiation Considering Privacy Loss on Asymmetric Multi-objective DCOP 93

A) Agreement Opportunity Estimated by Degree of Unpublished Util-
ity Values. For each value d of each agent’s variable xs

i , the number of unpub-
lished utility values that are related to the variable’s value is considered as a
criterion. For xs

i = di,

cAi (di) = 2|{(di, dj)|j ∈ Nbri, dj ∈ Dj , di = d0 ∨ dj = d0}| (7)
+ |{xp

i,j,(di,dj)
|j ∈ Nbri, dj ∈ Dj , di 
= d0 ∧ dj 
= d0, xp

i,j,(di,dj)
= 0}|

We employ this criterion by considering that when the number of unpublished
utilities that relates the assignment for newly published utility values is relatively
large, the opportunity is relatively small for agreement among agents with the
assignment. For the assignment of d0 that represents no publication for a pair
of variables’ values, the count of an unpublished utility for the assignment is
doubled for emphasis.

U) Utility Publication Progress. Since the cost values for the revealed infor-
mation restrict the publishing of utility values, a counterpart of the cost values
is necessary to continue the publication process. Here we employ a ratio of the
published utility values:

cUi (Ds
i ) = |{xp

i,j,(di,dj)
|j ∈ Nbri, x

p
i,j,(di,dj)

= 1}|/
∑

j∈Nbri

|Di| × |Dj |. (8)

As addressed below, this cost value is combined with other criteria so that it
has a higher priority than the others.

T) Trade-Off Measurement for Publication Cost and Utility. The above
criteria do not employ the information of utility value. To address the expected
gain of the utility by publishing utility values, the information of utility values
should be considered. However, the utility values are originally hidden until their
publication. As abstract information, we employ the ratio of the trade-off values,
which are locally aggregated, as difference values between the expected utility
values and the cost values of the published utility values.

Since the optimal utility value is unknown, each agent employs rough upper
and lower bound values of the trade-off:

trdi(Ds
i )

� = ui(di) +
∑

j∈Nbri

ui,j(di, dj) − rvli(Ds
i ), (9)

trdi(Ds
i )

⊥ = ui(di) − rvli(Ds
i ), (10)

rvli(Ds
i ) = xp+

i,(di)
∗ pi(di) +

∑
j∈Nbri

xp+
i,j,(di,dj)

∗ pi,j(di, dj). (11)

Although arbitrary estimation values between the bounds can be employed,
we investigate simple cases for a fundamental analysis. Estimation trade-off value
trdi(Ds

i ) is set to trdi(Ds
i )

⊥, (trdi(Ds
i )

� + trdi(Ds
i )

⊥)/2 or trdi(Ds
i )

�. Then the
ratio of the trade-off value is employed as a criterion:
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cTi (Ds
i ) = 1 − (trdi(Ds

i ) − trd⊥
i )/(trd�

i − trd⊥
i ), (12)

trd�
i = ui(di) +

∑
j∈Nbri

max
di∈Di,dj∈Dj

ui,j(di, dj), (13)

trd⊥
i = −(

∑
d∈Di

pi(d) +
∑

j∈Nbrj ,d∈Di,d′∈Dj

pi,j(d, d′)). (14)

S) Switching Trade-Off Measurement Based on Degree of Newly Pub-
lished Utility Values. The above cost values except U need energy to continue
the publication process. We modified previous criteria T to conditionally con-
tinue the publication process. Modified cost cSi (Ds

i ) is defined as follows. First,
we evaluate the cost value for the newly published utility values:

rvlnewi (Ds
i ) = (xp+

i,(di)
− xp

i,(di)
) ∗ pi(di) (15)

+
∑

j∈Nbri

(xp+
i,j,(di,dj)

− xp
i,j,(di,dj)

) ∗ pi,j(di, dj)

cSi (Ds
i ) =

⎧⎨
⎩

0 rvlnew = 0
−(trdi(Ds

i ) − trd⊥
i )/(trd�

i − trd⊥
i ) rvlnew 
= 0 ∧ trdi(Ds

i ) > 0
cTi (Ds

i ) otherwise
(16)

With this criterion, the publication is preferred by a negative cost value when
trdi(Ds

i ) > 0.

H) Hard Constraint for Termination. We also introduce cost value cH(Ds
i )

of a hard constraint for the assignments that should be avoided. The value
of cH(Ds

i ) is one or zero and represents violation or satisfaction. This cost
value have the first priority in all types of cost values. We employ cH(Ds

i )
for a termination condition based on above the trade-off value. cH(Ds

i ) = 1 if
rvlnewi (Ds

i ) > 0 ∧ trdi(Ds
i ) < 0. Otherwise, cH(Ds

i ) = 0. This constraint inhibits
the publication with a negative trade-off value where an estimated utility value
is less than the total publish cost.

3.4 Hierarchically Structured Cost Vector Integrating Criteria for
Publication of Utility Values

The above criteria can be combined as hierarchically structured cost vectors, and
the optimization method solves a minimization problem on them to determine
the utility values to be newly published. Hard constraint H is most prioritized.
Since criteria R, A and T with higher priorities will cause quicker convergence
without publication of sufficient utility values, cost U should be secondarily
prioritized. S can be used without U. T and S consider a trade-off between
estimation utility and total publish cost, while R and A do not evaluate the utility
values. Considering these properties, we investigate the following combinations
of criteria:
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– S: cH � cS

– UAR: cH � cU � cA � cR

– URA: cH � cU � cR � cA

– UT: cH � cU � cT .

Here no aggregated cost values exceed a cost value with a higher priority.
For two hierarchically structured cost vectors v = [v1, · · · , vk] and v′ =

[v′
1, · · · , v′

k], the aggregation of the vectors is defined as v ⊕ v′ = [v1 ⊕
v′
1, · · · , vk ⊕ v′

k]. Comparison v < v′ is defined as ∃t,∀t′ < t, vt′ = v′
t′ ∧ vt < v′

t.
We also investigate the cases where the elements of the vectors are aggre-

gated/compared using several criteria for multiple objectives for individual
agents, including summation, lexicographic augmented weighted Tchebycheff
function [7], and leximax. The lexicographic augmented weighted Tchebycheff
function is a criterion that minimizes the maximum value. The ties of maximum
values are broken by the summation values. Leximax is a modified leximin for
the minimization problems.

3.5 Solving Problems with Published Utility Values

After the newly published utility values are determined in each negotiation
round, agents can solve a problem with the currently published utility values,
as shown in Sect. 2.1. We only evaluate the anytime property for the rounds of
negotiation as our first study, while this result might be employed as feedback
to the agents’ strategies.

4 Additional Preprocessing Methods

4.1 Trading Utility Between Neighborhood Agents

Although the main part of our proposed solution framework does not modify the
utility values between agents, there are opportunities to trade utility with incen-
tives. We focus on the case where agents consider their degree (i.e., the number
of neighborhood agents) and export a part of their utility to their neighborhood
agents. In particular, we investigate the influence in two simple cases where the
partial utility values are exported from agents of higher or lower degree to their
neighborhood agents.

Utility value u′
i→j(dj) transfered from agent ai to aj is aggregated for unary

and binary constraints related to source agent ai:

u′
i→j(dj) =

⎧⎨
⎩

0 if dj = d0

wtrd × maxdi∈Di\{d0}(ui(di) + ui,j(di, dj)+ otherwise∑
j′∈Nbri\{j} mind′

j∈D′
j\{d0} ui,j′(di, d′

j)) ,
(17)

where wtrd is a weight parameter in [0, 1]. In the above equation, value d0 of
the variables is excluded from the aggregation. Although the transfered utility
is optimistically maximized for the assignments to the variables of source agent
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ai and destination agent aj , it is pessimistically minimized for the assignments
to the variables of other neighborhood agents. We chose a relatively small wtrd

in comparison to the utility values.
Then u′

i→j(dj) is added to unary utility function uj(dj) of destination agent
j. Finally, the value of u′

i→j(dj) is subtracted from the values of the utility
functions related to source agent i. We evenly subtract the exported value from
the values of the utility functions for the assignment corresponding to u′

i→j(dj)
as much as possible.

4.2 Approximation of Binary Functions

For a fundamental investigation, we employ an exact solution method based on
dynamic programming that is performed according to pseudo-trees on constraint
graphs.However, such an exact algorithm cannot be applied to densely constrained
problems due to the large tree width of pseudo-trees. In the case of our asymmetric
settings, the assignment of both variables related to each binary constraint must be
managed by the agent in the higher level of a pseudo-tree as shown in Fig. 2. This
doubles the size of the combination of variables contained in the local problems of
the agents. Therefore, the limitation of tree width is a serious issue even though
the constraint density is not so large. Similar to several approximation methods
for fundamental solvers based on pseudo-trees [11,13], we apply an approximation
method to reduce the tree width by eliminating their back edges.

After a pseudo-tree is generated, its tree width is reduced. First, the agent
with the maximum induced width, which corresponds the number of back edges
plus one tree edge at the agent, is selected. Then a back edge that relates the
selected agent is chosen. We consider the following ordering rule of edges. (1) The
edge with the maximum band width (i.e., the number of nodes/agents between
the end nodes of a back edge) has the first priority to be eliminated. (2) The edge
with the endpoint of the highest degree (i.e., the number of connected edges)
has the second priority for a tie-break. The selected back edge is eliminated, and
the related functions of the asymmetric binary constraints are approximated to
the unary constraints of the related agents.

Note that we address the case of asymmetric binary constraints. Therefore,
one of the two functions for each edge is owned by an agent and approximated to
a unary function for the owner agent. On the other hand, we have to approximate
both the utility and publication cost values. Generally, a pessimistic approxima-
tion is reasonable, since it assures a lower bound evaluation value when the agents
that are related to an eliminated binary constraint do not consider the consistency
between their assignments. Here we employ the following approximation.

For the utility values of a binary constraint, the minimum utility value is
selected

u′
i(di) =

{
0 if di = d0

mindj∈Dj\{d0} ui,j(di, dj) otherwise. (18)

Then the publish cost value corresponding to the minimum utility value is
selected:
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p′
i(di) =

{
0 if di = d0

maxd′
j∈{d|d=argmindj

ui,j(di,dj)} pi,j(di, d
′
j) otherwise. (19)

For the same value of minimum ui,j(di, dj), the maximum publish cost value
is selected.

Finally, the approximated unary functions are aggregated with the original
unary functions, and the related binary functions are removed.

5 Evaluation

5.1 Settings of Experiment

We empirically evaluated our proposed approach. As motioned above, we
employed relatively small scale and sparse problems due to the limita-
tions of dynamic programming on a pseudo-tree. A problem consists of n
variables/agents/unary-constraints and c pairs of asymmetric binary constraints.
For a pair of variables, we defined a pair of asymmetric constraints. The size of
the variables’ domain including d0 was commonly set to four. The utility val-
ues of the constraints were randomly set to integer values in [10, 50] based on
uniform distribution. The privacy cost values were set as follows:

– equ: A privacy cost value for utility value u is integer value �max(1, u/10)�,
and there is a positive correlation between the utility and privacy cost values.

– inv: A privacy cost value for utility value u is integer value �max(1, (50−u+
1)/10)�, and there is a negative correlation for the values.

– rnd: Random integer values in [1, 5] are based on uniform distribution.

We also evaluated the cases of different asymmetry of constraints as shown in
following Sect. 5.2.

As shown in Sect. 3.4, we compared the influence of several combinations of
criteria for selecting published utility values that are denoted by S, UAR, URA
and UT. In addition, as shown in Sect. 3.3, the estimated trade-off values for
criterion T, S, and H are set to the minimum/average/maximum values of the
lower and upper bounds denoted by tmin/tave/tmax.

We also applied different aggregation/comparison operators of objectives,
including summation, the maximum/minimum value with tie-break by summa-
tion, and leximin/leximax on utility/privacy-cost values/vectors:

– sum: summation for both minimization problems determining the published
utility values and the maximization problems of the utilities under published
utility values.

– ms: the maximum/minimum value with a tie-break by summation for the
minimization/maximization problems for publication/utility.

– lxm: leximax/leximin for the minimization/maximization problems for pub-
lication/utility.
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Fig. 3. Utility and trade-off of agents (n = 10, c = 20, equ, S, lxm) [9].

Fig. 4. Utility and trade-off of agents (n = 10, c = 20, equ, URA, lxm) [9].

– summs: summation value for the minimization problems for publication and
the minimum value with tie-break by summation for the maximization prob-
lem for utility.

– sumlxm: summation value for the minimization problems for publication and
leximin for the maximization problem for utility.

Two preprocessing methods shown in Sect. 4 to transfer utility values among
agents and to limit the tree width of pseudo-trees are also evaluated with the
optimization criteria above.

We assumed a simple termination condition where an accumulated publish
cost exceeds the estimated utility for next publication. In this case, such an
agent does not select a corresponding assignment. When no agents do select a
new publication, the negotiation process terminates.

For each setting, the results are averaged over ten instances.

5.2 Experimental Results

Anytime Curve of Resulting Utility and Trade-Off Values for Agents.
Figures 3 and 4 show the typical anytime-curves of utility and trade-off. Each
curve in the graphs corresponds to an agent. While the utility values almost
converge in earlier rounds, the trade-off values decrease until a termination.
Therefore, an issue is the selection of the published utility values within a budget;
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Table 1. Influence of priorities on criteria for utility values to be published (n = 10,
c = 20, equ, sum) [9].

(a) Termination round, utility and trade-off

alg. term. utiliy trade-off

round sum. min. ave. max min. ave. max.

sum, S, tmin 6.7 1620.9 97.4 162.1 225.0 76.9 134.1 194.2

sum, S, tave 21.2 1763.2 110.2 176.3 248.8 46.7 88.3 127.9

sum, S, tmax 21.8 1773.1 103.0 177.3 254.3 30.9 77.3 115.4

sum, UAR, tmin 6.1 1560.6 95.6 156.1 223.4 72.8 124.2 187.3

sum, UAR, tave 13.9 1770.1 106.3 177.0 251.9 39.2 84.4 123.0

sum, UAR, tmax 11.9 1773.1 103.0 177.3 254.3 30.9 77.3 115.4

sum, URA, tmin 6.0 1526.6 90.2 152.7 219.0 64.7 121.1 181.9

sum, URA, tave 14.8 1762.1 107.1 176.2 253.1 38.5 83.0 124.3

sum, URA, tmax 13.7 1773.1 103.0 177.3 254.3 30.9 77.3 115.4

sum, UT, tmin 5.5 1598.4 97.6 159.8 225.4 76.2 130.5 190.5

sum, UT, tave 16.3 1764.2 103.2 176.4 251.9 41.3 86.8 129.4

sum, UT, tmax 13.4 1773.1 103.0 177.3 254.3 30.9 77.3 115.4

(b) Ratio of revealed information

alg. ratio. rvl. num. ratio. rvl. cost

min. ave. max. min. ave. max.

sum, S, tmin 0.181 0.291 0.429 0.178 0.292 0.435

sum, S, tave 0.763 0.856 0.934 0.805 0.884 0.961

sum, S, tmax 1 1 1 1 1 1

sum, UAR, tmin 0.245 0.357 0.482 0.211 0.330 0.478

sum, UAR, tave 0.859 0.929 0.985 0.854 0.929 0.988

sum, UAR, tmax 1 1 1 1 1 1

sum, URA, tmin 0.248 0.359 0.488 0.212 0.328 0.472

sum, URA, tave 0.881 0.938 0.991 0.865 0.934 0.987

sum, URA, tmax 1 1 1 1 1 1

sum, UT, tmin 0.193 0.307 0.438 0.191 0.305 0.453

sum, UT, tave 0.754 0.873 0.950 0.800 0.898 0.964

sum, UT, tmax 1 1 1 1 1 1

we investigate such opportunities. In these problem settings, the trade-off values
are better in the earlier steps for most agents. A major reason is the effect of
solution method for the publication of utility values that intends to maximize
the estimated utility as much as possible. While there is another reason is that
the scale of the accumulated publication cost values are relatively greater than
that of utility values, the results resemble even in other cases with different scales
of utility and publish cost values. We do not focus on this issue because more
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Table 2. Influence of social-welfare criteria for two phases in framework (n = 10,
c = 20, equ, S, same criterion of social welfare) [9].

(a) Termination round, utility and trade-off

alg. term. utiliy trade-off

round sum. min. ave. max theil min. ave. max. theil

sum, tmin 6.7 1620.9 97.4 162.1 225 0.032 76.9 134.1 194.2 0.039

sum, tave 21.2 1763.2 110.2 176.3 248.8 0.031 46.7 88.3 127.9 0.041

sum, tmax 21.8 1773.1 103 177.3 254.3 0.035 30.9 77.3 115.4 0.061

ms, tmin 6.6 1617.9 110.5 161.8 226.9 0.026 86.9 133.3 194.5 0.031

ms, tave 20.7 1704.4 126.5 170.4 231.3 0.019 56.9 82.2 118.3 0.025

ms, tmax 19.7 1710.2 126.6 171.0 232.5 0.020 44.9 71.0 102.8 0.033

lxm, tmin 6.5 1600.3 109.2 160.0 218.9 0.025 84.4 131.5 185.8 0.031

lxm, tave 20 1657.2 125.4 165.7 224 0.020 51.5 78.1 113.1 0.032

lxm, tmax 19.8 1653.8 126.6 165.4 219.4 0.015 38.6 65.4 90.3 0.033

(b) Ratio of revealed information

alg. ratio. rvl. num. ratio. rvl. cost

min. ave. max. theil min. ave. max. theil

sum, tmin 0.181 0.291 0.429 0.032 0.178 0.292 0.435 0.035

sum, tave 0.763 0.856 0.934 0.002 0.805 0.884 0.961 0.002

sum, tmax 1 1 1 0 1 1 1 0

ms, tmin 0.185 0.298 0.434 0.034 0.184 0.299 0.457 0.037

ms, tave 0.755 0.853 0.940 0.002 0.807 0.885 0.955 0.001

ms, tmax 1 1 1 0 1 1 1 0

lxm, tmin 0.183 0.295 0.439 0.036 0.181 0.301 0.471 0.040

lxm, tave 0.741 0.849 0.935 0.002 0.784 0.879 0.957 0.002

lxm, tmax 1 1 1 0 1 1 1 0

sophisticated strategies of agents to terminate the publication will be included
our future work based on the investigation in the current study.

Influence of Criteria for Publication of Utility Values. Table 1 shows
the results in the final round of the publication process in the case of n = 10
variables/agents, the number of pairs of asymmetric binary constraints c = 20,
equ, and sum. We evaluated the minimum/average/maximum values for the
agents:

– utility: the optimal utility value of the problem with published utility values.
– trade-off: the trade-off values, which are the difference values between the

utility and the total privacy cost value for the published utility values.
– ratio. rvl. num.: the ratio of revealed number of utility values.
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Table 3. Influence of social-welfare criteria for two phases in framework (n = 10,
c = 20, equ, S, combination with summation criterion for first phase) [9].

(a) Termination round, utility and trade-off

alg. term. utiliy trade-off

round sum. min. ave. max theil min. ave. max. theil

sum, tmin 6.7 1620.9 97.4 162.1 225 0.032 76.9 134.1 194.2 0.039

sum, tave 21.2 1763.2 110.2 176.3 248.8 0.031 46.7 88.3 127.9 0.041

sum, tmax 21.8 1773.1 103 177.3 254.3 0.035 30.9 77.3 115.4 0.061

summs, tmin 6.7 1576.5 99.8 157.7 216.4 0.029 79.1 129.6 184.4 0.036

summs, tave 21.2 1697.5 126.6 169.8 227 0.019 54.7 81.7 114.3 0.026

summs, tmax 21.8 1710.2 126.6 171.0 232.5 0.020 44.9 71.0 102.8 0.033

sumlxm, tmin 6.7 1573.4 99.8 157.3 214.6 0.028 79.1 129.3 182.6 0.034

sumlxm, tave 21.2 1673.8 126.6 167.4 216.8 0.016 53.7 79.3 106.9 0.022

sumlxm, tmax 21.8 1653.8 126.6 165.4 219.4 0.015 38.6 65.4 90.3 0.033

(b) Ratio of revealed information

alg. ratio. rvl. num. ratio. rvl. cost

min. ave. max. theil min. ave. max. theil

sum, tmin 0.181 0.291 0.429 0.032 0.178 0.292 0.435 0.035

sum, tave 0.763 0.856 0.934 0.002 0.805 0.884 0.961 0.002

sum, tmax 1 1 1 0 1 1 1 0

summs, tmin 0.181 0.291 0.429 0.032 0.178 0.292 0.435 0.035

summs, tave 0.763 0.856 0.934 0.002 0.805 0.884 0.961 0.002

summs, tmax 1 1 1 0 1 1 1 0

sumlxm, tmin 0.181 0.291 0.429 0.032 0.178 0.292 0.435 0.035

sumlxm, tave 0.763 0.856 0.934 0.002 0.805 0.884 0.961 0.002

sumlxm, tmax 1 1 1 0 1 1 1 0

– ratio. rvl. cost.: the ratio of total privacy cost values for the revealed utility
values.

The result shows that the publication process continued until all the utility values
are published for the case of estimation trade-off tmax, since this estimation value
is too optimistic. In this problem setting, a quicker termination of publication
process is relatively better to reduce the privacy cost for obtaining some utility.
The trade-off values of criteria S and UT that consider the trade-off between the
estimation utility and the total cost of the published utility values are relatively
greater than those of the other criteria for tmin that terminates in rather earlier
rounds. In the case of tmin, the utility values of UAR are relatively better than
URA, since UAR gives priority to consider the opportunities of aggregation.
Basically, U enforces publication and dominates other criteria. As a result, the
total publication cost is relatively greater than S. In the following, we concentrate
on the cases of S for different settings.
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Table 4. Influence of social-welfare criteria for two phases in framework (n = 10,
c = 20, inv, S) [9].

(a) Termination round, utility and trade-off

alg. term. utiliy trade-off

round sum. min. ave. max theil min. ave. max. theil

sum, tmin 8.6 1703.0 107.2 170.3 235.4 0.029 87.1 145.6 205.4 0.034

sum, tave 22.6 1773.1 103 177.3 254.3 0.035 50.8 105.4 159.6 0.052

sum, tmax 21.8 1773.1 103 177.3 254.3 0.035 49.2 104.3 159 0.054

ms, tmin 8.5 1668.5 114.5 166.9 233.2 0.027 94.4 141.7 202.5 0.031

ms, tave 21.7 1711.7 126.6 171.2 232.5 0.020 69.2 99.2 142.1 0.024

ms, tmax 19.6 1710.2 126.6 171.0 232.5 0.020 68.1 98.0 141.3 0.025

lxm, tmin 8.3 1656.8 116.3 165.7 228.7 0.023 96 140.9 199.5 0.027

lxm, tave 21.4 1653.8 126.6 165.4 219.4 0.015 64 93.4 129.5 0.021

lxm, tmax 19.8 1653.8 126.6 165.4 219.4 0.015 63.3 92.4 128.7 0.022

(b) Ratio of revealed information

alg. ratio. rvl. num. ratio. rvl. cost

min. ave. max. theil min. ave. max. theil

sum, tmin 0.218 0.381 0.540 0.037 0.206 0.356 0.541 0.041

sum, tave 0.962 0.990 1 0.0001 0.940 0.986 1 0.0003

sum, tmax 1 1 1 0 1 1 1 0

ms, tmin 0.217 0.387 0.546 0.036 0.208 0.363 0.548 0.040

ms, tave 0.963 0.991 1 0.0001 0.942 0.987 1 0.0003

ms, tmax 1 1 1 0 1 1 1 0

lxm, tmin 0.216 0.386 0.556 0.037 0.206 0.357 0.537 0.039

lxm, tave 0.965 0.990 1 0.0001 0.945 0.987 1 0.0003

lxm, tmax 1 1 1 0 1 1 1 0

Influence of Social Welfare Criteria for Solution Methods. Table 2 shows
the results in the final round of publication process in the case of n = 10, c = 20,
equ, and S. Here the Theil index, which is a measurement of the inequality among
agents, is also evaluated. When all the agents have the same value, the Theil
index value is zero. Note inherent trade-off between the summation/average
value and fairness, which is often preferred by selfish agents without other mech-
anisms to transfer their profits. The Theil index values of trade-off in ms and
lxm are relatively smaller than that of the sum, since these criteria consider the
improvement of the worst case. However, lxm did not overcome ms. Although
lxm generally improves the inequality, the result reveals the difficulty of design-
ing appropriate estimations of the trade-off values to be well optimized. Table 3
shows the results of the same problem settings, although the optimization crite-
rion for the publication process is sum. Since the publication process is identical,
lxm is the fairest criterion for utility and also affects the trade-off.
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Table 5. Influence of social-welfare criteria for two phases in framework (n = 10,
c = 20, rnd, S) [9].

(a) Termination round, utility and trade-off

alg. term. utiliy trade-off

round sum. min. ave. max theil min. ave. max. theil

sum, tmin 6.4 1649.5 102.8 165.0 237.5 0.03414 80.4 137.4 207.2 0.043

sum, tave 18.6 1760.7 105 176.1 250.6 0.03417 46.3 88.1 132 0.052

sum, tmax 22.1 1770.9 101.8 177.1 260.7 0.037 20.6 61.2 100.5 (0.061)

ms, tmin 6.6 1619.2 102.5 161.9 236.5 0.032 75 133.3 203.8 0.042

ms, tave 18.4 1675.8 117.6 167.6 236.9 0.026 46.3 79.5 119.2 0.040

ms, tmax 20.4 1673.8 120.5 167.4 229 0.0227 14.4 51.5 84.8 (0.048)

lxm, tmin 6.5 1624 101.6 162.4 240.6 0.033 74.3 133.4 207.6 0.045

lxm, tave 17.7 1644.5 117.6 164.5 232.7 0.0231 44.6 77.2 117 0.040

lxm, tmax 20.8 1642.1 120.5 164.2 230.8 0.020 11.8 48.2 79.9 (0.043)

(b) Ratio of revealed information

alg. ratio. rvl. num. ratio. rvl. cost

min. ave. max. theil min. ave. max. theil

sum, tmin 0.172 0.261 0.379 0.032 0.158 0.249 0.364 0.035

sum, tave 0.660 0.767 0.862 0.003 0.648 0.758 0.862 0.004

sum, tmax 0.962 0.993 1 0.0001 0.954 0.992 1 0.00022

ms, tmin 0.184 0.274 0.410 0.034 0.161 0.259 0.388 0.039

ms, tave 0.644 0.772 0.872 0.004 0.641 0.760 0.865 0.004

ms, tmax 0.952 0.992 1 0.0002 0.944 0.991 1 0.0003

lxm, tmin 0.183 0.278 0.419 0.037 0.162 0.262 0.404 0.041

lxm, tave 0.660 0.767 0.859 0.003 0.639 0.752 0.845 0.004

lxm, tmax 0.958 0.993 1 0.0002 0.952 0.992 1 0.00025

Results for Different Correlation Between Utility and Privacy Cost
Values. Table 4 shows the results in the final round of the publication process
in the case of n = 10, c = 20, inv, and S. The Theil index of lxm for the trade-off
was relatively better.

Table 5 shows the results n = 10, c = 20, rnd, and S. Due to the problem
settings, the trade-off values were negative in a few instances in the case of tave
and tmax. For such cases, the Theil index of the trade-off was evaluated only
for positive values and denoted by parentheses. Here the benefit of lxm seems to
small. These results reveal the influence of correlation between the utility values
and their publish cost values.

Results for Different Size of Problems. Table 6 shows the results in the case
of n = 20, c = 20, equ, and S. Due to the limitation of the dynamic programming
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Table 6. Influence of social-welfare criteria for two phases in framework (n = 20,
c = 20, equ, S) [9].

(a) Termination round, utility and trade-off

alg. term. utiliy trade-off

round sum. min. ave. max theil min. ave. max. theil

sum, tmin 7.2 2166.6 54.4 108.3 183.5 0.057 38.3 84.7 150.3 0.066

sum, tave 15.1 2231.9 57.2 111.60 195.8 0.055 27.8 63.2 104.9 0.053

sum, tmax 17.1 2232.3 57 111.62 198 0.056 24.4 58.3 96.6 0.052

ms, tmin 7.2 2150.1 61.8 107.5 182.7 0.049 46 84.1 150.3 0.055

ms, tave 15.1 2169.6 69.3 108.5 189.8 0.044 27.4 60.2 96.2 0.044

ms, tmax 16.4 2164.6 69.5 108.2 190.3 0.044 21 55.0 86.6 0.050

lxm, tmin 7 2108.9 61.8 105.4 171.4 0.040 46.6 82.2 139.0 0.045

lxm, tave 14.2 2098.8 68.9 104.9 173.8 0.033 30.3 57.0 88.5 0.035

lxm, tmax 15.6 2102.9 69.5 105.1 171.8 0.031 24.6 51.9 79.5 0.039

(b) Ratio of revealed information

alg. ratio. rvl. num. ratio. rvl. cost

min. ave. max. theil min. ave. max. theil

sum, tmin 0.254 0.463 0.683 0.031 0.262 0.472 0.707 0.032

sum, tave 0.715 0.889 0.992 0.00347 0.771 0.913 0.996 0.0024

sum, tmax 0.940 0.992 1 0.00024 0.965 0.995 1 0.00008

ms, tmin 0.251 0.461 0.692 0.034 0.258 0.470 0.710 0.0331

ms, tave 0.715 0.883 0.995 0.00357 0.771 0.907 0.998 0.00247

ms, tmax 0.924 0.990 1 0.000335 0.956 0.994 1 0.000117

lxm, tmin 0.254 0.459 0.692 0.033 0.256 0.468 0.710 0.0332

lxm, tave 0.707 0.873 0.992 0.00354 0.760 0.900 0.997 0.00255

lxm, tmax 0.925 0.990 1 0.000329 0.957 0.994 1 0.000116

based solution method, we only performed the experiment on sparse problems.
The results including other different settings resemble the case of n = 10 and
c = 20.

Different Asymmetry of Constraints. Tables 7 and 8 show the results for
different asymmetries on the utility and privacy cost values. In case (a), the
utility values of binary functions ui,j and uj, i are identical for each pair of the
variable’s values. We used constant value 10 for all the values of unary functions,
and the random utility values in [10, 50] for each value of the binary functions. On
the other hand, in case (b), the utility values of uj,i are set to max(0, 50−ui,j+1),
while uj,i is identical to case (a). Here the privacy cost values were 0.1 times
corresponding utility values in the case denoted by ‘equ’, while those were set
with negative correlation in the case of ‘inv’.
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Table 7. Influence of asymmetry on utility and publish cost values to resulting utility
and trade-off values (n = 10, c = 20, S).

(a) Common utility

alg. equ inv

term. utility trade-off term. utility trade-off

round min. ave. max min. ave. max. round min. ave. max min. ave. max.

sum, tmin 6.8 0 69.7 121.8 -7.9 61.0 113 6.5 64.3 140.8 214.4 56.7 132.1 205.4

sum, tave 18.3 97.8 165.4 248.4 48.6 89.6 136.8 23.9 95.5 166.6 248 52.6 100.1 152.7

sum, tmax 22 95.2 166.8 244.4 36.8 71.2 108.2 21.3 95.3 166.8 244.5 47 96.6 145.6

ms, tmin 6.8 0 69.7 121.8 -7.9 61.0 113 6.4 67.7 143.8 224.9 59.7 135 215.9

ms, tave 16.9 101.6 161.2 239 51.2 86.4 129.9 22 102.9 163.4 244.2 59.6 96.9 148

ms, tmax 20 102.8 163.4 244.1 40.9 67.9 102.2 19.6 102.9 163.4 244.2 54.7 93.3 144.4

lxm, tmin 6.4 0 71.7 124.3 -8.1 62.9 115.5 6.4 61.5 144.3 220.8 53.4 135.6 211.8

lxm, tave 17.1 101.4 157.4 240 51.8 82.1 128.3 21.7 102.9 158.0 232.2 59.6 91.7 135.9

lxm, tmax 20 102.8 157.8 233.8 38.1 62.2 92.6 19.6 102.9 157.8 233.9 54 87.7 134.1

(b) Competitive utility

alg. equ inv

term. utility trade-off term. utility trade-off

round min. ave. max min. ave. max. round min. ave. max min. ave. max.

sum, tmin 6.7 0 73.5 121 -8.6 64.7 112 7.1 0 66.3 148.7 -8.8 57.8 139.7

sum, tave 15.8 50.6 112 179.1 2.9 48.7 94.8 16.7 46.2 112 175.1 -2.3 52.5 106.8

sum, tmax 23.8 54.3 112 186.8 -13 19.5 60 22.5 54.3 112 186.4 -21.7 23.6 85.5

ms, tmin 6.7 0 73.5 121 -8.6 64.7 112 7.1 0 66.3 148.7 -8.8 57.8 139.7

ms, tave 15.3 73.4 112 172.3 16.9 48 83.2 16.3 76.5 112 168.6 20.9 52.2 98.4

ms, tmax 22.1 83.8 112 156.3 -13.9 19.7 49.2 20.9 81.5 112 155.8 -23.4 23.7 67.9

lxm, tmin 6.3 0 74.5 123.4 -8.6 65.7 114.4 6.8 0 66.3 152.1 -8.1 57.9 143.2

lxm, tave 16.1 75.6 112 159.8 19.3 47.6 74.3 15.6 75.4 112 168.9 18.8 51.8 98.6

lxm, tmax 22.3 83.8 112 150.2 -14.3 19.9 53.7 21 81.1 112 148.7 -17.2 23.9 60

The result shows that relatively higher utility values were obtained in the
case of (a) and ‘inv’, because the agents agree rather easily when selecting higher
utility and lower privacy cost values. However, the amount of revealed informa-
tion was also rather large. In addition, in several settings, the trade-off values
were negative. It reveals that the utility and privacy cost values should be set
considering appropriate balance and margin.

Trading Utility Values Between Neighborhood Agents. Table 9 shows
the influence of trading utility values between pairs of neighborhood agents.
We set the ratio of transferred utility wtrd to 0.1. In the case of the transfer
from larger degree (i.e. larger number of neighborhood nodes) agents to smaller
ones, the inequality of the resulting utility and trade-off values were reduced in
comparison to the opposite case. The Theil index values were also decreased.
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Table 8. Influence of asymmetry on utility and publish cost values to revealed infor-
mation (n = 10, c = 20, S).

(a) Common utility

alg. equ inv

ratio. rvl. num. ratio. rvl. cost ratio. rvl. num. ratio. rvl. cost

min. ave. max. min. ave. max. min. ave. max. min. ave. max.

sum, tmin 0.095 0.165 0.303 0.056 0.101 0.180 0.123 0.195 0.304 0.086 0.134 0.202

sum, tave 0.669 0.753 0.824 0.706 0.799 0.883 0.908 0.966 0.998 0.860 0.949 0.997

sum, tmax 0.983 0.998 1 0.993 0.999 1 1 1 1 1 1 1

ms, tmin 0.095 0.165 0.303 0.056 0.101 0.180 0.126 0.193 0.304 0.086 0.137 0.221

ms, tave 0.659 0.742 0.807 0.707 0.788 0.853 0.905 0.966 0.997 0.856 0.948 0.993

ms, tmax 0.983 0.998 1.000 0.993 0.999 1.000 0.988 0.998 1.000 0.982 0.998 1.000

lxm, tmin 0.093 0.159 0.270 0.057 0.101 0.164 0.123 0.192 0.299 0.086 0.137 0.221

lxm, tave 0.677 0.751 0.815 0.715 0.793 0.864 0.903 0.963 0.993 0.851 0.946 0.990

lxm, tmax 0.983 0.998 1 0.993 0.999 1 0.988 0.998 1 0.982 0.998 1

(b) Competitive utility

alg. equ inv

ratio. rvl. num. ratio. rvl. cost ratio. rvl. num. ratio. rvl. cost

min. ave. max. min. ave. max. min. ave. max. min. ave. max.

sum, tmin 0.092 0.153 0.269 0.063 0.103 0.168 0.079 0.145 0.269 0.057 0.102 0.180

sum, tave 0.560 0.647 0.739 0.589 0.680 0.785 0.540 0.684 0.810 0.483 0.647 0.786

sum, tmax 0.901 0.983 1 0.926 0.987 1 0.851 0.954 0.995 0.808 0.948 0.997

ms, tmin 0.092 0.153 0.269 0.063 0.103 0.168 0.079 0.145 0.269 0.057 0.102 0.180

ms, tave 0.540 0.660 0.754 0.580 0.689 0.796 0.544 0.684 0.797 0.493 0.650 0.784

ms, tmax 0.888 0.979 1 0.912 0.983 1 0.850 0.954 0.994 0.806 0.948 0.994

lxm, tmin 0.091 0.149 0.271 0.064 0.103 0.174 0.080 0.140 0.252 0.058 0.100 0.175

lxm, tave 0.541 0.661 0.747 0.588 0.690 0.802 0.558 0.688 0.822 0.509 0.655 0.806

lxm, tmax 0.888 0.977 1 0.909 0.982 1 0.854 0.951 0.995 0.810 0.945 0.997

In this case, published information was relatively increased. It can be con-
sidered that the exported utility values to the relatively large number of agents
of smaller degree increased the opportunities to publish their information.

Limitation of Tree-Width of Pseudo-trees. Table 10 shows the result when
the maximum tree width was limited to two. Since we employed the pessimistic
approximation based on lower bound utility values, the true utility and trade-off
values are not less than the values for the approximated problems. However, the
true values and corresponding termination rounds are different from those for
the problems without approximation shown in Table 5. Table 11 shows the result
in the case of n = 20 and c = 30. Several values of the minimum utility/trade-off
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Table 9. Influence of trading utility values (n = 10, c = 20, rnd, S).

(a) Utility and trade-off

alg. from smaller degree node from larger degree node

utiliy trade-off utiliy trade-off

min. ave. max. theil min. ave. max. theil min. ave. max. theil min. ave. max. theil

sum, tmin 85 171 289 0.069 62 132 216 0.069 106 164 213 0.030 76 127 170 0.026

sum, tave 92 183 304 0.064 30 88 163 0.108 126 186 240 0.018 55 91 134 0.039

sum, tmax 93 184 314 0.066 10 68 144 0.079 124 187 243 0.019 33 71 119 0.074

ms, tmin 91 165 274 0.062 68 126 208 0.062 106 162 216 0.030 74 125 179 0.024

ms, tave 109 173 290 0.054 42 79 145 0.084 136 180 232 0.017 52 87 125 0.039

ms, tmax 111 176 300 0.055 20 60 130 0.140 139 180 227 0.015 17 64 111 0.075

lxm, tmin 94 163 275 0.058 71 124 207 0.058 106 162 204 0.025 71 124 169 0.020

lxm, tave 107 169 277 0.047 40 76 134 0.070 137 177 218 0.012 52 83 117 0.032

lxm, tmax 111 171 290 0.048 18 55 122 0.167 139 178 219 0.010 15 61 102 0.096

(b) Ratio of revealed information

alg. from smaller degree node from larger degree node

ratio. rvl. num. ratio. rvl. cost ratio. rvl. num. ratio. rvl. cost

min. ave. max. theil min. ave. max. theil min. ave. max. theil min. ave. max. theil

sum, tmin 0.21 0.34 0.48 0.031 0.20 0.33 0.46 0.032 0.15 0.36 0.53 0.061 0.13 0.35 0.52 0.075

sum, tave 0.69 0.81 0.90 0.003 0.68 0.80 0.90 0.004 0.69 0.84 0.95 0.004 0.70 0.83 0.95 0.004

sum, tmax 0.97 0.99 1 0.000 0.97 0.99 1 0.000 1.00 1.00 1 0.000 1.00 1.00 1 0.000

ms, tmin 0.22 0.34 0.48 0.030 0.20 0.32 0.46 0.032 0.16 0.36 0.51 0.056 0.13 0.35 0.51 0.071

ms, tave 0.68 0.80 0.89 0.003 0.68 0.79 0.90 0.004 0.66 0.83 0.96 0.005 0.66 0.82 0.95 0.006

ms, tmax 0.96 0.99 1 0.000 0.95 0.99 1 0.000 1.00 1.00 1 0.000 1.00 1.00 1 0.000

lxm, tmin 0.22 0.35 0.51 0.033 0.20 0.33 0.50 0.035 0.17 0.36 0.53 0.057 0.13 0.35 0.52 0.078

lxm, tave 0.67 0.80 0.90 0.004 0.66 0.80 0.90 0.004 0.66 0.83 0.96 0.006 0.65 0.82 0.96 0.007

lxm, tmax 0.96 0.99 1 0.000 0.95 0.99 1 0.000 1.00 1.00 1 0.000 1.00 1.00 1 0.000

Table 10. Influence of limitation of tree width (n = 10, c = 20, rnd, S, max. tree
width= 2).

alg. term. apporximated true value

round utility trade-off utility trade-off

min. ave. max min. ave. max. min. ave. max min. ave. max.

sum, tmin 8.7 95.5 153.86 216.1 61.3 104.68 158.3 101.6 168.69 240.1 67.5 119.51 174.7

sum, tave 15.5 91.3 156.74 228.9 38.2 79.16 124.4 103 171.9 253.6 45.4 94.32 146.9

sum, tmax 17 89.8 157.09 230.3 24.5 68.84 113.9 101 171.82 253.7 28.8 83.57 137.4

ms, tmin 9.3 97.5 151.78 212.2 62.4 102.41 151 105.4 166.24 238.6 71.1 116.87 174.4

ms, tave 15 103.3 151.73 209.8 41.7 74.33 106.7 109.5 166.84 236.6 53.8 89.44 134.6

ms, tmax 17.2 103.6 152.57 211.8 31.3 64.32 102.3 110.6 170.47 244.2 36 82.22 134.4

lxm, tmin 9 101.4 149.34 203.6 63.9 100.13 143.4 109.6 163.67 234.1 75.5 114.46 165.5

lxm, tave 14.9 103.3 147.13 191.8 41.7 69.2 90.8 108.4 162.37 231 49.9 84.44 132

lxm, tmax 16.7 103.8 147.03 192.4 31.2 58.74 88.3 108.4 163.77 228.4 36.1 75.48 129.1

for the approximated problems are identical to the corresponding true values in
this case.
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Table 11. Influence of limitation of tree width (n = 20, c = 30, rnd, S, max. tree
width= 2).

alg. term. apporximated true value

round utility trade-off utility trade-off

min. ave. max min. ave. max. min. ave. max min. ave. max.

sum, tmin 7.9 62.5 129.33 221.6 43.6 96.075 169.4 62.5 135.185 240.2 43.8 101.93 181.8

sum, tave 15.9 61.5 134.55 222.8 25.6 68.73 124.2 61.6 140.7 248.9 25.7 74.88 146.7

sum, tmax 18.1 61.6 134.7 222.8 15.5 57.645 108.9 61.7 140.975 248.9 15.6 63.92 131.9

ms, tmin 7.7 64.3 125.53 211.6 47.3 92.53 156.9 64.3 131.89 238.7 47.3 98.89 177.3

ms, tave 15.2 70.4 132.3 217.2 30 67.11 116.9 70.4 138.705 242.9 32.4 73.515 142

ms, tmax 17.4 70.4 132.885 217.6 16.7 56.14 102.9 70.4 139.585 244.1 19.5 62.84 128.6

lxm, tmin 7.7 62.8 122.47 201 45 89.31 150.2 62.8 128.85 226.3 45.6 95.69 169.7

lxm, tave 15 70 126.155 201.9 32.7 61.48 99.2 70 131.925 221.3 35 67.25 124.6

lxm, tmax 16.9 70.4 126.8 200.2 7 50.03 92.3 70.4 133.495 236.3 9 56.725 129.9

The average execution time of our experimental implementation on a com-
puter with g++ (GCC) 8.5.0, Linux version 4.18, Intel (R) Core (TM) i7-9700K
CPU @ 3.60 GHz and 64 GB memory was 758 s in the case of n = 10, c = 20,
lxm, S, and tave that took the maximum computation time.

6 Discussion

In our previous work [8], a similar problem was solved using a mediator agent
that performed a centralized local search. The goal of the study was to find the
first solution where all the agents can agree with the published utility values.
Therefore, the solution process only finds one combination of parts of the con-
straints that involves an assignment to all the variables, and no other possible
complete solutions were explored. In only employs the summation criterion to
aggregate and evaluate the publish cost values and utility values.

Our study investigated the negotiation process on similar problems with a
decentralized complete solution method that employed several criteria to con-
sider preferences of individual agents. While most agents find better solution
in early steps of the negotiation in general cases, it is possible to continue the
search for other solutions with better utility values. On the other hand, due to
the limitation of dynamic programming on pseudo-trees, we focused on relatively
small scale and sparse problem instances.

We assumed that it is acceptable to reveal some abstract information to
determine the utility values to be published as a fundamental investigation.
Opportunities exist fro employing a secure computation in part of the negotiation
process of publication. In such an approach, one issue will be the information
that is finally published so that agents can understand the reasons behind an
agreement on a solution.

We employed complete solution methods to solve problems in each negoti-
ation round so that the parts of negotiations are based on optimal solutions.
However, incomplete solution methods are necessary for complex and large-scale
problems in practical domains. There are opportunities to develop such scalable
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solution methods for composite criteria based on social welfare among agents. For
an initial investigation, we employed fundamental benchmark problems. Apply-
ing our proposed approach to practical resource allocation and collaboration
problems using scalable solution methods will be included in our future work.

We employed a well known approach to reduce the size of the subproblems
in pseudo-tree based solution methods, we eliminated back edges. On the other
hand, when a node has a large number of child nodes, that situation also increases
the size of the subproblems of agents. For such problems, there are opportunities
to employ the mini-bucket algorithm that approximates functions with large
arity by decomposing the original function to multiple functions with smaller
arities [1]. Another approach is applying inexact methods, although existing
solution methods have to be adjusted to this class of problems.

7 Conclusion

We proposed a multiagent negotiation framework based on asymmetric multi
objective distributed constraint optimization problems where agents gradually
publish their utility information until an agreement is reached. The proposed
negotiation framework consists of two types of AMODCOPs including the prob-
lem to select the utility information to be published by agents and another
decision-making problem based on the published utility values. Agents repeat-
edly solve both problems using an exact solution method according to pseudo-
trees on constraint graphs. We introduced the heuristic constraints to gradually
publish utility information of agents and also employed the criterion to evaluate
multiple objectives among agents. In addition, we applied preprocessing meth-
ods to adjust utility values among agents, and to approximate complex prob-
lems. The experimental result revealed the effects and influences of the proposed
approaches.

The pricing of individual utility information, more practical strategies and
interactive agreement conditions will be future directions of the study. Applying
solution methods based on soft computing approaches to large-scale and complex
problems will also be included in our future work.
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Abstract. Citations are generally analyzed using only quantitative measures
while excluding qualitative aspects such as sentiment and intent. However, qual-
itative aspects provide deeper insights into the impact of a scientific research
artifact and make it possible to focus on relevant literature free from bias asso-
ciated with quantitative aspects. Therefore, it is possible to rank and categorize
papers based on their sentiment and intent. For this purpose, larger citation senti-
ment datasets are required. However, from a time and cost perspective, curating
a large citation sentiment dataset is a challenging task. Particularly, citation sen-
timent analysis suffers from both data scarcity and tremendous costs for dataset
annotation. To overcome the bottleneck of data scarcity in the citation analysis
domain we explore the impact of out-domain data during training to enhance
the model performance. Our results emphasize the use of different scheduling
methods based on the use case. We empirically found that a model trained using
sequential data scheduling is more suitable for domain-specific usecases. Con-
versely, shuffled data feeding achieves better performance on a cross-domain task.
Based on our findings, we propose an end-to-end trainable multi-task model that
covers the sentiment and intent analysis that utilizes out-domain datasets to over-
come the data scarcity.

Keywords: Artificial intelligence · Natural language processing · Scientific
citation analysis ·Multi-task · Transformers · Sentiment analysis · Intent
analysis ·Multi-domain

1 Introduction

Neural Networks have recently been applied to tasks from a wide range of domains.
They are also notorious for their desire for very large amounts of annotated data, one
of the key requirements to use neural networks is the availability of annotated data.
While the process of data annotation can be automated in some domains to ensure the
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availability of the necessary data. However, it is not always possible and the quality of
automatically annotated data can not be ensured as mentioned in [27].

Citations data for sentiment analysis is a particular example of such a scenario
where the data is already very scarce and challenging to collect and annotate using
automated approaches. While the annotation of product reviews can be automated, the
automated annotation of texts without additional features like stars ratings and emojis,
etc. is a significantly more complex task [25].

Scientific publications play an important role in the progress of a community. The
“Publish or Perish” principle continuously pushes the researchers to periodically pub-
lish their scientific contributions which resulted in a boom of publications. This expo-
nential increase in the amount of existing scientific publications has posed a challenge
of evaluating the impact of each contribution in this publication outburst. Despite the
existence of various metrics, including the h-index, aspects such as sentiment and intent
are rarely evaluated. It is a well-established fact that most of the existing metrics heav-
ily rely on citation counts and therefore only take quantitative aspects of a citation into
consideration [5]. However, the quality of a scientific contribution should not entirely
depend on quantitative aspects rather on the content and the results [12,36].

Such qualitative facet greatly assists in the citation impact measurements by enrich-
ing them and therefore resulting in more sophisticated significance rankings [36]. The
task of sentiment classification offers contextual insights into a given text corpus and
is applied on various domains such as movie review, product reviews, and Twitter
data [3,11,16,19,32]. Performing sentiment analysis on objective citation data is still
challenging due to the objectivity of the text and the limited amount of annotated data.

The intent of a citation found in scientific literature refers to the purpose of citing
the existing scientific artifacts. Citation intent analysis serves a dual purpose. Besides
the intention of a citation i.e. approach, dataset, survey, or related work, it also plays
a crucial role in identifying the sentiment [20] of that citation based on its occurrence
position in the paper. For instance, citations found in the evaluation and discussion
section are more likely to be negative, as the citing authors usually compare the results
of their approach in evaluation to prove the superiority of their proposed approach.

Despite the recently published approaches [4] there is still a scarcity of methods
and datasets for the task of scientific citation analysis. There are a couple of factors that
caused this data scarcity. Firstly, the high costs of manual annotation and the highly
objective text make it impossible to automatically annotate it with a high quality. Sec-
ondly, there is no formal definition of intention used to classify citations properly.

In our previous paper ImpactCite [21], we contributed by releasing a cleaned cita-
tion sentiment dataset for the task of citation sentiment analysis. In addition, we pro-
posed a transformer-based approach for classifying the sentiment or intent of a given
citation string. Even with our dataset contribution, the scarcity of citation sentiment
data was not eliminated. Therefore, in this paper, we further investigated the usage of
out-domain sentiment datasets to learn and transfer their knowledge to the citation sen-
timent task. For this purpose, we utilize the cleaned dataset proposed in ImpactCite [21]
and extend its analysis using out-domain data to further improve the performance of the
citation analysis model. We also evaluate different scheduling methods to train models
on the data and investigate the impact of those strategies concerning the model per-
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formance. Furthermore, we investigate the impact of training a single model for two
different tasks of the same domain to enhance the accuracy of the task with limited
annotated data. It will significantly save both time and computation resources. To our
knowledge, it is the first endeavor of investigating sentiment and intent classification on
scientific data including out-domain data integration. Citation sentiment analysis would
benefit greatly if sentiment datasets from other domains had a positive effect on citation
analysis models. The contributions of this publication are as follows:

1. Evaluation of out-domain data usage during training
2. Evaluation of different scheduling methods
3. An end-to-end sentiment and intent citation classification multi-task model.

2 Related Work

This section discusses the literature related to three relevant aspects. Firstly, we will
discuss the works related to the sentiment classification followed by the intent classifi-
cation. Later, we cover literature related to the use of out-domain data, transfer learning,
and the possible impact of these approaches concerning data scarcity.

2.1 Sentiment Classification

Sentiment analysis has been a notable task in natural language processing. Several
approaches have been proposed in the existing literature which focused on tackling the
task of Sentiment classification. The most common use cases for the task of sentiment
classification include the sentiment analysis of tweets, movies, and products reviews.
Tang et al. [30] proposed a word embeddings-based approach contingent on sentiment
present in a tweet. These sentiment-oriented word embeddings make this approach very
suitable for the task of sentiment classification. Thongtan et al. [31] took it one step fur-
ther and applied document embeddings instead of word embeddings. These document
embeddings were trained using cosine similarity as the similarity measure. The effec-
tiveness of this approach was demonstrated by applying it to a dataset consisting of
movie reviews. Cliche [6] adopted a slightly different path and employed an ensemble
of Convolutional Neural Network (CNN) and Long-Short TermMemory (LSTM) mod-
els. This approach was trained and fine-tuned on a large corpus of unlabeled tweets for
the task of sentiment classification.

BERT [9] is considered as the most popular choice for different natural language
processing (NLP) tasks. It was trained on a large corpus of unlabeled data. Owing to
its success in resolving other NLP problems, BERT has also been applied to the task
of sentiment analysis. Several approaches [23,33,37] took advantage of the baseline
BERT model and further tapped the potential of the model by incorporating different
modules like pre-processing, attention, and structural features, etc. These modules pro-
vided some additional information to the model which in turn helped the model to better
predict the resultant label.

Most of the research related to the task of sentiment analysis is performed for the
domains of movie/product review or Twitter data sentiment analysis. However, a minor
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fraction of the literature also targets a different domain for the task of sentiment anal-
ysis. Citation sentiment analysis is also of extreme importance as it helps us in under-
standing the impact of research artifacts in a scientific community. Citation sentiment
analysis is vastly different from movie/product review or Twitter sentiment analysis,
unlike reviews and tweets, citations appear in the scientific literature which is a quite
formal form of text. Esuli and Sebastiani [10] proposed the idea that sentiment clas-
sification has striking similarities with opinion and subjectivity mining. They further
discussed that an individual can premeditate a seemingly positive or negative citation
by only using their inclinations and writing style.

Athar et al. [2] explored the idea of using sets of several features like science lex-
icon, contextual polarity, dependencies, negation, sentence splitting, and word-level
features for citation sentiment classification. They performed several experiments to
establish a set of most suitable features which has optimal performance in classifying
citation sentiment found in scientific literature. On a similar line, Xu et al. [34] car-
ried out a citation sentiment analysis on the clinical trial literature. For this task, they
employed a different set of features like n-grams, sentiment lexicon, and structure infor-
mation. The task of sentiment classification is particularly hard for citation data due to
the inadequate number of datasets available which have a very limited number of sam-
ples for sufficiently training a model. Finding a sentiment in a text that is written to be
analytical and objective is substantially different from doing so in highly subjective text
pieces like Twitter data.

2.2 Intent Classification

Intent classification and sentiment classification seem to be nearly identical tasks. How-
ever, both tasks are inherently different as intent classification is more inclined towards
motive behind citation which is generally closely related to the section in which the
citation string appears. Intent classification has become a more challenging task due
to the increasing usage of compound section titles. Cohan et al. [7] employed bi-
directional LSTM equipped with an attention mechanism. Additionally, they proposed
to use ELMo vectors and structural scaffolds i.e. citation worthiness and section title.

Another interesting work is SciBERT which is a variation of BERT specifically
optimized for scientific publications and was proposed by Beltagy et al. [4]. The model
was trained on 1.14 million scientific publications containing 3.17 billion tokens. The
training data originates from two different domains, namely the computer science and
biomedical domain. SciBERT was successfully applied on several NLP tasks including
the classification of sections.

Furthermore, Mercier et al. [20] tackled the sentiment and intent classification using
a fusion approach of different baseline classifiers such as a Support Vector Machine
(SVM) and a perceptron. They used a set of textual features consisting of adjectives,
hypernyms, type, length of tokens, capitalization, and synonyms. Closely related to that,
Abu-Jabra et al. [1] proposed an SVM-based approach to perform the intent classifica-
tion of citations. They stated that structural and lexical features in their experiments
have shown to be of very high significance when it comes to the intent of a citation.
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2.3 Out-Domain Data Utilization

Su et al. [29] presented in their work to study the impact of out-domain data for question
answering. They investigated different training schedules and their impact on accuracy.
The main focus of their work was a better generalization. Another work that conducted
experiments related to the robust training using in-domain and out-domain data was
proposed by Li et al. [15]. Their proposed method provides the capabilities to learn
domain-specific and general data in conjunction to overcome the convergence towards
domain-specific properties. Sajjad et al. [26] proposed an approach that first learns of
different out-domain data and finally fine-tunes on in-domain data to achieve the opti-
mal results. This approach intuitively utilizes the data of the different domains and
therefore has a much larger training corpus for a better generalization.

Khayrallah et al. [13] addressed the amount of out-domain vocabulary. Their find-
ings showed that with the use of out-domain data and a continuous adaption towards
the domain, the number of words not included in the vocabulary can be reduced effi-
ciently. For this purpose, they used an out-domain model and trained it with a modified
training objective continuously on the in-domain data. Furthermore, Mrkšić et al. [22]
showed that using the out-domain data can yield significant improvements for very
small datasets. And therefore makes it possible to train models using these sets when it
is not possible to do that without the use of out-domain data.

3 Datasets

This paper mainly focuses on the task of sentiment and intent analysis. Therefore we
selected a range of datasets suitable for sentiment classification and also for intent clas-
sification.

3.1 Sentiment Datasets

For the task of Sentiment classification, we employed various datasets for our exper-
iments. Our target domain is the scientific literature. However, we selected some out-
domain datasets to overcome the data scarcity. Following are the datasets selected for
the sentiment classification task:

1. Movie reviews
2. Product reviews
3. Twitter data
4. Scientific data.

To standardize the labels of selected datasets, a preprocessing step was essential.
For experiments evaluating out-domain knowledge transfer and sequential training, we
preprocessed the selected datasets for binary sentiment classification tasks i.e. positive
and negative. It enabled us to train and test models across different datasets. To do so,
we excluded the neutral class and grouped different labels if the datasets had multiple
classes that correspond to the positive or negative label e.g. ‘good’ and ‘very good’ or
4 out of 5 and 5 out of 5 stars. However, we used all three classes i.e. positive, negative,
and neutral for the multi-task experiments. The details of the selected sentiment datasets
are as follows:
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Movie Reviews. From the domain of movie reviews, we decided to use three popular
datasets that quantified both positive and negative reviews in the form of a numerical
score. The IMDB [17] dataset contains about 25, 000 training and 25, 000 test instances
of highly polar reviews. It is the largest dataset by volume in the selected datasets. The
second dataset we used in our experiments is the Cornell movie review data [24]. It is a
considerably small dataset as compared to IMDB. However, it has an even distribution
of 1, 000 samples for each of the positive and negative classes. The last dataset that we
selected from movie reviews is the Stanford Sentiment Treebank dataset [28]. For this
dataset, we had to discard the samples not related to either negative or positive classes.
All three above-mentioned datasets are related to the same task from the same domain
and therefore their underlying structure should be rather similar.

Product Reviews. To include a dataset from a different domain than theMovie reviews,
we selected the amazon product review dataset [18]. This dataset consists of various
product categories. Some of the categories in the amazon data are closely related to the
movie reviews such as Books, TV, and Movies. On the other hand, some categories are
completely different from movie reviews such as Beauty, Electronic, and Video Games.
For our experiments, we selected one category from amazon data that was unrelated
to the movie reviews. The chosen category was related to the instrument reviews. The
product reviews were quantified in the form of 1 − 5 stars. For our experiments, we
converted the star ratings into positive and negative classes while skipping the neutral
class. Product reviews with ratings with 4 and 5 stars were labeled as positive. On
the other hand, product reviews with 1 and 2 stars were labeled as negative. However,
product reviews with a star rating of 3 were skipped as they belonged to the neutral
class and were not relevant for our experiments.

Twitter Data. Sentiment analysis on Twitter data is a quite popular task. For this pur-
pose, we selected a couple of Twitter datasets. Intuitively, we assume that the Twitter
datasets are the most subjective ones in our selection as their language style differs
significantly from the scientific and other domain datasets. The first dataset is related
to airline reviews in form of tweets. The data was taken from Kaggle1 and contains
three classes i.e. positive, negative, and neutral. Similar to other datasets, we removed
the neutral class. The same class elimination was performed for the second dataset
Sentiment140 dataset2. This dataset was composed using 1.6 Million general tweets
collected from Twitter along with their sentiment.

Scientific Data. From the scientific domain, we selected a dataset called Citation Sen-
timent Corpus (CSC-Clean). It was proposed in our previous paper [21]. There have
been very limited contributions for the citation sentiment analysis task as the number of
available datasets is almost not existent. Although there exist some datasets proposed
by Xu et al. [34] and Athar [2] those are either not publicly available or suffer from bad

1 Twitter US Airline Sentiment: https://www.kaggle.com/crowdflower/twitter-airline-senti
ment.

2 Sentiment140: https://www.kaggle.com/kazanova/sentiment140.

https://www.kaggle.com/crowdflower/twitter-airline-sentiment
https://www.kaggle.com/crowdflower/twitter-airline-sentiment
https://www.kaggle.com/kazanova/sentiment140
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Table 1. Comparison of citation sentiment corpus (CSC) and citation sentiment clean (CSC-C)
dataset. Taken from [21].

Classes CSC CSC-Clean CSC-Clean Dist. Removed [%]

Positive 829 728 9.12% 101 (12.18)

Neutral 280 253 87.71% 27 (9.64)

Negative 7, 627 6, 999 3.17% 629 (8.25)

quality. The reason for this data scarcity is the expensive and complicated labeling pro-
cess. We decided to use the CSC dataset [2] as a baseline. Upon careful dataset analysis,
we found out that there exist duplicate instances with an occasionally same or different
label in the CSC dataset. These instances also often exist in different data splits such
as training and test set. We identified these quality issues and cleaned the dataset to
achieve a better quality throughout the same corpus. Table 1 shows the original sample
count, number of removed instances concerning duplicates, and the remaining number
of samples. In addition, we show the updated dataset distribution and the percentage
of removed instances concerning each class. In total, we removed 757 instances which
are 8.67% of the data. For duplicates with two different labels, we removed both the
original and the duplicated instances as this is the only appropriate solution to avoid a
subjective bias from our side. Including one of the instances would bias the data and
results. The resultant dataset is referred to as CSC-Clean and publicly available3.

Sentiment Dataset Statistics. In Table 2 we show the statistics of each sentiment
dataset after pre-processing them to exclude the neutral class and existing duplicates.
These statistics include the number of samples used to train, validate, and test our mod-
els. In addition, the table also shows the dataset distribution highlighting that datasets
such as the Instruments, US Airline, and CSC-Clean are heavily biased towards one
of the two classes. Another characteristic is that the collected datasets differ largely
in their size. This resulted in the need to upsample or downsample the data for some
experiments to make the results comparable.

3.2 Intent Dataset

From the scientific domain, we selected a dataset related to citation intent analysis
called SciCite. The SciCite dataset proposed in [7] is a famous benchmark for citation
intent classification. It was curated using medical and computer science publications
and is publicly available. The size of this dataset is sufficient to train any deep learning
model and the existing benchmarks emphasize the high quality of the dataset. However,
the dataset has an imbalanced sample distribution in which the vast majority of the sam-
ples are assigned to the ‘Background’ class. Another, important aspect of the dataset is
the coarse-grained label process which was applied to create that dataset. According to

3 https://github.com/DominiqueMercier/ImpactCite.

https://github.com/DominiqueMercier/ImpactCite
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Table 2. Comparison all used datasets. Only including the positive and negative class. Neutral
class for CSC-Clean was excluded in this table.

Domain Dataset Train Val Test Positive [%] Negative [%]

Movie Reviews

IMDB 19, 923 4, 981 24, 678 50.19 49.81

Cornell 6, 823 1, 706 2, 133 50.0 50.0

Stanford Sent. 6, 911 872 1, 819 51.64 48.36

Product Reviews Instruments 6, 068 1, 507 1, 897 95.07 4.93

Twitter Data
US Airline 7, 243 1, 811 2, 264 19.81 80.19

Sentiment140 10, 161 2, 541 3, 176 49.94 50.06

Scientific Data CSC-Clean 797 89 95 74.21 25.79

Table 3. SciCite [7]. Number of instances and class distribution. Taken from [21].

Classes Training Validation Test Total Percentage

Result 1, 109 123 259 1, 491 13.53

Method 2, 294 255 605 3, 154 28.62

Background 4, 840 538 997 6, 375 57.85

the authors, the distribution follows the real-world distribution and the number of sam-
ples is large enough to sufficiently learn the concepts of each class. Detailed information
about the dataset can be found in Table 3. We mainly employed SciCite along with the
CSC-Clean dataset to demonstrate the capability of training a multi-task model, where
tasks are different and yet from the same domain.

4 Contributions

We divided this section into three main parts. The first part discusses the baseline work
from our previous paper ImpactCite [21]. Secondly, we will discuss the impact of train-
ing a model on out-domain data. And the third part covers a fusion approach to combine
sentiment and intent. We further show that both methods rely on different aspects of the
task and highlight their advantages.

4.1 ImpactCite

Our previously proposed approach, ImpactCite [21] served as a baseline for this paper. It
is an XLNet [35] based approach for analysis of sentiment and intent of citations found
in scientific literature. ImpactCite utilizes two separate XLNets to provide a citation
sentiment and intent analysis. To the best of our knowledge, there exists only limited
work concerning scientific citation analysis.

The task of citation analysis involves two challenging dataset characteristics. First,
the dependency on sentences next to the actual citation. Taking into account that most
of the citation sentiment origins from neighborhood sentences lead to longer sequences.
Secondly, the model needs to cover dependencies in both directions as in the scientific
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Fig. 1. Transformer-XL architecture [8]. Each of the Multi-Head Attention layers is composed of
multiple attention heads that apply a linear transformation and compute the attention.

world the sentiment might be given before or even after the actual citation sentence.
Taking into account these essential properties we decided to use XLNet [35] as a model
for our experiments. XLNet is a well-known transformer-based network structure that
can cover long sequences and bi-directional dependencies. The auto-regressive model
is based on a Transformer-XL [8] as the backbone. The Transformer XL architecture
is shown in Fig. 1. In addition, there exist many pre-trained XLNet models which is
essential for the sentiment classification as the number of datasets for scientific senti-
ment citation is not sufficient to train such a model from scratch. Precisely, we decided
to use the XLNet-Large model to make sure that the model is large enough to cover the
whole context. XLNet-Large consists of 24-layers, 1, 024 hidden units, and 16 heads.
During our experiments, we only fine-tune the pre-trained model according to the differ-
ent tasks involving cross-domain sentiment analysis, scientific sentiment classification,
and scientific intent classification. As the language of the pre-trained model and the
data used to fine-tune it we benefit from the pre-trained weights as the general language
structure is similar and only needs small adjustments concerning the domain and task.

Separating these two tasks enables us to fine-tune the corresponding model to each
task and achieve the best possible results for that task. This is especially beneficial
for the intent as the amount of sentiment citation data is limited. However, the major
drawback is that two separate models are required for this purpose and the sentiment
does not benefit from the intent model although both tasks are from the same domain.
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Fig. 2. Mutli-Task setup combining sentiment and intent task. The same encoder is used for both
tasks and a task specific head is trained.

4.2 Overcoming Data Scarcity and Data Feeding Techniques

In this paper, we investigated the techniques to overcome the scarcity of data for certain
domains. Particularly for sentiment analysis of scientific citations, there are not many
datasets available. In this paper, we propose that training on out-domain data and later
finetuning on target domain results in better model performance, therefore, bridging the
data scarcity gap. Additionally, we experimented with different data feeding methods
to analyze their impact on the performance of the final model.

4.3 Fusion Approach

Lastly, in this paper, we propose that although the citation sentiment and intent analysis
are different tasks. However, we believe that the underlying text structure concerning
the sentiment and intent task on scientific data is similar. Based on the cross-domain
sentiment classification we show that the addition of data addressing the same task
or the same domain can enhance the scientific sentiment classification. Ultimately, we
train a single XLNet model on both the sentiment and intent datasets that performs the
complete citation analysis and resolves the dataset size issues. The pipeline is visualized
in Fig. 2.



Utilizing Out-Domain Datasets to Enhance Multi-task Citation Analysis 123

5 Experiments and Analysis

In this section, we will discuss our experiments and their results. All experiments
are classified into four sets. The first set discusses the performance benchmark of
XLNet [35] for the task of intent classification. The second set discusses the experi-
ments related to the performance benchmark of XLNet for sentiment classification. We
performed these benchmarking experiments using several other models ranging from
the baseline models i.e. CNN to highly sophisticated language models i.e. BERT [9],
ALBERT [14] and XLNet [35]. In the third set of experiments, we will discuss the
experiments related to training on out-domain data and testing on several different
domains dataset, which also includes finetuning on the target domain dataset. Addi-
tionally, a collection of experiments discussing the effects of different data feeding
techniques are also discussed in this set of experiments.

Finally, we discuss experiments combining the sentiment and intent modality and
serve a single model that processes both tasks. Doing so requires a deep understanding
of multiple aspects such as domain dependency, model selection, and task relation.
In our case, the first two aspects are covered by benchmarking and the out-domain
evaluation. In addition, it has been shown that the tasks are related to each other [20].

5.1 Intent Classification

Experiment1: Performance Benchmarking. To evaluate the performance of differ-
ent model architectures on the intent classification task we decided to use the Sci-
Cite dataset [7]. We used the original train and test splits provided by the dataset and
divided our models into two categories. The first category includes all baseline mod-
els. We explored different setups of CNNs, LSTMs, and RNNs. These models were
trained from scratch using the SciCite dataset. In addition, we also trained BERT [9],
ALBERT [14] and ImpactCite (XLNet). The second category of models was pre-trained
and is a member of the transformer-based solutions. These models were only fine-tuned
on the SciCite dataset. Due to high imbalance data, we employed the micro-f1 and
macro-f1 scores for performance comparison. Furthermore, initial experiments using
the CNN, LSTM, and RNN approaches have shown that their performance using pre-
trained embeddings e.g. GloVe4 did not improve compared to newly initialized embed-
dings. We emphasize that one of the reasons for this might be the domain discrepancy
between the pre-trained embeddings and the scientific domain.

Results and Discussion. Table 4 shows the performance benchmark results of different
selected architectures for the intent classification task. It is evident from the results that
both the LSTM and RNN are not able to compete with the CNN. A reason for the
inferior performance of the RNN is the length of the sequences resulting in vanishing
gradients for the RNN. The LSTM on the other hand suffers from the bi-directional
influences between the sentences that are not completely covered by the architecture.
We further explored different layer and filter sizes for baseline models. However, there
is only an insignificant difference when tuning the parameters. Concerning the time

4 https://nlp.stanford.edu/projects/glove/.

https://nlp.stanford.edu/projects/glove/
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Table 4. Performance evaluation on SciCite [7] (intent) dataset. L = Layer, F = Filter, C = convo-
lution size. Taken from [21].

Topography Architecture
Class-based accuracy

micro-f1 macro-f1
Result [%] Method [%] Background [%]

CNN L 3 F 100 C 3,4,5 79.92 76.53 79.24 78.50 78.56

CNN L 3 F 100 C 2,4,6 81.85 77.69 81.14 80.12 80.22

CNN L 3 F 100 C 3,3,3 64.09 71.74 85.46 78.05 73.76

CNN L 3 F 100 C 3,5,7 76.45 74.05 85.46 80.49 78.65

CNN L 3 F 100 C 3,7,9 68.34 70.58 87.26 79.20 75.39

LSTM L 2 F 512 73.75 73.55 79.54 76.80 75.61

LSTM L 4 F 512 75.29 69.59 82.95 77.54 75.94

LSTM L 4 F 1024 68.73 70.91 84.25 77.75 74.63

RNN L 2 F 512 25.10 56.86 62.19 55.30 48.05

BERT [9] Base 84.56 75.37 89.47 84.20 83.13

ALBERT [14] Base 83.78 77.03 87.06 83.34 82.62

ImpactCite [21] Base 92.67 85.79 88.34 88.13 88.93

BiLSTM-Att [7] * * * * * 82.60

Scaffolds [7] * * * * * 84.00

BERT [4,9] Base * * * * 84.85

SciBert [4] * * * * * 85.49

consumption, the CNN shows superior performance over the other baseline approaches
as it can compute things in parallel as compared to LSTMs and RNNs.

The second category presented in Table 4 shows the complex language models. We
were able to achieve a new state-of-the-art performance using ImpactCite [21]. It sig-
nificantly outperformed the other fine-tuned language models by up to 3.9% micro-f1
and 5.8% macro-f1 score. Especially, the increase in the minority classes has shown
a significant difference of 10%. Summarizing the findings, we have demonstrated that
ImpactCite (XLNet) was able to outperform the CNN by 8.71% and the language mod-
els by 3.9%macro-f1 score and significantly increased the performance for the minority
class. This highlights the significantly better capabilities of the larger transformer-based
model pre-trained on a different domain and later fine-tuned.

5.2 Sentiment Classification

In this section, we will discuss the experiments conducted for the task of scientific
sentiment classification. There were two datasets used in these experiments namely
Citation Sentiment Corpus (CSC) and our proposed clean version of the dataset called
CSC-C.

Experiment 1: Fixed Dataset Split on CSC Sentiment Dataset. For this experiment,
we employed a fixed 70/30 data split for the CSC dataset excluding any additional
dataset cleansing. We evaluated the performance of each previously used model. Addi-
tionally, we employed several sample strategies i.e. focal loss, SMOTE & upsampling,
and analyzed their impact concerning the imbalanced data.
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Table 5. Performance: Citation Sentiment Corpus (CSC). Taken from [21].

Topography Modification
Class-based accuracy

Positive [%] Negative [%] Neutral [%]

CNN * 28.2 21.3 94.8

CNN Focal 36.9 16.9 94.3

CNN SMOTE 39.4 20.2 84.2

CNN Upsampling 36.1 6.7 92.8

LSTM * 32.8 12.4 93.9

LSTM Focal 42.7 19.1 82.8

LSTM SMOTE 42.3 20.2 83.7

LSTM Upsampling 26.1 11.2 97.0

RNN * 24.5 21.3 72.7

BERT [9] * 38.6 20.4 96.4

ALBERT [14] * 44.3 28.8 95.8

ImpactCite [21] * 78.9 85.7 75.4

Results and Discussion. The results of this experiment are shown in Table 5. We
observed that all models mainly captured the concept of neutral citations. Addition-
ally, we also observed that the methods like focal loss and SMOTE sampling increased
the performance of the CNNs and LSTMs. Furthermore, upsampling does not help to
improve the performance of the model. However, ImpactCite [21] effectively learned
representations of each class. Especially, the negative class was captured in a much
better way by ImpactCite. Although ImpactCite showed slightly worse performance on
the neutral class, it performed significantly better for positive and negative classes. We
conclude that ImpactCite is able to deal with the large class imbalance and show that
the complex language models are superior to the baseline approaches enhanced with
sampling and focus strategies for the CSC dataset.

Experiment 2: Cross-Validation on CSC-Clean Sentiment Dataset. In order to com-
pare our proposed ImpactCite with the results of Athar [2] we used a 10-fold-cross val-
idation. However, due to the missing split information and the duplicates that exist in
the original CSC dataset, we decided to perform the experiment on the CSC-C dataset.
Although the results are not directly comparable, the approach [2] is favored due to
the duplicates that appear in the training and test data. For the sake of completion, we
included [2] as a reference. During the 10-fold cross-validation, we used nine splits as
training and one split as a test dataset for each run and averaged the results at the end. A
collection of experiments were performed employing a variety of models ranging from
baseline CNN models to complex BERT language models. In order to successfully
apply the baseline methods, we used the class weights as they have shown superior
performance in previous experiments.
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Table 6. Cross validation performance: Sentiment citation corpus (CSC-C). Taken from [21].

Topography
Class-based accuracy

micro-f1 macro-f1
Positive [%] Negative [%] Neutral [%]

CNN 40.2 24.9 95.0 88.6 43.4

LSTM 34.8 19.0 92.1 84.6 46.1

RNN 20.7 17.9 86.0 77.9 41.5

BERT [9] 72.8 80.2 70.3 74.4 74.4

ALBERT [14] 71.1 72.5 67.6 70.4 70.4

ImpactCite [21] 64.6 86.6 82.0 77.7 77.7

SVM [2]a * * * 89.9 76.4
a Trained and tested on CSC

Results and Discussion. The results of this experiment are shown in Table 6. Inter-
estingly, the baseline models were not able to achieve comparable performance even
though the class weights were employed. In order to resolve the class imbalance issue,
we pre-processed the folds for the baseline approaches such that the number of positive
and neutral training samples was decreased to the number of negative samples. Doing
so resulted in the performances shown in the table. Additionally, we observed that the
complex language models performed much better on the small dataset. They signifi-
cantly outperformed the baseline methods and achieved good results across all three
classes. In addition, ImpactCite˜[21] outperformed all other selected models and sets a
new state-of-the-art for citation sentiment classification on the CSC-Clean. For the sake
of completeness, we included the SVM used by Athar evaluated on the CSC dataset.

5.3 Out-Domain: Evaluating Impact of Additional Data

In this section, we present our results using out-domain data to evaluate its impact on
the model performance. We investigate multiple scenarios of cross dataset training and
testing on datasets from different domains. Furthermore, we conducted experiments
concerning the use of multiple datasets and an optimal schedule strategy to enlarge
the corpus size. We also discuss details of some experiments related to different data
feeding methods.

Experiment 1: Out-domain Testing. In this experiment, we employed a pre-trained
XLNet for each dataset and fine-tune it on one dataset. Once the model is trained, we
evaluated its performance across all datasets to find out which datasets are semantically
closer to each other. The goal is to better understand the correlation of the dataset and
to what extent it is possible to use the model trained on an out-domain dataset for the
prediction of sentiment across other domains. In this experiment, we trained each model
for 40 epochs with a batch size of 24. In addition, we also used an early stopping mecha-
nism such that if the model converges before 40 epochs then it will stop further training
to prevent over-fitting. It has to be mentioned, that in this experiment the datasets had
different sizes, as shown in Table 2.
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Table 7. Results for testing on out-domain data using XLNets trained on a single dataset. Results
are macro f1-scores in percent.

Train

Test Movie Product Twitter Scientific

IMDB Cornell Stanford Instruments Us Airline Sentiment140 CSC-Clean

IMDB 94.38 81.58 83.66 70.20 64.53 62.72 54.16

Cornell 92.05 89.69 94.39 57.46 87.69 69.15 60.28

Stanford 91.71 89.49 92.85 63.68 86.46 68.89 63.76

Instruments 86.51 55.53 57.14 82.73 52.63 57.52 49.71

US Airline 56.80 71.45 79.47 43.80 92.21 68.39 43.45

Sentiment140 79.28 72.63 76.95 65.13 77.14 80.57 62.42

CSC-Clean 85.04 62.91 62.79 64.60 63.88 62.13 76.67

Results and Discussion. In Table 7 we show the results when using a single training
set and testing across all datasets. Overall the best performance was achieved using the
same dataset for training and testing, the only exception is the Stanford dataset. Inter-
estingly, the performance for the Stanford dataset is surprisingly good when the model
is trained on the Cornell data. It has to be mentioned, that both datasets are from the
same domain. This shows that training on more domain data without fine-tuning on a
specific dataset can result in a pretty good model for that dataset which is taken from
the same domain. Overall training on the Stanford dataset was not successful. In gen-
eral training on a dataset of the same domain without fine-tuning the model resulted
in a good performance on their own domain however it is not the case when trained
on out-domain data. One reason for this is the correlation between the data within the
same domain. The results further show that the correlation across domains is in gen-
eral lower but in the case of the Instruments dataset, the correlation is high enough
to achieve superior performance using a dataset that is more balanced from the movie
review domain. This suggests that a correlation between movie reviews and instrument
reviews (product reviews) exists. Intuitively, this is the case because the understanding
of positive and negative in the scientific domain is fundamentally different compared to
review data or tweets.

Experiment 2: Sequential Training. In this experiment, we evaluated the impact of
a sequential training scheme. The idea is that if a dataset is very small and therefore
it is not possible to train only on that dataset, we enhance the data size by using addi-
tional datasets. There are two interesting aspects to using additional datasets. One it will
increase the amount of data available for training and secondly, we also want to evaluate
the impact of the dataset sequence in which data is fed to the network. Intuitively, the
last dataset category in the training sequence should be favored with respect to the per-
formance as the gradients are optimized on it. We performed this for a fixed sequence of
datasets and categories and used several permutations of the sequence of categories to
have comparable results. In addition, we performed these experiments twice, once for
the upsampled datasets and once for the downsampled. The reason for this procedure
is that it is important to make all datasets the same size such that they can contribute
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Table 8. Macro f1-scores for sequential training. Sequence within the categories: [P]roduct
(Instruments), [M]ovie (Cornell, IMDB Stanford Sent.), [S]cientific (CSC-Clean), [T]witter (Sen-
timent140, US Airline). ‘Up’ corresponds to the upsampled training data and ‘Down’ to the down-
sampled training data.

Train

Test Movie Product Twitter Scientific

IMDB Cornell Stanford Instruments Us Airline Sentiment140 CSC-Clean

Up

S T P M 93.05 88.51 90.87 80.22 89.69 75.45 78.18

M S T P 92.94 86.98 89.35 80.25 86.97 77.16 69.16

P M S T 91.62 87.81 90.05 74.32 89.84 76.25 70.39

T P M S 92.19 88.19 91.26 77.72 90.04 76.08 76.97

Down

S T P M 92.38 87.29 89.98 80.45 85.93 76.96 75.55

M S T P 92.26 85.65 88.27 78.69 88.38 76.13 75.55

P M S T 90.55 85.94 89.27 65.93 88.79 75.33 66.73

T P M S 88.95 83.00 86.98 72.07 87.11 75.18 67.34

the same amount to the training. With the initial dataset sizes, this would not be the
case and a few datasets would dominate the training due to their size. In the upsampled
version we used 3, 000 samples whereas for the downsampling experiment we used the
number of instances of the smallest dataset as a reference number. For some datasets,
this means we had to select a subset of the training instances. This means we do not
preserve the individual class distribution. The sequence of the datasets is shown in the
corresponding results tables.

Results and Discussion. In Table 8 we present the results for sequential training. The
upper part of the table covers the training results using the upsampling whereas the
lower part covers the downsampling results. Our results for the upsampling showed
that putting the movie review data at the end achieved the best scores for three out of
the seven datasets. The performances overall were superior to the scores of the down-
sampling. Using the movie data as the last dataset in the training resulted in a 78.18%
macro f1-score for the scientific data which is 1.21% better compared to setting the
scientific data at the end of the sequence. The downsampled part shows that the train-
ing with the product data, in the end, has shown the best performance for the three
datasets. Interestingly, the performance on the scientific data was 8.21% better using
the downsampled either the product or movie datasets in the end compared to using its
own dataset as last in the downsampled scenario. Except for the testing on Instruments
and the CSC-Clean dataset, the performances of the other datasets did not change dra-
matically based on the feeding sequence. Another interesting finding was that putting
the movie reviews in the end for the downsampled experiments did not result in a bad
performance for all other dataset categories and led to a maximum drop of 2.86% for
the US Airline dataset compared to the best performance for that dataset. In general, it
was not the case that the models shows a bias towards the dataset that was used last in
the training epoch. It is to be noted that due to the computational effort we did not try
every combination but selected a subset that puts every category once at each position.
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Table 9. Macro f1-scores for shuffled training. ‘Up’ corresponds to the upsampled training data
and ‘Down’ to the downsampled training data.

Train

Test Movie Product Twitter Scientific

IMDB Cornell Stanford Instruments Us Airline Sentiment140 CSC-Clean

Up 93.65 88.04 91.81 88.90 89.99 77.13 74.45

Down 97.80 87.07 88.42 83.40 86.96 76.65 73.73

Furthermore, the general finding of this experiment series is that unexpectedly the net-
work does not work better when trained last on the evaluating dataset. Although most of
the achieved accuracies are comparable it is not easy to predict which sequence works
best for which testing set. Generally, upsampling was superior for most of the datasets.
However, it requires much more training time. In our case, the dataset size is 3, 000
compared to 797 samples for the downsampled version.

Experiment 3: Shuffled Training. In addition to the sequential data feeding exper-
iment, we performed similar experiments by shuffling the data. The major difference
compared to the previous experiment was that there is no sequence preserved, neither
within the categories nor between the categories. Therefore, the gradients can align to
each of the data samples and are not biased towards the last category in the setup.

Results and Discussion. In Table 9 we show the results of the shuffled upsampling
and downsampling experiments. Surprisingly, the macro-f1 scores are close to each
other. In these experiments, the downsampled data used about 800 instances of each
dataset whereas the upsampled 3, 000. Even more interesting is that the shuffled model
performed well across all datasets. The largest accuracy drop compared to the single
dataset training models was about 3.44% for the Sentiment140 dataset. Comparing the
performances of the downsampled model to the models trained exclusively on those
datasets, the accuracy of the shuffled model is impressively good. The same holds for
the upsampled model. In general, the shuffled model holds a better generalization as it
can be applied on all the datasets even without fine-tuning and sticks to good perfor-
mance.

5.4 Multi-task Model: Fusing Scientific Sentiment and Intent

Experiment 1: Multi-domain Usage. We further experimented with the unified model
for the sentiment and intent classification. This experiment combines both tasks into a
single model. The motivation behind this experiment is to handle the increased amount
of computation resource and inference time when using two separated models as pro-
posed in ImpactCite. However, due to the small size of the CSC-Clean dataset it is not
possible to train it directly in conjunction with the intent task. Therefore, we utilized the
previous findings and combined the citation sentiment data with the sentiment datasets
from other domains to enlarge the training set. Therefore, the sentiment task covers the
sentiment classification for all used datasets that included a neutral class.
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Table 10. Macro f1-scores sentiment and intent classification. Shows that the single task model
is superior for the individual tasks.

Task

Setup Mutli-Task Single-Task (ImpactCite)

All sent. datasets CSC-Clean + Stanford CSC-Clean SciCite

Sentiment 64.00 56.00 80.41 ∗
Intent 78.00 78.00 ∗ 88.93

Results and Discussion. Results in Table 10 show that the unified multi-task model has
advantages however it is achieved with certain limitations. Firstly, the advantage of the
multi-task model is that only a single model is used and two different heads are trained.
This makes inference twice as fast as only one forward pass is needed and reduces
the required hardware. However, the only impediment is that the model is trained on
the conjunction of sentiment data and therefore the bias of the out-domain context can
hinder the intent performance. It is to be noted that the model is robust against out-
domain data for the sentiment task.

6 Discussion

In our previous paper [21] we have shown that our approach is capable to perform
well on both the sentiment and intent classification. The results clearly highlighted the
problems with the scientific sentiment domain and the lack of data. Additionally, the
unbalanced datasets resulted in difficulties to converge for all evaluated methods except
ImpactCite [21]. Neither ALBERT [14] nor BERT [9] were able to converge up to a
state that provides a sufficient performance across all tested classes. While an intent
classification using those models works well this is not the case for sentiment classifi-
cation as some classes were not captured by the models. Especially, the negative class
was identified as one of the major shortcomings. However, we were able to overcome
this data shortcoming up to a certain extent using ImpactCite [20]. We achieved a new
state-of-the-art performance for both tasks emphasizing the gains using XLNet [35]
when the existing data is limited and unbalanced. In addition, these findings served as a
baseline for qualitative citation analysis which is most times not considered due to the
lack of available datasets.

In this paper we mainly focused on the utilization of out-domain data to enhance the
sentiment classification in the scientific domain which suffers from the lack of existing
annotated datasets. Our experiments have shown that without a specific fine-tuning the
correlation between in-domain datasets is stronger compared to out-domain datasets
and it is possible to achieve surprisingly good results training a classifier on a dataset
of the same domain even without fine-tuning. Interestingly, in some cases, the larger
quality datasets have shown better performance on some test sets than using the origi-
nal training set. Going one step ahead, we evaluated different scheduling techniques to
better understand the impact of data fusion. First, we tried different sequential concate-
nations resulting in better-generalized models that we are able to perform well across
all datasets. Although the sequence has been shown to bias the performance slightly
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towards the last category the results showed that the movie data as the last set in the
sequence performed best. In addition, the difference between the upsampled and down-
sampled training dataset versions highlighted that if the number of datasets concate-
nated is sufficient then this approach works for very small datasets below 800 samples.
Next, we mixed all sentiment training data to avoid preserving sequence to favor any
of the domains which resulted in a superior model with respect to the generalization.
Shuffling all the data removed the convergence towards a single domain. Although it
would be possible to fine-tune the model on a single dataset. We demonstrate that our
solution is more robust as it is confronted with out-domain data during the training and
further utilizes this data to establish a more general understanding of the underlying
language concepts that are not bound towards one domain.

Ultimately, the combination of tasks within a single model can be very complex.
During our experiments, we faced several challenges while combining the sentiment
and intent tasks. It was not possible to train a model that is capable to converge using
only the scientific sentiment and intent data. This is the case as the sentiment data is
very small and when combined with the intent task, the network is not able to learn the
concept of sentiment, especially negative sentiment, due to a large amount of unrelated
data. Although we have shown in our previous work [21] that the use of two separate
models is possible this might not be desired as the hardware required to run two models
parallel is expensive. Furthermore, a sequential inference suffers from time delay. As a
feasibility study, we combined the sentiment data with the out-domain sentiment data
and trained the multi-task model. Ultimately, the proposed model is capturing multiple
tasks and domains.

7 Conclusion

Utilizing our previous conducted experiments and findings presented in [21] we eval-
uated the impact of out-domain data usage during the training to enhance datasets and
overcome data scarcity in less popular domains. Specifically, the issues faced in the
sentiment analysis motivated us to evaluate the combination of different domain senti-
ment tasks and our results show impressive performances when the training procedure
is aligned to work with the multiple concatenated datasets. Our first finding highlights
that training using an in-domain dataset can already result in a suitable classifier for the
target dataset even without fine-tuning due to the correlation of the data within the same
domain. Going one step further we evaluated the impact of mixed datasets across the
domains to enlarge the available amount of data. Doing so we found that the results for
some datasets could be improved using a sequential approach in which the datasets with
higher quality at the end boost the classifier. Furthermore, shuffling the datasets resulted
in a powerful cross-domain model showing a good performance across all datasets. In
contrast to the sequential scheduling, the performance of the shuffled approach was
more balanced and not biased towards a single domain. Ultimately, we have shown
in a feasibility study that multi-task models can be enhanced using out-domain data
to enlarge the dataset. It was impossible to combine the scientific sentiment and cita-
tion data directly using the sentiment data due to the scarcity of the data. However,
with out-domain data mixing, and a shuffled schedule we were able to come up with
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a fully converge sentiment and intent model. One benefit of this model is the shared
encoder resulting in much lower hardware requirements, faster training, and inference.
In contrast to that, the separately trained models better converge for their specific task
resulting in higher accuracies. We aim for the optimization of the dataset combinations
and task combinations to achieve a better multi-task model open for future research.
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22. Mrkšić, N., et al.: Multi-domain dialog state tracking using recurrent neural networks. arXiv
preprint arXiv:1506.07190 (2015)

23. Munikar, M., Shakya, S., Shrestha, A.: Fine-grained sentiment classification using BERT. In:
2019 Artificial Intelligence for Transforming Business and Society (AITB), vol. 1, pp. 1–5
(2019)

24. Pang, B., Lee, L.: A sentimental education: sentiment analysis using subjectivity. In: Pro-
ceedings of ACL, pp. 271–278 (2004)

25. Ranjan, H., Agarwal, S., Prakash, A., Saha, S.K.: Automatic labelling of important terms and
phrases from medical discussions. In: 2017 Conference on Information and Communication
Technology (CICT), pp. 1–5. IEEE (2017)

26. Sajjad, H., Durrani, N., Dalvi, F., Belinkov, Y., Vogel, S.: Neural machine translation training
in a multi-domain scenario. arXiv preprint arXiv:1708.08712 (2017)

27. Snow, R., O’connor, B., Jurafsky, D., Ng, A.Y.: Cheap and fast-but is it good? Evaluating
non-expert annotations for natural language tasks. In: Proceedings of the 2008 Conference
on Empirical Methods in Natural Language Processing, pp. 254–263 (2008)

28. Socher, R., et al.: Recursive deep models for semantic compositionality over a sentiment tree-
bank. In: Proceedings of the 2013 Conference on Empirical Methods in Natural Language
Processing, pp. 1631–1642 (2013)

29. Su, D., et al.: Generalizing question answering system with pre-trained language model fine-
tuning. In: Proceedings of the 2nd Workshop on Machine Reading for Question Answering,
pp. 203–211 (2019)

30. Tang, D., Wei, F., Yang, N., Zhou, M., Liu, T., Qin, B.: Learning sentiment-specific word
embedding for twitter sentiment classification. In: Proceedings of the 52nd Annual Meeting
of the Association for Computational Linguistics (Volume 1: Long Papers), pp. 1555–1565
(2014)

31. Thongtan, T., Phienthrakul, T.: Sentiment classification using document embeddings trained
with cosine similarity. In: Proceedings of the 57th Annual Meeting of the Association for
Computational Linguistics: Student ResearchWorkshop, pp. 407–414. Association for Com-
putational Linguistics, Florence, July 2019. https://doi.org/10.18653/v1/P19-2057, https://
www.aclweb.org/anthology/P19-2057

http://arxiv.org/abs/1805.06088
http://www.aclweb.org/anthology/P11-1015
http://www.aclweb.org/anthology/P11-1015
http://arxiv.org/abs/1910.03498
https://doi.org/10.5220/0010235201590168
https://doi.org/10.5220/0010235201590168
http://arxiv.org/abs/1506.07190
http://arxiv.org/abs/1708.08712
https://doi.org/10.18653/v1/P19-2057
https://www.aclweb.org/anthology/P19-2057
https://www.aclweb.org/anthology/P19-2057


134 D. Mercier et al.

32. Wu, Z., Rao, Y., Li, X., Li, J., Xie, H., Wang, F.L.: Sentiment detection of short text via
probabilistic topic modeling. In: Liu, A., Ishikawa, Y., Qian, T., Nutanong, S., Cheema, M.A.
(eds.) DASFAA 2015. LNCS, vol. 9052, pp. 76–85. Springer, Cham (2015). https://doi.org/
10.1007/978-3-319-22324-7 7

33. Xie, Q., Dai, Z., Hovy, E.H., Luong, M., Le, Q.V.: Unsupervised data augmentation. CoRR
abs/1904.12848 (2019). http://arxiv.org/abs/1904.12848

34. Xu, J., Zhang, Y., Wu, Y., Wang, J., Dong, X., Xu, H.: Citation sentiment analysis in clin-
ical trial papers. In: AMIA Annual Symposium Proceedings, vol. 2015, p. 1334. American
Medical Informatics Association (2015)

35. Yang, Z., Dai, Z., Yang, Y., Carbonell, J., Salakhutdinov, R.R., Le, Q.V.: XLNet: generalized
autoregressive pretraining for language understanding. In: Advances in Neural Information
Processing Systems, pp. 5754–5764 (2019)

36. Yousif, A., Niu, Z., Tarus, J.K., Ahmad, A.: A survey on sentiment analysis of scientific
citations. Artif. Intell. Rev. 52(3), 1805–1838 (2017). https://doi.org/10.1007/s10462-017-
9597-8

37. Zhou, P., et al.: Attention-based bidirectional long short-term memory networks for relation
classification. In: Proceedings of the 54th Annual Meeting of the Association for Computa-
tional Linguistics (volume 2: Short Papers), pp. 207–212 (2016)

https://doi.org/10.1007/978-3-319-22324-7_7
https://doi.org/10.1007/978-3-319-22324-7_7
http://arxiv.org/abs/1904.12848
https://doi.org/10.1007/s10462-017-9597-8
https://doi.org/10.1007/s10462-017-9597-8


Using Possibilistic Networks to Compute
Learning Course Indicators

Guillaume Petiot(B)

Catholic Institute of Toulouse, 31 rue de la Fonderie, 31000 Toulouse, France
guillaume.petiot@ict-toulouse.fr

Abstract. E-learning systems generate more and more data that can be used to
improve pedagogy. They can also provide a better understanding of a student’s
learning style. As a result, it is possible to propose a differentiated pedagogy
which takes into account learners’ needs. The aim of this research is to build
course indicators by using expert knowledge in order to provide a synthesis of
information about students. As knowledge is often imprecise and uncertain, we
used possibility theory to represent knowledge through a possibilistic network.
Firstly, we used a message passing algorithm to compute learning course indica-
tors, then we proposed several improvements. Indeed, the use of uncertain gates
allows us to generate automatically Conditional Possibility Tables (CPT) instead
of eliciting all parameters. Next, we compiled the junction tree of the possibilistic
network in order to improve computation time. We compared our compiling app-
roach with message passing inference. A decision support system is generated
automatically at the end of the computations. The indicators are presented in a
decision support system in which color codes illustrate certainty.

Keywords: Compiling knowledge · Decision Making · Education ·
Possibilistic networks · Possibility theory · Uncertainty

1 Introduction

E-learning platforms generate a huge amount of data that cannot be fully interpreted
by teachers. So researchers have tried to use the AI tools as a solution to this problem
[3,6,13,26]. Several applications of AI have already been proposed [1,31] in order to
personalize students’ learning experience, to develop adaptive learning, model learning
behaviour, improve decision-making, analyze the learners’ sentiments, give recommen-
dations, perform a classroom monitoring, propose an intelligent tutoring systems, etc.
The aforementioned researchers also tried to highlight the students risking dropping out
or failing at the examination. They made use of Bayesian networks, neural networks,
support vector machines, reinforcement learning, deep learning, and so on.

We propose in this study to compute learning course indicators by using teachers’
knowledge. Our previous paper published in [24] presented an overview of our app-
roach. We present here a more detailed description of our research and particularly
of the algorithms used to compute indicators. We provide more examples and results
obtained by using our solution.
c© Springer Nature Switzerland AG 2022
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Defining indicators by using knowledge leads us to consider several problems.
Indeed, expert knowledge is often imprecise, uncertain and sometime incomplete. Pos-
sibility theory, proposed by L. A. Zadeh [30] in 1978 after the fuzzy set theory in 1965,
can be used to solve this problem. The indicators can be represented by a Directional
Acyclic Graph that shows the causal link between the variables. We can use a possibilis-
tic network [4] which is an adaptation of the Bayesian network [18,20] to possibility
theory. In the possibilistic network, we need to define for each variable a CPT. After
the injection of evidence, which is new information in the network, we can compute
its effect on the indicators. The problem however arises when the number of parents
of a variable grows because the number of parameters of the CPT grows exponentially.
That is why it may be more appropriate to use uncertain logical gates [10]. Moreover,
they allow us to represent unknown variables of a complex system by adding a leakage
variable. The authors of [10] proposed to encode variables with several ordered states.
For example the states low, medium and high of a variable can be encoded into a scale
of numerical values, 0, 1 and 2.

Several algorithms of exact inference can be used in a possibilistic network. They
are inspired by the algorithms that exist for Bayesian networks (e.g., the message prop-
agation inference algorithm, loop cut-set conditioning proposed by J. Pearl [21,22], arc
reversal [27,28], the variable elimination [32], Shenoy-Shafer [29], Hugin [14], etc.).
Most of the inference algorithms based on a junction tree share an exponential compu-
tation time which is proportional to the largest clique in the junction tree.

In this paper, we would like to perform an experimentation of indicator calculation
by using possibilistic networks and uncertain gates. To improve the running time of the
inference, we propose to use a new approach based on the compiling of the junction
tree. We will compare this solution to the traditional message passing algorithm.

In our experimentation, we will use an existing dataset, fully anonymized, made
up of Moodle logs for a course of spreadsheet, and some external information, such as
attendance and results at the examination. The knowledge of the course indicators is
provided by the teachers and extracted by data mining [23].

To do this, we will first present possibility theory and uncertain gates. Then, we will
describe our message passing algorithm and compile our possibilistic networks. Finally,
we will discuss our results.

2 Possibility Theory

Possibility theory was proposed in 1978 by L.A. Zadeh [30] as an extension of the
fuzzy set theory. Possibility theory, in which imprecise knowledge can be represented
by a possibility distribution π, deals with the management of uncertainty and provides
two dual operators, the possibility measure Π and the necessity measure N from P (Ω)
in [0, 1], as presented by the authors [11]. Ω is the universe of the discourse and P (Ω)
is the set of all subsets of Ω. The possibility distribution must be normalized (∃x ∈ Ω
such as π(x) = 1). The possibility measure and the necessity measure are defined as
follows [24]:

∀A ∈ P (Ω),Π(A) = sup
x∈A

π(x) (1)
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∀A ∈ P (Ω), N(A) = 1 − Π(¬A) = inf
x/∈A

1 − π(x) (2)

Possibility theory is not additive but maxitive. We have the following properties:

∀A,B ∈ P (Ω),Π(A ∪ B) = max(Π(A),Π(B)). (3)

∀A,B ∈ P (Ω),Π(A ∩ B) ≤ min(Π(A),Π(B)). (4)

We also have the following properties for the dual necessity measure:

∀A,B ∈ P (Ω), N(A ∩ B) = min(N(A), N(B)). (5)

∀A,B ∈ P (Ω), N(A ∪ B) ≥ max(N(A), N(B)). (6)

E. Hisdal [12] proposed a solution to compute the possibility of a variable A given
the variable B, generalized by D. Dubois and H. Prade [11]:

Π(A|B) =

{
Π(A,B) if Π(A,B) < Π(B),
1 if Π(A,B) = Π(B).

(7)

Possibilistic networks [4,5] are the counterpart of Bayesian networks in possibility
theory and can be defined as follows:

Definition 1. A possibilistic network (G,Σ) is defined when the following elements are
given:

– A Directional Acyclic Graph G, G = (V,E), where V is the set of nodes of the
graph and E the edges of G;

– The set of all conditional possibility distributions notedΣ. All conditional possibility
distributions must be normalized;

– The factoring property, where the possibility Π(V ) can be factorized toward the
graph G:

Π(V ) =
⊗
X∈V

Π(X/Pa(X)). (8)

The function Pa(X) returns the parents of the variable X.

There are two classes of possibilistic networks. Min-based possibilistic networks
(qualitative) if

⊗
is the minimum and the Product-based possibilistic networks (quan-

titative) if
⊗

is the product. In min-based possibilistic network the possibility distribu-
tion is a mapping from Ω to an ordinal scale leading to consider only the ordering of
the values. The product-based possibilistic network is very similar to the Bayesian net-
work in the sense that the possibilistic scale is numerical and can be combined by using
arithmetic operators. In this case the possibility degree can be interpreted in the ranking
scale [0, 1]. In this research, we will use a min-based possibilistic network because we
have chosen to compare the possibilistic values instead of using an intensity scale in
[0, 1].

Uncertain logical gates were proposed for the first time by the authors of [10] to
compute automatically the CPTs in a possibilistic network. They are the counterpart of
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noisy gates in possibility theory. They use the property of the Independence of Causal
Influence to provide a model that represents uncertainty between a set of causal vari-
ables X1, ...,Xn and an effect variable Y . This model is built by introducing an inter-
mediate variable Zi between each causal variable and the effect variable.

This allows us to represent two possible behaviors: inhibition and substitution. The
former appears when a cause is met and the effect variable Y is not produced. The
latter takes place when a cause is not met and the variable Y is produced. In fact, these
behaviours are due to inhibitor parameters κ and substitute parameters noted s.

The possibilistic model with the ICI is summarized in the following Fig. 1:

Fig. 1. Possibilistic model with ICI [24].

In this model, there is a deterministic function f that combines the influence of the
variables Zis to compute the variable Y : Y = f(Z1, ..., Zn). To represent the unknown
knowledge, we can add a leakage variable Zl. This new variable represents all unknown
knowledge and brings forth an uncertain leaky model [10]. For all instantiations y of
the variable Y , xi of the variables Xi, zi of the variables Zi and zl of the variable Zl,
we obtain the following equation for a Min-based possibilistic network [24]:

π(y|x1, ..., xn) =
⊕

z1,...,zn,zl:y=f(z1,...,zn,zl)

n⊗
i=1

π(zi|xi) ⊗ π(zl) (9)

The ⊗ is the minimum and ⊕ is the maximum. There are several possible functions
for f , for example AND, OR, NOT, INV, XOR, MAX, MIN, MEAN, linear combina-
tion, etc. To compute the CPT from the equation, we must define π(Zi|Xi), π(Zl), and
we must choose a function f . In our experimentation, all variables have three ordered
states of intensity: low, medium and high. We propose to encode these states as the
authors [10]: 0 for low, 1 for medium and 2 for high. Here is an example of a table for
π(Zi|Xi) (Table 1):

Table 1. Possibility table for 3 ordered states [24].

π(Zi|Xi) xi = 2 xi = 1 xi = 0

zi = 2 1 s2,1i s2,0i

zi = 1 κ1,2
i 1 s1,0i

zi = 0 κ0,2
i κ0,1

i 1
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In the above table, κi represents the possibility that an inhibitor exists and si the
possibility that a substitute exists. If a cause of weak intensity cannot produce a strong
effect, then all si = 0. So in the above example, there are 6 parameters at most per
variable and 2 parameters for π(Zl). Another constraint is that κ

1,2
i ≥ κ0,2

i .
The authors of [10] proposed to use as the function f the function MIN and MAX

leading to the connectors uncertain MIN (⊥) and uncertain MAX (�). We will use
these connectors in our experimentation. We will also use a weighted average function
(WAVG) and a MYCIN Like connector (�) [23,24]. The result of the function f must be
in the domain of Y . We can see that the connectors uncertain MIN and uncertain MAX
satisfy this property. Nevertheless, this is not the case for the weighted average function
and the MYCIN Like function. Our solution is to use a scaling function fs, such that
f = fs ◦ g where g is the weighted average function or the MYCIN Like function. If
we consider the example of the weighted average function, then g(z1, ..., zn) = ω1z1+
... + ωnzn. The parameters ωi are the weights of the weighted average. If all weights
ωi are equal to 1

n , then we calculate the average of the intensities. If all weights ωi = 1,
then we make the sum of the intensities (connector

∑
). If (ε0, ε1, ..., εm−1) are the m

ordered states of Y , then the function fs can be as follows:

fs(x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ε0 if x ≤ θ0
ε1 if θ0 < x ≤ θ1
...

...
εm−1 if θm−2 < x

(10)

The parameters θi allow us to adjust the behaviour of fs. If the values of θi are well
defined θi = i + 1

2 , then we perform a rounding to the nearest value.

3 Message Passing Inference

The message passing algorithm for possibilistic networks was inspired by the algorithm
proposed for Bayesian networks [18,20]. We used an algorithm of message passing in
the junction tree [5,17], which contains two kinds of nodes: cliques and separators. To
extract the cliques, we first compute the moral graph, then we compute the triangulated
graph by using Kjaerulff’s algorithm [15], and finally, we compute the maximal span-
ning tree by using Kruskal’s algorithm [16]. The propagation of evidence is performed
by using three phases. The first is the initialization of evidence in the graph, then we
perform the phase of collect that consists in propagating evidence from the leaves to the
root. The last phase, called distribution, is the propagation from the root to the leaves.
Then, we can compute the possibility of the variables. During the initialization, all sep-
arators are initialized to 1 and all variables are affected to only one clique. The potential
of the cliques can be computed as follows:

wCi
(v) =

⊗
X∈Ci,X /∈Cj ,j<i

π(X = vk/pa(X)). (11)

where v = (v1, ..., vni
) is an instantiation of the variables of the clique Ci, ni is the

size of the clique Ci, X = vk is the instantiation of the variable X in v, and pa(X) is
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the instantiation of the parents of the variable X. If Ci is the first clique, all variables
of the clique are taken into account to compute wCi

(v). Message passing between the
cliques Ci and Cj requires the marginalization of the variables of the clique Ci regard-
ing the variables in the separator Si,j of the two cliques: w∗

Si,j
(s) =

⊕
v∈Ci\Si,j

wCi
(s, v),

where s is an instantiation of the separator Si,j and v is an instantiation of the vari-
ables in Ci\Si,j . Then, we update the possibility table of the clique Cj : w∗

Cj
(s, v) =

wCj
(s, v)⊗w∗

Si,j
(s)where s is an instantiation of the separator Si,j and v is an instanti-

ation of Cj\Si,j . To compute the possibility of a variable given evidence ε, we compute
the combination of the possibility of the variable and the possibility of evidence by
using conditioning. When all evidence is injected in the network, we apply the propa-
gation algorithm:

Algorithm 1. Possibilistic message passing.

Input : The evidence ε and a root cluster;
Output: The conditional possibility of all cluster given ε : ∀i π(Ci|ε);

1 /* Initialization
2 forall Si,j and s instantiation of Si,j do
3 w

[0]
Si,j

(s) = 1

4 forall Ci and v = (x1, ..., xni
) instantiation of Ci do

5 w
[0]
Ci
(v) =

⊗
X∈Ci,X /∈Cj ,j<i

π(X = xk/pa(X))

6 /* Collect
7 forall Ci from the leaves to the root with a unique adjacent clique Cj of potential

w
[1]
Cj

not yet computed do
8 Marginalize Ci on Ci\Si,j

9 forall s (instantiation of Si,j) do
10 Compute w

[1]
Si,j

(s)

11 forall s instantiation of Si,j and u instantiation of Cj\Si,j do
12 w

[1]
Cj
(s, u) = w

[0]
Cj
(s, u) ⊗ w

[1]
Si,j

(s)

13 /* Distribution
14 forall Ci from the root to the leaves with a unique adjacent clique Cj of potential

w
[2]
Cj

not yet computed do
15 Marginalize Ci on Ci\Si,j

16 forall s instantiation of Si,j do
17 Compute w

[2]
Si,j

(s)

18 forall s instantiation of Si,j and v instantiation of Cj\Si,j do
19 w

[2]
Cj
(s, v) = w

[1]
Cj
(s, v) ⊗ w

[2]
Si,j

(s)
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This algorithm allows us to compute the possibility measure of each variable by
marginalizing the cluster which contains the variable and its parents. Then, we can
deduce the dual necessity measure. This second measure represents certainty.

4 Compiling Possibilistic Networks

In the previous section, we considered the propagation of evidence in a possibilistic
network by using a message passing algorithm. Nevertheless, we can also compute pos-
sibility and necessity measures by using a different approach. Indeed, the junction tree
of a possibilistic network, can be compiled before evaluating the effects of evidence.
The same reasoning as in compiling Bayesian networks [8] can be used. The compiling
of possibilistic network has been introduced by the authors of [25] but the compiling
of the junction tree is not presented. The authors of [19] proposed an algorithm to dif-
ferentiate the arithmetic circuit of a junction tree. We propose the counterpart of this
approach for possibilistic networks.

As for the multilinear function of Bayesian networks, we propose to represent the
possibilistic network by using a function f . This function can be defined as follows
[24]:

Definition 2. If P is a possibilistic network, V = v the instantiations of the variables
of the possibilistic network and U = u the consistent instantiation of the parents of a
variable X with the instantiation X = x, then the function f of P is:

f =
⊕

v

⊗
xu∼v

λx ⊗ θx|u (12)

In the above formula, xu denotes the instantiation of the family of X and its parents
U compatible with the instantiation v. λx are evidence indicators and θx|u are the
parameters of the CPTs. In fact, for all network CPT parameters of π(X|U), we define
a parameter θx|u where u is an instantiation of U , the parents of the variable X and x
an instantiation of the variable X .

The operator
⊕

can be the function maximum and
⊗

the function minimum if we
consider a qualitative possibilistic network.

We can study, as an example, the following possibilistic network (Table 2):

Table 2. Example of a possibilistic network A → B → C [24].

A B

true true θb|a
true false θb̄|a
false true θb|ā
false false θb̄|ā

A

true θa

false θā

B C

true true θc|b
true false θc̄|b
false true θc|b̄
false false θc̄|b̄
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In this case the function f is:

f = λa ⊗ λb ⊗ λc ⊗ θa ⊗ θb|a ⊗ θc|b
⊕λa ⊗ λb ⊗ λc̄ ⊗ θa ⊗ θb|a ⊗ θc̄|b

...

⊕λā ⊗ λb̄ ⊗ λc̄ ⊗ θā ⊗ θb̄|ā ⊗ θc̄|b̄

(13)

The evidence corresponds to an instantiation of several variables of the possibilis-
tic network. The value of f(e) can be computed by replacing the evidence indicator
consistent with the evidence e by 1 or by 0. This assumption leads us to the following
definition:

Definition 3. If the evidence e is an instantiation of several variables, then we have the
property f(e) = π(e).

We consider the following example:

Table 3. Example of a possibilistic network A → B [24].

A B

true true 1

true false 0.2

false true 0.1

false false 1

A

true 1

false 0.1

If the evidence is ā, then we obtain λa = 0, λā = 1, λb = 1, λb̄ = 1 and the
computation of f(e) is: f(ā) = f(λa = 0, λā = 1, λb = 1, λb̄ = 1) = θā ⊗θb|ā ⊕θā ⊗
θb̄|ā = 0.1 ⊗ 0.1 ⊕ 0.1 ⊗ 1.0 = 0.1. The evaluation of f leads us to compute π(e).

We can compute the possibility of the variable X given the evidence e by using the
conditioning of Eq. 7.

If the variable X has n states and x is one of its states, then we must discuss two
cases: if X is not in the evidence e, then π(x|e) can be computed by using π(x, e) =
f(e, 1λx

) with 1λx
= (λx1 = 0, ..., λx = 1, ..., λxn

= 0). Otherwise, if X is in e, we
have to compute π(x|e − X). This leads us to the definition of Evidence Retraction [8]
in possibility theory. In fact, e − X denotes the instantiation e without the instantiation
of the variable X.

If the operator
⊕

is the function maximum and
⊗

is the function minimum, then
the function f can be transformed into a MIN-MAX circuit. We propose the following
definition of a MIN-MAX circuit:

Definition 4. If we have a min-based possibilistic network P = (G,Σ) and its function
f , the MIN-MAX circuit of the function f is a directed acyclic graph. The latter is
built by considering a root node which is the result of f and the child nodes that are
the functions MIN and MAX used in f . The leaf nodes are evidence indicators λ and
network parameters θ.
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It is possible to represent a function f of exponential size by a MIN-MAX circuit
of linear size [25]. This improvement results in reducing the number of operations to
perform to compute f . Moreover, it can also reduce memory used and computation
time. We present an example of a MIN-MAX circuit in the following Fig. 2:

Fig. 2.MIN-MAX circuit of the example [24].

We have chosen to perform the factorization of the function f and then to use the
junction tree method. To compile a Bayesian network under evidence, we generate an
arithmetic circuit and we differentiate the circuit in order to obtain all posterior proba-
bilities p(x|e). The differentiation is very easy with the arithmetic circuit in probability
theory. So we propose to use this advantage to find an algorithm to compute posterior
possibilities from the MIN-MAX circuit of a junction tree in possibility theory. Our
approach consists of three steps: encoding the MIN-MAX circuit into an arithmetic cir-
cuit, differentiating the arithmetic circuit to find an algorithm, and finally performing
the inverse encoding of the previous algorithm.

Definition 5. We obtain the multi-linear function f ′ of f by applying the Δ operator
which replaces the ⊗ by multiplications and the ⊕ by additions. The circuit generated
by applying the same operator to the MIN-MAX circuit is the arithmetic circuit of f ′.
The operator Δ−1 is the inverse operator which replaces the multiplication by ⊗ and
the addition by ⊕.

The following example summarizes this process (Fig. 3):

Fig. 3. Use of operators Δ and Δ−1.
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We can deduce the proof easily if we consider that the partial derivative way replaces
the evidence indicator of x by 1 and substitutes 0 for any other state of this variable. We
can verify that the result is the same when we apply Δ−1 to ∂f ′

∂λx
and when we compute

f(1λx
). This leads us to compute π(x).

If we consider the example of Table 3, we obtain the following function:

f = λa ⊗ θa ⊗ (λb ⊗ θb|a ⊕ λb̄ ⊗ θb̄|a) ⊕ λā ⊗ θā ⊗ (λb ⊗ θb|ā ⊕ λb̄ ⊗ θb̄|ā) (14)

We apply the Δ operator and after the transformation, we obtain the following poly-
nomial:

f ′ = λaθa(λbθb|a + λb̄θb̄|a) + λāθā(λbθb|ā + λb̄θb̄|ā) (15)

For example, if we suppose that e = b, then f ′(e) = f ′(λb = 1;λb̄ = 0;λa =
1;λā = 1). To compute π(a, e) we must at first compute ∂f ′(e)

∂λa
because a is not in e.

We obtain the following result:

∂f ′(e)
∂λa

= θaθb|a (16)

To obtain π(a, e) we apply the inverse operation Δ−1 that replaces the additions by
⊕ and the multiplications by ⊗ in the above equation:

π(a, e) = θa ⊗ θb|a (17)

We can also encode the MIN-MAX circuit into an arithmetic circuit as follows (Fig.
4):

(a) MIN-MAX circuit. (b) Arithmetic circuit.

Fig. 4. Arithmetic circuit of a MIN-MAX circuit [24].

We propose to build the MIN-MAX circuit of a junction tree obtained from a pos-
sibilistic network. To do this we must first select a root node which is the result of f .
The children of the output node f are the ⊗ nodes of the root cluster. We add a ⊕ node
for each instantiation of a separator between a current cluster and a child cluster. We
add a ⊗ node for each instantiation of the variables of a cluster. The children of the ⊕
nodes are compatible nodes generated by the child clusters and the children of a ⊗ node
are compatible nodes generated by the child separators. We have only one node λx for
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each instantiation of a variable X and only one node θx|u for each instantiation of a
node X and its parents U . Moreover each variable, evidence indicators λ, and network
parameters θx|u are affected to only one cluster.

We propose now to differentiate the arithmetic circuit of f ′ generated from theMIN-
MAX circuit of f by using the operator Δ. If v is the current node and P represents the
parents of v, then we can compute ∂f ′

∂v by using the chain rule [24]:

∂f ′

∂v
=

∑
p∈P

∂f ′

∂p

∂p

∂v
(18)

If one of the parents noted p of P has n other children vi different from the node v,
there are several cases to discuss:

– If v is the root node then ∂f ′

∂v = 1;
– If p is an addition node then ∂p

∂v = ∂(v+
∑n

i=1 vi)

∂v = 1;
– If p is a multiplication node then ∂p

∂v = ∂(v
∏n

i=1 vi)

∂v =
∏n

i=1 vi.

As a result, by using the operator Δ−1 we obtain the following step to evaluate
the MIN-MAX circuit of a junction tree [24]. We need two registers for each node to
perform the computation noted u and d.

1. Upward: compute the value of the node v and store it in u(v);
2. If v is the root then set d(v) = 1 else set d(v) = 0;
3. Downward: for each parent p of the node v compute d(v) as follows:

(a) if p is a node ⊕:
d(v) = d(v)

⊕
d(p) (19)

(b) if p is a node ⊗:

d(v) = d(v)
⊕ [

d(p)
⊗ [

n⊗
i=1

u(vp
i )

]]
(20)

The nodes vp
i are the other children of p;

As a result, we obtain the following algorithm:

Algorithm 2. Junction tree compiling algorithm.

Input : The MIN-MAX circuit Γ and its root node r
Output: The computing of u and v for all nodes of Γ

1 Initialize(u)
2 Upward(r)
3 forall v ∈ Γ do
4 if v == r then
5 set d(v) = 1

6 else
7 set d(v) = 0

8 Downward(r)
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The recursive function Upward is described in the following algorithm:

Algorithm 3. Upward.

Input : node e
Output: The computing of u(e)

1 if NumberOfChildren(e) == 0 then
2 return u(e)

3 else
4 if Operator(e) == ⊕ then
5 u(e) = 0

6 else
7 u(e) = 1

8 forall c ∈ ChildrenOf(e) do
9 if Operator(e) == ⊕ then
10 u(e) = u(e) ⊕ Upward(c)

11 else
12 u(e) = u(e) ⊗ Upward(c)

13 return u(e)

In this algorithm, the function NumberOfChildren(e) returns the number of the chil-
dren of e. The function ChildrenOf(e) returns the set of children of the node e and the
function Operator(e) returns the type of the node of e: ⊗ or ⊕. The recursive function
Downward is as follows:

Algorithm 4. Downward.
Input : node e
Output: The computing of d(c) for all children c of e

1 if NumberOfChildren(e)! = 0 then
2 forall c ∈ ChildrenOf(e) do
3 if Operator(e) == ⊕ then
4 d(c) = d(e) ⊕ d(c)

5 else
6 t = d(e)
7 forall b ∈ ChildrenOf(e) and b! = c do
8 t = t ⊗ u(b)

9 d(c) = t ⊕ d(c)

10 forall c ∈ ChildrenOf(e) do
11 Downward(c)
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5 Experimentation

5.1 Presentation

In our experimentation, we used an existing anonymized dataset for a Spreadsheet
course at bachelor level proposed in face-to-face learning enriched by an online sup-
plement on Moodle. This dataset was compiled by gathering all data of logs in a table.
Then a process of anonymization was performed.

For example, we used the data of Moodle, such as quiz results, sources consulted,
wiki consulted, forum participation,... and external data such as attendance, groups,
etc. The quiz questions were categorized by skills. When data are missing there are
several methods to estimate the missing data in education [2,7,9]. For example one
can use mean imputation, regression imputation, Maximum Likelihood Expectation-
Maximization (EM) imputation, multiple imputation, hot deck imputation, zero impu-
tation (replace missing values by 0), iterative PCA imputation, ... We chose iterative
PCA imputation also called EM-PCA because this method takes into account the pro-
file of the students to provide an estimation of the missing data.

The knowledge about the indicators was provided by the teachers and extracted from
the data. We used exploratory statistics approach such as correlation graph, Principal
Component Analysis, and Ascending Hierarchical Classification to extract knowledge
from the data.

To represent this knowledge we have chosen to use a DAG (Fig. 5):

Fig. 5.Modeling of knowledge by a DAG [24].

The variables in the DAG have 3 ordered modalities (low, medium, high) encoded
with the numerical values (0,1,2). The description of the indicators by teachers is often
imprecise, so we used a possibility distribution to represent each state of a variable. In
fact, the variables are linguistic variables and we used the following possibility distri-
butions to compute the evidence from the data (Fig. 6):
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(a) Absence (b) Skill average

(c) Quizz score (d) Participation (number of visit)

Fig. 6. Possibility distributions of the variables.

The possibilistic networks require defining all CPTs but if the number of parents
of a variable is high, then there are too many parameters to elicit. The use of uncertain
gates provides a solution to this problem. Indeed, the CPTs are computed automatically.

We used the uncertain MIN connector (⊥) for conjunctive behavior and the uncer-
tain hybrid connector (�) for indicators which need a compromise in case of conflict
and a reinforcement if the values are concordant.

We propose to use a connector WAVG to merge the information about the sources
consulted in Moodle in order to build an indicator of participation which takes into
account their importance. The weights were provided by the teachers. We also com-
puted an indicator of acquired skills by using the WAVG connector with all weights
equal to 1. The name of this connector is

∑
. We summarize in the following figure the

use of the WAVG connector to compute the indicators (Fig. 7):

(a) Indicator of participation. (b) Indicator of acquired skills.

Fig. 7.Weights of the WAVG connectors [24].
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As a result, we obtain the following model (Fig. 8):

Fig. 8. Knowledge modeling with uncertain connectors [24].

The learning course indicators of our experimentation are computed after several
processing operations. Before the propagation of new information, we have to compute
the CPTs of all the uncertain gates. Then we compile the junction tree of the possibilis-
tic network and finally we perform the initialization of evidence before applying the
upward pass and downward pass. As a result, we obtain for each state of the learning
course indicator a possibility measure and a necessity measure. We have compared this
approach with the message passing algorithm studied in our previous research [23].

5.2 Results

We have performed several improvements of the initial approach based on a possibilis-
tic network. We have elicited all CPT parameters and performed the computation of the
indicators by using the message passing algorithm. The first improvement proposed was
to use uncertain gates to avoid the eliciting of all the CPT parameters. Then the compu-
tation time was improved by compiling the junction tree of the possibilistic networks.
We compared the compilation of the possibilistic networks and the message passing
algorithm. As expected, the results of the indicators in both approaches were identical.
For example, the indicator of success deals with the prediction of a student’s success
at the examination. We have computed the percentage of success for each state of the
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indicator of success. When all states of a variable have a possibility equal to 1 they are
equipossible. We obtain the results of Fig. 9 by using the compilation of the possibilis-
tic networks. On the x-axis we have added the number of equipossible results after the
modalities.

(a) Without the estimation of missing data. (b)With the estimation of missing data.

Fig. 9. Indicator of success with and without the estimation of missing data [24].

We can see in Fig. 9(a) a lot of equipossible results (with all possibilities equal to
1) due to missing data. To reduce the equipossible variables, we have performed an
imputation of missing data using an iterative PCA algorithm [2]. We present the results
in Fig. 9(b). Another advantage of our approach is the use of uncertain gates in order to
avoid eliciting all parameters of the CPTs. We have compared the result of the indicator
of success with and without uncertain gates by compiling the possibilistic networks.
The results are the following (Fig. 10):

Fig. 10. Comparison of the indicator of success with and without uncertain gates [24].
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The results are very close but uncertain gates require fewer parameters than the
CPTs elicited by a human expert (Fig. 11).

Fig. 11. Comparison of the results with and without uncertain gates by using the compiling of the
possibilistic network [24].

The above figure shows that the number of parameters is highly decreased by using
uncertain gates for all indicators. We have also compared the running time of the com-
putation of the indicators by using the compiling of the possibilistic networks and the
message passing algorithm. The results are the following (Fig. 12):

Fig. 12. Comparison of computation time for all students.

We can see in the above figure that the computation time for the indicators of the
first student is higher because of the circuit generation. The variation of the computation
time between the other students are due to the operating system. Indeed, we used a
reinitialization module that allows us to reuse the circuit instead of rebuilding every
circuit for each student. The calculation is then faster for the other students because we
reuse the first circuit. We have computed the average of the computation time for both
methods and we obtain (Fig. 13):
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Fig. 13. The average computation time [24].

We can see that the computation time is improved by compiling the junction tree
of the possibilistic network. The compiling approach is faster than the message passing
algorithm. We have presented the results of the indicators in an Educational Decision
Support System (EDSS). The architecture of the system is summarized in the following
Fig. 14:

Fig. 14. The EDSS architecture.

This visualization of the indicator is easy to interpret. Indeed, the possibilistic
results are transformed to present only the modality of the indicators with the highest
necessity. We used a radar graph for the indicator of skills and a horizontal bar graph
for the other indicators. We also used a color code to indicate the students with diffi-
culties. The indicators allow us to detect the students at risk. Nevertheless, we must be
careful with the interpretation of the results because the indicators are shortcuts of rea-
soning. Further investigations must be performed by the teachers to confirm the results
before taking a decision. We present here two examples of results, the first one concerns
successful students:
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(a) Skills

(b) Indicators

Fig. 15. Student with good results.

In Fig. 15(a) we can see that the curve in blue, representing the score for all skills,
has its full value. We have also presented the average skill level in red. In Fig. 15 (b) we
can see that all indicators are green and we can see the certainty of the indicators at the
right of the graph. Certainty is the necessity measure. The following figures represent a
student’s disengagement:

(a) Skills

(b) Indicators

Fig. 16. Dropout student.
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In Fig. 16(b) we can see all indicators in red and a certainty of 0.85 for the indicator
of success. The indicator of dropout is also at its highest with a certainty of 0.7. All of
these indicators show that the student will probably fail at the examination. The EDSS
is generated automatically at the end of the calculation as a PHP web site with three
tabs. The EDSS is presented below (Fig. 17):

(a) First tab.

(b) Second tab.

(c) Third tab.

Fig. 17. The tabs of the EDSS.
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The first tab is the synthesis of all information with its certainty and it allows us
to sort data for all columns. The second tab gathers all skill information in a radar
graph. We can compare the skills of a student to the average skills of the year group, the
class or the teacher’s groups. We can also visualize the certainty for all skills. The last
tab concerns all course indicators and uses a color code to highlight the students with
difficulties.

6 Conclusion

We proposed to compute learning course indicators for a course of Spreadsheet based
on the teachers’ knowledge. The indicators were presented in a decision making system
for the teachers. To do this we used possibility theory to manage the uncertainties and
imprecisions of the teachers’ knowledge. As the latter can be represented by a DAG, we
used possibilistic networks to compute the indicators by using a message passing algo-
rithm. Then, we performed several improvements, the first of which was using uncertain
gates to compute automatically the CPTs. Indeed, uncertain gates allow us to reduce
the number of parameters to elicit. Then we proposed a new approach of exact infer-
ence based on the compilation of the junction tree. The first step was to generate the
MIN-MAX circuit, then we applied an upward pass followed by a downward pass. We
compared the performance of both algorithms and highlighted the performance of the
compiling approach. The computation time is improved compared to the message pass-
ing algorithm.

In future, we would like to perform further experimentations in order to better eval-
uate the performance of our algorithm proposed for the compilation of the junction tree
of a possibilistic network. We would like to compare our approach with approaches
based on propositional logic and more especially the deterministic decomposable nega-
tion normal form (d-DNNF). We would like to conduct other experiments concerning
the computation of learning indicators. Another perspective can be to build a recom-
mendation system based on these indicators and to use a chatbot as a virtual companion
to provide advice to students.
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Abstract. Using multi-agent reinforcement learning to find solutions to com-
plex decision-making problems in shared environments has become standard
practice in many scenarios. However, this is not the case in safety-critical sce-
narios, where the reinforcement learning process, which uses stochastic mecha-
nisms, could lead to highly unsafe outcomes. We proposed a novel, safe multi-
agent reinforcement learning approach named Assured Multi-Agent Reinforce-
ment Learning (AMARL) to address this issue. Distinct from other safe multi-
agent reinforcement learning approaches, AMARL utilises quantitative verifica-
tion, a model checking technique that guarantees agent compliance of safety, per-
formance, and non-functional requirements, both during and after the learning
process. We have previously evaluated AMARL in patrolling domains with var-
ious multi-agent reinforcement learning algorithms for both homogeneous and
heterogeneous systems. In this work we extend AMARL through the use of deep
multi-agent reinforcement learning. This approach is particularly appropriate for
systems in which the rewards are sparse and hence extends the applicability of
AMARL. We evaluate our approach within a new search and collection domain
which demonstrates promising results in safety standards and performance com-
pared to algorithms not using AMARL.

Keywords: Reinforcement Learning · Multi-Agent Systems · Quantitative
verification · Assurance · Multi-Agent Reinforcement Learning · Safety-critical
scenarios · Safe Multi-Agent Reinforcement Learning · Assured Multi-Agent
Reinforcement Learning · Deep Reinforcement Learning

1 Introduction

Multi-agent reinforcement learning (MARL) is a machine learning technique that
allows multiple agents to work within shared environments to solve complex sequen-
tial decision-making problems either cooperatively or competitively [47]. Agents find
solutions to these decision-making problems by autonomously interacting with the envi-
ronment, which can be modelled within a Markov decision process (MDP) framework
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[10]. An environment containing only a single reinforcement learning agent will learn
the optimal solution, otherwise known as a policy, when it has discovered which actions
in all states of the MDP lead to the highest cumulative reward. However, environ-
ments containing multiple agents require an extension to the MDP framework known
as a multi-agent Markov decision process (MA-MDP) [38]. This extension is neces-
sary because each agent acts independently of the others and, as they interact with the
environment, other agents will be affected [30].

MARL has proved a successful approach for many of the scenarios in which it has
been utilised, including but not limited to services such as service management and
markets [3,6], planetary exploration [17], patrolling and security [28], medical applica-
tions, and disaster recovery [25,26]. This potential has its foundations in the fact that
many real-world scenarios can be naturally framed as multi-agent problems.

However, MARL systems’ potential is significantly limited in safety-critical sce-
narios due to the inherent stochasticity of the learning mechanisms that underpin them
[46]. The unpredictable nature of these agents during the learning process restricts their
usage in mission-critical and safety-critical applications. Randomness in agents’ action
selection could lead to mission failure and harm to the environment, sensitive equip-
ment, humans, and the agents themselves. These issues are exacerbated further with
multiple agents dynamically learning within the environment, making the environment
non-static [4]. Furthermore, agents’ learning with undefined environmental limitations
could produce unanticipated solutions and behaviours; despite these solutions poten-
tially meeting all expected safety requirements, it will prove challenging to portray
these agents as trustworthy [11].

Reinforcement learning is based on the premise that agents receive numerical
rewards for undertaking actions that are beneficial to completing the objectives or penal-
ties for undertaking those actions which are detrimental. For multi-agent systems, the
agents may find themselves in conflict, and where multiple goals exist, the potential for
conflict is increased yet further. This may lead to scenarios in which the priorities of a
single agent lead to a degradation of overall system performance.

In safety-critical scenarios, various states of the system associated with actions or
locations carry with them a level of risk. It may not be possible to eliminate risk com-
pletely, but we will often wish to constrain the level of risk that the system can sustain
and still be viewed as safe. If we over constrain the system with respect to safety, then
the performance of the system may be unacceptable. Under such conditions, we wish to
maximise the rewards associated with achieving the goals of the system while providing
guarantees that a level of risk will not be exceeded.

Traditional approaches to MARL can find compromises between these conflicting
goals but cannot guarantee that this compromise will meet safety requirements.

Several suggestions have been proposed in both single-agent reinforcement learning
and MARL to address these issues. These focus both on optimisation and exploration
mechanisms within reinforcement learning [11]. Despite limitations, the most promis-
ing suggestion for the development of safe MARL, which can be guaranteed to meet
strict safety and functional requirements, is the constrained criterion [11]. The con-
strained criterion makes specific states and actions prohibited from use, both during
and after learning. The limitation to this approach is the overly simplified constraining
method, which can unnecessarily remove actions that would lead to high performance or
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remove the system’s ability to complete its goal entirely. Research that complements the
constrained criterion is focused on safe reinforcement learning for a single agent, which
makes use of the constrained criterion as a foundation of its approach. The assured rein-
forcement learning approach [29] is a multi-step approach that makes use of quantitative
verification to produce formal guarantees that a single reinforcement learning agent will
meet strict safety and functional requirements.

Our preliminary work [36,37] uses assured reinforcement learning as a basis and
introduces a multi-stage plug-in styled approach for safe MARL that produces for-
mal guarantees through the use of quantitative verification. This work was framed with
a simple cooperative, homogeneous, two-agent system with the goal of patrolling a
safety-critical scenario while avoiding unnecessary risk. Previous work also included
differing MARL algorithms, increased system sizes, and heterogeneous systems.

In this extended work, we significantly extend our preliminary approach in several
ways. First, we augment the approach to support the use of Deep MARL, which allows
efficient learning in highly complex environments, in which non-Deep approaches
would be unable to find appropriate solutions, as can be seen by its use in current litera-
ture [31]. Second, we demonstrate our approach working alongside intrinsically curious
agents [39]. These agents are characterised by eager exploration into unknown states,
facilitating faster learning in environments with sparse rewards. Lastly, we integrate and
evaluate our approach with a more realistic simulation by utilising ML-Agents [20], a
MARL testing adaption of the Unity games engine, which is currently receiving height-
ened attention from the RL research community because of its rendering abilities, sim-
ulated physics, and plug-in style.

2 Background

2.1 Markov Decision Process

AnMDP is a formalism for representing a sequential decision-making problem that has
aspects of stochastic behaviour [43]. The MDP is a model of the agents and the envi-
ronment in which they are operating. It describes how the environment changes as the
agents take different actions. Probabilities associated with actions allow for stochastic-
ity within the model to be described.

An MDP is a tuple (S,A, P,R) where:

– S is a finite set of states representing the current environmental state including the
agents.

– A is a finite set of actions representing the capabilities of the agents.
– P : S × A × S is then a state transition function such that for any s, s′ ∈ S and

a ∈ A, which is an allowed action in s, s′.
– P (s, a, s′) is the probability of transitioning to state s′ when undertaking action a in
state s.

– R : S × A × S → R is a reward function such that R(s, a, s′) = r is the reward
associated with taking an action a in state s which leads to s′.
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As a Markov decision process is primarily formed from states and actions, state
action pairing can be selected that will allow an agent to navigate an MDP with an
optimal policy. One way in which to solve an MDP is with the Bellman Eq. 1, where
state-action pairs (s, a) are used to distinguish the most effective actions in each state
from the initial state of the MDP to the terminal state, using γ as a discount factor for
the value of the future state.

V (s) = max
a

(R(s, a) + γV (S
′
) (1)

2.2 Multi-Agent Markov Decision Process

An MA-MDP, otherwise known as a Markov game, is a mathematical framework that
captures multiple agents or processes within a system [30]. An MA-MDP’s rewards
explicitly change due to the choices of each agent, allowing rewards from an MA-MDP
to be assigned to the agent that has made the said move. However, to solve anMA-MDP,
the actions and objectives of all agents or processes must be considered.

Fig. 1. Two player reward maximisation game.

Considering the simplified two-player game in Fig. 1, players one and two both aim
to maximise their returned reward at the end of the game. Each player has two possible
actions. The first to act greedily, taking all of the rewards, leaving the other player with
nothing. The second is to act conservatively, taking half of the available reward. If both
players act greedily, they will receive no reward, but if they both act conservatively,
they will both receive half of the reward. We can see from this simple example that
each player’s actions affect the other players in the game.

Suppose the players are able to observe all other player choices and outcomes. In
that case, they are likely to opt for the conservative choice, as they are both guaranteed
a reward, despite the possibility of achieving higher rewards with the greedy choice.
In a Markov game, it is desirable to reach a Pareto-optimal or Nash equilibrium strat-
egy, which is defined as finding a strategy in which no player can perform another
action to receive a greater reward without decreasing the reward received by all other
players [32].

2.3 Abstract Markov Decision Process

AMDPs are a high-level representation of an MDP, where states and actions are aggre-
gated based on similarities. This is necessary for many practical scenarios since encod-
ing all possible state combinations will lead to a state-space explosion and an MDP,
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which can not be solved using conventional computing. Consider, for example, an
agent’s speed which is real-valued. To capture all possible speeds would require an
infinite number of states. More practically, we may, through an analysis of the system,
define 3 three discrete levels {stop, slow, fast} with the reasoning that these are suffi-
cient to capture the problem at hand. For this reason, AMDPs are commonly used in
safety engineering [9]. This approach can drastically simplify the process. Actions too
can be aggregated such that several actions can be abstracted to a single state, meaning
the AMDP captures only the relevant information needed for high-level planning.

2.4 Single-Agent Reinforcement Learning

Reinforcement learning is an optimisation approach derived from behavioural psychol-
ogy, involving positive and negative reinforcement [43]. An MDP may be solved using
a reward function designed to signal the functional value of taking actions within a
state. These numerical reward signals will be sent to the agent in the form of a pos-
itive or a negative number, depending on the functionality of the state action pairing.
In this way, an agent learns how to solve an MDP based on previous experiences and
the reward it obtained for undertaking actions in particular states. Learning the optimal
policy requires the agent to interact with the environment repeatedly such that the state
action pairings gradually improve. These repeated interactions are termed episodes.

The behavioural choices of the agent within the MDP should be governed in a way
that will allow the agent to both explore the MDP and exploit the knowledge it has
already acquired in order to learn efficiently. There are several ways in which these
behavioural choices can be governed. A typical example of one of these choices is the
ε-greedy approach. This approach involves the agent initially taking random actions
(exploration) with a high frequency. Over time, making use of a degrading ε value,
the rate at which exploratory actions are taken will decrease and instead, actions that
maximise its current reward (exploitation) will be preferred [43,46].

Arguably the most well-known implementation of reinforcement learning,
Q-learning [41], uses the ε-greedy technique to govern agents behavioural choices. Q-
learning is an off-policy learning technique, meaning that it makes decisions not wholly
dictated by its current policy. The update function of Q-learning, Eq. 2, shows how a
state action pairing (s, a) is updated based on a decaying learning rate α. A discount
factor γ determines how significant immediate and potential future rewards are to the
learning agent.

Q̂t+1(st, at) = Q̂t(st, at) + α

(
rt+1 + γ max

bεA

{
Q̂t(st+1, b)

} − Q̂t(st, at)
)

(2)

The agent learning within the MDP will eventually converge to an optimal policy
by storing the functional values of state-action pairs within a Q-matrix and updating
and referencing these values. A policy is a collection of state action pairings throughout
the entirety of the MDP, which the agent should take while in a certain state. Therefore,
an optimal policy is found by collecting state action pairings that provide the maximum
cumulative reward possible for the learning agent [43].
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2.5 Multi-Agent Reinforcement Learning

MARL is a natural progression from single-agent reinforcement learning [4]. It uses
similar methods but applies this to multiple agents learning within a shared environ-
ment, framed as an MA-MDP. MARL environments are significantly more complex
than single-agent environments due to the fact that agents must learn within an environ-
ment that contains other agents. Due to this non-static environment, MA-MDPS must
be utilised as multiple agents working in a shared environment break the Markovian
principle due to the impact of the other agents on the environment [43]. Outside of this,
agents may also have to learn how to work collaboratively to achieve goals or work
against adversarial agents to achieve the best performance. There has been a myriad of
methods proposed to overcome these difficulties.

Due to the complexity of these systems, it has become a standard to utilise deep neu-
ral networks to allow agents to learn efficiently within these shared environments [16].

2.6 Deep Reinforcement Learning

As the complexity of environments in which RL is being applied increases, the problem
of creating appropriate state-space models of environments becomes increasingly dif-
ficult. This has led to the rise of Deep Reinforcement Learning, where artificial neural
networks are combined with traditional RL techniques. Artificial neural networks [27]
are inspired by the interconnection of neurons in the human brain and consist of a large
number of simple computational units connected in a layered structure to provide a
complex mapping of inputs to outputs. This complex map may then be used to repre-
sent an abstraction of the environment or the state-action space.

A common type of neural network is known as the Deep Q-Network (DQN) [8],
which combines neural networks with the q-learning reinforcement learning algorithm.
The DQN attempts to predict the Q-values of a state-action pair while using a softmax
function to produce a probability distribution for action selection from the Q-values of
the actions within a state to facilitate exploration during the learning process.

Target(st, at) = rt + γ · max
a

Q(st+1, a) (3)

The equation which allows the DQN to make predictions based on the q-values
of state action pairings can be seen in Eq. 3 and is very reminiscent of the Q-learning
update function seen in Eq. 2.

Proximal Policy Optimization. Proximal policy optimisation (PPO), at the time of
writing, is a relatively new but successful online policy gradient method that has been
used in many scenarios [40]. Policy gradient methods, as seen in the policy gradient loss
function in Eq. 4, uses an estimated relative value of the selected action Ât, and com-
pares this to the predicted value. If the value of Ât is greater than what was predicted,
then the probabilities of certain actions being taken in the policy πθ will increase, and
if the value of Ât is lower than what was predicted, the probabilities are lowered. When
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iterated over learning steps, stronger policies emerge by increasing the possibilities of
positive actions.

LPG(θ) = Êt[logπθ(at|st)Ât] (4)

PPO, unlike DQN, does not use a replay buffer to revisit the agent’s experiences and
instead learns directly from what the agent encounters. However, unchecked, this can
lead to issues; policies can be invalidated due to experience parameters being updated
too much with limited experience. This issue has prompted algorithms such as PPO to
adopt a truncated approach to objective function updates, as seen in Eq. 5. Where θ is
a policy parameter; Êt is the empirical expectation over time steps; rt shows the ratio
of probabilities under old and new policies, and ε is a hyper-parameter typically set at
0.1–0.2.

LCLIP(θ) = Êt[min(rt(θ)Ât, clip(rt(θ), 1 − ε, 1 + ε)Ât)] (5)

We can see that the PPO objective function makes use of a standard policy gradi-
ent objective rt(θ)Ât that facilitates actions with positive outcomes being chosen with
higher probability, and also, uniquely, a truncated version of the policy gradient objec-
tive clip(rt(θ), 1 − ε, 1 + ε)Ât. This truncated or clipped policy gradient objective
function allows intelligently constrained gradient steps without significant overhead.
The general idea behind this truncated function is to increase the probability of actions
that promote positive outcomes, but not too much, in case it becomes detrimental. This
idea, in essence, keeps new policies from deviating too far too quickly from the current
policy.

It also makes sense that if a gradient step is taken that is detrimental, the step should
be reversed. For this purpose, the two objective function terms are subjected to min,
which will become effective if the function is negative. Thus, the algorithm will allow
the probability of actions being taken to be decreased proportionally to the detrimental
outcome.

Curiosity Driven Deep Reinforcement Learning. The foundations of reinforcement
learning are built upon reward signals to guide agents towards correct and desirable
behaviour [43]. However, in many real-world scenarios, rewards are not always avail-
able to an agent or are very sparse within the environment that the agent is navigating
[34]. Furthermore, these sparse rewards can lead to very inefficient learning and a fail-
ure to find a policy that satisfies the goal. Curiosity-driven exploration is one technique
proposed to overcome the problem of sparse rewards [34].

This technique makes use of both external rewards and what are termed “intrinsic
curiosity rewards”. These intrinsic curiosity rewards encourage the agent to explore
areas of the environment that it has not previously explored, especially those areas that
are deemed to be ‘interesting’. One may consider this technique as follows: firstly, the
agent makes predictions about the outcomes of possible actions; next, the agent attempts
these actions and records the outcome; If the prediction is inaccurate, it is deemed to be
an interesting area of the environment, and a higher curiosity reward is received. The
more inaccurate the prediction, the more interesting this area is perceived to be.
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Despite the benefits of curiosity-driven exploration, it is known to promote unde-
sirable and unsafe behaviour to a greater degree than traditional RL methods given its
method of exploration [39].

2.7 Quantitative Verification

Quantitative verification (QV) is a formal technique that allows for the analysis of prob-
abilistic models. Automated probabilistic model checking has been applied to a wide
range of real-world problems to produce guarantees for safety, reliability, performance,
resource usage [22]. QV has been successfully applied to systems modelled as MDPs
and, as such, is a natural fit with reinforcement learning.

Unlike simulation and testing, quantitative verification is exhaustive, using efficient
algorithms and linear mathematics to analyse the entire graph of states and transi-
tions. While this makes quantitative verification computationally expensive, it offers
the strength of mathematical proof, and openly available probabilistic model checking
tools have been developed, including PRISM [24] and STORM [7].

The verification ofMDPs is accomplished by establishing labels for states within the
model, these labels being atomic propositions for relevant properties. Labelling these
states makes it possible to perform analysis on the feasibility of properties involving
probability and temporal relationships between events.

Introducing these atomic propositions allows us to check if a desirable state can be
reached within a certain probability without first entering states which are undesirable.
These properties are expressed using probabilistic computational tree logic (PCTL), a
form of probabilistic temporal logic [14]. For a set of atomic propositions AP, a state
formula Φ and a path formula Ψ are defined in PCTL as:

Φ :: = true |a| ¬Φ | Φ1 ∧ Φ2 | P��p[Ψ ],

Ψ :: = XΦ | Φ1UΦ2 | Φ1U
≤lΦ2

(6)

where a ∈ AP, 	
∈ {<,≤,≥, >}, p ∈ [0, 1] and k ∈ N; and a PCTL reward state
formula [23] is defined as:

Φ :: = R��r[I=k] | R��r[C≤k] | R��r[FΦ] | R��r[S], (7)

where r ∈ R≥0. PCTL used within probabilistic model checkers such as PRISM uses
the grammar above and allows complex properties to be expressed with relative ease.
For example, to analyse the probability of reaching a finishing state within 20-time steps
is expressed by P = ?[F≤20finished].

3 Domain Example

In order to evaluate our approach for Deep MARL, we created a three-dimensional
navigation domain as shown in Fig. 2. The domain consists of 9 rooms labelled ra to
ri each room then contains a flag that the agents must collect. Rooms are connected by
hallways, hi, in which security cameras are placed. The coloured areas of the hallway



166 J. Riley et al.

Fig. 2. Domain Example including rooms, hallways, and cameras.

Table 1. Probability of Agent Disruption Mechanism Failing.

Camera Location Probability of Disruption Failure

h2 0.05

h3 0.1

h4 0.1

h5 0.05

h6 0.1

h7 0.05

h8 0.05

h10 0.15

show the coverage of these cameras. If an agent enters one of these coloured areas, then
there is a probability that the mission fails.

While this domain is framed as an infiltration mission, some features are largely
applicable to a wide range of scenarios, including search and rescue and maintenance
tasks. For example, although we use cameras and detection, there could be areas where
the loss of a robot is higher due to environmental features such as radiation, landslide
risk.

In this domain, we are attempting to collect as many flags as possible with 3 robots
while minimising the chances of detection by the security cameras since it is impossible
for the agents to patrol all of the rooms without passing by a camera.

The agents must find a suitable balance between these conflicting goals.
Each of the agents is assumed to have a device that can disrupt the security cameras

when they are in the surveillance zones, but the probability of avoiding detection is not
certain and is dependent on the area of the environment in which the camera is located.

The probability of disruption device failing in each location is shown in Table 1.
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The agents within this environment must learn how to navigate through rooms and
corridors and effectively search within the environment space to collect as many objec-
tives as possible. If we frame this problem that we have described in a real-world appli-
cation, such as a search and rescue operation, our goal would be to find important objec-
tives and safely return the expensive robotic hardware that we deploy. These two goals
are, by their nature, conflicting. The more objectives an agent finds, the less likely it
is that all agents will return safely. Viewing this problem in such as way, we set func-
tional and safety constraints that we expect from the system within the environment,
allowing us to formally state the acceptable functional and safety parameters for the
problem domain, these being C1 and C2, respectively. These parameters were chosen
to demonstrate the approach within this domain and the features that it holds.

– C1 The probability of agents remaining undetected during the operation should not
fall below 0.7.

– C2 The agents should collect at least five objectives.

Furthermore, past these constraints, there are conflicting criteria that the system
must attempt to optimise, these being O1 and O2.

– O1 Maximise the probability of the system being undetected.
– O2 Maximise the number of objectives collected.

4 Approach

In order to produce safe multi-agent reinforcement learning policies, we propose a
four-stage plug-in styled approach called assured multi-agent reinforcement learning
(AMARL), as shown in Fig. 3.

Fig. 3. Assured Multi-Agent Reinforcement Learning Approach.

Stage One involves a domain expert collecting and analysing that information about
the environment and agent behaviours that may be deemed relevant to the problem at
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hand. Such information includes important states, agent actions, potential risk, perfor-
mance and safety requirements. This information will be crucial in the construction of
the AMDP and, as such,

1. All agent states within the environment S will include location states, failure states,
success states, and transitions, the exact details of this are environment-dependent.

2. The behaviours of agents and capabilities of states will be mapped to actions A
within stage two and are required to be identified.

3. Numerical reward structures can be used to capture system performance and safety
qualities, such as the risk of agents being damaged R.

4. Mission objectives and constraints ω can be defined as probability, time steps, reach-
able states, and cumulative rewards.

An example of an abstraction choice is an environment with two rooms that can be
accessed through two separate corridors. If the cost and payoff of using each corridor
are the same, this can be abstracted into a single method of transitioning. At the same
time, if there are differences between these corridors, such as requiring more energy to
navigate through, both of these transition methods should be captured.

When discussing abstraction, it should be noted that systems that contain hetero-
geneity, meaning the possible behaviours of agents are not shared. This heterogeneity
can also be captured within the AMDP at this stage.

Stage Two takes the information from stage one and uses the PRISM language
to construct an AMDP model. An example of a statement in the PRISM language is
presented below:

[action] guard -> prob_1 : update_1 + ... + prob_n : update_n;

An action is a label that describes the action being taken and allows synchronisation
and reward-based updates. When the guard evaluates to true, then the update statements
to the right of the arrow are evaluated and with probability probi then updatei occurs.

The code fragment below shows a general example describing two agents’ transition
options when they are in room A:

// In room A and making a movement choice
[visitA_B_1] !done & r1=A & visitsA<N -> 1:(r1’=A)&(visitsA’=visitsA+1);
\\robot 1 visits room B
[visitA_D_2] !done & r2=A & visitsB<N -> 1:(r2’=D)&(visitsD’=visitsD+1);
\\robot 2 visits room D

Here the action labels are given labels to aid in the readability of the code where
visit is the act of moving from one room to another, and A B 1 denotes that agent 1
will move from room A to room B. The done variable is used within the model to show
whether the mission objectives have been completed. done is, therefore, a terminal state
for the model. The variables named r1 and r2 contain the current location of agent 1
and 2 respectively. visitA and visitsB are used as a counter to see how many times
room A or B respectively has been visited and N being the maximum amount of times
a room should be visited. The variables, done, r1, r2, and visits, form the guard to
constrain the model’s transitions. Finally, → marks the separation between the guard
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and the update, with the notation to the right of → being the variables that are updated
once the transition has fired.

The final part of the model to be defined is the reward functions. These allow us
to assess the performance of the policy with respect to the functional and safety con-
straints. An example of a reward function is:

rewards "Objective_Collection_Rewards"
[visitA_B_1] true : 1;
[visitA_D_1] true : 3;
[visitA_E_1] true : 2;

end rewards

Here, the labels are used to associate a transition, previously defined, to a reward value.
The true guard indicates that whenever this transaction occurs then the reward function
adds the allocated numerical reward to the accumulated reward.

To further demonstrate how the PRISM language is applied to problems, we offer a
diagram in Fig. 4, of an agent R1 in a more complex MDP with two abstracted states,
these being rooms rA and rB . The variables used in this model will be R1, which will
hold the agent’s location, and G1, which will be a Boolean variable to state whether
the objective has already been collected previously. Here the robot has two transitions
it can take within the model, move from rA to rB , and from rB to rA, the incentive to
transition is to collect objective G1. The PRISM model for this simple domain can be
described using the code fragments in the image, including the transitions and reward
observations.

Fig. 4. Simple two state AMDP with related PRISM code.

Stage Three combines the abstracted model from stage two and the provide func-
tional and safety requirements from stage one to conduct a quantitative verification of
the model. The requirements to be verified are encoded as PCTL. Some examples of
PCTL are expressed below:

1. R{“goals”} ≥ 3 [F finished]
2. R{“risk”} ≤ 0.3 [F finished]
3. P ≥ 0.99 [!energyDepleted U finished]

The first property is a functional requirement that states that by the time the model
reaches the state finished, the number of goals reached must be at least 3. The second
states that the risk should be less than 0.2 when the episode is complete. The final
property says that the probability of completing the task without running out of energy
should be greater than 0.99.
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With both the AMDP provided by stage two and the defined safety and functional
requirements, QV can now be used over the defined model, governed by the require-
ments set. QV will potentially synthesise multiple policies for the model that meet all
requirements, and a single policy may then be selected from this set. Due to the QV pro-
cess, the produced policies are guaranteed to meet these requirements, which is where
our formal assurances are produced. However, if the model has considerable inconsis-
tencies with the actual domain space or the requirements are too constricting, it may
be necessary to return to step one to reevaluate the structure and requirements of the
domain. If the steps are followed correctly, this stage will produce safe policies for all
agents modelled in the AMDP.

Stage Four is the final stage in our AMARL approach and involves the agents
utilising a reinforcement learning technique/techniques within the non-abstracted envi-
ronment. However, the behaviours within this environment are constrained using the
safe abstract policies produced in stage three. The abstract policies constrain and par-
tition the domain space, agent actions, and tasks. While under the constraint of these
abstracted policies, the reinforcement learning agents can utilise the stochastic action
selection that drives their exploratory actions, with assurances that their safety will be
guaranteed to a certain level.

It is more than likely that agents will enter risky situations during their learning
process, but as this cannot be repeated continuously due to the constraints, we can
allow agents to run their learning process and also their fixed policies after learning with
confidence. Lastly, while this process focused on producing safe MARL policies and
not optimality, it has been observed that our AMARL approach, due to its constrained
nature, speeds up the learning process compared to standard AMARL.

5 Evaluation

5.1 Experimental Set-Up

To evaluate our AMARL approach, we look at results from two multi-robot navigation
domains. The first is a radiation avoidance patrolling domain taken from our earlier
work [36], where agents must visit patrol points multiple times while conserving battery
and minimising radiation exposure. The second is the multi-agent guarded flag domain
described in Sect. 3, where agents must collect flags while minimising the risk of being
captured by security cameras.

For each of these domains, we ran a minimum of two experiments. The first exper-
iments did not utilise our AMARL approach and solely made us use traditional rein-
forcement learning techniques, acting as a baseline. The second experiments involve
using our AMARL approach to constrain the state-space with the learning parameters
for each domain are described in their relevant sections.

Domain-relevant functional and safety performance data is collected after each
learning episode to evaluate the system’s performance during learning. In addition, the
converged policies from our multi-agent guarded flag collection domain are evaluated
many times to ensure the validity of the conclusions drawn from this evaluation.

The radiation avoidance patrolling domain is implemented using a ROS simula-
tor [35]. ROS is a robotics operating system capable of interfacing with a broad range
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of robotic systems. The second domain, being the multi-agent guarded flag collection, is
simulated using the Unity games engine [20], an engine capable of powerful rendering,
physics simulation, and easily integrated AI. An image from the unity engine domain
can be seen in Fig. 5, showing the agents used. The quantitative verification process in
our experiments is driven by the probabilistic model checking tool PRISM [24]. PRISM
is a tool that allows us to express our safety and functional requirements through its
reward extended PCTL properties, which has been utilised in the area of autonomous
agent research previously [13,29].

Fig. 5.Multi-agent guarded flag collection domain showing an agent (left) and a room with a flag
(right).

5.2 Radiation Avoidance Patrolling Domain

Our radiation avoidance patrolling domain, as seen in Fig. 6, contains five rooms, each
of which must be visited a minimum of three times. Two robots share the responsibil-
ity of visiting the rooms, and moving between rooms has a corresponding battery cost.
The batteries are assumed to be finite, and the robots attempt to maximise their over-
all remaining battery. This domain is inspired by autonomous agents working within
nuclear power plants. As such, room four contains highly irradiated material, which the
robots must inspect to meet mission objectives but limit their time within to reduce the
risk of sustaining damage. There are multiple ways that agents can enter and exit this
room, and this must be factored in due to the path lengths and corresponding travel time
each option has. The longer the travel time, the more risk the agents will be subjected
to when in the room. These risks can be seen displayed in Table 2.

The functional constraints that the system should meet can be seen below, in C1
and C2; however, in regards to battery, a secondary constraint can be derived, the need
to preserve battery for after the mission is complete, we define this as the robotic sys-
tem having 35% of its battery remaining. Finally, C3 describes the safety constraints
regarding radiation exposure, defined as reducing and keeping the risk of damage to
below 20% probability.

– C1: Visit each room a minimum of three times.
– C2: Complete all tasks without exhausting their batteries.
– C3: The amount of time spent in room 4 should be minimised.
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Fig. 6. Radiation Avoidance Patrolling Domain. From the Original Publication [36].

For the reinforcement learning process, we assign a reward for each patrol point that
the agents visit, depending on how often it has been visited and how long it has been
since its last visitation. We also assign a punishment triggered when an agent receives
damage in the irradiated zone, ending the learning episode. We run Q-learning on our
agents who act non-centralised, with a discount factor γ = 0.7 and a learning rate of
α = 0.3. Finally, we use an exploration rate of ε = 0.5, which was found experimentally
through interaction with the domain.

Table 2. Options for entering and leaving room 4 and the corresponding risk of damage.

Entrance Exit Exposure Time Risk

Hallway A Hallway A 30 (seconds) 0.03

Hallway A Hallway D 34 (seconds) 0.04

Hallway D Hallway D 46 (seconds) 0.07

Hallway D Hallway A 34 (seconds) 0.04

Following our approach, we construct an AMDP with each room represented as a
state and the transitions between rooms represented as actions with both agents repre-
sented within this AMDP. We then ran QV over this AMDP, and PRISM synthesised a
policy that met the desired functional and safety requirements. We describe the safety
and battery properties as rewards within the AMDP, which is standard practice when
using PRISM [13,29], and our desired goal of visiting patrol points three times as a
formal state in the AMDP. We then use this abstract policy to constrain our patrolling
problem. Running the unconstrained and constrained MARL for 200 episodes on the
domain allowed us to produce some preliminary results as shown in Fig. 7.

Figure 7 shows the cumulative risk of the system over learning episodes on the
left and the individual battery consumption of robots within the system on the right
over episodes. The dotted horizontal line on each graph is the relative functional and
safety constraint defined for this domain, and the triangle shows a successful episode
for the system. We sample across the learning episodes to determine how the system
has functioned throughout the learning run and find that our AMARL approach allows
the system to comply both consistently and reliably in terms of functionality and safety
constraints. From early in the learning process out approach allowed the agents to meet
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Fig. 7. Cumulative Risk and Battery Outcomes from Initial Patrolling Domain. From the Original
Publication [36].

these constraints and meet all the functional objectives. This efficient learning is due to
the constrained search space that requires less exploration. Traditional learning, how-
ever, takes much longer to find a functional policy, often falling greatly below the bat-
tery constraint and with unpredictable spikes in risk due to the unchecked stochasticity
of reinforcement learning.

5.3 Multi-Agent Guarded Flag Collection

Our multi-agent guarded flag collection, described Sect. 3, was implemented with three
agents using deep reinforcement learning, Proximal Policy Optimization and intrinsic
curiosity.

The agents receive a reward of 1 for reaching a goal that can be found near the centre
of every room, and being caught by a security camera resulted in the termination of the
episode. Through experimentation, negative rewards between −0.1 to −1 were used
for punishing the captured agents. The higher the punishment, the more the incentive to
explore effectively was lowered.

In addition, the agent receives small rewards when finding novel experiences
through the use of intrinsic curiosity. Due to intrinsic curiosity, the neural network
makes use of two distinct reward signals, extrinsic, which is given by collecting flags
or getting caught, and intrinsic, through intrinsic curiosity. The extrinsic reward signal
has a strength of 1. While curiosity has a strength of 0.01, both have a discount factor
of γ = 0.99. In order to incorporate intrinsic curiosity, we lower the learning rate to
α = 0.003. These parameters were found through experimental measures to produce
the behaviour required.

A total of 1400 learning episodes were run for each experiment, with 6,000 steps
per episode. A total of two types of learning methods are evaluated, the unconstrained
PPO and intrinsic curiosity and our AMARL approach with PPO and intrinsic curiosity.

In regards to AMARL, we produce an AMDP that, similarly to our previous domain,
captures the rooms as states and the transitions between actions with the corresponding
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Fig. 8. Constraining Safe Abstract Policy with Inaccessible Areas in Grey.

risk they hold. Goals and risks are tracked using the reward structures within PRISM,
and based on this description, PRISM was able to synthesis a safe abstract policy for us
to constrain our learning. This abstract policy allowed the system to collect a maximum
of 7 flags from the environment while disallowing actions that resulted in a cumulative
risk greater than 0.3. A visualisation of this constraining abstract safe policy can be seen
in Fig. 8, with grey spaces representing areas that are now inaccessible.

We present the results of our experiments within Figs. 9 and 10. These graphs show
the cumulated risk and reward from collecting goals which the systems gained during
the episodes in the learning runs. These graphs hold information on the unconstrained
deep MARL as well as MARL constrained using our AMARL approach.

When looking at the rewards that the unconstrained MARL gathers during the learn-
ing process, it is clear that unconstrained MARL is working within a larger state-space
given the disparity of the number of goals reached. Furthermore, the time it takes for
the unconstrained MARL to learn to capture a significant number of goals also alludes
to a greater search space available to the system. This disparity of the goals collected
can also be attributed to intrinsic curiosity. While it allows the system to locate sparse
rewards easier, it also encourages it to try new things to a much greater extent than tradi-
tional reinforcement learning, potentially pulling it away from known goals. AMARL,
while still affected by intrinsic curiosity due to the ordered and constrained state-space,
is more consistent in the goals it collects and learns to collect these at a faster pace. The
ability of AMARL to bring greater consistency to traditional reinforcement learning and
a technique known to bring greater stochasticity to behaviour is one of our approaches
key contributions.

Unconstrained MARL suffers from unpredictability, leading to a lack of trust in the
systems that make use of it; when looking at the risk results from this experiment, this
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Fig. 9. Reward Received by the Systems.

Fig. 10. Cumulative Risk Received by Systems.

unpredictability is clear to see. The system’s risk levels fluctuate throughout the learning
process, often violating the safety requirement showing that even reward signals that
attempt to balance the conflicting functional and safety requirements are not trustworthy
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in these scenarios. However, with our AMARL approach, the risk constraint is never
violated, even with the added issues that come with intrinsic curiosity, whose inquisitive
nature often leads it to risky situations. AMARL, with the formal guarantees that both
safety and functional requirements will be met through QV, efficiently balances these
conflicting objectives, allowing exploration, goal collection, and assured safety within
the constraint of the mission requirements.

The policies received from the learning were run many times to ensure the con-
straints from our AMARL approach were held during and after the learning process.
Our AMARL approach successfully reached six flags on a consistent basis, as well as
never exceeding the safety limits of our domain. If learning was left for a longer dura-
tion, the abstract policy allows for more efficient policies to be learned.

These experiments have supported the claim that AMARL is an approach that can
balance conflicting functional and safety requirements while conforming to the con-
straints set consistently. A secondary benefit of AMARL is the easing of the burden on
the system to explore a great number of state spaces and increase the speed and pre-
dictability of learning. AMARL, given the formal assurances from QV, offers a way of
delivering trustworthy reinforcement learning systems.

6 Related Work

The Safe RL and safe MARL trends directly related to this work fall under the umbrella
of constrained Markov Processes and constrained multi-agent Markov processes. Con-
strained based safe RL is very prevalent in the research area of safe RL as a whole
and has been identified as one of the most promising approaches to the production of
safety-critical suitable agents and systems [11].

Multiple variants of constrained RL have been discussed in the current literature,
falling into degrees of safety standards [2,15]. We categories these as conservative-safe
learning and soft-safe learning.

Conservative-safe learning can define learning processes that remove the ability
to enter into states that contain any possibility of risk [1,15,18,21,44]. Conversely,
soft-safe learning can be defined as a learning process that allows agents to enter into
risky states and makes use of soft constraints [5,45]. Finally, we define threshold-safe
learning as a compromise between conservative-safe learning and soft-safe learning,
where agents are permitted to enter risky states, but only under the strict limits set by a
permitted risk threshold [19,29,42]. With our work falling into this last category.

Some identified research that has had attention recently are grouped into broad cat-
egories based on commonalities. We will call these safe space learning, critic-teacher
shielding, safe policy learning, and probabilistic based constraint.

As we call it, safe space learning focuses on all works that rely on some assumed
safe space that can be used for system recovery [44]. Secondly, it can incorporate
research where a region/policy of the environment that the agent will use to solve func-
tional requirements while gradually increasing/changing this safe region [45].

Safe space learning, while this is a broad definition, generally groups research
together that rely greatly on the assumption that certain areas of the environment will
be safe to facilitate learning in a ‘safe’ way.
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Our defined critic-teacher shielding research grouping consists of work that focuses
on action monitoring and manipulation based on synthesised ‘shields’ that enforce
safety properties [1,19]. It also includes work that utilises safety critics, which are
trained in environments before being implemented into future problems and allowing
the critic to guide the agent away from risky behaviour [42].

Safe policy learning consists of work that utilises policies that are deemed to be safe
to aid in the exploration process of the learning approach, such as interactively gener-
ating policies throughout a state-space to guide exploration [21]. While also including
work that interacts with the agent’s policy during runtime, allowing action selection to
be altered based on the perceived safety of said action, such as work utilising Lyapunov
functions [18].

Finally, we identify research that, in some way, introduces probabilistic model
checking to provide, to varying degrees, formal guarantees to the safety of a system.
This includes work that uses probabilistic model checking to allow a threshold app-
roach to safety, including safe probabilistic shields, such as those which we described
earlier [19], and work which provides formal guarantees to functional and safety objec-
tives by applying an abstract safe policy over the state space to constrict agent learning
[29].

Safe MARL can be seen to follow these trends with current research pushing these
ideas into a MAS setting. Utilising constrained MDPs is a common approach [12], but
as well as this, shielding [1] and actor-critic methods have been utilised [33]. Lastly,
following on from research in safe RL, which utilises probabilistic model checking,
you have our AMARL approach, which was the first approach to utilise probabilistic
model checking to this end in MARL [36,37].

7 Conclusion

We presented a four-stage, plug-in style approach that combines QVwithMARL to pro-
duce formal assurances that functional, reliability and safety requirements will be met
during and after the learning process and efficiently balanced these conflicting objec-
tives. Using partial information of a domain, an AMDP is constructed, and functional
and safety requirements can guide QV over said AMDP. Expressing these requirements
using PCTL allows complex user requirements to be efficiently described within the
QV tool. This process allows formally assured safe abstract policies to be synthesised
that are used to constrain the low-level domain problem for safe MARL to be run within
these constraints.

As a result, unlike traditional MARL, our AMARL approach can be used in a myr-
iad of safety-critical and mission-sensitive scenarios with a significant level of trustwor-
thiness, which is a great limitation to the practical use of MARL. Furthermore, through
two experimental domains, we show that our approach is reliable and can be used with
varied and current reinforcement learning techniques, such as deep reinforcement learn-
ing and intrinsic curiosity.

Future directions of this work include the ability for AMARL to be utilised in chang-
ing environments, allowing functional and safety requirements to be continued to be
met despite unforeseen changes to risk levels and available transitions within an MDP.
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Possible additions to this approach could be the incorporation of Petri-nets as a way to
describe the processes of a system rather than constructing the MDP within the QV tool.
Petri-nets are commonly used within multi-agent systems, so this would be a non-trivial
addition in terms of the reachability of our approach. We also consider the difficulty of
accurately representing a problem as an MDP and propose extending the approach to
identify and correct inconsistencies in the AMDP and the low-level problem. Lastly, a
more robust evaluation of our AMARL approach would be highly beneficial towards
promoting the trustworthiness of AMARL.
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Abstract. This paper deals with historical document image segmentation with
focus on chronicles available in the Porta fontium portal. We build on our previ-
ously published database that has precise pixel-level annotations in PAGE format
but also utilise other datasets for transfer learning in order to improve the results.
We discuss a series of experiments that evaluate possibilities how to train a neural
model for image, text and background segmentation. The outcome, in a form of
segmentation method with relatively low computational costs and great results, is
integrated into the Porta fontium portal to improve its possibilities of searching
and publication of the documents.

Keywords: Page segmentation · Chronicle · Historical document · Text ·
Image · Background · Fully convolutional neural network · Pixel labeling ·
Artificial page

1 Introduction

Archival documents such as old periodicals and chronicles are a valuable source of
information. Preserve it and make it available for researchers and for general public
is thus of a great importance. Current standard is to scan the materials and publish it
in digital form through various portals and databases. However, scanning is only the
first step in the digitisation process. Modern technologies allow to further process the
document images and can provide many ways of intelligent search, classification and
visualisation which is a great benefit for people working with the documents.

Project Porta fontium1 is an example of efforts to provide the researchers and other
interested persons with an efficient search in archival materials. It covers the Czech-
Bavarian border area which has a common history before the World War II. After the
war, the regions on both sides of the border where separated. It is thus a logical step to
re-connect it and provide the related documents at one place.

In our work we concentrate on the development of efficient methods how to index
and search in the vast data collections. A very important part of the processing pipeline

1 http://www.portafontium.cz/.
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is segmentation of the document images. Especially the issue of text localisation is cru-
cial. Text segmentation has a long history dating back to the late 1970 s s when Opti-
cal Character Recognition (OCR) was addressed and it was necessary to extract single
characters. “In order to let character recognition work, it is mandatory to apply layout
analysis including page segmentation.” [12] Today, most approaches tend to extract text
lines instead of characters, but the importance of this step remains the same. There is
also a need for extracting images that can be further processed and allow image search.

We focus on chronicles and their segmentation into text, image and background
areas. These segments are crucial for further processing. For example OCR engines
require a text input, but it could behave unpredictably when the input is an image or a
graphic element. In such a case, the usability of the result could be harmed due to the
produced noise. We can also provide image search or provide only pages that contain
images.

To be able to train segmentation models that are usually based on deep learning neu-
ral architectures, we have to provide the model with a sufficient amount of training data.
In our previous work [2], we have created a novel segmentation dataset that is designed
for model training as well as for benchmarking purposes. We have utilised the dataset
for initial experimentation with a Fully Convolutional Network (FCN) architecture and
we have achieved promising results on real chronicle data. We have also presented an
approach to automatically create artificial pages that can be used for data augmenta-
tion. In this paper, we go further and try to find efficient ways how to train a segmenta-
tion model with decent portion of data and evaluate several ways that can improve the
model performance. Focusing mainly on the experiments and discussion, we provide
more experiments on the input resolution, balancing the classes, post-processing the
output and also examine the use of different training data including transfer learning
and manual extension. Finally, we discuss the integration and usage on real data in the
Porta fontium.

2 Related Work

This section first summarises recent methods for page segmentation and then it provides
a short overview of available datasets.

2.1 Methods

There are many methods that were designed for the task of page segmentation which
can be categorised into top-down and bottom-up categories. Historically, the segmen-
tation problem was usually solved by conservative approaches based on simple image
operations and on connected component analysis. Recent trend is to use neural networks
for this task.

A page segmentation method using connected components and a bottom-up app-
roach is presented in [5]. This method includes digitisation, rotation correction, segmen-
tation and classification into text or graphics classes. Another method based on back-
ground thinning that is independent of page rotation is presented in [11]. These stan-
dard computer vision methods usually fail on handwritten document images, because
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it is difficult to binarise pages due to significantly low quality. It is also hard to extract
characters since they are usually connected.

The above mentioned issues are successfully solved by approaches using Convolu-
tional Neural Networks (CNN) that brought a significant improvement in many machine
learning tasks including computer vision. An example of a CNN for historical document
page segmentation is presented in [4]. Super-pixels (groups of pixels with similar char-
acteristics) are identified in the image and they are classified using the network that
takes 28 × 28 pixels as an input. The result of the classification is then assigned to the
whole super-pixel.

Alternatively, every pixel can be classified separately using a sliding window. The
problem of this approach is computational inefficiency because a large amount of com-
putation is repeated as the window moves pixel by pixel. This problem is solved by
Fully Convolutional Networks (FCNs) where one of the most efficient topology is U-
Net [14]. This network was initially used for biomedical image segmentation but can
be used in many other segmentation tasks including page segmentation.

Another architecture is presented by Wick & Puppe in [17]. This network is pro-
posed for page segmentation of historical document images. In contrast to U-Net, it
does not use skip-connections and uses transposed convolutional layer instead of up-
sampling layer followed by convolutional layer. The speed improvement is achieved
mainly due to the small input size (260 × 390 pixels).

In order to achieve the best results in competitions, there were proposed also net-
works like the one presented by Xu et al. in [18]. This network uses the original resolu-
tion of images and provides many more details in the output.

There are many architectures that solve the segmentation problem very well. How-
ever, the main issue of this task consists in the availability of appropriate training data
because the relevant data is the key point of approaches based on neural networks.

2.2 Datasets

There are several datasets for a wide range of tasks. Unfortunately, a significant number
of datasets are inappropriate for our task, because the documents differ significantly.

ChronSeg. [2] dataset focuses on the segmentation of handwritten historical chron-
icles and it is available through website2. It contains training, validation, testing and
experimental parts containing totally 58 (double-sided) pages with precise ground-truth
for text, image and graphic regions in PAGE format. There are five different chronicles
present in the dataset.

Diva-hisdb. [16] is a publicly available dataset with detailed ground-truth for text,
comments and decorations. It consists of three manuscripts and 50 high-resolution
pages for each manuscript. These manuscripts have similar layout features. The first two
manuscripts come from the 11th century. They are written in Latin language using the
Carolingian minuscule script. The third manuscript is from the 14th century and shows
a chancery script in Italian and Latin. Unfortunately, the pages contain no images.

2 https://corpora.kiv.zcu.cz/segmentation/.

https://corpora.kiv.zcu.cz/segmentation/
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IAM-HistDB. [7] contains handwritten historical manuscript images together with
ground-truth for handwriting recognition systems. Currently, it includes three datasets:
Saint Gall, Parzival and Washington.

Saint Gall database [6] contains 60 page images of a handwritten historical
manuscript from 9th century. It is written in Latin language and Carolingian script.

Parzival database [8] is composed of 47 page images of handwritten historical
manuscript from 13th century. The manuscript is written in Medieval German language
and Gothic script.

Washington database [8] is created from the George Washington Papers. There are
word and text line images with transcriptions. The provided ground-truth is not intended
for page segmentation, but Saint Gall Database contains line locations that can be used
for text segmentation.

Layout Analysis Dataset. [1] is precisely annotated for page layout analysis and
contains suitable regions for our task. The dataset contains a huge amount of page
images of different document types. There is a mixture of simple and complex page
layouts with varying font sizes. The problem is that the documents are printed and
consist mostly of modern magazines and technical journals so the page layout is totally
different to our chronicles in most cases.

Competition Datasets at PRImA Website. There are also competition datasets at
PRImA website3. These datasets has to be requested first and consist mainly of news-
papers, books and typewritten notes. The number of annotated pages is usually around
ten per dataset. Similarly as in the Layout Analysis Dataset, the text is printed and the
page layout is different to our chronicle images.

3 FCN Architecture

We utilise a model that is based on U-Net [14], see Fig. 1 for the details . The archi-
tecture is designed to segment the entire input page at once. It uses padding in the
convolutional layers, so there is no need for input image padding which could be prob-
lematic if the region with the padding colour is present in the image. Then this region
could be understood by the network as a position at the borders and result in wrong
predictions. There is usually a lot of noise at the borders of scanned document pages
that should be suppressed. The padding in the convolutional layers allows that and also
preserves dimensions so that the input resolution matches the output resolution.

Shared parameters in the convolutional layers allow variable input dimensions. In
order to prevent skip-connection dimension inconsistency, the model input dimension
has to be multiple of 24 = 16 (given by four 2 × 2 max-pooling layers).

If there is a high-resolution input, the memory limitations appear. Then, there is
again the need to trade-off between localisation accuracy and the use of context as
discussed in [14]. The high resolution input can be processed in the sliding window
manner using small context of the page or it can be down-sampled and processed with

3 https://www.primaresearch.org/datasets.

https://www.primaresearch.org/datasets
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Fig. 1. FCN model architecture; values for 48 × 48 input: Boxes represent feature maps (dimen-
sions are denoted on the left side, the number of channels is indicated above the box) [2].

less details, bigger context but worse localisation accuracy. To reduce computational
costs, the input image size is limited to 512× 512 pixels. This setup has been identified
based on our preliminary experiments and it is also supported by the work of Wick and
Puppe [17] where the authors used input of 260 × 390 pixels.

ReLU activation function is used in all but the output layer where sigmoid is utilized
in order to produce three binary (segmentation) masks. The Binary Cross-Entropy loss
function is used to allow the classification of the pixel into more classes since there
could appear regions that correspond to more classes (e.g. image overlaid with text).

4 Experimental Setup

According to the ChronSeg paper [2], we utilise the same input images and GT masks
for the experiments. The dataset contains training, validation, testing and experimental
parts. Thus the experiments are evaluated on the validation part and the combined setup
also on the test part of the dataset.

For evaluation, the classification metrics accuracy, precision, recall and F1 score
are used, since the task is a pixel-labelling problem. Each pixel is binary classified for
each channel so that True Positive (TP), True Negative (TN), False Positive (FP) or
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False Negative (FN) sets can be identified. Further, the pixel modification of Intersec-
tion over Union (IoU) (see Eq. 1) and Foreground Pixel Accuracy (FgPA) [17] are used.
FgPA is practically an accuracy calculated only over foreground pixels that are esti-
mated using binarisation [15] in this work. For the combined setup we calculate also
the Panoptic metric [10] which handles semantic segmentation and instance segmenta-
tion. The Panoptic Quality (PQ), Segmentation Quality (SQ) and Recognition Quality
(RQ) are obtained accordingly to [3].

IoU =
TP

TP + FP + FN
(1)

If not stated differently in the experiment, the model is trained only on the training
part containing 6 page images that contain pictures. As depicted in Fig. 2, the grey level
input image is first down-sampled to the target resolution, predicted and then resized
back. The target resolution is obtained as the nearest correction of the resolution that
fits the 512×512 input and has the same aspect ratio as input. The input resolutions can
be 512×400 and 512×416 for example.

For the training, dropout rate of 0.2, Adam optimiser [9] and the early stopping
technique are used. The training is stopped if the average IoU on the validation part is
not improving. The best model (highest IoU) is then used for evaluation.

5 Experimental Results

We have designed a set of experiments for techniques that are used to enhance the recog-
nition results if only small amount of data are available. Namely, we experiment with
extending the training data, transfer learning and loss function weighting. The automatic
creation of artificial pages from the existing ones is also presented as a data augmen-
tation approach that deals with the problem of class imbalances and brings significant
improvements. We also evaluate the influence of input resolution and a post-processing
step. The results are reported in Table 1 and compared to the baseline setup which rep-
resents the model trained only on the 6 pages of chronicles that contains the image.
Based on the experiments the combined setup of the model is made.

5.1 Input Resolution

The input resolution of the image is important since there are usually memory limita-
tions and the compromise between computational costs, amount of details and avail-

Fig. 2. Input image segmentation process: The input limit of 512×512 pixels is represented by
squares before and after FCN box [2].
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Table 1. Average results (in %) of the experiments on the validation part: Baseline is a referential
setup with 512×512 input limit and the model is trained only on 6 pages that contain images.
Baseline setup modifications are presented in next three blocks (different input size, loss function
weighting, training data). Based on the experiments, the combined setup is reported in the next
block. The last block contains modifications to the combined setup using post-processing, transfer
learning and extended training data. All the modifications are closely described in Sects. 5 and 6.

Accuracy Precision Recall F1 score IoU FgPA

Baseline 95.3 91.8 92.6 92.0 85.5 98.5

128×128 input 86.6 79.9 82.7 80.7 68.0 93.4

256×256 input 93.9 89.9 91.8 90.7 83.1 98.4

1024×1024 input 95.5 94.1 91.6 92.6 86.5 98.8

Weighted sep. areas 95.3 94.6 90.7 92.3 85.9 99.0

Weighted classes 94.9 92.5 91.4 91.8 85.0 98.3

Augmentation 95.5 93.2 92.7 92.8 86.7 98.4

Artificial pages 96.1 94.0 94.3 94.0 88.9 99.2

Printed pages 95.5 94.2 92.1 93.0 87.1 98.8

Transfer learning 94.8 94.0 89.8 91.6 84.6 98.5

Combined 96.4 94.5 94.3 94.2 89.2 99.2

Post-process 95.9 93.4 94.6 93.9 88.6 99.0

Pre-trained 82.4 73.6 73.8 65.8 52.0 90.1

Fine-tuned 95.8 94.7 91.9 93.1 87.2 99.0

Extended 96.3 95.1 93.3 94.1 89.0 99.4

able context for the prediction has to be made. Hypothetically, the neighbourhood of
the pixel can be more important than local pixel details. Therefore the model is trained
with 128, 256, 512 and 1024 input size limit. For a human, the limits lower than 512
results in images that are hard to read. On the other hand, 1024 limit is comfortable for
reading the text. The limit of 512 is somewhere between.

Fig. 3. Example predictions with different input limits (from left: input image, 128×128,
256×256, 512×512 and 1024×1024 input limits).

The results are reported in Table 1 and the example predictions are illustrated in
Fig. 3. The 128 limit seems too low and results in a lot of noise and a significant drop
in IoU. The 256 limit is applicable but noise is still present. The limits of 512 and 1024



188 J. Baloun et al.

are visually comparable. For the 1024 limit, there is an improvement in the presented
metrics at the cost of higher computational demands. With different setup using artificial
pages and augmentation, this difference is vanishing as can be seen in Table 2.

Table 2. Average results (in %) of different input limits with artificial pages and image augmen-
tation setup [2].

Accuracy Precision Recall F1 score IoU FgPA

512×512 96.1 94.6 93.8 94.1 88.9 99.1

1024×1024 96.6 94.7 94.0 94.2 89.2 99.2

Alternatively, the network can be trained on smaller crops (e.g. 512×512) and then
the predictions can be made for the whole page at once thanks to the shared parameters.
So no composing of sub-results is necessary. Together with sliding window approach,
this scenario is not appropriate for the architectures that use padding in the convolu-
tional layers, because the padding provides a lot of information for predictions in border
areas. In such a case, the model tends to amplify the noise at the borders of predicted
samples as presented in Fig. 4. On the other hand, that information can be used for the
noise suppression. For example, if there is mainly background class at the borders of
the training samples, the model will more likely predict the border as background.

Fig. 4. Prediction examples: (a) input image, (b) ground-truth, (c) prediction of the model trained
on crops (example training sample in green box of (a) and (b)), (d) baselinemodel prediction, (e)
model prediction with weighted loss function for separating area [2].

5.2 Loss Function Weighting

Weighting of the loss function is used to improve the separation of the components
as proposed in the U-Net paper [14]. The idea is that the component separating areas
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Fig. 5. Calculated weights for loss function weighting to improve the separation of the compo-
nents [2].

are more important for training thus the loss function has more weight as illustrated in
Fig. 5.

w(x) = w0 · exp
(
− (d1(x) + d2(x))2

2σ2

)
· (1− gt(x)) + 1 (2)

Weights are calculated for text and image channels according to Eq. 2, where x is the
pixel position, d1(x) and d2(x) stands for the distance to two nearest components. The
ground-truth value of the pixel is denoted as gt(x). Parameter w0 is set to 10 accord-
ing to the U-Net paper and increased σ = 10 is used because of wider gaps between
components.

The results of weighted sep. areas in Table 1 slightly improved. At the same time,
the component separation is visually much better as illustrated in Fig. 4.

The weighting of the loss function can be used also for weighting classes to deal
with class imbalances. For the given channel of the training sample, the weight of the
binary class is edited based on its area. For example, the image class has usually bigger
weight than no-image class. The weights should be also limited, otherwise the high
values can cause problems during training. The best achieved results with weighted
classes setup is presented in Table 1 and does not lead to an improvement. It increases
the amount of noise in the output and the training can be problematic. Thus it is not
very useful, since the training samples seem already good balanced.

5.3 Training Data Extension

Even though the baseline setup trained on 6 pages achieved promising results, better
results can be expected when providing more training data. The image augmentation
is a good approach for automatic extension of training data. The same transformations
are applied on the input image and corresponding ground-truth as illustrated in Fig. 6.
For the augmentation improvement in Table 1, the skew, slight rotations and grid based
random distortions are used. As discussed previously, it is good to have the background
class at the input borders to suppress noise. Since the grid based random distortion
preserves borders, it is the most suitable.

The dataset contains also experimental part with annotated pages without images.
These no-image pages are problematic for training because of class imbalances. On the



190 J. Baloun et al.

Table 3. Combined setup model evaluation on the test part of the dataset (in %).

Accuracy Precision Recall F1 score IoU FgPA PQ SQ RQ

Text 96.3 95.8 92.1 93.8 88.4 98.7 51.6 80.2 63.8

Image 99.1 93.7 98.0 95.7 91.9 98.7 56.6 93.1 60.1

Background 96.1 96.5 96.4 96.4 93.1 99.0 22.9 93.0 24.3

Average 97.2 95.4 95.5 95.3 91.2 98.8 43.7 88.8 49.4

other hand, they contain specialities like different writing styles and decorations that
are useful for training. To be able to use them, the images are added randomly into a
no-image page as depicted in Fig. 7 with reasonable size and position restrictions. The
image size ranges from 10×10 pixels up to 60 % of the page dimensions and the image
can not touch the borders. These pages can be easily used for the training (see Fig. 8).
Table 1 shows remarkable improvement for generated artificial pages.

Fig. 6. From left: (1) input image and its ground-truth, (2) augmented image, (3) image aug-
mented only with random distortion [2].

Fig. 7. Creation of artificial pages: Images are added randomly into document page [2].
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Fig. 8. Training process with using artificial pages for training does not indicate any problems
caused by the generated samples (V denotes validation set.) [2].

Printed pages setup experiments with training the model on the training set
extended by printed documents from the experimental part. According to Table 1, the
features learned from the printed pages can be useful and improve the results especially
if there is small amount of training samples. On the other hand, this approach leads to
predictions with more noise and does not work well if combined together with other
approaches.

5.4 Combined Setup

The best results (see Table 1) were achieved with the combined training setup that
weights the loss function for separating area (w0 = 5 and σ = 10), artificial pages
creation, grid based random distortions for image augmentation and input is limited to
512×512 pixels.

The results on the testing part of the dataset are provided in Table 3 and one example
prediction can be seen in Fig. 11.

5.5 Post-processing

The idea for this experiment is to post-process the prediction to imitate the page text
annotation process that is illustrated in Fig. 9. To do that, the binarised image is masked
with each separate component in the predicted text mask. This step imitates the noise
removal and manual annotation. To shrink the region, the result is dilated with kernel
k and the contour of the component is filled. After that, the erosion with the same
kernel k is applied according to Fig. 10. The setting of kernel k is problematic since the
annotation is done manually and for each page different shrinking setup can be used.
Experimentally, the k = (38, 45) is used. The small components for text and image
channels are discarded and finally, the background is edited.

Although the comparison of Figs. 11 and 12 seems promising, the basic post-process
does not improve the IoU results as could be seen in Table 1, since it tends to fill the
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Fig. 9. The process of page annotation consists of image binarisation, noise removal, manual
annotation and shrinking of the region. [2].

Fig. 10. Post-process example (from left: component from text mask prediction, masked binarised
image, dilation, erosion).

Fig. 11. Combined setup model example prediction of the page from test set [2].

separating area in some predicted regions (see Fig. 10). On the other hand compared to
the Table 3, the RQ improves significantly while SQ remains comparable resulting in
better PQ as presented in Table 4.

5.6 Transfer Learning

Transfer learning model/setup in Table 1 is pre-trained on the printed documents from
Layout Analysis Dataset and then fine-tuned as the baseline setup. The results are
slightly worse and the model mispredicts the handwritten text as image more likely.
On the other hand, it works better for the glued printed text blocks. This is probably
due to the learned features for printed documents during pre-training. The fine-tuning
is very fast and takes about 20 epochs compared to 160 epochs for the baseline setup.
If the model is trained further for roughly the same number of epochs as baseline, the
results are comparable.
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Fig. 12. Post-processed combined setup model prediction example.

The combined setup is also used for the transfer learning and results are reported
for pre-trained model and fine-tuned model separately. For the fine-tuned model, the
characteristics are the same as in the previous case. The predictions of pre-trained model
are not usable as could be seen in Fig. 13.

Fig. 13. From left: the input image, prediction of pre-trained model, prediction after fine-tuning
(23 epochs).

6 Porta Fontium Integration and Method Tuning

The model allows automatic text, image and background segmentation of the chronicles
with relatively low computational costs. These days, the result allows to filter the chron-
icles or pages that contain images as illustrated in Fig. 14. This can help the researchers
studying the arts for example. It has also a great potential to further utilise the output
for image search and handwritten text recognition to improve search options.

When testing the system on a large variety of different chronicles and thus pre-
viously unseen samples, the problems of mispredictions showed up. Using prediction
masks, the two main problematic regions were identified. The first is image regions
that were previously unseen in the training set. The second is text region with different
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Table 4. Post-processed combined setup model evaluation on the test part of the dataset (in %).

Accuracy Precision Recall F1 score IoU FgPA PQ SQ RQ

Text 95.9 93.7 93.0 93.3 87.4 98.8 59.4 79.2 75.1

Image 99.1 93.8 97.9 95.6 91.8 99.0 80.1 93.1 85.8

Background 95.5 95.5 96.1 95.8 92.0 99.0 52.8 91.9 56.9

Average 96.8 94.3 95.7 94.9 90.4 98.9 64.1 88.1 72.6

Fig. 14. Porta fontium extended functionality: The pages containing images are highlighted on
the left side and can be browsed separately.

Table 5. Porta fontium model with extended data evaluation on the test part of the dataset (in %).

Accuracy Precision Recall F1 score IoU FgPA PQ SQ RQ

Text 95.7 95.5 90.8 92.7 86.9 99.3 36.0 79.5 45.0

Image 99.2 96.0 98.0 96.9 94.1 99.3 63.1 94.0 66.2

Background 95.6 96.1 96.3 96.2 92.6 99.3 13.2 92.6 14.2

Average 96.8 95.9 95.0 95.3 91.2 99.3 37.5 88.7 41.8

writing style like decorative headings etc. The reason was determined as not enough
training samples. There is a very limited set of images used for artificial pages dur-
ing training. Also the decorative headings can be very diverse and not present among
training samples.

To deal with this a huge amount of highly variable images from OpenImages [13]
was used for artificial pages creation. The training set was also extended by newly anno-
tated problematic pages containing decorative fonts, sketches etc. With extended data,
a more general model is made while the results are still comparable to the specialised
one as presented in Table 1. The results without post-processing presented in Table 5
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are comparable to the combined setup results. The test part predictions are worse for
the text but much better for the image class.

7 Conclusions and Future Work

This paper presents an approach to segment historical handwritten chronicles into text,
image and background classes together with a series of experiments. These experiments
are very useful for the final model integrated into Porta fontium to improve the search
options.

Based on the experiments, we can say that high resolution is not crucial for the
chronicle segmentation into text, image and background. FCN model can generalise
well on the documents that are similar but it is hard to create one generalised FCN
model that can segment pages of different types and characteristics (e.g. modern printed
magazines and historical handwritten documents). In such a case, the model tends to
output more noise than the specialised one. This makes the real usage difficult. In that
case, the transfer learning can help in creation of specialised models allowing fast fine-
tuning. As shown in the experiments, a small amount of the data can be sufficient and the
results can be further improved with data augmentation approaches. Also extending the
dataset for verified segmented samples and the iterative training could help significantly
and reduce the costs of manual annotations.

We plan further studying the possibilities to normalise the different types of docu-
ment images that could allow the usage of one generalised model. The idea is to pre-
process the image to normalise the pixel representation since it is very different in terms
of pixel values from which the predictions are made.
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Abstract. Toulmin presents a model of argumentation, in which claims can be
justified in response to challenges. The model replaces the traditional concepts of
‘claim’ and ‘premise’ with new concepts of ‘claim’, ‘data’, ‘warrant’, ‘qualifier’,
‘rebuttal’, and ‘backing’. Due to the significance of Toulmin’s argumentation, this
work investigates its relationship to our recently introduced logic-based argumen-
tation [14]. We show that Toulmin’s idea does not only give a visual interpretation
of the logic-based argumentation, but also yields a human-understandable form.
Finally, the paper wraps up the investigation’s result and formalizes a novel 2-
Tier argumentation framework, that combines the advantages of both Toulmin’s
model and the logic-based argumentation system.

Keywords: Toulmin model of argumentation · Formal argumentation ·
Deductive logic · Explainable artificial intelligence

1 Introduction

Argumentation is an important aspect of human intelligence. When humans are making
decisions, they always search for pros and cons of arguments as well as their conse-
quences to understand facing situations. This kind of argumentative reasoning can be
formalized by utilizing a logical language for the premises and an appropriate con-
sequence relation for showing that claims logically follow from the premises (a.k.a.
logic-based argumentation) [14].

There are a number of proposals for logic-based formalization of argumentation (cf.
[1,3,22] for the existing literature). These works allow the representation of arguments
for claims, the representation of counterarguments against them, and the relationships
between the arguments. Despite the diversity, an argument in logic-based argumentation
is commonly defined as a pair of which the first item is a set of formulae that proves
the second item (i.e. a logical formula). There have been several investigations of and
success with the use of proof techniques in logic. For instance, Prakken and Sartor [13]
developed proof procedures to find acceptable arguments in Dung’s semantics from
a defeasible logic knowledge-base. As an example in propositional logic knowledge-
base, Efstathiou and Hunter [5] proposed to generate arguments and counterarguments
using the resolution principle and connected graph [10,11].

Unfortunately, these existing approaches do not offer computational content of an
argument in a form that is understandable by naive users. This is a vital aspect of
c© Springer Nature Switzerland AG 2022
A. P. Rocha et al. (Eds.): ICAART 2021, LNAI 13251, pp. 197–207, 2022.
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Fig. 1. Logical (a) and dialogical (b) explanations from the NDSA framework.

developing explainable artificial intelligence (XAI) systems; reasoners should provide
human-understandable explanations in order to facilitate the process of evolving the
theory between explainers and explainees (i.e. a group of people who receive the expla-
nations). To fill this gap, Racharak and Tojo [14] recently argued for the use of natural
deduction (ND) [6], taken as a mean to identify an argument’s structure from the proof,
and demonstrated that the pattern represented by ND is close to what humans can per-
ceive as an argument drawing a conclusion from any conjunction that it contains. This
investigation results in the development of a novel logic-based framework called “nat-
ural deduction-based structured argumentation (NDSA)”. Informally, NDSA allows to
indicate explanations for any decisions made by deductive arguments computed in the
framework and an argumentative dialogue that defends for its oppositions.

Figure 1 illustrates two types of explanation made by the recently introduced NDSA
framework. Figure 1-(a) depicts an example of NDSA-based logical explanation with
natural deduction. Since the hypotheses in natural deduction only appear on the top
layers, this gives a benefit for yielding human-friendly arguments, compared with other
deductive formalisms. For instance, a Hilbert-style axiomatization requires us to sup-
ply many axioms in the midst of a proof tree. As for the analytic tableau method,
we need to show our goal to prove first on the top line, that is against our objective.
Gentzen’s sequent calculus [9] might be the most polished style of deduction; how-
ever, each sequent becomes a long and messy sequence of formulae and is thus difficult
for proof’s visualization. Furthermore, Fig. 1-(b) depicts an example of NDSA-based
dialogical explanation with a dispute tree, allowing to visualize potential conflicts in
reasoning.

It is worth mentioning that current studies on logic-based argumentation have
mostly concerned on exploiting logic for modeling structured argumentation such as
[1]; however, how it contributes to the development of explainable artificial intelli-
gence (XAI) systems is not fully investigated yet. This paper is an extended study of
[14], where the relationship between the proposed NDSA and the Toulmin’s method
is analyzed. Note that Toulmin’s method is a classical approach in modern argumenta-
tion theories. Understanding its relationship to NDSA is valuable on offering human-
interpretation in argumentative reasoning.

This work is organized as follows. Section 2 describes the background knowledge
of the Toulmin’s argumentation model and the NDSA framework recently introduced
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Fig. 2. Toulmin’s layout of arguments with an example [15, pp. 104–5].

in [14]. Section 3 shows the manner in which the Toulmin’s model provides an alterna-
tive interpretation of NDSA, yielding different viewpoints of explanation for adopted
XAI systems in logic-based argumentation. Our related works and the conclusion are
discussed in Sects. 4 and 5, respectively.

2 Preliminaries

2.1 Toulmin Model of Argumentation

This subsection reviews the basics of Toulmin’s model of argumentation [15,16]. In his
philosophical viewpoint, there exist other arguments than the formal ones, which offer
more argument variants and different perspectives of interpretation.

Toulmin is perhaps most often read because of the simple representation of his
argument diagram (cf. Fig. 2) [20]. While a formal logical argument often employs
the dichotomy of premises and conclusions when formulating arguments, Toulmin’s
formalization breaks down each argument into six components: Data, Claim, Qualifier,
Warrant, Backing, and Rebuttal. Figure 2 illustrates an intuition of each component with
the Toulmin’s classic example of arguing whether Harry, who may or may not, be a
British subject.

When someone claims (C) that Harry is a British subject, apropos to Toulmin’s
view, it is natural to ask “what does this claim stand on?”. An answer to this question
can provide the data (D) on which the claim rests. For instance, “Harry was born in
Bermuda”. In addition, a further important question needs to be asked, i.e., “why do
you think that the datum gives support for your claim?”. In other words, we need to
use a warrant. In our example, it is “A man born in Bermuda will generally be a British
subject”. Warrants generally take the form of rule-like statements as illustrated in the
example. A point to keep in mind here is that warrants are not necessary to be universal.
As the example shows, the warrant is not that ‘each’ man born in Bermuda is a British
subject, but merely that a man born in Bermuda will ‘generally’ be a British subject. As
a result, the claim becomes that ‘presumably’ (Q) Harry is a British subject.

When the datum, qualified claim, and warrant are made explicitly, a further ques-
tion has to be asked, i.e., “why do you think that the warrant holds?”. An answer to this
question will supply the backing (B) for the warrant. In our example, Toulmin refers
to the existence of statutes and other legal provisions (without specifying them) that
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can provide the backing of the warrant, i.e., any person who is born in Bermuda will
generally be a British subject. The final component of Toulmin’s is Rebuttal (R) which
indicates any counterarguments against the claim or any exception to it. In the exam-
ple, the rebuttals might be “harry’s parents could be aliens” or “he could have become
a naturalized American”. Note that Toulmin also distinguishes between a datum and
the negation of a rebuttal; both of them are directly relevant to the claim in different
ways. Here, the datum establishes a presumption of the British nationality, whereas by
showing a negation of the rebuttal can confirm the presumption thereby created.

In sum, Toulmin distingiushes six kinds of elements in any arguments as follows.
Firstly, claim is the starting assertion and must be justified when challenged. Secondly,
datum provides the basis of the claim in response to the question: “what does the claim
stand on?”. Thirdly, warrant gives the connection between datum and claim. It is a gen-
eral, hypothetical statement that authorizes the step of which an argument commits.
Fourthly, qualifier indicates the strength of the step from datum to claim. Fifthly, back-
ing shows why a warrant holds. Finally, rebuttal indicates circumstances in which the
general authority of the warrant would have to be set aside, or exceptional circumstances
which might be capable of defeating or rebutting the warranted conclusion.

2.2 NDSA: Natural Deduction for Structured Argumentation

Here, we suppose that a knowledge-base Δ is represented by classical propositional
logic (PL); thereby proof theories in PL are investigated for construction of arguments
and counterarguments from Δ. In [14], it is argued that reading a natural deduction
(ND) proof from top to bottom yields a natural human-interpretable argument, initiating
the formal development of the natural deduction for structured argumentation (NDSA)
framework as follows.

Definition 1 ([14]). Given a PL knowledge-baseΔ, an argument for claimα supported
by Φ Ď Δ (denoted by xΦ,αy) is a ND proof tree such that α is derivable (backwards)
from α to Φ and �α is not derivable from Φ.

Set Φ is called supports or assumptions; and also, α is called the claim of an argu-
ment. Note that the above definition imposes the consistency constraint to avoid the
construction of illogical arguments (such as via ex falso quodlibet).

Example 1 Consider the Toulmin’s classic example on Fig. 2, let a knowledge-base
Δ1 :“ {(born in bermuda ^ �arguably) Ñ british subject; born in bermuda
; aliens parent Ñ arguably; become american Ñ arguably}, where a semicolon
(;) separates each logical formula in Δ1 and � denotes the classical negation. In the
following, we show that {�arguably} Y Δ1 $ british subject, where $ indicates the
derivation and {�arguably} is an (uncancelled) hypothesis denoted by [·]:
born in bermuda [�arguably]
born in bermuda ^ �arguably (born in bermuda ^ �arguably) Ñ british subject

british subject

Following Definition 1, we can say that x{�arguably} Y Δ1, british subjecty is
an argument that supports the claim british subject.
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Fig. 3. An argumentation framework instantiated by the NDSA for Example 1.

Definition 2 ([14]). Let A :“ xΦ,αy and B :“ xΨ, βy be arguments. Then, we say that
argument A attacks argument B iff ∃φ P Ψ such that α ” �φ.

From Example 1, it is worth observing that uncancelled hypotheses can be regarded
as attacked points of an argument. For instance, in order to withdraw the claim
british subject, one has to show that this claim is arguable (cf. Fig. 3), i.e., by prov-
ing with the evidence that either the parents are aliens (aliens parent) or Harry has
become an American (become american).

Definition 3 (NDSA [14]). A NDSA framework is a triple xL,Δ, $NDy, where L is a
PL language, Δ is a knowledge-base modeled based upon language L, and $ND is a
consequence relation represented by the natural deduction calculus.

As investigated in [14], Definition 3 exploits the natural deduction because it
enables to construct human-interpretable arguments in a sense that hypotheses appear
on the top level of each argument and the claim appears on its leaf. Figure 3 illustrates
an example of the argument and (potential) counterarguments in NDSA, initiating from
the classic Toulmin’s example in Sect. 2.1, in which the solid round indicates a valid
logical argument, dashed rounds indicate potential counterarguments, and arrows indi-
cate attack relations between arguments.

3 The Reception and Refinement of Toulmin’s Model
in Logic-Based Argumentation

Observe that the Toulmin’s layout of arguments (Fig. 2) looks very resemblant to argu-
ments instantiated from the NDSA framework (Fig. 3). In particular, each argument in
an argumentation framework instantiated from NDSA corresponds to a Toulmin’s argu-
ment and each of its attacking arguments corresponds to a rebuttal condition pointed
out by the Toulmin’s diagram.

In particular, there exists historical account of AI work taking up Toulmin’s idea
[20]. Specifically, Toulmin’s idea, that logic should be regarded as a generalized form
of jurisprudence, is taken up seriously in the 1990 s s in the field of artificial intelligence
and law. Influenced by logic-based knowledge representation and Toulmin’s method,
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Prakken and Sartor [12] used an adapted first-order language as the basis of their for-
malism. In their system, arguments are built by applying Modus Ponens to rules, yield-
ing an operationalization of Toulmin’s idea. Prakken and Sartor also modelled specific
kinds of rebuttal, namely by the attack of weakly negated assumptions and on the basis
of rule priorities.

Hage [8] proposed another refinement of Toulmins’s idea which is similar to
Prakken and Sartor’s work [12]. In Hage’s approach, rules were formalized using predi-
cates. For instance, the fact that the rule specifying thieves are punishable is formalized
as ‘Valid(rule(theft1, thief(x), punishable(x)))’. Here, ‘theft1’ corresponds to the name
of a rule, ‘thief(x)’ the rule’s antecedent, and ‘punishable(x)’ its consequent. A further
refinement of Toulmin’s view was given by Verheij et al. [21], which formalized two
kinds of warrants, i.e., legal rules and legal principles.

The key to the translation of Toulmin’s model in the above works is to provide
expressions in a concrete manner that a datum leads to a claim and a claim can be
attacked from rebuttal. Furthermore, argument evaluation is defined in terms of winning
strategies in dialogue games: an argument is called justified when it can be successfully
defended against an opponent’s counterarguments. The following subsections continue
to analyze the reception and refinement of Toulmin’s idea under the lens of logic-based
argumentation.

3.1 Reasoning on NDSA and Admissible Sets

How does the NDSA framework relate to Toulmin’s view? Obviously, similar to [8,
12,21], NDSA has offered a precise explication on each part of Toulmin’s view. This
result is a direct consequence of using formal logic to formulate arguments, whereas
Toulmin’s only exists in the form of an informal philosophical expression. Moreover, it
is shown in [14] that a formal elaboration of warrants and of rebuttals can be given in the
form of the ND calculus and the notion of attack (Definition 2), yielding a systematic
account of logical arguments’ construction.

Indeed, a proposition is the claim of any Toulmin’s argument if it can be logically
derived using the ND proof calculus. Here, data of the claim is a set of hypotheses (but
not uncancelled ones) used in the derivation, and warrants are the logical implication
used by the rule (Ñ E) for the derivation. Consider the solid circle in Fig. 3, the claim
is british subject, the datum is born in bermuda, and the warrant is the implication
(born in bermuda ^ �arguably) Ñ british subject.

As investigated by Toulmin, warrants can be either universally or presumably quali-
fied. NDSA explicitly handles this two sorts of qualifiers at the granularity of the impli-
cation formulae, i.e., if such formulae contain uncancelled hypotheses, those warrants
are presumably and uncancelled ones can be attacked. Otherwise, they are universally
qualified. Following this principle, the formula (born in bermuda ^ �arguably) Ñ
british subject in Fig. 3 is classified as the presumption qualifier and �arguably
is opened to challenge. Note that, according to Definition 2, this challenge will be
achieved if there exist arguments showing the contrary of such uncancelled hypothe-
ses as its attacks. In Fig. 3, each arrow indicates an attack, where the head associates
with an attacked argument, the tail associates with an attacking argument, and each
uncancelled hypothesis denotes a challenged proposition (the rebuttal in the Toulmin’s
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Table 1. The relationship of Toulmin’s and NDSA-based Arguments.

Toulmin’s Element NDSA’s Element

Data Hypotheses of natural deduction argument

Claim Claim of natural deduction argument

Warrant Implication rules used to derive the claim with the hypotheses

Qualifier Presumably if there are uncancelled hypotheses,

or universally otherwise

Backing Maximal sub-proofs used to derive the warrants

in natural deduction argument

Rebuttal Other natural deduction arguments that derive the contrary

of uncancelled hypotheses

idea). As the backings are simply reasons for the warrants in the Toulmin’s, they are
referred to the maximal sub-proof of each implication used to derive the claim in ND.

The above discussion explains how NDSA can provide explicitly a formal repre-
sentation for the Toulmin’s diagram. NDSA does not only provide a formal represen-
tation as it formalizes the Dung’s abstract argumentation [4]. In fact, it also concerns
a genuine extension of what Toulmin had in mind. The key idea is that an extension
of an argumentation framework instantiated by NDSA can be thought of as a set of
accepted arguments that defend all of the rebuttal. This set of arguments is called an
admissible set in Dung’s words. Note that Dung has studied three types of subsets of
the set of admissible arguments for an argumentation framework: stable, preferred,
and grounded extensions. Therefore, the recently introduced NDSA framework can
significantly extend and provide the modelling of Toulmin’s concept of rebuttal in a
formal manner. Table 1 summarizes the relationship with Toulmin method to NDSA
accordingly.

3.2 2-Tier AF: Two-Tier Argumentation Framework

Motivated by the relationship investigated previously, this subsection presents a further
refinement of NDSA based on the Toulmin’s structure, called a 2-tier argumentation
framework (2-Tier AF). Our main goal is to exploit the interpretability and readability
of Toulmin’s for lay people. Due to the obvious translation shown in Table 1, the 2-Tier
AF is naturally defined as follows.

Definition 4. Each Toulmin’s diagram is an argument in the 2-Tier AF.

Definition 4 obviously follows from the analysis that each derivation in NDSA corre-
sponds to an argument based on the Toulmin’s view. Next, we adopt the same under-
standing from our analysis to define an attack between arguments.

Definition 5. Given a notion of contrary of claim in an argument, we say that an argu-
ment A attacks an argument B if the claim of argument A is the contrary of a datum of
argument B and argument B is presumably.
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Fig. 4. An argumentation framework instantiated by a 2-Tier AF.

As in NDSA [14], the notion of attack between arguments in a 2-Tier AF depends
only on attacking (‘undercutting’) uncancelled hypotheses. To complete the above defi-
nitions of argument and attack, we formally introduce the definition of 2-Tier argumen-
tation framework as follows.

Definition 6 (2-Tier AF). A 2-Tier argumentation framework is a septuple xD,Q, C,
W,B,R,sy in which
– Datum D P D, Qualifer Q P Q, Claim C P C, Warrant W , Backing B P B, and
Rebuttal R P R are elements of the Toulmin’s diagram,

– s is a partial mapping from the set D of data into the set C of claims, where D is
called the contrary of D P D.

Note thats is defined as a partial mapping due to the fact that not every argument can
be attacked. As in our analysis on NDSA, an argument is open for attack if it involves
uncancelled hypotheses for deriving the claim. Figure 4 illustrates an example of an
argumentation framework instantiated by a 2-Tier AF, where an attack is formalized by
the contrary of datum DA of argument A and the contrary is derivable on argument B,
i.e., DA “ CB “ RA.

Obviously, the introduced 2-Tier AF is an instance of the Dung’s abstract argumen-
tation (AA), as in NDSA. Thus, all semantic notions for determining the ‘acceptability’
of arguments in AA are also applied to arguments in 2-Tier AF. This connection does
not only provide benefits on the interpretability of logic-based arguments computed
from the NDSA framework, but also gives potential for AI adoptions especially argu-
ment mining due to the available datasets [2].

4 Related Work

This section compares our investigation described in this paper with existing work on
the relationship with the Toulmin’s method for artificial intelligence.

Praken and Sartor [12] are perhaps the first researchers who are influenced by Toul-
min’s idea and applied it in the area of artificial intelligence and law. In their approach,
an adapted first-order language was used as the basis of their formalism. The following
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illustrates a formal version of the rule that someone has legal capacity unless he can be
shown to be a minor (taken from [12]):

r1 : „x is a minor ñ x has legal capacity

Here, r1 is the name of the rule, which can be used to refer to it. In addition, ‘x
is a minor’ and ‘x has legal capacity’ are unary predicates. The tilde represents so-
called weak negation, indicating that the rule’s antecedent is fulfilled when it cannot be
shown that x is a minor. It is not difficult to perceive that this mechanism corresponds
to the presumably qualifier in the Toulmin’s sense. If ordinary negation is used (i.e.
�x is a minor), the fulfillment of the antecedent would require to show that x is not a
minor.

Hage’s approach [8] is similar to the work of Prakken and Sartor. In [8], rules
were first-and-foremost to be thought of as things with properties. Thus, each rule
was formalized as a predicate. For instance, the same example would be expressed
as ‘Valid(rule(r1, „minor(x), legal capacity(x)))’ in Hage’s. In addition, Hage distin-
guished the validity of a rule from its applicability, in which the rule validity corre-
sponded to the Toulmin’s warrant.

A formal reconstruction of Toulmin’s diagram is studied by Verheij [19]. In his
study, the abstract argumentation logic DefLog [17] was employed to formulate each
element of Toulmin’s model except the notion of qualifier. Apropos to the analysis, Ver-
heij has realized that the treatment of Toulmin’s rebuttal is ambiguous as it associates
with multiple kinds of attack, namely defeating (or rebutting) the warranted conclusion
and undercutting in the sense of Pollock’s argumentation. A side effect of his recon-
struction was that arguments modelled according to Toulmin’s diagram could be for-
mally evaluated. A similar reconstruction of Walton’s argumentation schemes was also
studied by Verheij in [18].

Our result of this research is similar to Verheij’s works [18,19] where a formal
reconstruction of Toulmin’s scheme is analyzed and explicitly explained. Indeed, our
result differs from Verheij’s in two perspectives. Firstly, our work analyzes the con-
nection of Toulmin’s idea to logic-based argumentation especially the recent NDSA
framework. Unlike [18,19] which is specifically based on DefLog, NDSA can be uti-
lized by any deductive logic with an appropriate consequence relation, providing with
greater potential to be adopted. Secondly, we present an obvious translation between
arguments instantiated by NDSA and Toulmin’s arguments. Consider on the availabil-
ity Toulmin-based annotation for argument mining [2,7], this contribution can enable
researchers from both Knowledge Representation and Reasoning and Natural Language
Processing to connect together and make further progress towards the automated argu-
ment reasoning.

5 Conclusion and Future Direction

This work extends the proposal in our previous paper [14]. Indeed, the reception and
refinement of Toulmin’s ideas in AI is investigated and analyzed under the lens of the
NDSA framework. We show that when an argumentation framework is instantiated
by NDSA, there exists an obvious translation from each instantiated argument to an
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argument in Toulmin’s view and the attack between arguments is indicated through the
contrary of each argument’s claim.

More importantly, we demonstrate that the proposed 2-Tier argumentation frame-
work (2-Tier AF) is an instance of the renowned Dung’s abstract argumentation. There-
fore, arguments modelled according to Toulmin’s diagram can be formally evaluated
through the mathematics of Dung. For instance, assuming that datum and warrant hold,
but not a rebuttal, then the claim follows; when also a rebuttal is assumed, the claim does
not follow. In addition, a rebuttal of a rebuttal can be shown to reinstate a claim. These
illustrated circumstances can be formally evaluated through the notion of admissibility
in Dung’s sense, while retaining the original flavor of Toulmin’s method.

Considering the available datasets [2,7] annotated in Toulmin’s method, we plan to
develop machine learning models to automatically indicate each element of Toulmin’s
argument from text. Indeed, we are under the development of these systems and aim at
integrating with our proposal in [14] towards an implementation of automated argument
reasoning in future.
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Abstract. The use of Transformer based architectures has been extended in
recent years, reaching the level of State of the Art (SOTA) in numerous tasks in the
field of Natural Language Processing (NLP). However, despite the advantages of
this architecture, it has some negative factors, such as the high number of parame-
ters it uses. That is why the use of this type of architecture can become expensive
for research teams with limited resources. New variants have emerged with the
purpose of improving the efficiency of the Transformer architecture, addressing
different aspects of it. In this paper we will focus on the development of a new
architecture that seeks to reduce the memory consumption of the Transformer,
meanwhile is able to achieve a SOTA result in two different datasets [14] for the
Neural Machine Translation (NMT) task.

Keywords: Deep learning · Transformer · Neural Machine Translation ·
Convolutional layers

1 Introduction

The field of Natural Language Processing has gained special relevance in recent years.
This is due to the rise of new techniques to deal with the different NLP tasks. With the
advent of the Transformer networks [22] for the NMT task, it has been proven that their
use in other NLP tasks results in superior performance, ranking as SOTA in many of
them. We have the case of the Large-BERT network [7], which focuses on the language
modeling task. Its development resulted in the GPT-3 model [3], which has become a
SOTA in its field (with over 175 billion number of parameters). As well as the G-Shard
network [12], which deals the NMT task with approximately 600 billion parameters.

One of the main drawbacks of this type of architecture is its high cost. By increasing
the number of parameters, its performance increases without affecting the convergence
of the model. For this reason, training this type of network becomes very expensive
for research teams with limited resources. To address this issue, new architectures are
emerging and seeking to improve the efficiency of these models, from reducing the
complexity of the models, such as the Linformer [24], to modifying the learnable pat-
terns [10], (see Table 1).
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In this work we will focus on Informer [15], in which a novel concept of Informa-
tion Organization is presented by replacing one of the layers that make up the Trans-
former architecture, specifically the feed-forward layer by a set of convolutional lay-
ers. With this, not only the reduction in computational consumption is achieved, but
also an improvement in performance is reached. Experimental results show a higher
performance with respect to other models based on Transformer [22,24] in an English-
Vietnamese dataset of NMT [14]. In this work, experiments were carried out on a sec-
ond German-English dataset [14], thus allowing a validation on the results obtained in
two different datasets, obtaining also another SOTA level in this second dataset.

2 Previous Work

We will focus on the most relevant Transformer based architectures, such as the Lin-
former [24] in which a modification of the Transformer architecture is presented (see
Fig. 1). Authors demonstrate that the context of the mapping matrix P is Low Rank,
therefore the complexity of the model can be reduced from O(n2) complexity to O(n)
complexity by introducing linear projections in the Key and Value matrices, (see Fig. 2
and Fig. 3). This idea has the advantage of being applicable to almost any type of Trans-
former based architecture, which is why it has become the basis of this work. Its only
drawback is that it cannot be used in the decoder stage, because in that case, flexibility
would be lost during the network inference process.

The datasets used in this paper are IWSLT15 English-Vietnamese and the IWSLT15
German-English [14], both datasets need moderate resources and are widely used. The
current SOTAs are [15,23] respectively.

Fig. 1. Extracted from [15]. Overall Transformer architecture [22].
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Table 1. Extracted from [21]. “Efficient Transformer Models presented in chronological order.
Class abbreviations include: FP = Fixed Patterns or Combinations of Fixed Patterns, M = Mem-
ory, LP = Learnable Pattern, LR = Low Rank, KR = Kernel and RC = Recurrence. Furthermore, n
generally refers to the sequence length and b is the local window (or block) size. We use subscript
g on n to denote global memory length and nc to denote convolutionally compressed sequence
lengths”.

Model/Paper Complexity Decode class

Memory Compressed† [13] O(n2
c) yes FP+M

Image Transformer† [16] O(n · m) yes FP

Set Transformer† [11] O(nk) no M

Transformer-XL† [6] O(n2) yes RC

Sparse Transformer [4] O(n
√
n) yes FP

Reformer† [10] O(n log n) yes LP

Routing Transformer [18] O(n log n) yes LP

Axial Transformer [8] O(n
√
n) yes FP

Compressive Transformer† [17] O(n2) yes RC

Sinkhorn Transformer† [20] O(b2) yes LP

Longformer [2] O(n(k +m)) yes FP+M

ETC [1] O(n2
g + nng) no FP+M

Synthesizer [19] O(n2) yes LR+LP

Performer [5] O(n) yes KR

Linformer [24] O(n) no LR

Linear Transformers† [9] O(n) yes KR

Big Bird [25] O(n) no FP+M

Fig. 2. Extracted from [15]. Transformer Multi-Head-Attention mechanism [22].
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Fig. 3. Extracted from [15]. Linformer Multi-Head-Attention mechanism [24].

3 Information Organization Layer

The feed-forward layer of the Transformer networks is in charge of applying the trans-
formations on the data coming from the self-attention layer. This layer is located in
both the encoder and decoder stacks. It has a larger number of parameters with respect
to the other layers present in the Transformer. Therefore, there is a high consumption
of resources by the use of this layer. In Informer [15], the novel Information Organiza-
tion layer is presented. This is composed of convolutional layers that replace the feed-
forward layers of the encoder stack. The use of these convolutional layers reduces the
feature representation space while maintaining at least the same performance, achieving
a reduction in the used resources.

The Information Organization layer consists of a first convolutional layer that is
responsible for reducing the feature space of the model from a size of 512 to 64 (multi-
head size of the self-attention stage). This is done by modifying the kernel and stride
sizes, having a number of channels equal to the maximum sequence size of the dataset
used. This is followed by a max-pooling layer, in charge of halving this feature size to
32. Finally, it ends with the unpooling and transposed convolutional layers that perform
the reverse process, returning the feature space to the size of 512 (see Fig. 4). This layer
is applied during the encoder stage, this is because it is necessary to fix the sequence
size in order to use it. To maintain flexibility during the inference process, it has been
chosen not to apply it on the decoder stack.
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Fig. 4. Information Organization Layer.

4 Experiments

Experiments have been performed with two different NMT datasets [14]. The first,
IWSLT15 English-Vietnamese dataset, has approximately 133K training sentences,
while the IWSLT15 German-English dataset has approximately 194K sentences.

4.1 Training Details

A comparison among different Transformer models has been developed to test the effec-
tiveness of the Information Organization layer. We have compared our model with the
canonical Transformer proposed in [22], as well as the Linformer model [24], which
is used as a basis for this architecture. The hyper-parameters used are the same for all
the models tested, so that we can perform a fair comparison, these are the ones used
in [22]. For the models using the Linformer implementation, convolutional projections
have been applied along with max-pooling layers to reduce the sequence size to an
effective size of 4. We fixed a total of 100 epochs for all models, and a batch size of
64. Finally, for the English-Vietnamese and German-English datasets, we have applied
byte-pair encoding sizes of 4192 and 8192 respectively and the maximum sequence size
established is 200.

We have eliminated very long sentences (size larger than 200 tokens) in the training
sets. 52 in the English-Vietnamese set and 47 in the German-English set. No sentences
have been removed from the test sets for a fair comparison with other models.
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4.2 Results Analysis

If we analyze the performance obtained using the Information Organization layer, we
see that it clearly outperforms the Transformer and Linformer models with convolu-
tional projections (see Table 2). Approximately 4 points of BLEU-1 over on the English-
Vietnamese and 5 points on the German-English dataset with only 100 training epochs.
We obtain a new SOTA result for the latter. Also, it is observed in the validation curves
that the performance is consistently superior throughout the training, distancing from
the rest of the models (see Fig. 5 and Fig. 6). Likewise, this result is replicated in the
perplexity curves (see Fig. 7 and Fig. 8).

Table 2. BLEU-1 results for IWSLT15 English-Vietnamese and IWSLT15 German-English
datasets.

Model EN-VI Val EN-VI Test DE-EN Val DE-EN Test

Transformer 29.50 29.35 28.33 31.52

Conv. Linformer 29.43 30.39 28.59 31.55

Inf. Organization 33.32 33.34 33.37 36.69

Fig. 5. English-Vietnamese validation BLEU-1.

With respect to memory consumption, in both datasets the use of Convolutional Lin-
former and Information Organization techniques produces a saving in memory allocated
by the tensors. Around 2 gigabytes in both datasets, which corresponds to an approxi-
mate 14% improvement with respect to the total consumption of the Transformer model
(see Fig. 9).
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Fig. 6. German-English validation BLEU-1.

Fig. 7. English-Vietnamese validation perplexity.
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Fig. 8. German-English validation perplexity.

Fig. 9. Memory consumption comparison.

5 Conclusions

The use of the Information Organization layer improves the efficiency of Transformer
based models. With this layer, memory consumption can be reduced by about 14%
and superior performance results are achieved. We have tested its application on
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two different datasets, the IWSLT15 English-Vietnamese and the IWSLT15 German-
English [14]. In future work, there is the possibility of its application in other NLP
tasks, as well as other Transformer models.
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Abstract. Data sets for medical images are generally imbalanced and limited in
sample size because of high data collection costs, time-consuming annotations,
and patient privacy concerns. The training of deep neural network classification
models on these data sets to improve the generalization ability does not produce
the desired results for classifying the medical condition accurately and often over-
fit the data on the majority of class samples. To address the issue, we propose a
framework for improving the classification performance metrics of deep neural
network classification models using transfer learning: pre-trained models, such
as Xception, InceptionResNet, DenseNet along with the Generative Adversarial
Network (GAN) - based data augmentation. Then, we trained the network by
combining traditional data augmentation techniques, such as randomly flipping
the image left to right and GAN-based data augmentation, and then fine-tuned
the hyper-parameters of the transfer learning models, such as the learning rate,
batch size, and the number of epochs. With these configurations, the Xception
model outperformed all other pre-trained models achieving a test accuracy of
98.7%, the precision of 99%, recall of 99.3%, f1-score of 99.1%, receiver oper-
ating characteristic (ROC) - area under the curve (AUC) of 98.2%.

Keywords: Generative adversarial networks · Transfer learning ·Medical
imaging · Deep learning classification · Chest X-ray’s

1 Introduction

In general, medical image datasets, such as Chest X-ray images, are usually imbal-
anced and come with limited samples due to the high costs of obtaining the data and
time-consuming annotations. Training a deep neural network model on such datasets
to accurately classify the medical condition does not yield the desired results. Every
so often over-fits the majority class samples’ data. Usually, transfer learning and data
augmentation are performed on the training data to improve the deep learning model’s
classification performance to address the issue.

First, for classification tasks with limited datasets, transfer learning is adopted. It
improves learning in a new domain by transferring knowledge from a related domain,
reducing the neural network’s training time and generalization error. It is a common
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practice in the field of computer vision to use transfer learning for limited datasets
via pre-trained models. The pre-trained models are those trained on large benchmark
datasets, where the models have already learned to extract a wide variety of features,
which can be used as a starting point to learn on a new task in a related domain. To
enhance the models’ performance, it is not uncommon to overlook the fine-tuning of
the hyper-parameters of transfer learning models.

Second, to balance the datasets, there are a few traditional methods. Random over-
sampling, which produces copies of minority class samples, and Synthetic Minority
Over-sampling Technique (SMOTE) [11], which generates synthetic data from dataset
samples from nearest k-nearest neighbors. These methods of augmentation are not guar-
anteed to be advantageous and are only well suited to low-dimensional data. Deep gen-
erative models such as Generative Adversarial Networks (GANs) are known to augment
high-dimensional image data effectively.

To address the issues of class imbalance and limited sample sizes for classification
tasks, we propose a framework for improving the classification performance metrics of
deep neural network classification models using transfer learning: pre-trained models,
such as Xception, InceptionResNet, DenseNet, and along with the GAN - based data
augmentation. We show the proposed framework in the Fig. 1. In one of our previous
studies, we explored the GANs in creating artificial instances of chest X-ray images
[24]. In another study, we investigated transfer learning to classify pneumonia from
chest X-ray images [23]. In this study, we evaluated the combination of GAN - based
data augmentation and transfer learning approaches.

Data Pre-processing

Training Data Test Data

Training Data Valida�on Data

80% 20%

20%80%

Majority Class Data Minority Class Data

GAN 
Model

Training 
Data

Over-Sampling

Imbalanced Dataset

Network Training 
using Transfer 

Learning from pre-
trained models

Classifica�on
Output

Trained Model/
Classifier

Fig. 1. Proposed framework.

The rest of the paper is structured as follows: In Sect. 2, we briefly present the related
work from the literature. We introduce the materials and methods used in the study in
Sect. 3. In Sects. 4 and 5, we present the results of the proposed framework and discuss
our findings. Finally, in Sect. 6, we conclude our study by providing directions to future
work.
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2 Related Work

The lack of availability of large, labeled datasets is one of the significant problems with
deep learning in medical imaging. As mentioned in Sect. 1, Medical images are not only
annotated expensively but also time-consuming. By producing synthetic samples with
real images’ appearance, Generative Adversarial Networks (GANs) provide a novel
way to create additional information from a dataset. In this section, we briefly review
the literature on the use of transfer learning and GANs in the analysis of medical image
data.

2.1 Transfer Learning in Medical Imaging

Rajpurkar et al. [36] developed an algorithm CheXNet, a 121-layer Dense convolutional
neural network (DenseNet) that detects Pneumonia from chest X-ray images at a level
exceeding the practicing radiologists. They trained their network on the ChestX-ray14
dataset released by Wang et al. [43] and assessed the performance with four practicing
radiologists on the f1 score metric. CheXNet achieved an f1 score of 0.435, higher than
the radiologist’s average of 0.387. They later extended the CheXNet model to detect all
14 diseases in the ChestX-ray14 dataset and achieved state-of-the-art results on all 14
diseases. Similarly, Antin et al. [6] utilized transfer learning approach from a pre-trained
model, DenseNet121 to classify Pneumonia from chest X-ray image dataset [43]. The
only reported metric on the test data is the area under the curve (AUC), which they
reported to be 60%.

Ayan and Ünver [7] proposed to use transfer learning approach from two state-of-
the-art pre-trained architectures, Xception and VGG16, for classifying Pneumonia from
chest X-ray images. They trained the two networks individually and reported that the
Vgg16 network outperformed the Xception network by accuracy 87%, specificity 91%,
precision 91%, and f1 score 90% with respect to pneumonia images. In contrast, the
Xception network outperformed the Vgg16 network by sensitivity 85%, precision 86%
for normal images, and recall 94% concerning pneumonia images.

The deep learning framework proposed by Liang et al. [26] incorporates transfer
learning combined with residual thought and dilated convolution for the classification
of pediatric pneumonia images. The deep neural network consisted of 49 convolutional
layers combined with the ReLU activation, followed by a global average pooling layer
and two dense layers. They used transfer learning by transferring the network weights
from a pre-trained model on the large-scale dataset: ChestX-ray14 dataset [43] to accel-
erate neural network training and overcome the problem of insufficient data. The net-
work’s training is then carried out by introducing dilated convolutions and using the
Adam as an optimizer to minimize the cross-entropy loss function. They achieved a
test recall of 96.7%, and an f1 score of 92.7% in classifying Pneumonia from the chest
X-ray image dataset [22].

Chouhan et al. [13] proposed a deep learning framework combined with the use
of transfer learning to classify Pneumonia from chest X-ray images by adopting an
ensemble-based approach to pre-trained architectures, such as AlexNet, InceptionV3,
DenseNet121, ResNet18, and GoogLeNet. They trained the AlexNet for 200 epochs
with an initial learning rate of 0.001 and then retrained with a learning rate of 0.00001.
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To prevent overfitting and improving generalization, they trained the DenseNet121 and
InceptionV3 for 100 epochs and the GoogLeNet for 50 epochs. The network training
is performed using Adam as an optimizer to minimize the cross-entropy loss func-
tion. Unfortunately, the authors did not provide details on the metrics/methods used to
choose the learning rate and the number of epochs used to train the network. The final
prediction was based on majority voting by combining the results of pre-trained neural
networks in the Pneumonia classification. Their proposed ensemble model achieved an
accuracy of 96.4% with a recall of 99.62% on unseen data from the Guangzhou Women
and Children’s Medical Center dataset [22].

Similarly, Hashmi et al. [18] proposed a weighted classifier that optimally combined
the weighted predictions from the state-of-the-art deep learning models ResNet18,
Xception, InceptionV3, DenseNet121, and MobileNetV3 for Pneumonia classification
from chest X-ray images. They achieved a test accuracy of 98.43%, and an AUC score
of 99.76% on the unseen data from the Guangzhou Women and Children’s Medi-
cal Center pneumonia dataset [22]. In another study, Rahman et al. [34] used trans-
fer learning from pre-trained networks such as AlexNet, ResNet18, DenseNet201, and
SqueezeNet for classifying Pneumonia from chest X-ray images. The authors did not
mention any details on the hyper-parameters used for the study. They showed that
DenseNet201 outperformed the other three pre-trained networks, achieving a 98% accu-
racy on Pneumonia classification from the chest X-ray image dataset [22].

2.2 Generative Adversarial Networks in Medical Imaging

Bowles et al. [9] demonstrated GAN’s feasibility to create synthetic data for two brain
segmentation tasks. They used Progressive Growing of GANs [21], which improved
the training stability at large image sizes to generate synthetic data. They reported that
when synthetic data created using GAN’s combined with the training data improved
the Dice Similarity Coefficient anywhere from one and five percentage points. Simi-
larly, Beers et al. [8] also used Progressive Growing of GANs for generating realistic
medical images in two different domains. First, they could generate realistic fundus
photographs exhibiting vascular pathology associated with retinopathy of prematurity
(ROP). Second, they were able to generate synthetic multi-modal magnetic resonance
images of glioma. In another research, Korkinof et al. [25] explored the use of pro-
gressively trained generative adversarial networks (GANs) for generating highly realis-
tic, high-resolution synthetic Full Field Digital Mammograms (FFDM). They reported
achieving the highest resolution of 1280× 1024 pixels.

In another study, Sandfort et al. [38] evaluated the CycleGAN [46] for data augmen-
tation in CT segmentation tasks by first transforming the contrast CT images to non-
contrast CT images and then generated synthetic non-contrast CT images [32,39,45].
They trained the network by comparing the segmentation performance of a U-Net [15]
trained on the original dataset compared to a U-Net trained on the combined dataset of
original data and synthetic non-contrast images demonstrated substantial improvement
in the segmenting performance of the CT images, with the Dice score increasing from
0.09 to 0.66.

In another research, Welander et al. [44], evaluated two unsupervised GAN mod-
els, such as CycleGAN [46] and UNIT [27] for image-to-image translation of T1- and
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T2- weighted MR images, by comparing generated synthetic MR images to ground
truth images. They also evaluated two supervised models; a modification of Cycle-
GAN (CycleGAN s) and a pure generator model (Generator s), and reported that all
the GAN models would synthesize visually realistic MR images [17,42]. Iqbal and Ali
[20] proposed another Generative Adversarial Network for Medical Imaging, MI-GAN,
for synthesizing Retinal images. They used the STARE [5], and DRIVE [3] datasets for
evaluating the MI-GAN model and reported that they achieved a Dice coefficient of
0.837 on the STARE dataset and a Dice coefficient of 0.832 on the DRIVE dataset.

Dar et al. [16] demonstrated an end-to-end image synthesis approach for MRI that
successfully estimated the image in the target contrast given the image in the source
contrast, by utilizing conditional generative adversarial networks, cGANs [29], with
pixel-wise and cycle-consistency loss functions. They trained the conditional GAN on
three datasets, such as MIDAS dataset [10], the IXI dataset [4], and the BRATS dataset
[1]. In order to generate realistic lung nodule samples, Chuquicusma et al. [14] proposed
the use of unsupervised learning through the Deep Convolutional Generative Adversar-
ial Networks (DCGANs). Likewise, Salehinejad et al. [37] showed an improvement in
chest pathology classification performance by augmenting the original imbalanced data
set with DCGAN. Similarly, in another study, the DCGAN was investigated by Madani
et al. [28] to generate chest X-ray images for the augmentation of the original data and
trained a convolutional neural network to classify cardiovascular abnormalities, show-
ing a higher classification accuracy.

In another study, Qin et al. [33] investigated data sampling methods such as under-
sampling the majority class, in which the majority class in the training dataset was ran-
domly dropped to achieve a 1:1 ratio between classes, and over-sampling/augmentation
of the minority class, such as affine transformations and GAN-based data augmentation,
to learn from the imbalanced and limited chest X-ray dataset. They reported achieving
improved classification metrics with an accuracy of 89.9%, recall of 89.7%, the preci-
sion of 93.8%, F1score of 91.7%, and an AUC of 95.4% in detecting pneumonia with
GAN-based data augmentation when trained with a deep convolutional neural network.

The combination of fine-tuning the hyper-parameters of transfer learning models
and GAN-based data augmentation has received very little attention in the literature.
This study addresses improving the classification performance metrics of an imbalanced
and limited dataset by fine-tuning the hyper-parameters of the transfer learning models
and utilizing GAN-based data augmentation.

3 Materials and Methods

3.1 Dataset Description and Pre-processing

We used a chest X-ray image dataset published by [22] and chest X-ray images gener-
ated using GANs by [24] for all the experiments conducted in this study. The dataset
by Kermany et al. comprises 5,856 chest X-ray images in total, of which 1583 images
labeled as Normal and 4273 images labeled as Pneumonia. The chest X-ray images
in the dataset are in varying sizes, i.e., all the chest X-ray images’ dimensions are not
the same. However, the deep neural network architectures utilized in this study as part
of transfer learning expect all the images to be in a common dimension. For example,
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Xception architecture expects the dimensions of the image (width × height × no. of
Channels) to be 299× 299× 3, and width and height should be no smaller than 71. The
dimension of the input image will also vary by the type of deep neural network archi-
tecture. For example, the DenseNet201 architecture expects the input image shape to be
(224 × 224 × 3), with width and height no smaller than 32, and InceptionResNet-V2
expects the input image shape to be (299× 299× 3), with width and height no smaller
than 75. To have common dimensions accepted by all the architectures used in this
study, we initially resized all the chest X-ray images to have the shape of (224×224×3).
Once the images are resized to 224× 224× 3, we created TFRecords of the images to
train on Tensor Processing Units (TPUs) and one-hot encoded the labels. The dataset
was then shuffled and split into training and test sets, of which 4,684 images in the
training set (Normal Images: 1,266 and Pneumonia images: 3,418), and 1,172 images
in the test set (Normal images: 317, and Pneumonia images: 855). We further split the
training dataset to have 80% as training data (3,748 images in total, of which 1013
are Normal images and 2735 are Pneumonia images) and 20% as validation data (936
images in total, of which 253 are Normal images and 683 are Pneumonia images). We
show a Normal image and Pneumonia image sample in Fig. 2.

(a) Normal Image. (b) Pneumonia Image.

Fig. 2. Sample of Normal and Pneumonia Images.

To balance the training dataset, we have combined the Normal chest X-ray images
generated with GANs [24] to the original training dataset to have an equal proportion
of Normal and Pneumonia Images. The images generated with GANs are resized to
224×224×3 to match the dimensions of the training data and we created TFRecords of
the GAN generated images. We show a sample of Normal chest X-ray image generated
using GANs in Fig. 3.

Each pre-trained model expects a specific kind of input pre-processing, and they
all have the methods to pre-process the inputs before passing them to the model. For
example, the Xception and InceptionResNetV2 networks expects to have the input pixel
values scaled between −1 and 1, the DenseNet network expects to have the input pixel
values scaled between 0 and 1.
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Fig. 3. Normal Chest X-ray image generated using GAN.

3.2 Transfer Learning Models

In the following sub-sections, we will discuss in detail the pre-trained models used in
this study, such as Xception, DenseNet, and InceptionResNetV2.

Xception. Xception network, also known as extreme version of Inception is one of the
state-of-the-art neural network architectures introduced by Chollet [12], which is based
on depth-wise separable convolution layers. The detailed architecture of the Xception
network is shown in the Fig. 4.

Input Image: 224 x 224 x 3

Conv 32, 3 x 3, stride 2, ReLu

Conv 64, 3 x 3, ReLu

SeparableConv 128, 3 x 3

ReLu, SeparableConv 128, 3 x 3

MaxPooling 3 x 3, stride 2

ReLu, SeparableConv 256, 3 x 3

ReLu, SeparableConv 256, 3 x 3

MaxPooling 3 x 3, stride 2

ReLu, SeparableConv 256, 3 x 3

ReLu, SeparableConv 256, 3 x 3

MaxPooling 3 x 3, stride 2

Conv 1 x 1
Stride 2

+

+

+

Conv 1 x 1
Stride 2

Conv 1 x 1
Stride 2

14 x 14 x 728 feature maps

Entry Flow

ReLu, SeparableConv 728, 3 x 3

ReLu, SeparableConv 728, 3 x 3

ReLu, SeparableConv 728, 3 x 3

+

14 x 14 x 728 feature maps

14 x 14 x 728 feature maps
Repeated 8 �mes

ReLu, SeparableConv 728, 3 x 3

ReLu, SeparableConv 1024, 3 x 3

MaxPooling 3 x 3, stride 2

SeparableConv 1536, 3 x 3, ReLu

SeparableConv 2048, 3 x 3, ReLu

GlobalAveragePooling, 2048

+

Conv 1 x 1
Stride 2

So�max, 2

Middle Flow

Exit Flow

Fig. 4. Xception Architecture.
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The entire architecture consists of three flows, namely, the Entry flow, the Middle
flow, and the Exit flow. The entry flow consists of four blocks, with traditional convo-
lutional layers in the first block and depth-wise separable convolutional layers in the
remaining three blocks. There is only one block of depth-wise separable convolution
layers in the middle flow, repeated eight times. The exit flow has two blocks: the first
block has the depth-wise separable convolutional layers, and the second block consists
of depth-wise separable convolutional layers followed by a GlobalAveragePooling layer
and a dense layer with softmax activation to output the probability of the input image
being Normal or Pneumonia.

The Entry flow takes the pre-processed image of size 224 × 224 × 3 as an input,
followed by two traditional convolutions. to output the representation of size 14× 14×
728. The Middle flow takes the representation of size 14× 14× 728 as input to output
the representation of size 14× 14× 728. The Exit flow takes the representation of size
14× 14× 728 as input to output the probability of image as Normal or Pneumonia.

DenseNet. Huang et al. [19] introduced Densely Connected Convolutional Networks
(DenseNet), which won the best paper award at the CVPR 2017 conference [2]. The
DenseNet architecture is shown in Fig. 5, which connects each layer of the network in
a feed-forward manner to every other layer. In other words, all previous layers’ feature
maps are used as inputs into each layer, and its own feature maps are used as inputs into
all subsequent layers [19]. With L layers, the DenseNet network has L(L+1)/2 direct
connections compared to L connections of a traditional convolutional network, thereby
significantly reducing the network’s overall learnable parameters.

Input Image: 224 x 224 x 3

7 x 7 conv, stride 2, 
Output size : 112 x 112 x 64

3 x 3 max pool, Stride 2
Output Size: 56 x 56 x 64

3 x Dense Block (1): [(Conv: 1 x 1),
(Conv: 3 x 3)]

Output Size: 56 x 56 x 256

Transi�on Layer (1) 
conv: 1 x 1, Output Size: 56 x 56 x 128

Average pool: 2 x 2, Output Size: 28 x 28 x 128

Global Average Pooling
Output: 1920

So�max
Output: 2

12 x Dense Block (2): [(Conv: 1 x 1),
(Conv: 3 x 3)]

Output Size: 28 x 28 x 512

Transi�on Layer (2) 
conv: 1 x 1, Output Size: 28 x 28 x 256

Average pool: 2 x 2, Output Size: 14 x 14 x 256

48 x Dense Block (3): [(Conv: 1 x 1),
(Conv: 3 x 3)]

Output Size: 14 x 14 x 1792

Transi�on Layer (3) 
conv: 1 x 1, Output Size: 14 x 14 x 896

Average pool: 2 x 2, Output Size: 7 x 7 x 896

32 x Dense Block (4): [(Conv: 1 x 1),
(Conv: 3 x 3)]

Output Size: 7 x 7 x 1920

Fig. 5. DenseNet201 Architecture.

As shown in Fig. 5, the DenseNet network takes an image of size 224 × 224 × 3
as input. The image then goes through an initial convolutional layer with a kernel size
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of 7 × 7 and a stride of 2 to output a representation of size 112 × 112 × 64, followed
by a MaxPooling operation with a kernel size of 3 × 3 and a stride of 2, halving the
representation size to 56 × 56 × 64. The 56 × 56 × 64 representation is subjected to
a series of dense blocks and transition layers. Each dense block consists of a 1 × 1
convolution, followed by a 3 × 3 convolution, and each transition block consists of a
1×1 convolution followed by a 2×2 average pooling operation. The final dense block’s
output is a representation of size 7× 7× 1920, which is passed on to the global average
pooling layer with a softmax activation to output the probability of the image as Normal
or Pneumonia.

InceptionResNet. Szegedy et al. [41] introduced the InceptionResNet architecture
based on the Inception Architectures family by replacing the Inception modules with
the Inception-ResNet hybrid modules. The network training is significantly accelerated
due to the presence of residual connections in the network. The InceptionResNet net-
work architecture is shown in Fig. 6a. The InceptionResNet network takes an image of
size 224× 224× 3 as input, followed by a Stem module where the input image under-
goes a series of convolutions as shown in Fig. 6b. The output of final convolution in
the stem module is followed by a Max-Pooling layer to output a representation of size
25×25×192. The output from the stem module is passed on to the Inception - A block
as shown in Fig. 9 to output a representation of size 25 × 25 × 320. The output from
the Inception - A block is subjected to a series of hybrid Inception-ResNet modules and
Reduction modules, such as Inception-ResNet-A followed by a Reduction-A module,
Inception-ResNet-B followed by a Reduction-B module, and Inception-ResNet-C. The
detailed architectures of the hybrid Inception-ResNet modules and the corresponding
Reduction modules are shown in Figs. 10, 11, 12, 13 and 14. The final hybrid Inception-
ResNet module’s output (Inception-ResNet-C) is fed to the average pooling layer, fol-
lowed by a softmax layer to output the predictions.

3.3 Generative Adversarial Networks (GAN)

GANs are gaining traction as effective tools for dealing with data imbalance, which is
quite common in the domain of medical imaging. The core principle behind GAN is
to produce plausible synthetic data that is as realistic as to the original data from the
training dataset. The architecture of the GAN is shown in the Fig. 7. The generator net-
work (G) and the discriminator network (D) are the two main building blocks of the
GAN architecture, with the generator network learning to produce images as realistic
as the original training data by taking random noise (Z) as input and the discriminator
network randomly guessing at 50% probability that the image is from the generator dis-
tribution or the original training data. In this study, we use data generated by GAN from
one of our previous studies [24], in which we discussed the individual architectures of
the generator network and discriminator network, and the training process in detail.

4 Results

As per the proposed framework, we over-sampled the minority class samples using
GAN’s and trained the deep neural network by fine-tuning the hyper-parameters of
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Input Image 224 x 224 x 3

Stem
Output: 25 x 25 x 192

10 x Incep�on-ResNet-A
Output: 25 x 25 x 320

Reduc�on-A
Output: 12 x 12 x 1088

20 x Incep�on-ResNet-B
Output: 12 x 12 x 1088

Reduc�on-B
Output: 5 x 5 x 2080

10 x Incep�on-ResNet-C
Output: 5 x 5 x 2080

Final Convolu�on Block 
Output: 5 x 5 x 1536

Average Pooling - Output: 1536

So�max - Output: 2

Incep�on – A Block
Output: 25 x 25 x 320

(a) Large scale schema structure.

Input: 224 x 224 x 3

Convolu�on 2D
filters = 32, kernel size = 3, Stride = 2,

padding = valid
BatchNormaliza�on + ReLU

Convolu�on 2D
filters = 32, kernel size = 3, 

padding = valid
BatchNormaliza�on + ReLU

Convolu�on 2D
filters = 64, kernel size = 3

BatchNormaliza�on + ReLU

MaxPooling
pool_size = 3, stride = 2

Convolu�on 2D
filters = 80, kernel size = 1,

padding = valid
BatchNormaliza�on + ReLU

Convolu�on 2D
filters = 192, kernel size = 3,

padding = valid
BatchNormaliza�on + ReLU

MaxPooling
pool_size = 3, stride = 2

(b) Schema for Stem module.

Fig. 6. InceptionResNet Architecture and Stem Module.
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Fig. 7. GAN Architecture.

the transfer learning models, such as the learning rate, batch size and the number of
epochs to train the model. We trained the network using three pre-trained models, such
as Xception, DenseNet201, and InceptionResNetV2 individually. We show the classifi-
cation metrics, such as accuracy, precision, recall, and F1-score in Table 1.
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Table 1. Classification performance metrics.

Model Accuracy Precision Recall F1-Score

Xception 98.7% 99% 99.3% 99.1%

DenseNet201 98.4% 98.5% 99.3% 98.9%

InceptionResNetV2 98.5% 98.7% 99.2% 99%

We also show the confusion matrix and Receiver Operating Characteristics metrics
in Tables 2 and 3.

Table 2. Confusion Matrix.

Model True Negative False Positive False Negative True Positive

Xception 308 9 6 849

DenseNet201 304 13 6 849

InceptionResNetV2 306 11 7 848

Table 3. Receiver Operating Characteristics.

Model False Positive Rate True Positive Rate Area Under the Curve

Xception 0.028 0.993 99.3%

DenseNet201 0.041 0.993 99.6%

InceptionResNetV2 0.035 0.992 99.5%

The Xception model showed superior performance than the other two pre-trained
models, achieving an accuracy of 98.7%, precision of 99%, recall of 99.3%, F1-score
of 99.1%, and AUC of 99.3%. To support our findings, we also plotted the ROC curve
of the models as shown in Fig. 8. The ROC curve graph confirms that the Xception
model performed better than the DenseNet201 and InceptionResNetV2 models.

(a) ROC Curve. (b) ROC Curve - Zoomed in at top left.

Fig. 8. Receiver Operating Characteristics Curve.
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4.1 Comparison of Results with Other Recent Similar Works

We compare the results of this study with other recent similar works in this section -
see Table 4. The proposed model results, i.e., over-sampling of the minority class sam-
ples using GAN’s and training the neural network by fine-tuning the transfer learning
models’ hyper-parameters, outperformed all the previous studies in the majority of the
classification metrics. As discussed in the Sect. 4, the Xception architecture achieved
the best classification metrics with an accuracy of 98.7%, precision of 99%, recall of
99.3%, F1-score of 99.1% and ROC-AUC of 99.3%.

Table 4. Comparison of results with other recent similar works.

Accuracy Precision Recall F1 Score AUC

Kermany et al. [22] 92.80 87.20 93.20 90.10 96.80

Nahid et al. [31] 97.92 98.38 97.47 97.97 -

Stephen et al. [40] 93.73 - - - -

Qin et al. [33] 89.90 93.80 89.70 91.70 95.40

Chouhan et al. [13] 96.39 93.28 99.62 96.35 99.34

Rajaraman et al. [35] 96.20 97.00 99.50 - 99.00

Hashmi et al. [18] 98.43 98.26 99.00 98.63 99.76

Mittal et al. [30] 96.36 - - - -

Rahman et al. [34] 98.00 97.00 99.00 98.10 98.00

Kora Venu [23] 98.46 98.38 99.53 98.96 99.60

Kora Venu et al. [24] 95.50 96.20 97.70 97.00 93.60

Current work 98.70 99.00 99.30 99.10 99.30

5 Discussion

Medical image datasets generally come by limited samples and are often imbalanced
on majority class samples. Transfer learning from pre-trained models, i.e., the models
trained on a large-scale benchmark datasets like Imagenet, is commonly used for classi-
fication tasks when encountered with small datasets, which is more common in the med-
ical imaging domain. Often over-sampling of minority class samples or under-sampling
of majority class samples, or augmentation of minority class samples using traditional
data augmentation techniques, such as position or color augmentation, is carried out to
balance the dataset before training the model to This makes sure that the trained model’s
classification performance is not biased against the majority class samples. In this study,
we proposed a framework where we over-sampled the minority class samples using
Generative Adversarial Networks and then fine-tuned the hyper-parameters of transfer
learning models to improve the classification performance of the trained model. Using
Generative Adversarial Networks for data augmentation has two significant advantages,
i.e., 1. Diversity - GAN’s can generate more varied images than the sampling or tradi-
tional data augmentation techniques, and 2. Fidelity - GAN’s improve the quality of
generated images. Before training the models on TPU’s, the models were fine-tuned
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and compiled. The results show that the combination of GAN-based data augmenta-
tion and fine-tuning of the transfer learning models’ hyper-parameters demonstrates a
significant improvement in classification metrics.

6 Conclusions and Future Work

The lack of availability of large, labeled datasets is one of the significant problems
with deep learning classification tasks in the domain of medical imaging. We demon-
strated the ability to generate synthetic samples of chest X-ray images using Generative
Adversarial Networks in one of our previous studies [24], and we demonstrated that
fine-tuning the hyper-parameters of the transfer learning models improves classification
performance metrics in another study [23]. These studies gave confidence and motiva-
tion in conducting the present research by combining the GAN-based data augmenta-
tion for over-sampling the minority class samples to balance the dataset and fine-tuning
the hyper-parameters of the transfer learning models. We later trained the deep neu-
ral network classification models on three pre-trained state-of-the-art transfer learning
models, such as Xception, DenseNet201, and InceptionResNetV2. The Xception model
outperformed the other two models achieving the test accuracy of 98.7%, the precision
of 99%, recall of 99.3%, f1-score of 99.1%, receiver operating characteristic (ROC) -
area under the curve (AUC) of 98.2%. Future work may include the investigation of
other GAN methods for generating synthetic data, such as Wasserstein GAN with a
gradient penalty, and the investigation of the generalization of the proposed framework
to improve the classification performance metrics of other common medical conditions.

Appendix

Input: 25 x 25 x 192

Convolution 2D
filters = 96, kernel size = 1 

BatchNormalization +
ReLU

Convolution 2D
filters = 48, kernel size = 1

BatchNormalization +
ReLU

Convolution 2D
filters = 64, kernel size = 1 

BatchNormalization +
ReLU

MaxPooling
pool_size = 3, stride = 1, 

padding = same

Convolution 2D
filters = 64, kernel size = 5

BatchNormalization +
ReLU

Convolution 2D
filters = 96, kernel size = 3 

BatchNormalization +
ReLU

Convolution 2D
filters = 96, kernel size = 3 

BatchNormalization +
ReLU

Concatenate
Output: 25 x 25 x 320

Fig. 9. Inception - A Block.
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Input: 25 x 25 x 320

Convolution 2D
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BatchNormalization +
ReLU
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filters = 32, kernel size = 1 

BatchNormalization +
ReLU

Convolution 2D
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BatchNormalization +
ReLU

Convolution 2D
filters = 48, kernel size = 3 

BatchNormalization +
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Fig. 10. InceptionResNet - A Block.
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BatchNormalization + ReLU

Convolution 2D
filters = 128, kernel size = 1 
BatchNormalization + ReLU

Convolution 2D
filters = 160, kernel size = 1, 
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Convolution 2D
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BatchNormalization + ReLU
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Lambda: scale = 0.1
Output: 12 x 12 x 1088

Fig. 11. InceptionResNet - B Block.
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Input: 5 x 5 x 2080

Convolution 2D
filters = 192, kernel size = 1 
BatchNormalization + ReLU

Convolution 2D
filters = 192, kernel size = 1 
BatchNormalization + ReLU

Convolution 2D
filters = 224, kernel size = 1, 

stride = 3 
BatchNormalization + ReLU

Convolution 2D
filters = 256, kernel size = 3, 

stride = 1 
BatchNormalization + ReLU

Concatenate Convolution 2D
filters = 2080, kernel size = 1

Lambda: scale = 0.2
Output: 5 x 5 x 2080

Fig. 12. InceptionResNet - C Block.
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Fig. 13. Reduction - A Block.
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Fig. 14. Reduction - B Block.
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Abstract. Explainable Artificial Intelligence (AI) based chatbot is one of the
most ambitious and unsolved sectors of conversational AI. Recently, there has
been a boom in the neural network architecture such as BERT and GPTs that
understand the sense of such words/phrases in the sentence. However, such
models fail to explain the logical reasoning behind the language understanding
thereby making the base of chatbot unreliable. In this paper, we design and extend
the previous TM basedWord Sense Disambiguation task on complete 20 words as
well as design a fully explainable word sense classifier using the Tsetlin Machine
(TM) that supports the chatbot to understand the concept of the word/phrases.
Our experiments show that the proposed model performs on par with the state-
of-the-art accuracy on the publicly available CoarseWSD-balanced dataset. In
addition, we explore in-depth how each interpretable clause of TM carries con-
text information that can be easily explained by a human for designing a trustful
chatbot.

Keywords: Explainable AI · Tsetlin machine · Word sense disambiguation ·
Chatbot

1 Introduction

Virtual assistants and task-oriented chatbots integrated within software programs pro-
vide a variety of options for automating activities and assisting with the usage of com-
plicated features. Despite the promise of these chatbots, many users are annoyed by
them and may quit them after a series of failed conversations [31]. For example Clippy
[19] was first included in the Microsoft Office suite in 1996 [2] to help users with a
variety of word processing tasks, only to be withdrawn four years later due to poor
customer response.

At the fundamental algorithmic level, recent advances in machine learning (ML)
and Natural Language Processing (NLP) have greatly improved chatbot capabilities.
However, complexities of natural language understanding [8,23] and limited training
sets, poor conversational understanding [1], and unexplained response are still major
roadblocks to fully achieving the potential of human-chatbot interaction. For instance,
a key example is a chatbot unable to explain to the user about the intent of its response
either correct or incorrect. Recently most of the complex models correctly understand
the sense of words thereby making chatbots more accurate. On the other hand, such
c© Springer Nature Switzerland AG 2022
A. P. Rocha et al. (Eds.): ICAART 2021, LNAI 13251, pp. 236–249, 2022.
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an accurate model does not offer an explainable model for the human to understand
the concept underneath the prediction. Similarly, a simple interpretable language model
provides explainable justification of the prediction but fails to perform well and only
relies on labelled data. This may lead to conversational dead-ends or breakdowns.

A breakdown generally takes place in the case when chatbot fails to recognize the
user intent in a query [18]. In a simple sense, chatbot appears to be a blackbox to the
user making it tough to figure out why something does not work, what actions are truly
viable, and how to get back on track. This lack of transparency has an influence on
users’ opinions of the system’s utility and trustworthiness [10,22,32]. Hence, in this
work, we design an interpretable model for word sense disambiguation (WSD) that
classifies the various sense of the word for a better understanding of language.

WSD is the process of determining the meaning of homographs that are identi-
cally spelled, whose sense or meaning are determined by the context words in a phrase
or paragraph. WSD is one of the most important NLP tasks, and it often fails to be
integrated into NLP applications because it still revolves around the ideal solution of
sense classification and indication [24]. Many supervised approaches attempt to solve
the WSD problem by training a model on sense annotated data [16]. However, most
of them fail to produce interpretable models with acceptable performance. Those mod-
els, which perform better in terms of accuracy and language understanding, are far from
human-understandable. Since word senses are the base for understanding any language,
it is a foremost important task to have a trustable model that can support a transparent
user-friendly chatbot interface.

With the recent proliferation of chatbots, the limitations of the state-of-the-art WSD
have become increasingly apparent. In the real scenario, chatbots are notoriously poor in
distinguishing the meaning of words with multiple senses present in a user query. Take
the word “book” in the sentence “I want to book a ticket for the upcoming movie”,
as an example. Indeed, a sophisticated chatbot that has a complex NLP model at the
backend can identify “book” as “reservation” rather than “reading material”. However,
it does not explain why it has responded correctly (or incorrectly). Such unexplained
model raises several questions, like: “How can we trust the model?” or “How did the
model make the decision?”. Answering these questions will increase the trustworthiness
of a chatbot. For instance, choosing word senses incorrectly might have unfavorable
implications, such as leading a chatbot astray or incorrectly classifying a CV.

Although certain rule-based approaches, such as decision trees, are relatively simple
to interpret, others are beyond the scope of thorough interpretation [30], such as Deep
Neural Networks (DNNs). Despite the high accuracy of DNNs, their “blackbox” nature
limits their impact on real-life application [26]. DNN’s weights and biases are in the
form of fine-tuned continuous values, making it difficult to discern the context words
that influence classification decisions. Hence, several simple approaches like the Naive
Bayes classifier, logistic regression, decision trees, random forest, and support vector
machine are still extensively employed because of their simple interpretation. However,
they only provide reasonable accuracy when the amount of data available is minimal.

In this paper, we design an interpretable word sense disambiguation on a full
CoarseWSD balanced dataset that can be used as the sense classifier for chatbot inter-
face to understanding natural language. By proposing a unique model for language
patterns, we hope to strike a feasible compromise between accuracy and interpretabil-
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ity. TM is a pattern recognition method that composes patterns in propositional logic
comprehended by humans. We show how our algorithm learns relevant patterns from
context words and investigate which context words influence each word sense’s classi-
fication. We extend the previous work of TM on WSD (4 words) [34] to complete 20
words extending the previous task by 16 words. We also introduced the global interpre-
tation along with local interpretation for explainability on chatbot domain.

2 Related Work

The field of WSD research is gaining traction in the NLP community, and it has recently
made significant progress [3,35]. In an essence, there are two types of WSD meth-
ods: knowledge-based and supervised WSD. Knowledge-based approaches rely on the
semantic structure of lexical knowledge bases to determine the meaning of ambiguous
words [21]. BabelNet’s semantic structure, for example, has been used to assess word
similarity [9]. The advantage of such models is that they do not require annotated or
unannotated data and instead rely primarily on synset relationships. Traditional tech-
niques to supervise WSD typically rely on extracting features from the context words
that surround the target word [37].

The success of deep learning has significantly fueled WSD research. In addition
to typical supervised WSD, embedding is becoming more common for capturing word
senses [20]. Majid et al. also improve the state-of-the-art supervised WSD by assigning
vector coefficients to generate more exact context representations and then using PCA
dimensionality reduction to find a superior feature transformation [27]. For the lexi-
cal sample task of the Senseval dataset, Salomonsson introduces a supervised classifier
based on bidirectional LSTM [14]. Other machine learning algorithms have handled
contextually aware word embedding extensively across various areas. The work on neu-
ral network embedding is perhaps the most important [15,25]. When it comes to inter-
pretability, our study differs significantly from past efforts because existing approaches
provide complicated vectorized embeddings that are rarely human interpretable. This is
one of the most vital bottlenecks of NLP models into real-life applications.

Recently, NLP models have been dominated by the DNN model based on atten-
tion [29]. Even though the attention mechanism brings some sort of interpretation of
the prediction, it still does not provide a faithful explanation of the model. It interprets
the prediction based on the weightage of each input on the output. But this is merely a
numerical value rather than a transparent and explainable model. In a user-end explain-
able chatbot, the model should be able to explain the logic behind the learning as well
as the reasoning for a particular prediction.

All of these contributions demonstrate that supervised neural models can attain the
state-of-the-art accuracy without taking into account external language-specific infor-
mation. However, due to their black-box nature [7], such neural network models are
criticized for being difficult to interpret. In this study, we use the newly developed
Tsetlin machine (TM) to introduce interpretability that supports the backend of the
chatbot for WSD. The TM paradigm is inherently interpretable by producing rules in
propositional logic [11,13,36]. TMs have demonstrated promising results in various
classification tasks involving image data [12], NLP tasks [4,5,28,33], and board games
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[11]. Although the TMworks with binary data, current research reveals that a threshold-
based representation of continuous input allows the TM to function well in situations
when binary data is not available, such as disease outbreak forecasting [2].

3 Proposed Tsetlin Machine Based Word Sense Disambiguation

3.1 Tsetlin Machine

A new game-theoretic approach that organizes a decentralized team of Tsetlin Automata
(TA) is at the core of the TM. Based on disjunctive normal form (DNF), the strategy
directs the TAs to learn the arbitrarily complex propositional formula. Notwithstand-
ing its ability to learn complex nonlinear patterns, TM is interpretable in the sense that
it decomposes problems into self-contained sub-patterns that may be interpreted sep-
arately. Each sub-pattern is represented by a conjunctive clause, which is a series of
literals, each of which represents an input bit or its negation. As a result, sub-pattern
representation and evaluation are both Boolean. In comparison to other approaches, this
makes the TM computationally efficient and hardware friendly.

Let X = [x1, x2, ...., xn] be the feature vector (input) for the TM, which is thus a
simple bag of words constructed from the text corpus. The feature vector is then fed to
a TM classifier, whose overall architecture is shown in Fig. 1. Multiclass TM consists
of multiple TM and each TM has several TA teams which is expanded in Fig. 1(b). X
is the input to the TM. For this task, each sense is seen as a class, and the context of the
word to be disambiguated is the feature vector (the bag of words). If there are q classes
and m sub-patterns per class or per sense, the senses can be classified using q × m
conjunctive clauses, Cj

i , 1 ≤ j ≤ q, 1 ≤ i ≤ m:

Cj
i =

⎛
⎝ ∧

k∈Ij
i

xk

⎞
⎠ ∧

⎛
⎝ ∧

k∈Īj
i

¬xk

⎞
⎠ , (1)

where Iji and Īji are non-overlapping subsets of the input variables. A specific subset is
in charge of determining whether propositional variables are included in the clause and
whether or not they are negated. In greater detail, the input variable indices in Iij relate

to the literals that are included as is, and the indices of input variables in Īij correspond
to the negated ones.

Clauses with odd indexes are given positive polarity (+) and those with even
indexes are given negative polarity (−) to distinguish the class pattern from other pat-
terns (1-vs-all). Positive polarity clauses vote in favor of the target class, while negative
index clauses vote against it. Finally, according to Eq. (2), a summation operator aggre-
gates the votes by subtracting the number of negative votes from the number of positive
votes.

f j(X) = Σm
i=1(−1)m−1Cj

i (X). (2)

In a multi-class TM, the final decision is made by an argmax operator to classify the
input based on the highest sum of votes, as shown in Eq. (3):

y = argmaxj
(
f j(X)

)
. (3)
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Fig. 1. The architecture of (a) multiclass Tsetlin Machine, (b) a TA-team forms the clause Cj
i ,

1 ≤ j ≤ q, 1 ≤ i ≤ m [34].

3.2 Training of the Proposed WSD Model

The TM’s training is described in depth in [11]. Here, we only look at how data is used
to extract word senses. Consider the following training example: (X, ŷ). The input to
the TM is represented by the input vector X - a bag of words. The sense of the target
word is the target ŷ. TM learning is overseen by several teams of TAs. A clause is
assigned one TA per literal, as shown in Fig. 1(b). A deterministic automaton, known
as a TA, learns the best action from a set of options presented by the environment. As
shown in Fig. 2, each TA in the TM has 2N states and chooses between two actions:
Action 1 and Action 2. The TA’s current state determines its course of action. Each
TA in TM has the option of excluding (Action 1) or including (Action 2) its allocated
literal. The structure of the clause is dictated by the TA team’s decisions, and the clause
can therefore provide an output for the given input X . Thereafter, the state of each TA
is updated based on its current state, the output of the clause Cj

i for the training input
X , and the target ŷ.

We offer an example to demonstrate the training process, showing how a clause
is constructed by excluding and including words. As shown in Fig. 3, we consider the
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Fig. 2. Representation of two actions of TA.

bag of words for “Text Corpus 2”: (apple, like, orange, and more), converted to binary
form “Input 2”. There are eight TAs with (N = 100) states per action that co-produce
a single clause, as seen in Fig. 4. With “more”, “like”, “orange”, and “apple”, the four
TAs (TA’ to the left in Fig. 4) vote for the intended sense, but the four TAs (TA’ to the
right in Fig. 4) vote against it. The rewarded terms are moved away from the central
states while the penalized ones are moved closer to the center state. In Fig. 4, from the
TAs to the left, we obtain a clause C1 = “apple”∧ “like”. For the time being, the status
of “orange” is excluded. However, after seeing more evidence from “Input 2”, the TA of
“orange” is penalized for its current action, forcing it to switch from exclude to include
in the end. As a result, after more updates, the word “orange” will be included to the
clause, resulting in C1 = “apple”∧ “like”∧ “orange”, which improves the precision of
the sub-pattern and hence the classification.

Fig. 3. Preprocessing of text corpus for input to TM.

Fig. 4. Eight TA with 100 states per action that learn whether to exclude or include a specific
word (or its negation) in a clause [34].



242 R. K. Yadav et al.

4 Performance and Interpretation of WSD

4.1 Results

We present here the classification and interpretation results on the CoarseWSD-
balanced dataset [17]. There are 20 words having multiple senses to be classified. The
details of all 20 datasets are shown in Table 2. We utilize the same hyperparameter con-
figuration for all of the target phrases to train the TM for this task. Each word has been
trained separately using different TMs. However, for real application, all of the TM
are ensembled together and based on the target word whose sense has to be classified.
Since it deals with only 20 words present in the CoarseWSD-balanced dataset, it repre-
sents a demo model for interpretable WSD Classifier for Human Explainable Chatbot.
The performance for each word sense classification is shown in Table 2. As we can see
that, we have obtained three models to compare with our proposed TM-based WSD
in full CoarseWSD-balanced dataset [17]. The three models employ static embedding
obtained from two sources, CommonCrawl and Base, and are trained using 1 layer neu-
ral network called FTX-B and FTX-C. In addition, we also consider BERT base with 1
layer neural network model called BRT-B. In order to have the performance comparison
of these trained models with humans, we use the human performance from [17].

From Table 2, we can see that the proposed TM easily outperforms FTX-B by a
significant margin in all the 20 words. In the case of FTX-C, TM still outperforms most
of the available word senses. This is because of the enriched information in Common-
Crawl in comparison to Base word embedding. Additionally, we show the comparison
with BERT too. Even though this paper aims to have interpretable WSD, we still show
the performance of our model along with huge language models like BERT as well as
human performance.

4.2 Explainable WSD

In this subsection, we explore the interpretation of the model for WSD tasks. Such
interpretation can be useful to support the decision in the chatbot interface. Eventually,
this is not a full-fledged chatbot model, but it still demonstrates the capability of TM
for the human explainable chatbot.

We will explore two types of interpretation using TM to design explainable WSD:

– Local Interpretation: Analyzing the form of propositional logic allows for local inter-
pretation. It may be seen by visualizing each clause that casts a vote for a specific
input. This interpretation is a key component of TM since it uses rule-based logic to
explain the prediction [33].

– Global Interpretation: We obtain the clause score for each feature of a trained model.
This clause score provides the weightage of each input on the model. It has been
employed in many applications such as word scoring mechanism [6] and novelty
detection [5].

Local Interpretation in WSD. Here, we detail the local interpretation of WSD by
observing the propositional logic of each clause [11,33]. We’ll use a basic example
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Table 1. Senses associated with each word that is to be classified.

Dataset Sense1 Sense2 Sense3 Sense4 Sense5

Apple apple inc apple NA NA NA

JAVA computer location NA NA NA

Spring hydrology season device NA NA

Crane machine bird NA NA NA

Arm architecture arm NA NA NA

Bank bank bank (geography) NA NA NA

Bass bass guitar NA NA NA

Bow ship arrow music NA NA

Chair chairman chair NA NA NA

Club club night club weapon NA NA

Deck ship building NA NA NA

Digit numerical anatomy NA NA NA

Hood comics vehicle headgear NA NA

Mole animal espionage unit sauce espionage

Pitcher pitcher container NA NA NA

Pound mass currency NA NA NA

Seal pinniped musician emblem mechanical NA

Square square company town square square number NA

Trunk botany automobile anatomy NA NA

Yard yard sailing NA NA NA

with the noun “apple” as the target word for explanation purposes. For the sake of
simplicity, we will explore two meanings of the word “apple”, namely, Company (s1)
and Fruit (s2). The text corpus for s1 is about the apple as a company, whereas the text
corpus for s2 is about the apple as a fruit. To extract the clauses that vote for sense
s1, the input text is passed to the model and the clauses that vote for the presence of
sense s1 are observed as shown in Fig. 4. The token indices are used to represent the
literals created by TM. The appropriate word tokens have been used in their place for
clarity. As seen in Fig. 5, the green box signifies the literal’s non-negated form, whereas
the red box denotes the literal’s negated ones. For example, the sub-pattern created by
clause C3 is C3 = apple∧¬orange∧¬more. These clauses consist of included literals
in conjunctive normal form (CNF), which contains several included randomly placed
literals in each clause during training.
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Table 2. Results on the full CoarseWSD balanced dataset: FastText-Base (FTX-B), FastText-
CommonCrawl (FTX-C), 1 Neural Network BERT-Base (BRT-B) and Tsetlin Machine (TM).

Datasets
Micro-F1 Macro-F1

Humans
FTX-B FTX-C BRT-B TM FTX-B FTX-C BRT-B TM

Apple 96.3 97.8 99.0 97.58 96.6 97.7 99.0 97.45 100

JAVA 98.7 99.5 99.6 99.38 68.4 84.3 99.8 99.35 100

Spring 86.9 92.5 97.4 90.78 78.8 96.4 97.2 90.76 100

Crane 87.9 94.9 94.2 93.63 88.0 94.8 94.1 93.62 98

Arm 92.1 97.0 99.4 97.93 93.1 97.2 99.6 96.93 100

Bank 79.5 87.7 99.8 97.36 78.5 89.2 97.8 93.32 98

Bass 84.8 86.0 81.1 87.77 87.0 87.8 79.6 78.20 90

Bow 80.5 92.1 96.3 92.52 81.0 91.7 97.0 91.89 98

Chair 75.3 85.4 96.2 90.15 75.00 84.2 94.7 89.73 98

Club 62.4 74.8 81.2 76.8 64.6 79.9 84.3 74.4 86

Deck 65.6 84.8 87.9 94.90 68.4 85.2 86.9 70.89 96

Digit 76.2 92.9 100.0 97.56 84.8 95.5 100.0 96.57 100

Hood 73.2 87.8 98.8 88.89 82.7 87.6 97.7 82.63 98

Mole 76.2 91.7 97.1 91.5 83.5 93.0 97.6 90.2 98

Pitcher 86.6 93.3 99.8 91.31 78.3 91.6 99.9 90.2 100

Pound 53.6 62.9 86.6 89.58 67.4 90.0 100.0 79.56 100

Seal 65.6 87.8 96.7 85.60 63.7 81.1 97.5 80.20 100

Square 63.3 82.1 88.4 80.5 69.1 69.1 89.1 75.62 96

Trunk 71.4 81.8 92.2 90.40 69.6 81.6 95.8 88.42 100

Yard 73.6 88.8 73.6 95.77 72.7 93.4 84.5 89.88 100

The literals in clauses that output 1 or vote for the presence of the class s1 for Itest
are collected first, as shown in Eq. (4):

Lt =
⋃
k,j,

∀Cj=1

{xj
k,¬xj

k}, (4)

where xj
k is the kth literal, i.e., xk that appears in clause j and ¬xj

k is the negation of
the literal. The next process is to look for literals (words) that appear frequently in Lt

and correlate to the relevant words. Then a new function is defined, β(h,H), which
returns the number of the elements h in the set H . Thereafter, a set of the numbers can
be formulated for all literals xk and their negations ¬xk in Lt, k ∈ {1, 2, . . . , n}, as
shown in Eq. (5):

St =
{ ⋃

k=1:n

β(xk, Lt),
⋃

k=1:n

β(¬xk, Lt)
}

. (5)
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Fig. 5. Structure of clauses formed by the combination of sub-patterns. Green color indicates the
literals that are included as original, red color indicates the literals that are included as the negated
form and the blue color boxes indicates that there are no literals because not all the clauses has
same number of literals [34]. (Color figure online)

Fig. 6. Important and non-important words for a given input context.

These elements are then ranked in descending order in set St, with the top η percent
of the rank being considered as the important literals whereas the last η percent are
considered as non-important literals.

To demonstrate interpretability, consider the following sample to extract the literals
responsible for the classification of an input sentence: “former apple ceo, steve jobs,
holding a white iphone 4”. After passing this information through the model, TM pre-
dicts the correct sense, and we look at the clauses that output 1. Each clause’s literals
are added together, and the number of appearances for each literal is computed. Since
the bag-of-words representation is sparse, TM easily learns the negated literals more
than the non-negated literals which give the model the logical reasoning based on nega-
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Fig. 7. Clause score of each word for classifying apple as company. Color represents the weigh-
tage of each word. (Color figure online)

tion. The local interpretation for the above-mentioned input context for being apple as a
company is shown in Fig. 6. By using the most repeated literals in the clause, we can see
that the explanation of TM for classifying apple as a company is that the context around
the target word does not contain tree, fruit, cherries, orchard, garden, pear, and plant.
Such interpretation also makes sense to human beings as we understand that if apple is
not related to those important literals, then it most probably represents the company.

Global Interpretation. Once the model is trained, we can obtain the score for each
feature from Eq. (2). The most important aspect of this interpretation is that it does
not rely on negated logical reasoning, rather on the weightage of each feature on the
model that satisfies the propositional logic. The global interpretation based on the clause
score of each feature is shown in Fig. 7. As we can see, the words “apple” has the
highest weightage being a target word. The context words such as “Steve”, “ceo”, and
“iphone4” have the highest clause score followed by “jobs” and “former”.

4.3 Application of Interpretation in Chatbot

Nowadays, the chatbot has become an integral part of many service-oriented organiza-
tions. Such increasing demand for chatbots also needs to be loyal and trustworthy for
humans to rely on in daily tasks. Due to the massive development of pre-trained lan-
guage models, the performance that supports chatbot to understand user’s queries has
gone drastically upwards. However, the explainable part of it still lacks a solid back-
ground because of the blackbox nature of the neural network. Hence, we here propose
a simple application of TM for WSD based sense classifier chatbot. This model aims
to design a sense classifier for a chatbot that explains its prediction to the user thereby
building the first step towards a fully-fledged chatbot. Here we integrate both the local
and global interpretation of TM to demonstrate its application in the chatbot domain as
shown in Fig. 8. We can use both logical negation reasoning and clause score to explain
the prediction to humans. This application can be a stepping stone in the field of human
explainable chatbots.
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Fig. 8. Clause score of each word for classifying apple as company.

5 Conclusion

In this paper, we extended the 4-word CoarseWSD WSD task using Tsetlin Machine
(TM) into full 20 words CoarseWSD-balanced WSD task. We employed the full dataset
to train the TM onWSD and demonstrated the performance of the model. The proposed
TM-based WSD achieves the state-of-the-art performance in most of the datasets, out-
performing the basic setup of the neural network except BERT. In addition, we explore
the local and global interpretation of TM. We showed that combining both local inter-
pretability that gives logical reasoning with negation and global interpretability that
gives weightage of each word using clause score boost the explanation of the model.
Such high-level interpretation has a huge impact on real-life conversational AI such as
chatbots. We also have proposed an application of TM on a chatbot that explains the
prediction of sense as human understands the concept.
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Abstract. Outlier and novelty detection are two of the most active study areas
where a huge amount of research effort has been made over the past decades.
Although there are several well-known outlier and novelty detection methods,
it is difficult to find one that can effectively and simultaneously deal with both
tasks across different data types. When studied in detail, outliers and novelties
exhibit different characteristics. In this paper, we introduce a universal Tsetlin
Machine (TM) framework for novelty and outlier detection. The framework con-
sists of a TM generator and a machine learning classifier. To this end, we enhance
the vanilla TM with a generator to produce a novelty score. The generator con-
sists of the conjunctive clauses of the TM, which are used to form a representative
pattern of a given input. We demonstrate that the clauses provide a succinct inter-
pretable description of the trained input and that our scoring mechanism enables
us to discern outlier and novel input. Empirically, we evaluate our TM framework
on nine outlier datasets, five novelty tasks, and a one-class classification setup. In
all experiments, we were able to either outperform or closely match state-of-the-
art methods, with the added benefit of an interpretable propositional logic-based
representation.

Keywords: Outlier detection · Novelty detection · Tsetlin Machine · One-class
classification · Interpretable

1 Introduction

Outlier detection, alternatively referred to as anomaly detection, is the process of clas-
sifying unusual instances, events, or observations that do not conform to an expected
pattern or other data points in a dataset. Generally, outliers exhibit unique characteris-
tics and deviate significantly from normal data points. The fundamental premise behind
the machine learning classifier is a generalization- to form a decision boundary that
differentiates the new instances into classes. As a result, many machine learning meth-
ods have been widely used to identify anomalous data points. The common approach
to deal with outliers is one-class classification, where the classifier creates decision
boundaries to learn normal classes. And any deviation of data points from the normal-
ity is considered an outlier [4]. Because of these characteristics, outlier detection often
plays a critical role in variety of application domains, including object detection [6,40],
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credit card fraud detection [23], network intrusion detection [58], sensor networks [57],
medical information [47], and text analysis [7]. Apart from its widespread application,
outlier detection poses a few challenges. To begin, there is a dearth of labeled data as
outliers are rare. Second, it is difficult to propose universal mathematical formulations
to define outliers that suit all datasets. Finally, the performance of outliers detection
suffers from a large volume of complex data from a variety of application domains.

Novelty detection, on the other hand, is a process of recognizing that the test data
is somehow different than the training data. The majority of supervised classifiers
assume closed-world assumptions [46]. That is, the classes present in test data must
have appeared during training. However, in open-world assumptions, [8], the new class
might appear during the test time. The issue with neural network-based supervised clas-
sifiers that employ the standard softmax layer is that they erroneously force novel input
into one of the previously seen classes by normalizing the class output scores to obtain
a distribution that adds to 1.0. Instead, a robust classifier should be capable of flagging
input as a novel and rejects labeling it with presently known classes. Therefore, the
classifier should not be limited to assign a given example to previously trained classes;
it should also be capable of detecting novel classes.

Outlier decision boundary

Outlier detection Novelty detection
trained example

dista
nt

known class

novel example

Fig. 1. Visualization of outlier detection and novelty detection [12].

Outliers and novelty are often used interchangeably. However, there are a few
tiny distinctions depending on our observation and comprehension. In general, outliers
emphasize statistical rarity and deviation than normal data instances. In some cases, out-
liers are the data points that make it more difficult for a model to converge. In contrast,
novel data points from unknown classes that have never occurred in training samples.
In such situation, the classifier should not assign the data point to one of the training
classes. But it should flag them as novel input or reject. Figure 1 highlights the challenge
of novelty detection. In a nutshell, the blue data points to the right in Fig. 1 represent
training data, whereas the yellow data points to the right indicate novel data points.
We will refer to the known data points as positive examples and the novel data points
as negative examples. As illustrated in the figure, we see that the problem of novelty
detection is inextricably linked to the problem of outlier detection [16]. However, as
exemplified to the left in Fig. 1, the latter problem entails highlighting data points that
belong to previously known class, yet deviating from the normal data points, e.g., due
to measurement errors or anomalies (red point).
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Given a set of example data points X = (xi, yi), xi ∈ Rs, where
i = (1, 2, 3, . . . , N) indexes the positive examples, s is the dimensionality of the data
point xi, and yi is the label of xi, assigning it a class. For any data point xi, also known
as a feature vector, a classifier function ŷ = F(x;X) is used to assign the data point a
predicted class ŷ, after the function has been fitted to the training data X . Our objec-
tive is to identify a division boundary that can be used to distinguish outliers and novel
input from typical input. To describe the boundary, we create a novelty scoring func-
tion z(x;X), which is also fitted on X , and computes a novelty score. In other words,
the classifier should return the appropriate class label while simultaneously discarding
outliers and novel examples.

Paper Contribution. In this paper, we introduce a novel framework that makes use
of rule-based logic for outlier and novel data classification. Although we proposed an
early notion of text-based novelty detection in [12], this work presents an extended
study encompassing outlier detection, novel architecture, and robust evaluation setups.
To this end, we include state-of-the-art datasets and algorithms for both outlier and
novelty detection. The novelty detection in text is further evaluated using a one-class
classification configuration. Our framework enables us to use conjunctive clauses to
represent frequent patterns in a dataset. These patterns characterize the normal classes
comprehensively. We develop a scoring mechanism based on the patterns captured by
clauses. When an input matches the pattern captured by clauses, it receives a high score.
And the outliers and novel input receive very low scores as they are not captured by
clauses. Then, we train machine learning classifiers to determine a threshold of the
score that determines outliers and novelty. We summarize the main contributions of our
work as follows:

– We devise the first Tsetlin Machine (TM)-based approach for outlier and novelty
detection, utilizing the clauses of the TM architecture.

– We demonstrate how the new technique can be used to detect outliers and novel
topics, and compare the technique against state-of-the-art baselines, with respect to
a collection of classification datasets previously used for the evaluation.

The remainder of the paper is organized as follows. In Sect. 2, we discuss related works.
Section 3 describes the proposed framework. We report experimental results and discus-
sion in Sect. 4 before concluding our work in Sect. 5.

2 Related Work

Many existing research on outlier detection falls under the following categories:
distribution-based, distance-based, clustering, and density-based [30]. It is discussed
in [54] distance-based methods for defining outlier scores based on their nearest neigh-
bors. Similarly, [15] performed an experimental evaluation of 12 methods based on
nearest neighbors using ELKI software [3]. The non-parametric models [17] achieve
good results but require a huge amount of data. To address this, another frequently used
method, proximity-based model [14,41,45] assumes the outliers are located far from
their nearest neighbors without requiring any training of the entire dataset. However,
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the effectiveness is significantly reduced because of the high dimensionality and vol-
ume of data.

In contrast to the distance-based method, the density-based method identifies less
dense points locally as outliers. The local outlier factor (LOF) [14] is a well-known
density-based algorithm that has inspired numerous studies on outliers detection. How-
ever, the increasing complexity of the algorithm is not suitable for dealing with a sparse
dataset. Therefore, Principle Component Analysis (PCA) was employed in [49] to pro-
pose bounded LOF (BLOF). The connectivity-based outlier factor (COF) [50] addresses
the shortcomings of LOF assuming that the outlier pattern is only low density in a
spherical region defined by euclidean distances. Another approach of density-based
approaches such as DBSCAN can detect outliers by considering them as small points in
sparse space [21]. Several cluster-based methods have been proposed for determining
the tightness of the clusters [31] but they are highly dependent on threshold parame-
ters [19]. The cluster-based local outlier factor (CBLOF) [31] also attempts to distin-
guish small and large clusters by a quantitative measure.

In recent years, algorithms such as the One-Class Support Vector Machine (OC-
SVM) [20] have been proposed that are not dependent on data distribution. It locates
a hyperplane to distinguish normal data from outliers by projecting the data in high-
dimensional space. Similarly, a one-class classification algorithm [32] exploits the prob-
ability density of the real data to separate outliers. Recent methods utilizing Generative
Adversarial networks (GAN) [26] have achieved state-of-the-art performance by lever-
aging mini-max game theory to capture a representation of real data. The emerging
research includes a deep convolutional generative adversarial network (AnoGAN) [55],
and a generator with an encoder-decoder-encoder sub-networks (GANomaly) [5].

Novelty detection in the text is a relatively emerging research area. Several stud-
ies have been conducted on supervised multiclass classification in closed-world set-
tings [9]. The common approach is the distance-based method [30] in which normal
and novel data are clustered separately in a distance. OCSVM [20] and [51] are two
additional approaches based on on one-class classifiers. Because of the lack of neg-
ative training samples, single-class classifiers struggle to maximize the class margin.
A new method named center-based similarity space (CBS) [22] was proposed to use
binary classifiers for transforming each document to a central similarity vector. The
probabilistic method used in [33] threshold the entropy of the estimated class probabil-
ity distribution. However, it requires prior knowledge to choose the entropy. An active
learning model to classify novel data points while training is proposed in [43].

Many recent research on novel text classification uses GANs. In [25], GAN is used
to generate a blend of normal and novel data. The generator is trained using feature
matching loss, while the discriminator handles classification and novelty detection.
Similarly, [8] proposed an approach called OpenMAX to estimate the probability of
an input belonging to a novel class. Recent state-of-the-art GAN-based outlier detec-
tion called Single-Objective Generative Adversarial Active Learning (SO-GAAL) and
Multi-Objective Generative Adversarial Active Learning (MO-GAAL) was proposed
in [39]. The training of the generator is interrupted just before convergence in order
to generate outliers that are utilized to train the discriminator for outlier detection.
However, the method necessitates substantial problem-specific hyperparameter tun-
ing. Another more recent unsupervised learning method COPOD [37] uses copulas for
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modeling multivariate data distribution. The method is computationally efficient and is
insensitive to the dimension of the features. However, the method is ineffective when
dealing with complex features and nonlinear relations.

3 Tsetlin Machine Framework

In this section, we propose a TM framework for outlier and novelty detection. The
framework is composed of TM generator and classifier architecture. The generator pro-
duces the scores utilizing the clauses from TM. And the classifier is coupled with the
generator to use the score for outlier and novelty classification.

3.1 TM Architecture for Generator

The TM, proposed in [27], is a recent approach to pattern classification, regression,
and novelty detection [2,12,13,28]. It captures the frequent patterns of the learning
problem using conjunctive clauses in propositional logic. Each clause is composed of
a conjunction of literals, where a literal is a propositional/Boolean variable or its nega-
tion. Recent research indicates that the TM performs competitively with state-of-the-art
deep learning networks in text classification [10,11,44,52,53] along with parallel and
asynchronous architecture [1] for faster learning across diverse tasks. Additionally, the-
oretical studies have revealed robust convergence properties [34,56]. In what follows,
we propose a new scheme that extends the TM with the capability to recognize outliers
and novel patterns.

Figure 2 describes the building blocks of a TM. As seen, a vanilla TM takes a vector
X = (x1, . . . , xo) of binary features as input (Fig. 3). We binarize text by using binary
features that capture the presence/absence of terms in a vocabulary, akin to a bag of
words, as done in [10]. However, as opposed to a vanilla TM, our scheme does not
output the predicted class. Instead, it calculates a novelty score per class.

Together with their negated counterparts, x̄k = ¬xk = 1 − xk, the features form a
literal set, L = {x1, . . . , xo, x̄1, . . . , x̄o}. A TM pattern is formulated as a conjunctive
clause C+

j or C−
j , where j = (1, . . . ,m/2) denotes an index of a clause, and the

superscript describes the polarity of a clause. In more detail, the total number of clauses,
m, is divided into two parts, where half of the clauses are assigned a positive polarity
and the other half are assigned a negative polarity. Any clause, regardless of the polarity,
is formed by ANDing a subset of the literal set. For example, the jth clause with positive
polarity, C+

j (X), can be expressed as:

C+
j (X) =

∧

lk∈L+
j

lk =
∏

lk∈L+
j

lk. (1)

where L+
j ⊆ L is the set of literals that are involved in the expression of C+

j (X)
after training. For instance, given clause C+

1 (X) = x1x2, it consists of the literals
L+
1 = {x1, x2} and outputs 1 if x1 = x2 = 1. The output of a conjunctive clause is

determined by evaluating it on the input literals. When a clause outputs 1, this means
that it has recognized a pattern in the input. Conversely, the clause outputs 0 when no
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Fig. 2. Optimization of clauses in TM for generating score [12].

Fig. 3. Multiclass Tsetlin Machine (MTM) generator framework to produce the score for each
class.
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pattern is recognized. The clause outputs, in turn, are combined into a classification
decision through summation and thresholding using the unit step function u:

ŷ = u

⎛

⎝
m/2∑

j=1

C+
j (X) −

m/2∑

j=1

C−
j (X)

⎞

⎠ . (2)

That is, the classification is performed based on a majority vote, with the pos-
itive clauses voting for y = 1 and the negative for y = 0. The classifier
ŷ = u (x1x̄2 + x̄1x2 − x1x2 − x̄1x̄2), e.g., captures the XOR-relation.

A clause is composed by a team of TA, with each TA determining whether to
Exclude or Include a particular literal in the clause. The TA determines which liter-
als to include based on reinforcement: Type I feedback is designed to generate frequent
patterns, while Type II feedback strengthens the discriminating power of the patterns
(see [27] for details). Type I feedback is given to positive polarity clauses when y = 1
and to negative polarity clauses when y = 0. Type II feedback is given to positive
polarity clauses when y = 0 and to negative polarity clauses when y = 1. The feed-
back is further regulated by the sum of votes v for each output class. That is, the total
vote is compared with a voting margin T , which is employed to guide distinct clauses
toward learning unique sub-patterns. The feedbacks are governed by a factor specificity
s, which is also responsible for avoiding overfitting. Type I and II feedback tables are
summarized in Table 1 and Table 2 respectively.

Table 1. Type I Feedback [27].

Input
Clause 1 0

Literal 1 0 1 0

Include P(Reward) s−1
s

NA 0 0

P(Inaction) 1
s

NA s−1
s

s−1
s

P(Penalty) 0 NA 1
s

1
s

Exclude P(Reward) 0 1
s

1
s

1
s

P(Inaction) 1
s

s−1
s

s−1
s

s−1
s

P(Penalty) s−1
s

0 0 0

Table 2. Type II Feedback [27].

Input
Clause 1 0

Literal 1 0 1 0

Include P(Reward) 0 NA 0 0

P(Inaction) 1.0 NA 1.0 1.0

P(Penalty) 0 NA 0 0

Exclude P(Reward) 0 0 0 0

P(Inaction) 1.0 0 1.0 1.0

P(Penalty) 0 1.0 0 0
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3.2 Classifier

We propose to use the score generated by the TM generator for outlier and novelty
detection. This is because the score indicates how closely an input instance fits into
either of the classes. The TM generator architecture produces four different outputs, two
per class as shown in Fig. 3. In the case of an outlier or novel input, the scores produced
from the generator are extremely low. Similarly, for normal input, the scores are typi-
cally high and we should be able to differentiate it into one of the training classes. The
architecture of the classifier is depicted in Fig. 4. The TM generator is trained with only
normal classes. For any given input instance the TM generator produces a score that
is equal to the number of classes present while training. For example, in our scenario,
we have two trained classes, and hence we have scores for each class. The scores from
the generator are scaled and passed to simple machine learning classifiers, such as k-
nearest neighbor (KNN), support vector machine (SVM), and logistic regression (LR).
The output from the classifier is a binary i.e., 0 or 1, which indicates either the input
instance is normal or outlier/novel. Another way to decide whether an input is an outlier
or novel is by setting a threshold T . Then an input instance can be compared with T to
determine if an instance is normal or not. The value of T specifies the minimum number
of clauses that must fit the pattern of the input instance in order to qualify as an outlier
or novelty. The classification function F(X) for a single class can accordingly be given
as:

F(X) =

⎧
⎪⎨

⎪⎩

1, if
∑m/2

j=1 C+
j (X) > T,

1, if
∑m/2

j=1 C−
j (X) < −T,

0, otherwise.

4 Experiments and Results

This section presents an experimental evaluation of the proposed TM framework for
outlier and novelty detection. We conducted our experiment on the server - NVIDIA
DGX-2 with dual Intel Xeon Platinum 8168, 2.7 GhZ, 16 × NVIDIA Tesla V100 and
Ubuntu 18.04 LTS x64. We conduct distinct experiments for outlier detection and nov-
elty detection because we are dealing with novelty detection using text data. We break
both of the experiments in the following sub-section:

4.1 Outlier Detection

Datasets. We used 9 publicly available outlier detection benchmark datasets from the
ODDS datasets [15]. In our experiment, we used 60% of the data for the training set
and the remaining 40% as the validation set. The detailed statistics of the datasets are
provided in Table 3.
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Trained Class Novel

Classifier

Output (0 or 1)

Outlier

Data Instance

Fig. 4. Outlier/Novelty detection architecture.

Evaluation Measures. Accuracy is a well-established metric for comparing the per-
formance of outlier detection. However, the accuracy ignores the false outliers and false
inliers. As a result, in our work we use the Receiver Operating Characteristics (ROC)
curve and corresponding AUC, which are insensitive to the number of outliers n, to mea-
sure the detection accuracy. The curve is calculated by plotting all potential choices of
the true positive rate (the portion of outliers ranked among the top n) against the false
positive rate (the portion of inliers ranked among the top n). The ROCAUC value, which
ranges between 0 and 1, can be regarded as the average of the recall at n. A random out-
lier ranking would result in a ROCAUC value close to 0.5 i.e., a curve close to diagonal.
In general, the greater the ROC AUC value, the better is the algorithm. [29] established
that the ROC AUC value corresponds to the probability of a pair (ou, in), where ou is
some true outlier and in is some true inlier. The ROC AUC can then be denoted as:

ROC AUC =

⎧
⎨

⎩

1, if score(ou) > score(in),
0, if score(ou) < score(in),
1/2, if score(ou) = score(in).

Therefore, the ROC AUC has a direct probabilistic interpretation. Another measure we
have used in our work is precision at n (which we denote as P@n). It is defined as the
fraction of correct results in top n ranks [18]. For a dataset consisting of outliers O and
inliers I , P@n can be represented as:

P@n =
| ou ∈ O | rank(ou) ≤ n |

n
(3)

Here, we assume that the outlier ranking is unique.
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Table 3. Description of the Datasets.

Dataset
Number

Dim.
Normal Outlier

Cardio 1655 176 21

Breastw 444 239 9

Lympho 142 6 18

Ionosphere 225 126 33

Mammography 10923 260 6

Optdigits 5066 150 64

Pima 500 268 8

Speech 3625 61 400

Annthyroid 6595 534 21

Baseline Methods. We compare TM framework with 8 state-of-the-art outlier detec-
tion algorithms. The common outlier detection framework [58] is used to implement
these algorithms. Table 4 summarize the baseline algorithms employed in our work.

Table 4. Baseline algorithms for outlier detection.

Method Category JIT Enabled Multi-core

LOF [14] Proximity No Yes

kNN [42] Proximity No Yes

CBLOF [31] Proximity Yes No

OCSVM [48] Linear Model No No

ABOD [36] Proximity Yes No

Isolation Forest [38] Ensembling No Yes

HBOS [24] Proximity Yes No

SO-GAAL [39] Neural Net No No

MO-GAAL [39] Neural Net No No

COPOD [37] Copula No Yes

Emperical Evaluation. We compare the performance of the proposed model by com-
paring ROC AUC with other state-of-the-art outlier detection algorithms using 9 base-
line datasets. To begin, we train TM with hyperparamter setting of 1000 clauses, a
threshold T of 50, and specificity s of 5.0. Then, feed the score produced from TM
generator as a feature to the machine learning classifier. To make our work computa-
tionally efficient, we employ simple classifiers such as Logistic Regression (LR) and
Support Vector Machine (SVM).

The experimental outcomes are shown in Table 5 and Table 6. Table 5 illustrates the
ROC AUC values of all algorithms, whereas the Table 6 illustrates the P@n ranking.
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For each dataset, the best result is highlighted in bold. The TM framework achieves the
highest ROC AUC value on three out of eight datasets. In the remaining, the perfor-
mance of TM is extremely competitive. Therefore, our method outperforms all other
methods in average ROC AUC value. Similarly, our method achieves the highest P@n
value on four out of eight datasets. Additionally, it outperforms all other algorithms
in terms of average precision value. The LOF performed poorly and yielded the least
ROC AUC and precision values among the baseline algorithms. From observation, we
find that our method achieves superior results as the dimension of the dataset increases.
And, given that the majority of real-world datasets include a large number of dimen-
sions, we expect that our method would be extremely efficient in such a case. It can also
be noticed that while other algorithms produce inconsistent results for all datasets i.e.,
good for some datasets and bad for others, our proposed method provides very stable
and efficient results across datasets. Our method uses clauses to capture the frequent
pattern or the inliers. And the patterns formed by the clauses are used to accumulate
votes for any input instance. When inliers are fed into the trained TM framework, the
scores increase since the input matches majority of the patterns in the clauses. And for
outliers, the score is typically low as there are little to no patterns in the clauses. As a
result, our method can produce very distinctive scores for inliers and outliers resulting
in improved performance.

Table 5. ROC-AUC scores of algorithm performance (average of 10 independent experiments,
highest score highlighted in bold).

Data ABOD CBLOF HBOS IForest KNN LOF OCSVM COPOD TM

Cardio 0.56 0.92 0.83 0.92 0.72 0.57 0.93 0.89 0.86

Breastw 0.39 0.96 0.98 0.98 0.97 0.47 0.96 0.99 0.94

Lympho 0.91 0.96 0.99 0.99 0.97 0.97 0.97 0.99 1

Ionosphere 0.92 0.89 0.56 0.84 0.92 0.87 0.84 0.83 0.82

Mammography 0.54 0.82 0.83 0.86 0.84 0.72 0.87 0.89 0.85

Optdigits 0.46 0.75 0.87 0.72 0.37 0.45 0.49 0.73 0.75

Pima 0.67 0.65 0.70 0.67 0.70 0.62 0.62 0.66 0.68

Speech 0.62 0.45 0.45 0.44 0.45 0.47 0.44 0.48 0.66

Annthyroid 0.72 0.62 0.56 0.64 0.69 0.69 0.60 0.69 0.70

AVG 0.64 0.68 0.77 0.78 0.73 0.64 0.76 0.79 0.80

Table 6. Average precision of detector performance (average of 10 independent experiments,
highest score highlighted in bold).

Data ABOD CBLOF HBOS IForest KNN LOF OCSVM COPOD TM

Cardio 0.23 0.58 0.44 0.50 0.33 0.15 0.50 0.57 0.48

Breastw 0.29 0.91 0.95 0.97 0.92 0.32 0.93 0.98 0.89

Lympho 0.51 0.80 0.92 0.95 0.82 0.82 0.81 0.89 1

Ionosphere 0.91 0.87 0.36 0.78 0.92 0.82 0.82 0.71 0.82

Mammography 0.023 0.13 0.12 0.23 0.16 0.11 0.18 0.42 0.2

Optdigits 0.027 0.062 0.195 0.055 0.022 0.028 0.027 0.053 0.15

Pima 0.51 0.47 0.56 0.50 0.51 0.42 0.46 0.54 0.69

Speech 0.039 0.021 0.027 0.017 0.021 0.024 0.021 0.019 0.12

Annthyroid 0.18 0.15 0.24 0.18 0.16 0.20 0.12 0.18 0.25

AVG 0.30 0.44 0.42 0.46 0.43 0.32 0.43 0.48 0.51
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4.2 Novelty Detection in Text

The novelty detection is carried out on text data. In the experiment, we make one class
novel by removing it out from the training process. While testing, the classifier should
be able to reject the instances from novel class.

Datasets. We used the following datasets for evaluation.

– 20-newsgroup dataset: The dataset has total of 18,828 documents divided into
20 classes. In our experiment, we consider the two classes “comp.graphics” and
“talk.politics.guns” as known classes and the class “rec.sport.baseball” is consid-
ered novel. We take 1000 samples from both known and novel classes for novelty
classification.

– CMU Movie Summary corpus: The dataset contains a collection of 42,306 movie
plot summaries extracted from Wikipedia and metadata extracted from Freebase. In
our experiment, we consider the two movie categories “action” and “horror” as
known classes and “fantasy” as novel.

– Spooky Author Identification dataset: The dataset contains 3,000 public domain
books from the following horror fiction authors: Edgar Allan Poe (EAP), HP Love-
craft (HPL), and Mary Shelley (MS). We train on written texts from EAP and HPL
while treating texts from MS as novel.

– Web of Science dataset [35]: This dataset contains 5,736 published papers sorted
into eleven categories organized under three main categories. We use two of the
main categories as known classes, while the third as a novel class.

– BBC sports dataset: This dataset contains 737 documents from the BBC Sport web-
site, divided into five sports article categories and collected between 2004 to 2005.
In our work, we use “cricket” and “football” as the known classes and “rugby” as
novel.

A Case Study. To cast light on the interpretability of our scheme, we here use sub-
strings from the 20 Newsgroup dataset, demonstrating novelty detection on a few sim-
ple cases. First, we form an indexed vocabulary set V , including all literals from the
dataset. The input text is binarized based upon the index of the literals in V . For exam-
ple, if a word in the text substring has been assigned index 5 in V , the 5th position of
the input vector is set to 1. If a word is absent from the substring, its corresponding
feature is set to 0. Let us consider substrings from the two known classes and the novel
class from the 20 Newsgroup dataset.

– Class: comp.graphics (known)
Text: Presentations are solicited on all aspects of Navy-related scientific visualiza-
tion and virtual reality.
Literals: “Presentations”, “solicited”, “aspects”, “Navy”, “related”, “scientific”,
“visualization”, “virtual”, “reality”.

– Class: talk.politics.guns (known)
Text: Last year the US suffered almost 10,000 wrongful or accidental deaths by
handguns alone. In the same year, the UK suffered 35 such deaths.
Literals: “Last”, “year”, “US”, “suffered”, “wrongful”, “accidental”, “deaths”,
“handguns”, “UK”, “suffered”.
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– Class: rec.sport.baseball (Novel)
Text: The top 4 are the only true contenders in my mind. One of these 4 will defi-
nitely win the division unless it snows in Maryland.
Literals: “top”, “only”, “true”, “contenders”, “mind”, “win”, “division”,
“unless”, “snows”, “Maryland”.

After training, the two known classes form conjunctive clauses that capture literal pat-
terns reflecting the textual content. For the above example, we get the following clauses:

– C+
1 = “Presentations” ∧ “aspects” ∧ “Navy” ∧ “scientific” ∧ “virtual” ∧

“reality” ∧ “year” ∧ “US” ∧ “mind” ∧ “division”
– C−

1 = ¬(“suffered” ∧ “accidental” ∧ “unless” ∧ “snows”)
– C+

2 = “last” ∧ “year” ∧ “US” ∧ “wrongful” ∧ “deaths” ∧ “accidental” ∧
“handguns” ∧ “Navy”
∧“snows” ∧ “Maryland” ∧ “divisions”

– C−
2 = ¬(“presentations” ∧ “solicited” ∧ “virtual” ∧ “top” ∧ “win”)

Table 7. Novelty score example when known text sentence is passed to the model.

Class C+
1 C−

1 C+
2 C−

2

Known +6 -3 +3 -5

Novel +2 -1 +1 -2

Table 8. Accuracy (%) of different machine learning classifiers to detect novel class in various
dataset.

Dataset DT KNN SVM LR NB MLP

20 Newsgroup 72.5 82 78.0 72.75 69.0 82.50

Spooky action author 53.42 57.89 63.15 52.63 58.68 63.15

CMU movie 61.05 64.73 62.10 55.00 58.94 68.68

BBC sports 84.21 85.96 75.43 70.17 73.68 89.47

Web of Science 64.70 67.97 69.93 67.10 62.09 70.37

Table 9. ROC-AUC scores of algorithm performance (average of 10 independent experiments,
highest score highlighted in bold).

Algorithms 20 Newsgroup Spooky action author CMU movie BBC sports WOS

ABOD 0.701 0.617 0.54 0.528 0.565

CBLOF 0.703 0.651 0.54 0.549 0.545

HBOS 0.715 0.64 0.51 0.641 0.56

Isolation Forest 0.70 0.632 0.529 0.543 0.567

Average KNN 0.712 0.65 0.542 0.60 0.539

LOF 0.690 0.638 0.528 0.60 0.60

One-class SVM 0.695 0.654 0.539 0.534 0.55

SO-GAAL 0.638 0.57 0.557 0.501 0.49

MO-GAAL 0.546 0.516 0.571 0.558 0.503

COPOD 0.721 0.634 0.533 0.65 0.56

TM framework 0.84 0.64 0.62 0.87 0.78
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Table 10. Average precision of detector performance (average of 10 independent experiments,
highest score highlighted in bold).

Algorithms 20 Newsgroup Spooky action author CMU movie BBC sports WOS

ABOD 0.637 0.578 0.485 0.589 0.54

CBLOF 0.635 0.619 0.483 0.608 0.53

HBOS 0.644 0.603 0.473 0.642 0.54

Isolation Forest 0.646 0.608 0.48 0.611 0.544

Average KNN 0.648 0.623 0.485 0.653 0.53

LOF 0.635 0.605 0.48 0.65 0.57

One-class SVM 0.633 0.623 0.48 0.592 0.537

SO-GAAL 0.643 0.553 0.558 0.541 0.50

MO-GAAL 0.503 0.518 0.589 0.501 0.548

COPOD 0.652 0.605 0.50 0.653 0.54

TM framework 0.77 0.62 0.59 0.82 0.73
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Fig. 5. Visualization of novelty score for known and novel classes [12].

Emperical Evaluation. We conducted two experiments: Novelty score generation and
novelty classification. In the first experiment, we run TM for 100 epochs with hyper-
parameter setting of 5000 clauses, a threshold T of 25, and a specificity s of 15.0. The
score is produced using trained TM generator, where clauses votes are accumulated for
the input pattern. In the second experiment, the classifiers are used on the score for
novelty classification.

Table 8 shows the accuracy result from various classifiers. As seen, multilayer per-
ceptron (MLP) (hidden layer sizes 100,30 and ReLU activation with stochastic gradi-
ent descent) is superior for all of the datasets. In our experiments, the 20 Newsgroups
and BBC sports datasets yielded better results than the three other data sets, arguably
because of the sharp distinctiveness of examples in the known and novel classes. This
distinctiveness is shown in Fig. 5, where we plot and arrange the score of 1000 instances
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from both known and novel classes in ascending order. We observe that majority of the
instances from the known class have a higher score than those belonging to the novel
class. In all brevity, we believe that the clauses of a TM capture frequent patterns in the
training data, and thus novel samples will emerge when they do not fit sufficiently with
a large number of clauses. Thus, the number of triggered clauses can be used to calcu-
late the novelty score. Additionally, the clauses generated by trained TMmodels should
only to a small degree trigger on novel classes, resulting in distinctively low scores.

Table 9 and Table 10 presents the performance comparison of TM framework with
other baseline algorithms. To ensure a fair comparison, the text input is preprocessed
for the baseline algorithms using count vectorizer, term frequency-inverse document
frequency (TF-IDF), and Principle component analysis (PCA). Additionally, for these
approaches, we utilized the maximum possible outlier fraction (i.e., 0.5). Table 9 shows
the ROC AUC scores for novelty detection. Our proposed method outperforms all other
algorithms on four out of five datasets. Similarly, Table 10 shows the precision of detec-
tor values. Our method significantly outperforms all other methods. The novelty detec-
tion is challenging due to the fact that the validation set includes instances that exhibit
similar characteristics to the trained data but were not used while training. This can be a
reason for the poor performance of other algorithms. However, our method uses clauses
to form a pattern from trained data. And the scoring mechanism enables us to eliminate
the instances which are not present during training.

To ensure robust performance and that the results are not skewed by the data, we
perform one-class classification using leave-one-out evaluation on Reuters dataset1 and
quantify detection performance using the ROC AUC. We compare our method with a
strong one-class classifier, the cosine kernel OC-SVM, which employs fastText embed-
ding with 300 dimension aggregating into fixed-length sentence representations using
max-pooling over hidden activations. In the leave-one-out assessment setup, one of the
classes is considered normal while the remaining classes are treated novel. We train the
models on examples from the normal class and test on the samples from novel class.
To compute the ROC AUC values while testing, the samples from a normal class are
labeled as y = 0 and those from a novel class are labeled as y = 1. The performance
result is presented in Table 11. Our method easily surpasses OC-SVM on five out of
seven evaluation setups.

Table 11. ROC AUC (%) of one-class classification with leave-one-out evaluation on Reuters.

Normal class OC-SVM TM

earn 74.9 86.27

acq 80.2 82.36

crude 84.7 85.5

trade 92.1 91.15

money-fx 73.8 66

interest 82.8 88.7

ship 85.0 94.4

1 http://www.daviddlewis.com/resources/testcollections/reuters21578/.

http://www.daviddlewis.com/resources/testcollections/reuters21578/
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5 Conclusions

This paper proposes a universal interpretable TM framework to perform outlier and
novelty detection on multiple datasets. We present a score-based TM framework that is
capable of detecting both outlier and novel instances. We introduce the TM generator-
a modified vanilla TM architecture, to produce a score based on the pattern learned by
the clauses. Then, a machine learning classifier is adopted for classification using the
scores obtained from the TM generator. We conducted comprehensive tests to evaluate
the effectiveness of the TM framework using outlier and novelty datasets. Our findings
demonstrate that our method is both effective and superior in both experimental setups.

In future work, we intend to explore outlier and novelty detection on high-dimension
and large datasets. Additionally, a detailed experimental analysis of a text data can be
added for novelty detection.
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Abstract. In most major financial markets nowadays very many of the partic-
ipants are “robot traders”, autonomous adaptive software agents empowered to
buy and sell quantities of tradeable assets, such as stocks and shares, curren-
cies, and commodities; in the past two decades such robots have largely replaced
human traders at the point of execution. This paper addresses the question of how
to make minimally simple robot traders sensitive to any imbalance between sup-
ply and demand that may occur in the market in the course of a trading session.
Such imbalances typically are transient, and their occurrence is unpredictable, but
when they do arise any human traders would automatically shift the prices that
they quote, to reflect their expectations (grounded in basic microeconomics) that
a momentary excess supply is an indication that prices are about to fall, while
an excess demand is an indication that prices are about to rise. This can result in
prices moving against a trader that is attempting to buy or sell a large quantity
of some asset. In this paper we describe our work on exploring the use of multi-
level order-flow imbalance (MLOFI) as a usefully robust instantaneous measure of
supply/demand imbalance, and we show how MLOFI can be used to give simple
robot traders an opinion about where prices are heading in the immediate future,
which mean that our imbalance-sensitive trading robots can serve as a platform
for experimental study of issues arising in Nobel laureate Robert Shiller’s recent
work on Narrative Economics.

Keywords: Market impact · Adaptive trader agents · Financial markets ·
Multi-agent systems

1 Introduction

In recent years Nobel prize-winner Robert Shiller has introduced [32] and popularised
[33] the notion of narrative economics in which economic phenomena that defy expla-
nation by conventional approaches can be better understood by reference to the narra-
tives (i.e. the stories, the commentaries) told and believed by economic agents within
the system of interest. As an example, in [33] Shiller argues that the stratospheric rise
in price of cryptocurrencies like Bitcoin (which, by conventional economic analyses,
should arguably be valueless) can be explained as a consequence of the stories that peo-
ple tell each other, and themselves believe, about the future prospects of the currency as
an investment. In the simplest case, a positive feedback loop of self-fulfilling prophecies
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can occur where everyone involved in the market convinces themselves that the price is
set to rise, and so they seek to purchase more of the asset, and their enthusiasm draws
in more buyers, and the consequent excess of demand over supply results in the price
going up; this price increase then further confirms the beliefs of the market participants
and draws additional in new buyers, and so the loop cycles around with the price rising
on each iteration. Such economic “manias”’ have long been documented (see e.g. [24]),
but Shiller’s analysis goes into greater depth, drawing analogies between the spread of
narratives through the population of agents involved in some market, and the spread of
infected individuals in a population of organisms experiencing an epidemic (or indeed a
pandemic); and Shiller calls for new empirical research to track the spread of narratives
(e.g. in online news and social media posts), and the changing nature of the narratives
themselves (i.e., how the stories people tell each other change over time, creating new
variants, in much the same was a mutations in a pathogen also create new variants).

In their 2021 prize-winning ICAART paper, Lomas & Cliff [25], showed how agent-
based models (ABMs) could be used to study narrative economics, as an alternative to
the empirical approach laid out by Shiller. Lomas & Cliff noted that a narrative, a story,
is merely the external expression of an opinion, and there is a long-standing research
theme in the social science simulation research literature that aims to understand how
individuals in a population might influence others to change their opinion, or might
themselves alter their own opinion as a result of interaction with other individuals: this
field, known as opinion dynamics (OD) has seen the development of several notable
models over the past 25 years, and Lomas & Cliff showed how these OD models could
be integrated into agent-based models of contemporary automated financial markets
in which traders buy and sell some asset by posting orders to an automated central
exchange (such as a real-world stock-exchange, or a cryptocurrency trading website).
The key innovation in Lomas & Cliff’s work was that each trader-agent in their auto-
mated markets would determine the price that it was willing to buy or sell at by taking
account of its opinion, and its opinion could be affected by ‘social’ interactions with
other traders in the market, via one of the established OD models. Although there is
a long tradition of agent-based models of financial markets (see e.g. [5,11,23,39]),
Lomas & Cliff were the first to integrate opinions into such market models.

And, although the OD literature is extensive, almost all of it explores models in
which the opinions being held and altered by each agent are abstract and have no
external reference that could establish whether a specific opinion is actually correct
or not (e.g. the opinions could be about politics, or religion – topics on which people
hold deeply-felt personal opinions, each believing their own opinion to be true, but for
which there is no single objectively correct opinion); because of the abstract nature of
the agents’ opinions, many simulation experiments in OD research start by randomly
assigning initial opinions to each agent, using draws from a distribution over the entire
range of possible opinions. In much of the most widely referenced OD work, such as
the Bounded Confidence (BC) model [22], the Relative Agreement (RA) model [16,27],
and the Relative Disagreement (RD) model [28], each agent in the ABM holds a single
opinion that is represented as a real-valued number in the range [−1,+1].

Lomas & Cliff’s work is different from much of the existing OD literature because
the trader-agents’ opinions about the future price of an asset cannot sensibly be
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initialised by random assignments over the space of all possible prices. Furthermore,
in Lomas & Cliff’s work, an agent’s opinion about whether the price of an asset will
fall or rise in the immediate future can subsequently be established as either true or
false, because either the price later really did go up, or it really did not. That is, the
agents in Lomas & Cliff’s model hold opinions about something that they can later
shown to be wrong about: this also is unusual within the OD literature.

In this paper, we explore methods by which trader-agents in an automated market
can reliable be given a means of forming an opinion about near-term movements in the
price of an asset traded on the market. Technically, because the price is the only distin-
guishing variable about units of an asset, it is a commodity, but the model market used
here is a close approximation of what happens in any major real-world financial market
(in which, for example, individual share certificates are also, technically, commodity
goods – because if I am selling one share of Apple Inc at $148, while you are selling
one AAPL at $150, an interested buyer would distinguish between your share and my
share purely on the basis of price).

Unsurprisingly, opinions about near-term movements in the price of an asset traded
on an exchange are very important in real-world financial markets, which have seen
an explosive prevalence of automated trading systems being installed and replacing
human traders over the past 20 years. Financial markets populated by human traders
often exhibit so-called market impact, where the prices quoted by traders shift in the
direction of anticipated change, as a reaction to the arrival of a large (i.e., “block”) buy
or sell order for a particular asset: that is, mere knowledge of the presence of the block
order is enough to trigger a change in the traders’ quote-prices, before any transaction
has actually taken place, because the traders know that a block buy order is likely to
push the price of the asset up, and a block sell order is likely to push the price down,
and so they adjust their quote-prices accordingly, in anticipation of the shift in price that
they foresee coming as a consequence of the block-trade completing. This is bad news
for the trader trying to buy or sell a block order: the moment she reveals her intention
to buy a block, the market-price goes up; the moment she reveals her intention to sell,
the price goes down. From the perspective of a block-trader, the market price moves
against her, whether she is buying or selling, and this happens not because of the price
she is quoting, but because of the quantity that she is attempting to transact.

Block-traders’ collective desire to avoid market impact has long driven the intro-
duction of automated trading techniques such as “VWAP engines” (which break block
orders into a sequence of smaller sub-orders that are released into the market over a
set period of time, with the intention of achieving a specific volume-weighted average
price, hence VWAP), and has also driven the design of major new electronic exchanges
such as London Stock Exchange’s (LSE’s) Turquoise Plato trading venue [26], in which
block-traders are allowed to obscure the size of their blocks in a so-called dark pool
market, with LSE’s automated matching engine identifying one or more willing coun-
terparties and only making full details of the block-trade known to all market partici-
pants after it has completed: see [30] for further discussion.

Many of the world’s major financial markets now have very high levels of automated
trading: in such markets most of the participants, the traders, are “robots” rather than
humans: i.e., software systems for automated trading, empowered with the same legal
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sense of agency as a human trader, and hence “software agents” in the most literal sense
of that phrase. Given that these software agents typically replace more than one human
trader, and given that those human traders were widely regarded to have required a
high degree of intelligence (and remuneration) to work well in a financial market, it is
clear that the issue of designing well-performing robot traders presents challenges for
research in agents and artificial intelligence, and hence is a research topic that is central
to the themes of the ICAART conference.

This paper addresses the question of best how to give robot traders an appropriate
anticipatory sensitivity to large orders, such that markets populated entirely by robot
traders also show market-impact effects. This is desirable because the impact-sensitive
robot traders will get a better price for their transactions when block orders do arrive,
and also because simulated markets populated by impact-sensitive automated traders
can be studied to explore the pros and cons of various impact-mitigation or avoidance
techniques. We show here that well-known and long-established trader-agent strate-
gies can be extended by giving them appropriately robust sensitivity to the imbalance
between buy and sell orders issued by traders on the exchange, orders that are aggre-
gated on the market’s limit order-book (LOB), the data-structure at the heart of most
electronic exchanges.

To the best of our knowledge, the first paper to report on the use of an imbalance
metric to give ABM automated traders impact-sensitivity was the 2019 publication by
Church & Cliff [6], in which they demonstrated how a minimal nonadaptive trader-
agent called Shaver (which, following the convention of practice in this field, is rou-
tinely referred to in abbreviated form via a psuedo-ticker-symbol: “SHVR”) could be
extended to show impact effects by addition of an imbalance metric, and Church & Cliff
gave the name ISHV to their Imbalance-SHVR trader-agent [6]. SHVR is a trader-agent
strategy built-in to the popular open-source financial exchange simulator called BSE
[2], which Church & Cliff used as the platform for their research. Although Church &
Cliff deserve some credit for the proof-of-concept that ISHV provides, we argue here
that the imbalance-metric they employed is too fragile for practical purposes because
very minor changes in the supply and demand can cause their metric to swing wildly
between the extremes of its range. One of the major contributions of our paper here
(which is revised and extended from [44]1 is the demonstration that a much better, more
robust, metric known as multi-level order-flow imbalance (MLOFI) can be used instead
of the comparatively very fragile metric proposed by Church & Cliff. Another major
contribution of this paper is our demonstration of the addition of MLOFI-based impact-
sensitivity to the very well-known and widely cited public-domain adaptive trader-agent
strategies ZIP [8] and AA [40,41]. Although our primary aim was to add impact sensi-
tivity to these two machine-learning-based trader-agent strategies, we also demonstrate
in this paper that ISHV can be altered/extended to use MLOFI, and our improvement
of Church & Cliff’s work in that regard is an additional contribution of this paper.

The extended versions of the AA, ZIP, and ISHV trader-agent strategies that we
introduce here are named ZZIAA, ZZIZIP, and ZZISHV respectively. In this paper,

1 The primary extensions of the present paper, relative to its progenitor [44], are that Sect. 1 has
been rewritten, all results in Figs. 5, 6 and 7 have been freshly re-generated, and all of Sect. 3.2
is newly added.



Adding Supply/Demand Imbalance-Sensitivity 273

after our criticism of Church & Cliff’s methods, we describe a more mathematically
sophisticated approach to measuring imbalance, which is more robust, and which we
incorporate into our agent extensions. We then present results from testing our extended
trader-agents on BSE, the same platform that was used in Church & Cliff’s work. Full
details of the work reported here are available in [46], and all the relevant source-code
has been made freely available on GitHub [45].

Section 2 of this paper presents an overview of relevant background material: this is
repeated verbatim from [44] and readers already familiar with automated trading sys-
tems, contemporary electronic financial exchanges, and the mathematics of order-flow
imbalance, can safely skip ahead straight to Sect. 3. In Sect. 3 we describe the steps
taken to add MLOFI-based impact-sensitivity to ZIP, AA, ISHV, and PRZI; and illustra-
tive results from ABMs populated by those extended trading algorithms are presented.

2 Prior Work

2.1 Automated Traders

Since the mid-1990s researchers in universities and in the research labs of major corpo-
rations such as IBM and Hewlett-Packard have published details of various strategies
for autonomous trader-agents, often incorporating AI and/or machine learning (ML)
methods so that the automated trader can adapt its behaviors to prevailing market con-
ditions. Notable trading strategies in this body of literature include: Kaplan’s “Sniper”
strategy [31]; Gode & Sunder’s ZIC [20]; the ZIP strategy developed at Hewlett-
Packard [8]; the GD strategy reported by Gjerstad & Dickhaut [19] the MGD and
GDX strategies developed by IBM researchers [37,38]; Gjerstad’s HBL [18]; Duffy
& Unver’s NZI [17]; Vytelingum’s AA [40,41]; the Roth-Erev approach (see e.g. [29]);
Arifovic & Ledyard’s IEL [1]; and the recently-introduced PRZI [7], described further
in Sect. 3.2. However, for reasons discussed at length in a recent review of key papers
in the field [34] this sequence of publications concentrated on the issue of developing
trading strategies for orders where the quantities were all in the same order of magni-
tude (and often, where the quantity was fixed at one, a single unit per order). That is,
none of the key papers listed here deal with trading strategies for outsize block orders,
and none of them directly explore the issue of how an automated trader can best deal
with, or avoid, market impact.

Trader-agent strategies such as Sniper, ZIC, ZIP, GD and MGD were all developed
to operate in electronic markets that were based on old-school open-outcry trading pits,
as were common on major financial exchanges until face-to-face human-to-human bar-
gaining was replaced by negotiation of trades via electronic communication media; but
more recent work has concentrated on developing trading agents that issue bids and
asks (i.e. quotations for orders to buy or to sell) to a centralised electronic exchange
(such as a major stock-market like NYSE or NASDAQ or LSE) where the exchange’s
matching engine then either matches the trader’s quote with a willing counterparty (in
which case a transaction is recorded between the two counterparties, the buyer and the
seller) or the quote is added to a data-structure called the Limit Order Book (LOB) that
is maintained by the exchange and published to all traders whenever it changes. The
LOB aggregates and anonymises all outstanding orders: it has two sides or halves: the
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bid-side and the ask-side. Each side of the book shows a summary of all outstanding
orders, arranged from best to worst: this means that the bid-side is arranged in descend-
ing price-order, and the ask side is arranged in ascending price-order, such that at the
“top of the book” on the two sides the best bid and ask are visible. For all orders cur-
rently sat on the LOB, if there are multiple orders at the same price then the quantities
of those orders are aggregated together, and often multiple orders at the same price will
be later matched with a counterparty in a sequence given by the orders’ arrival times,
in a first-in-first-out fashion. The public LOB shows only, for each side of the book,
the prices at which orders have been lodged with the exchange, and the total quantity
available at each of those prices: if no orders are resting at the exchange for a particular
price, then that price is usually omitted from the LOB rather than being shown with a
corresponding quantity of zero. Illustrations of LOBs appear later in this paper.

The difference between the price of the best bid on the LOB at time t and the price of
the best ask at t is known as the spread. The mid-point of the spread (i.e. the arithmetic
mean of the best bid and the best ask) is known as the mid-price which is denoted here
by Pmid. The mid-price is very commonly used as a single-valued statistic to summarise
the current state of the market, and as an estimate of what the next transaction price
would be. However, the midprice pays no attention to the quantities that are bid and
offered. If the current best bid is for a quantity of one at a price of $10 and the current
best ask is for a quantity of 200 at a price of $20 then the mid-price is $15 but that
fails to capture that there is a much larger quantity being offered than being bid: basic
microeconomics, the theory of supply and demand, would tell even the most casual
observer that with such heavy selling pressure then actual transaction prices are likely
to trend down – in which case the mid-price of $15 is likely to be an overestimate of
the next transaction price. Similarly, if the bid and ask prices remain the same but the
imbalance between supply and demand is instead reversed, then the fact that there is a
revealed desire for 200 units to be purchased but only one unit on sale at the current
best ask would surely be a reasonable indication that transaction prices are likely to be
pushed up by buying pressure, in which case the mid-price of $15 will turn out to be an
underestimate. This lack of quantity-sensitivity in the mid-price calculation leads many
market practitioners to instead monitor the micro-price, denoted here by Pmicro, which
is a quantity-weighted average of the best bid and best ask prices, and which does move
in the direction indicated by imbalances between supply and demand at the top of the
LOB: see, e.g., [4].

To the best of our knowledge the first impact-sensitive ABM trader-agent was
ISHV [6]. ISHV is based on the SHVR trader built into the popular BSE public-domain
financial-market simulator [2,9]. A SHVR trader simply posts the buy/sell order with
its price set one penny higher/lower than the current best bid/ask. This single instruction
gives it a parasitic nature, in the sense that it can mimic the price-convergence behaviour
of other strategies being used by other traders in the market.

Instead of shaving the best bid or offer by one penny, Church & Cliff’s ISHV trader
instead chooses to shave by an amount Δs which varies with Δm defined in Eq. 1:

Δm = Pmicro − Pmid (1)

The difference of the micro-price and the mid-price can identify the degree of sup-
ply/demand imbalance to a useful extent. If Δm ≈ 0, there is no obvious imbalance in
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the market. If Δm < 0, then the quantities of the best bid and the best offer on the LOB
indicate that supply exceeds demand and the subsequent transactions prices are likely
to decrease; whereas Δm > 0 indicates that demand outweighs supply and subsequent
transaction prices will have an upward tendency.

Church & Cliff give pseudocode for ISHV in [6] and source-code for a Python
implementation is freely available at [2]. ISHV implements a function that maps from
Δm to Δs to determine how much it will shave off its price. For an ISHV buyer, if
Δm < 0, SHVR ‘predicts’ the price will shift in its favour and shaves its price as lit-
tle as possible (the exchange’s minimum tick-size Δp – often one penny or one cent
– is chosen as the value for Δs): we might say that in this situation SHVR is relaxed
However, if Δm > 0, ISHV ‘predicts’ that later prices will be worse and so it attempts
to shave a large amount off, using Δs = CΔp + MΔmΔp, where C and M are two
constants that determine the SHVR’s response to the imbalance (they are the y-intersect
and gradient for a linear response function; nonlinear response functions could be used
instead): in such a situation we might say that SHRV is urgent. The algorithm for an
ISHV seller is the same mutatis mutandis. Church & Cliff showed that ISHV can iden-
tify and respond appropriately to the presence of a block order signal at the top of the
LOB.

2.2 Critique of Church & Cliff

Church & Cliff were careful to flag their ISHV trader as only a proof-of-concept (PoC):
ISHV was developed to enable the study of coupled lit/dark trading polls such as LSE
Turquoise Plato system in commercial operation in London, as mentioned in the Intro-
duction to this paper. Without impact-sensitive trader-agents, it is not possible to build
agent-based models of contemporary real-world trading venues such as LSE Turquoise
Plato. Having experimented further with Church & Cliff’s PoC system, we came to
realise that there are severe limitations in ISHV: these limitations stem from the fact
that Eq. 1, which is at the heart of ISHV, uses values only found at the top of the LOB:
Eq. 1 involves only the price and quantity of the best bid and the best ask. As we will
demonstrate in the next section, this makes the method introduced by Church & Cliff so
fragile that it is unlikely to be usable in anything but the simplest of simulation studies;
as we show in the next section, for real-world markets it is necessary to look deeper into
the LOB, to delve below the top of the LOB.

For brevity, we will limit ourselves here to presenting a qualitative illustrative exam-
ple which demonstrates how wildly fragile the Church & Cliff method is. For a longer
and more detailed discussion, see Chap. 3 of [46].

Consider a situation in which the top of the LOB has a best bid price of $10 and
a best ask price of $20, as before, and where the quantity at the best bid is 200 and at
the best ask is 1. As we explained in the previous section, this huge imbalance between
supply and demand at the top of the book indicate that the excess demand is likely to
push transaction prices up in the immediate future. Church & Cliff’s ISHV does the
right thing in this situation.

Now consider what happens if the next order to arrive at the exchange is a bid for
$11 at a quantity of 1. Because this fresh bid is at a higher price than the current best
bid, it is inserted at the top of the bid-side of the LOB. The previous best-bid, for 200 at
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$10, gets shuffled down to the second layer of the LOB. At that point, the best bid and
the best ask each show a quantity of one, and so ISHV acts as if there is no imbalance
in the market, despite the fact when viewing the whole LOB it is clear that the quantity
bid is now 201 (i.e. 1 at $11 and 200 at $10) while the ask quantity is still only 1: if
anything, the imbalance has increased but ISHV reacts as if it had disappeared because
ISHV looks only at the top of the LOB.

There is more that could be said, but this should be enough to convince the reader
that any impact-sensitive trader-agent algorithm that looks only at the data at the top of
the LOB is surely going to get it wrong very often, because it is ignoring the supply and
demand information, the quantities and the prices, which lie deeper in the LOB. What
we introduce in the rest of this paper addresses this problem.

2.3 Measuring Imbalance

A reliable metric is needed to capture the quantity imbalance between the supply side
and the demand side, at multiple levels in the LOB (i.e., not just the top) and which
can quantitatively indicate how much the imbalance will affect the market. We first
discuss the Order-Flow Imbalance (OFI) metric introduced by [10] and then describe
the extension of this into a reliable Multi-Level OFI (MLOFI) metric recently reported
by [43]. After that, we show how MLOFI can be used to give robust impact-sensitivity
to ISHV [6], AA [40,41], and ZIP [8]. AA and ZIP are of particular interest because in
previous papers published at IJCAI and at ICAART it was demonstrated that these two
strategies can each reliably outperform human traders [12–15].

Order Flow Imbalance (OFI). Cont et al. argued that previous studies modelling
impact are extremely complex, and that instead a single factor, the order flow imbalance
(OFI), can adequately explain the impact (R2 = 67% in their research) [10]. They
indicated that OFI has a positive linear relation with mid-price changes, and that the
market depth D is inversely proportional to the scope of the relationship. OFI means
the net order flow at the bid-side and the ask-side, and the market depth, D, represents
the size at each bid/ask quote price.

To calculate the OFI they focused on the “Level 1 order book”, i.e. the best bid
and ask at the top of the LOB. Between any two events (eventn and eventn−1), only
one change happens in the LOB (check the condition from top to bottom, and from
left to right; in other words, we should compare the change of price first and if the
price does not change, then compare the change of quantity). Using D ↑ and D ↓ to
respectively denote an increase and a reduction in demand; and S ↑ and S ↓ to denote
an increase/decrease in supply, Cont et al. had:

pb
n > pb

n−1 ∨ qb
n > qb

n−1 =⇒ D ↑
pb

n < pb
n−1 ∨ qb

n < qb
n−1 =⇒ D ↓

pa
n < pa

n−1 ∨ qa
n > qa

n−1 =⇒ S ↑
pa

n > pa
n−1 ∨ qa

n < qa
n−1 =⇒ S ↓

where pb is the best bid price; qb the size of the best bid price; pa the best ask price; and
qa the size of the best ask price. The variable en is defined to measure this tick change
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between two events, (eventn and eventn−1), shown in Eq. 2, where I can be regarded
as a Boolean variable.

en = I{pb
n>pb

n−1}q
b
n − I{pb

n≤pb
n−1}q

b
n−1

−I{pa
n<pa

n−1}qa
n + I{pa

n≥pa
n−1}qa

n−1 (2)

The rules for I are as follows, and only one of them will happen between any two
consecutive events:

1. if pb increases, en = qb
n

2. if pb decreases, en = −qb
n−1

3. if pa increases, en = qa
n−1

4. if pa decreases, en = −qa
n

5. if pb remains same and qb
n �= qb

n−1, en = qb
n − qb

n−1

6. if pa remains same and qa
n �= qa

n−1, en = qa
n−1 − qa

n

If N(tk) is the number of events during [0, tk], then OFIk refers to the cumulative
effect of en that has occurred over the time interval [tk − 1, tk], as shown in Eq. 3.

OFIk =
N(tk)∑

n=N(tk−1)+1

en (3)

After this, a linear regression equation can be built, per Eq. 4, where ΔPk = (Pk −
Pk−1)/δ and δ is the tick size (1 cent in Cont et al.’s experiments), β is the price impact
coefficient, and εk is the noise term mainly caused by contributions from lower levels
of the LOB:

ΔPk = βOFIk + εk (4)

Moreover, Cont et al. stated that the market depth,D, is an important contributing factor
to the fluctuations, and is inversely proportional to mid-price changes. They defined the
average market depth, ADk, in the “Level 1 order book” as shown in Eq. 5; and β can
be measured by ADk, shown in Eq. 6, where λ and c are constants and vk is a noise
term.

ADk =
1

2(N(Tk) − N(Tk) − 1)

N(Tk)∑

N(Tk−1)+1

(qB
n + qA

n ) (5)

βk =
c

ADλ
k

+ vk (6)

Given Eqs. 4 and 6, the relationship between ΔP and OFI and AD is constructed
as seen in Eq. 7, according to which, Cont et al. ran the linear regression by using the
21-trading-day data from 50 randomly chosen US stocks, and the average R2 = 67%.
They demonstrated that OFI is positive in relation to the change of mid-price. If OFI
> 0, meaning a net inflow on the bid side or a net outflow on the ask side, the mid-price
has a significantly increasing momentum, and the higher OFI is, the more the mid-
price will increase. Conversely, if OFI < 0, meaning a net outflow on the bid side or a
net inflow on the ask side, the mid-price has a significantly decreasing momentum, and
the lower OFI is, the more the mid-price will decrease.
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ΔPk =
c

ADλ
k

OFIk + εk (7)

OFI is clearly a useful metric, but it operates only on values found at the top of the
LOB, i.e. the best bid and ask. In that sense, it is as sensitive to changes at the top of the
book as is the Church & Cliff Δm metric. Next we describe how OFI can be extended
to be sensitive to values at multiple levels in the LOB, which gives us Multi-Level OFI,
or MLOFI.

Multi-level Order Flow Imbalance. Fortunately, [43] demonstrated how to measure
multi-level order flow imbalance (MLOFI). A quantity vector, v, is used to record the
OFI at each discrete level in the LOB: see Eq. 8, where m denotes the depth of price
level in the LOB. The level-m bid-price refers to the m-highest prices among bids in
the LOB, and the level-m ask-price refers to the LOB’s m-lowest priced asks.

v =
(

MLOFI1
MLOFI2

...
MLOFIm

)
(8)

The time when an nth event occurs is denoted by τn; pm
b (τn) signifies the level-m

bid-price; pm
a (τn) denotes the level-m ask-price; qm

b (τn) refers to the total quantity at
the level-m bid-price, and qm

a (τn) refers to the total quantity at the level-m ask-price.
Similar to the OFI defined in Sect. 2.3, the level-m OFI between two consecutive

events occurring at times τs and τn (s = n − 1) can be calculated as follows:

ΔWm(τn) =

⎧
⎨

⎩

qm
b (τn), if pm

b (τn) > pm
b (τs)

qm
b (τn) − qm

b (τs), if pm
b (τn) = pm

b (τs)
−qm

b (τm), if pm
b (τn) < pm

b (τs)
(9)

and

ΔV m(τn) =

⎧
⎨

⎩

−qm
a (τm), if pm

a (τn) > pm
a (τs)

qm
a (τn) − qm

a (τs), if pm
a (τn) = pm

a (τs)
qm
a (τn), if pm

a (τn) < pm
a (τs)

(10)

where ΔWm(τn) measures the order flow imbalance of the bid side in the level-m and
ΔV m(τn) measures the order flow imbalance of the ask side in the level-m.

From Eqs. 9 and 10, we can get the MLOFI in the level-m over the time interval
[tk − 1,tk]:

MLOFIm
k =

∑

{n|tk−1<τn<tk}
em(τn) (11)

where

em(τn) = ΔWm(τn) − ΔV m(τn) (12)

We now give four illustrative examples of the MLOFI mechanism in action: for ease
of explanation, we’ll only consider the 3-level OFI, and we’ll assume that there is only
evert one event that occurs during the time interval [tk−1,tk].
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Case 1: New Order at Level-1 of the LOB. Figure 1 shows the situation of the LOB
at time tk−1, and then the updated LOB at time tk after a new buy order has arrived.

Fig. 1. Left: the initial LOB at time tk−1; Right: the updated LOB at time tk after a new buy
order has been added: details of the LOB changed as a result are highlighted in bold font. In the
column headings, P stands for Price and Q stands for Quantity.

– Level-1: since p1
b(tk) > p1

b(tk−1) (i.e. 93 > 90), MLOFI1
k = q1

b (tk) = 5;
– Level-2: since p2

b(tk) > p2
b(tk−1) (i.e. 90 > 87), MLOFI2

k = q2
b (tk) = 7;

– Level-3: since p3
b(tk) > p3

b(tk−1) (i.e. 87 > 82), MLOFI3
k = q3

b (tk) = 2;

So, the quantity vector vk is:

vk =
(

5
7
2

)
(13)

All three numbers in vk are positive, which indicates the upward trend of the price.

Case 2: Partial Fulfillment or Cancellation. A new sell limit order crosses the spread,
or a buy limit order at the best-bid position cancels. Figure 2 shows the resultant LOB.

Fig. 2. Left: the initial LOB at time tk−1; Right: the updated LOB at time tk after the quantity
available at the best bid price is altered, either as a result of one or more sellers hitting that bid
price with a total quantity of five, or five items are deleted from the LOB as a result of one or
more order cancellations. Format as for Fig. 1.

Level-1: as p1
b(tk) = p1

b(tk−1) (i.e. 90 = 90), MLOFI1
k = q1

b (tk) − q1
b (tk−1)

= 2 − 5 = −3;
Level-2: as p2

b(tk) = p2
b(tk−1) (i.e. 87 = 87), MLOFI2

k = q2
b (tk) − q2

b (tk−1)
2 − 2 = 0;
Level-3: as p3

b(tk) = p3
b(tk−1) (i.e. 82 = 82), MLOFI2

k = q3
b (tk)− q3

b (tk−1) = 0;

So the quantity vector vk is:

vk =
( −3

0
0

)
(14)

where −3 at Level 1 indicates a potential downward trend for the price, because the
total demand on the bid side decreases.
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Case 3: Full Fulfillment or Cancellation. This is similar to Case 2, but (as illustrated
in Fig. 3) assumes that all orders at Level 1 in the ask book (A1) are transacted by an
incoming buy order, or that the orders making up A1 are cancelled. In this case, we
need to consider the change on the ask side.

Fig. 3. Left: the initial LOB at time tk−1; Right: the updated LOB at time tk after the quantity
available at the best ask price is entirely consumed, either as a result of one or more buyers lifting
that ask price with a total quantity of three, or three items being deleted from the ask side of the
LOB as a result of one or more order cancellations. The whole ask side of the LOB shifts up,
revealing previously hidden sell orders at a price of 105. Format as for Fig. 1.

Here we have:

A1: p1
a(tk) > p1

a(tk−1) =⇒ ΔV 1(tk) = −q1
a(tk−1) = −3; MLOFI1

k =
−ΔV 1(tk) = 3;
A2: p2

a(tk) > p2
a(tk−1) =⇒ ΔV 1(tk) = −q2

a(tk−1) = −5; MLOFI2
k =

−ΔV 1(tk) = 5;
A3: p3

a(tk) > p3
a(tk−1) =⇒ ΔV 1(tk) = −q2

b (tk−1) = −1; MLOFI3
k =

−ΔV 1(tk) = 1;

So the quantity vector vk shown in Eq. 15 demonstrates that if the supply reduces or a
buy has sufficient interest to transact, the price tends to go up (Fig. 4).

vk =
(

3
5
1

)
(15)

Fig. 4. Left: the initial LOB at time tk−1; Right: the updated LOB at time tk after a block bid
order arrives, at a price that is below the current best. Format as for Fig. 1.

Case 4: New Order at Level-m of the LOB. Assuming now that a new large-sized
order comes to the level-2 ask, if we only consider order flow imbalance in the top level
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of the LOB, we cannot detect this new block order. This is the reason why we choose
to use MLOFI.

As there is no change in the level-1 bid,MLOFI1
k = 0. Because a new order comes

to the second-level bid, p2
b(tk) > p2

b(tk−1) (i.e. 89 > 87) and MLOFI2
k = q2

b (tk) =
100. Based on the same rule, MLOFI3

k = q3
b (tk) = 2. So, the quantity vector vk is:

vk =
(

0
100
2

)
(16)

If we only care about first-level order flow imbalance, we get OFI = 0. However,
if we consider second and third levels, we get MLOFI2

k = 100 and MLOFI3
k = 2,

which indicate a huge surplus on the demand side. If a trader can obtain this information
and take action accordingly, it may result in larger profits or smaller losses.

3 Adding MLOFI-Impact to Robot Traders

In our work thus far, we have explored adding MLOFI-based impact-sensitivity to
Vytelingum’s [40] AA trading strategy, creating an extended AA that we refer to as
ZZIAA. The impact-sensitivity source-code that we developed for ZZIAA was then
added to Cliff’s [8] ZIP strategy, giving ZZIZIP, and to the ISHV strategy introduced
by Church & Cliff [6], giving ZZISHV: how we did this, and the results we got, are
described in Sect. 3.1, which is adapted from [44] and was in turn abridged from [46].
Then Sect. 3.2 describes our work on adding MLOFI-based impact sensitivity to the
recently-developed PRZI strategy [7], which is adapted and abridged from [36] but was
not described at all in [44].

3.1 Simple Robot Traders with Impact: AA, ZIP, and ISHV

Implementation. In this section we describe how ZZIAA is created, by the addition
of MLOFI-style imbalance-sensitivity to the original AA trader strategy. Our intention
for ZZIAA was to develop an “impact-sensitivity” module of code that is not deeply
embedded into the original AA [40] so that, if successful, this relatively independent
module could also easily be applied to other trading algorithms. For this reason we
chose the Widrow-Hoff delta rule to update the quote of the ZZIAA towards an impact-
sensitive quote, as shown in Eq. 17. The pAA(t + 1) is derived from the long-term and
short-term factors using the information at time t (see [40]), and τ(t) is the target price
computed with consideration of MLOFI:

pIAA(t + 1) = pAA(t + 1) + Δ(t) (17)

where
Δ(t) = β(τ(t) − pAA(t + 1)) (18)

and
τ(t) = pbenchmark(t) + ooffset(t) (19)

The core of the IAA derivation is how to find τ(t), which consists of two
parts, the benchmark price pbenchmark(t) and ooffset(t). The pbenchmark(t) depends on
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whether the mid-price exists. As Eq. 20 shows, if the mid-pice is available, we can set
pbenchmark(t) as the mid-price, but if it is not, we set pbenchmark(t) as pAA(t + 1),
which can be obtained at time t.

pbenchmark(t) =
{

pmid(t), if ∃pmid

pAA(t + 1), if �pmid
(20)

The ooffset(t) is derived from the MLOFI and the average depth. Assume that we
consider M numbers of levels MLOFI in the LOB, shown in Eq. 21, and that each
MLOFI captures the last N events shown in Eq. 22.

a(t) =

⎛

⎝
MLOFI1(t)
MLOFI2(t)

...

...
MLOFIM (t)

⎞

⎠ (21)

where

MLOFIM (t) =
N∑

n=1

em
n (22)

We can define the average market depth for m levels in a similar way:

d(t) =

⎛

⎝
AD1(t)
AD2(t)

...

...
ADM (t)

⎞

⎠ (23)

where:

ADM (t) =
1
N

N∑

n=1

qa
Mn

+ qb
Mn

2
(24)

Knowing the quantity vector a(t), we need a mechanism to switch this vector to a scalar.
Similar to Eq. 7, we define the offset as Eq. 25.

voffset =
i=m−1∑

i=0

αi c ∗ MLOFI(i+1)(t)
AD(i+1)(t)

(25)

where α is the decay factor (initialized as 0.8) and c is a constant (we use c = 5). Note:
if ADm(t) = 0, the item αm−1 c∗MLOFIm(t)

ADm(t) will not be counted.
To summarise, our work extends AA by the novel introduction of prior contributions

to the econometrics of LOB imbalance from Cont et al. and of Xu et al. in the following
ways:

– Cont et al. and Xu et al. run linear regressions to build their model and use statistical
methods to test the significance of factors. The constants such as c come from mod-
elling real-world data. However our version does not run a linear regression and the
constants such as c and α are determined based on previous studies [10,43]. We can
check the model’s performance by exploring different values of constants.

– In the prior work, MLOFIM (t) and ADM (t) are influenced by the events within
a specified time interval. In contrast, in our work, MLOFIM (t) and ADM (t) are
calculated based on the last N events that occurred in the LOB, regardless of length
of the time interval between successive events.
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Results. Because our MOLFI-based “impact sensitive” module added to AAwas delib-
erately developed in a non-intrusive way, it can easily be replicated into any other algo-
rithm. In this section we first show results from ZZIAA and then we follow those with
results from adding the MLOFI module to ISHV (giving ZZISHV), and to ZIP (giv-
ing ZZIZIP). Because of space limitations, the performance comparisons shown here
focus on situations where the imbalance would cause a problem for the non-imbalance
sensitive versions of the trader agents – and we demonstrate that our extended trader
agents are indeed superior. Extensive sets of further results are presented in [46], which
demonstrate that the extended trader-agents perform the same as the unextended ver-
sions in situations where there is no imbalance to be concerned about in the LOB.

For each A:B comparison we ran 100 trials in BSE [2], the same open-source sim-
ulator of a financial exchange that was used by Church & Cliff. Each trial involved
creating a market where there were N traders of type A (e.g., ZIP) and N traders of
type B (e.g., ZZIZIP) who were allocated the role of buyers, and similarly N of type A
and N of type B who were allocated the role of sellers. Thus one market trial involved a
total of 4N trader-agents: for the results presented here we used N = 10. As is entirely
commonplace in all such experimental work, buyers were issued with assignments of
cash, and sellers with assignments of items to sell, and each trader was given a private
limit price: the price below which a seller could not sell and above which a buyer could
not buy. The distribution of limit prices in the market determines that market’s supply
and demand curves, and the intersection of those two curves indicates the competitive
equilibrium price that transaction prices are expected to converge to.

Although very many of the previous trader-agent papers that we have cited here have
monitored the efficiency of the traders’ activity in the market, we instead monitored
profitability (which only differs from efficiency by some constant coefficient). Each
individual market trial would allow the traders to interact via the LOB-based exchange
in BSE for a fixed period of time, and at the end of the session the average profit of
the Type A traders would be recorded, along with the average profit of the Type B
traders. In the results presented here we conducted 100 independent and identically
distributed market trials for each A:B comparison, giving us 100 pairs of profitability
figures. To summarise those results we plot as box-and-whisker charts the distribution
of profitability values for traders of Type A, the distribution of profitability values for
traders of Type B, and the distribution of profitability-difference values (i.e., for each
of the 100 trials, for trial t compute the difference between the profitability of Type A
traders and the profitability of Type B traders in trial i). We used the Wilcoxon-Mann-
Whitney U Test to determine whether the differences we observed were significant.

ZZIAA. Figure 5 summarises the comparison data generated between AA and ZZIAA.
In the U test, when comparing the ZZIAA with AA, p = 0.007 which meant that the
profit difference between ZZIAA and AA was statistically significant.
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Fig. 5. Profit distributions from original AA tested against ZZIAA: upper figure shows profit data
for ZZIAA and AA; lower figure shows the difference in profits calculated across paired data for
the two types of agent.

Comparison of ZZISHV and ISHV. We can see from Fig. 6 that the profit generated
by ZZISHV was much greater than ISHV. However, this only means that ZZISHV is
better than ISHV under this particular market condition, and this might not be the case
under other market conditions. In the test, the outperformance of ZZISHV can easily be
explained: as a seller, when ISHVmet favourable imbalances, it worked like SHVR and
posted a price one penny lower than the current best ask; in contrast, under the same
condition, ZZISHV chose to set price Δp higher than the current best ask and seek for
transaction opportunities some time later. For example, assume that the current best ask
is 70 and ISHV will post an order with the price equal to 69. Assume that ZZISHV gets
the offset value equal to 20 from the “impact-sensitive” module, and the quoted price
will be 90.

The aim of both ISHV and ZZISHV is the same: to be sensitive to imbalances
in the market. The former uses a function that maps from Δm to Δs to achieve this
objective and Δm is generated based on the mid- and micro-prices in the market. In
contrast, the latter uses MLOFI to achieve the goal. The biggest difference between
ISHV and ZZISHV is that ISHV can only be sensitive to imbalances at the top of the
LOB and the MLOFI mechanism helps ZZISHV to be sensitive to m-level imbalances
on the LOB and thus detect them earlier than ISHV in some cases. The drawback comes
in determination of appropriate parameter values for both ISHV and ZZISHV, where
trial-and-error is the best current option. In the map function of ISHV (Δs = CΔp ±
MΔmΔp if the imbalance is significant), the parameters C and M were somewhat
arbitrarily set in [6] to C = 2 and M = 1. For ZZISHV, when quantifying MLOFI, we
use Eq. 25, and the key parameter c and decay factor α are artificially determined. We
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Fig. 6. Performance of ZZISHV and ISHV when facing large-sized orders from the bid side.
Format as for Fig. 5.

set m = 5 (consistent with the result from [10]) and α = 0.8. The optimal values of
these parameters are not known; poor choices of these constants may cause agents to
perform badly.

Comparison of ZZIZIP and ZIP. ZZIZIP is ZIP with the addition of the MLOFI
module. In the example we present here, sellers will face an excess imbalance from the
demand side. The box plots in Fig. 7 illustrate the results: ZZIZIP has less variance than
ZIP and their median profitability was slightly higher than that of ZIP; in the second
figure, we can see that although there were some outliers on both the top and bottom,
and the bottom whisker was located below zero, the whole box was distributed beyond
zero. Employing the U Test, we got p = 0.002 and can therefore conclude that the
profit generated by ZZIZIP was statistically significantly greater than ZIP. Despite this,
it is worth noting that the average difference in profitability is less than half of the
difference between AA and IAA, given that other conditions remain unchanged. So,
our next question is: what causes the smaller difference in profits between ZZIZIP and
ZIP?

To answer this, we need to examine how ZIP works. ZIP uses the Widrow-Hoff
Delta rule to update its next quote-price towards its current target price. The current
target price is based on the last quote price in the market. Due to this, the last quote
price affects the bidding behaviour of ZIP considerably. In this test, on the ask side, the
10 ZIP sellers were not impact-sensitive and the 10 ZZIZIP sellers were. But, although
the ZIP traders were not themselves impact-sensitive, they were affected by the quote
prices coming from the ZZIZIP active in the same market, and so the ZIPs’ quote prices
approached the ZZIZIPs’ to some extent. In other words, this adaptive mechanisms
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Fig. 7. Performance of ZIP and ZZIZIP when facing large-sized orders from the bid side. Format
as for Fig. 5.

within the non-impact-sensitive ZIP gave it a degree of impact-sensitivity, because it
was influenced by the activities of the impact-sensitive traders in the market. In the
test, if we treat ZZIZIP and ZIP as a group, the average profit generated is 84.82 (95%
CI: [82.16, 87.48]). If we replace 10 ZZIZIPs with 10 ZIPs (total 20 ZIP sellers), the
average profit of ZIP is 79.21 (95% CI: [77.11, 81.31]). With the presence of ZZIZIP,
all sellers tend to make more profit.

3.2 MLOFI Opinionated PRZI Traders for Narrative Economics

Having established in the previous section that MLOFI works well for giving
autonomous trader-agents a robust sensitivity to supply/demand imbalance, we turn
now to use of MLOFI in an agent-based model of a financial market in which the
agents’ trading activities are driven at least in part by their opinion of future events
in the market, and in which agents interact with one another via two channels: posting
buy/sell orders at the central financial exchange, which either result in an immediate
transaction or are added to the LOB; and ‘social’ interactions in which agents active
in the market engage in some number of pairwise interactions with one or more other
agents which can result in the opinions of the interacting agents being altered via some
opinion dynamics (OD) model. That is, this is where we bring things back to the narra-
tive economics of Nobel laureate Robert Shiller [32,33], and the agent-based modelling
work of Lomas & Cliff [25], all of which was discussed in the Introduction section of
this paper.

In a paper released in early 2021, Cliff [7] introduced a new minimal-intelligence
automated trading algorithm named Parameterized-Response Zero Intelligence, or
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PRZI. PRZI’s response is parameterized in the sense that its behavior at any one time is
governed by the current value of its strategy parameter, denoted by s ∈ [−1,+1] ∈ R.
In common with many of the trading strategies reviewed in Sect. 2, a PRZI trader
stochastically generates the prices for its bid or offer orders as iid draws from some
random distribution. For example, Gode & Sunder’s [20] ZIC strategy uses a uniform
distribution bounded on one side by trader i’s limit price λi (the price that i may not
pay above when buying, or sell below when selling) and bounded on the other side by
a system constant. The space of possible trading strategies that PRZI can exhibit does
include ZIC, as the case when s = 0; but as s is moved further from zero, towards
s = ±1, the shape of the PRZI trader’s distribution function smoothly deforms to be
skewed to the left or the right, giving rise to stochastically-generated quote-prices that
are reasonable models of the trader either becoming more urgent in the pricing of its
quotes (i.e., more likely to generate a quote-price that is attractive to potential counter-
parties, so more likely to lead to a transaction, but at the cost of making less profit on the
transaction when it does happen) or more relaxed in the pricing of its quotes (i.e., more
likely to generate profit, but less attractive to the counterparty side and hence likely to
result in a longer wait before a willing counterparty is found). At the absolute extremes
of s = −1 and s = +1, the most urgent PRZI trading strategy is identical to the GVWY
strategy introduced in [2,9] which simply generates quote price of λi with probability
1, maximising the chances of a transaction but offering the strong likelihood of making
no profit at all; while the least urgent PRZI strategy is identical to the SHVR strategy
introduced in [2,9] which simply adds one penny to the price of the best bid, or shaves
one penny of the price of the best ask.

Just as Lomas & Cliff added opinions-dynamics to the pre-established ZIC [20] and
NZI [17] strategies to give new opinionated extensions referred to as OZIC and ONZI,
we add opinions to PRZI to give OPRZI. If an OPRZI trader i at time t has opinion-
value oi(t) ∈ [−1,+1] ∈ R then what is required is to map this onto i’s strategy at
time t denoted by si(t), i.e. si(t) = F (oi(t)) s.t. si(t) ∈ [−1,+1] ∈ R. However, a
moment’s thought reveals that in our ABM a trader’s opinion can be affected by more
than one factor: specifically there is the local influence of the trader’s social interactions
with other traders (i.e., the opinion dynamics aspect, the narrative economics factor);
and then there is the global factor that all traders in the market can see the exchange’s
LOB, and any imbalance on the LOB (as measured byMLOFI) will also affect a trader’s
opinion of where prices are heading in the near-term.

Let the market be populated by a total of NP trader-agents each running OPRZI,
and let oi(t)l ∈ [−1,+1] ∈ R denote trader i’s local opinion, which is maintained
via an opinion dynamics model such as BC [22], RA [16,27], or RD [28]; and let
oi(t)g ∈ [−1,+1] ∈ R denote the global opinion, which i derives from data published
to all by the market’s central exchange – in principle, different traders could have ways
of computing oi(t)g , but in the initial studies reported here we give the same method to
all traders, and they all use oi(t)g = σ(MLOFI(t)) where σ(.) is a sigmoidal function
with asymptotes at ±1 s.t. oi(t)g ∈ [−1, 1].

For completeness we need also to define the global opinion factor oi(t)g in the
situations where one or both sides of the LOB are empty, in which case MLOFI is
undefined. In a real market there are two plausible commentaries on a situation in which
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one or both sides of the LOB are empty: one would involve words to the effect of
“...well, the market’s only just opened, and there’s clearly not enough information in
the LOB, not enough market activity yet, to form a judgement, so we’ll stick with global
opinion of zero, i.e. we’ll sit on the fence for the time being’; while the other could
be along the lines of “...there’s a major supply/demand imbalance because one side of
the LOB is empty while the other side is not, and so there must be very heavy excess
demand or supply and so the global opinion should go fully to +1 or −1 depending on
which side is empty”. In a real market, which of those two narratives you’d settle upon
would depend on wider context, such as how long the market has been open and what
the total order volume is on the nonempty side of the LOB: if the market has only just
opened, and there are just the first few orders populating the LOB, then oi(t)g = 0 is a
reasonable assumption (the alternative, assuming +1 or −1, might introduce some fairly
large opinion-swings at the start of the market) but if you’re mid-way through a trading
session and the LOB has previously been well populated with orders on both sides of
the book but you then find one side of the LOB emptying, that could be a sign that
there has been a major reduction in supply/demand, and then assuming oi(t)g = ±1
would make much more sense. In the interests of minimality, in the work reported here
oi(t)g = 0 has been used if either/both sides of the LOB are empty, because that’s less
likely to introduce wild swings; exploring alternative approaches remains a topic for
further work.

The local and global sources of opinion are combined as a simple linear weighted
combination:

oi(t) = ωi(t)oi(t)l + (1 − ωi(t))oi(t)g (26)

where ωi(t) ∈ [0, 1] ∈ R is trader i’s opinion-weighting: if ωi = 0, the trader ignores
local opinion and pays attention only to global opinion; if ωi = 1 then it ignores global
information and is influenced only by the opinions of other traders that i interacts with.
Such a simple linear combination of global and local opinions has also recently been
shown in [21] to be useful in an agent-based model of opinion dynamics among a pop-
ulation of bettors gambling on the outcome of horse-racing events.

We first established a set of baseline results from amarket in which nothing happens,
and in which all traders hold moderate (near-zero) opinions: these results were then used
for comparison in analysis of results from subsequent experiments where controlled
interventions were made, and results observed. All our results from markets populated
by OPRZI traders are visualized and analyzed in [36]. In this paper, we limit ourselves
to presenting one set of key illustrative results, in which the market is first allowed
to run for a period of time to stabilise to a steady state, and then at a predetermined
time denoted tI , we inject extreme opinions into some number NI of the traders in
the market, and observe the subsequent spread of extreme opinions in the market, and
the effect those extreme opinions have on the dynamics of transaction prices on the
exchange.

The manner in which extreme opinions are injected into the market requires some
care when (as with the RA [16,27] and RD [28] opinion-dynamics models) the extent
to which one agent’s opinion can be affected by another can be dependent on how
close those two agents’ opinions are before they interact: intuitively, this captures the
everyday observation that someone who (for example) holds right-of-centre political
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view is more likely to be influenced to a slightly further right-wing view by interactions
with a fellow right-winger, than they are to be convinced to move toward the left by
interacting with an individual who holds extreme left-wing views; once the difference in
opinions between two agents is too great, they lose the ability to influence one another.
As is explained at length in [36], this required that the injection of extremist into the
market is done with some sophistication: the agents selected to be made to hold extreme
views are set on a trajectory where their opinion is made slightly more extreme on each
timestep, so that they can influence some number of moderates to start moving to a more
extreme opinion (who will then in turn influence other moderates, and so on). This is
in contrast to making the injection of extremists as a sudden step-change in the selected
agents’ opinions, which would immediately render them all as absolute extremists but
would leave them without any influence over the remaining moderates.

Figure 8 shows a scatter-plot of transaction prices in a single ABM experiment
where the market is populated by OPRZI traders, all of whom hold initially moderate
opinions, and where at TI = 300 some number of extremists are injected, whose opin-
ions steadily ramp up to be ever more positive, eventually stopping at the system limit

Fig. 8. Transaction-price time-series: data-points marked by crosses come from a single experi-
ment in which at time TI = 300 (indicated by the vertical dashed line) a number of the OPRZI
trader-agents are injected into the market, to become progressively more extreme, holding ever
more positive opinions, which influence other moderate or neutral traders to also become more
positive. As more traders’ opinions are increasingly positive, indicating that a price rise is immi-
nent, the OPRZI buyers bid more urgently and the OPRZI sellers offer at relaxed prices, and so
the distribution of transaction prices rises in the period after TI .b The vertical dotted line at time
of approx. 780 marks the point at which all traders have become extremists, at which point the
session is halted. The solid dark line shows the mean transaction price, and the gray-shaded enve-
lope indicates plus and minus one standard deviation, for 200 i.i.d. repetitions of this experiment.
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of oi(t) = +1.0. As time progresses, their influence raises the opinion of previously
moderate or neutral traders to also become more positive. As more traders’ opinions
are increasingly positive, indicating that a price rise is imminent, the OPRZI buyers
bid more urgently and the OPRZI sellers offer at relaxed prices, and so the distribution
of transaction prices rises in the period after TI . The experiment is terminated when
all traders hold extreme-positive views with opinion-values greater than some pre-set
threshold (e.g. oi(t) ≥ 0.95;∀i).

4 Discussion and Conclusion

We know of no agent-based model (ABM) prior to Church & Cliff’s [6] in which trader-
agents are given a sensitivity to quantity imbalances between the bid and ask sides of
the LOB. Such imbalances are often (but not always) caused by the arrival of one or
more block orders on one side of the LOB. In this paper we have provided a con-
structive critique of Church & Cliff’s method, pointing out the extreme fragility of
imbalance-sensitivity metrics like theirs that monitor only the top of the LOB. We then
explained the OFI and MLOFI metrics of [10] and [43] respectively, and demonstrated
howMLOFI could be integrated within Vytelingum’s AA trading-agent strategy to give
ZZIAA. We demonstrated that ZZIAA performs extremely well: it performs the same
as AA when there is no imbalance, and significantly outperforms AA in the presence
of major LOB imbalance. We then showed how the imbalance-sensitivity mechanisms
that we developed for ZZIAA can readily be incorporated into other trading-agent algo-
rithms such as ZIP [8] and SHVR [9]. Results from ZZIZIP and ZZISHV are simi-
larly very good and further demonstrate that the mechanisms developed here have given
robust imbalance-sensitivity to a range of trader-agent strategies.

Having demonstrated the robustness of MLOFI in long-established trader-agent
strategies, we then explained how MLOFI can be used to give trader-agents within an
ABM an opinion about near-term price movements that is grounded in the facts of the
current state of the market’s limit order book (LOB), as a global opinion-factor affect-
ing all traders in the market, and how this global factor can be combined with a local
opinion-factor where a trader’s own opinion can be influenced by, and can have influ-
ence over, the opinions of other traders that it interacts with ‘socially’ (via an established
opinion-dynamics model such as BC [22], RA [16,27], or RD [28]) without reference
to the realities of the market’s LOB. Aiming for Occam’s-razor minimalism, we have
established that a simple linear combination of these two opinion factors is sufficient to
give an ABM that seems well set to serve as a platform for examining various aspects
in Shiller’s thinking on narrative economics.

In future work we intend to explore the addition of MLOFI-based impact-sensitivity
to contemporary adaptive trader-agents based on deep learning neural networks [3,42],
and we are currently exploring mechanisms that will allow opinionated traders to intro-
spect, such that when their opinions about future events turn out to be wrong, they
change the way that they form subsequent opinions. Complete details of the work
described here are given in [36,46] and all of our relevant source-code for the ABMs
described here has been made freely available as open-source code on GitHub [35,45],
enabling other researchers to examine, replicate, and extend our work.
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Abstract. This paper assesses an improved framework for evaluating the per-
formance of economies within online multiplayer games. Games in this medium
traditionally require a great deal of testing and analysis to assess the outcomes
and affects of player interactions. This process is normally imperfect and time
consuming, leading a lot of games developers and publishers to maintain a lot of
risk during the development and launch of multi-million dollar projects.

The framework and example project presented within this paper uses deep
reinforcement learning to simulate economic interactions between learning
agents. This is possible by having agents learn from player demonstrations to
interact with game systems such as Battling, Collecting Resources and Crafting
Weapons which allows them to co-ordinate and cooperate to achieve long-term
goals in the game. This paper shows recent breakthroughs in relation to train-
ing these agents to the variety of metrics learning agents can generate to help
games designers test and polish multiplayer experience, which have proved hard
to quantify and measure without extensive play testing.

This paper is an extension paper to our publication in ICAART 2021 [21],
within this paper includes the following additions:
– Further discussion on the economic properties of Eve Online
– An evaluation of how player demonstrations can accelerate the training time

for both agent’s policies
– A measured example of how this tool can balance multiplayer game

economies through parameter tuning.

Keywords: Artificial intelligence · Games design · Reinforcement learning ·
Game economies

1 Introduction

Multiplayer video games can contain virtual economies which support the games design
and systems, providing both the means and the motive to player actions and goals.
Throughout the last two decades, multiplayer game economies have suffered from eco-
nomic forces working against both the players and the games designers and publish-
ers, these flaws have arisen from unwanted inflation to incorrect player priorities. This
project and framework can evaluate most economy designs found within Massively
Multiplayer Online games (MMO) the base metric this paper looks at is inflation.
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Inflation can become an epidemic within a game’s virtual world and form a massive
internal problem when compared to real-world economies. The creation of resources
that can be exchanged for in-game currency is tied to player mechanics; an example
would be when a player receives an additional resource upon completion of a quest.

Systems or mechanics that result in the creation of economic value are effectively
printing money. This process results in the devaluing of the currency in the game, if it is
hard capped or connected to a rising rate of production such as in the game Eve Online.
Gameplay causing an unstoppable inflow of resources has caused rampant inflation
within MMO games [1]. An early example was in Asherons Call: the in-game currency
became so inflated that shards were used instead of money. Similarly, the developers
of Gaia Online would donate $250 to charity if the players discarded 15 trillion Gold
(Gold was the in-game currency used for transactions) [12]. A traditional solution would
be for game designers to create a counterweight such as a sink to prevent problems
within the game’s internal balance. Sinkholes are key tools for game’s designers when
designing economies within virtual economies allowing some resources to be removed
from the economy. Sinkholes are mechanics that take currency out of the games system,
sometimes referred to as “Drains” within machination diagrams [2]. Typical sinkholes
found within online games are Auction Fees and Consumable Items which are only
available from NPC’s (Non-Playable Characters). Players however will endeavour to
avoid these taxes and attempt to amass vast amounts of currency and items as quickly
as possible.

MMO titles which have featured virtual economies have frequently experienced
periods of hyper-inflation due to player behaviour. Ultima Online, an incredibly suc-
cessful early MMO released in 1997 was an early example of the issues players could
present to game designers. Ultima Online’s creator Richard Garriott explained in an
interview how players destroyed the virtual ecology within seconds by over-hunting
and depleting the world of animals within the simulated eco-system [14]. WithinUltima
Online the spawning of new carnivorous animals was connected to the availability of
herbivorous animals. The two types of animals were balanced so players would attack
herbivorous animals such as wolves and bears as they had resources connected to game
progress. When the game went live problems started to surface; resources were being
depleted at an alarming rate and destroying the game’s ecosystem due to players over
hunting herbivores for fun. To solve this problem future games did not restrict the rate
that enemies would spawn, MMO games such asWorld of Warcraft and Star Wars: The
Old Republic uses sinkholes to manage the imbalance set within their economies.

1.1 Proposed System

The framework that we propose assesses inflation within an in-game economy by mea-
suring the price of resources within the game over time. In this framework the economy
is simulated by using reinforcement learning agents playing as both the supplier and
consumer within a simplified game economy both aiming to gain more wealth through
the game systems. This research aims to show the power of reinforcement learning for
both Game Balance [5] ensuring the game is challenging and fair for different types of
players whilst also assessing the game’s economy for potential inflation allowing key
stakeholders to better understand how changes within the virtual economy can influence



296 C. Stephens and C. Exton

player interactions such as trade without releasing the game or extensive user testing.
This paper is built upon two clear objectives:

1. Measure the upper limits of inflation within a multiplayer game economy;
2. Provide a tool for simulating different changes to a game’s economy for analysis.

2 Related Works

This work is compromised by ideas and methodologies from a wide variety of fields, but
it is most focused on areas within the study of games, from games design and automated
design, all the way to higher level sub-disciplines for games designers such as game
balance and game theory. This work incorporates ideas structures and concepts from
artificial intelligence such as deep reinforcement learning and Monte Carlo simulations
and parameter tuning and optimisation. A brief overview of the most relevant disciplines
can be found within this section.

2.1 Parameter Tuning

A discipline and challenge found within both Games Design and Artificial Intelligence;
within AI parameters are the values for the weights and biases found inside each neu-
ron of a neural network. Optimisation methods such as Stochastic Gradient Descent
provide improved values for a neural networks parameters when optimised towards a
certain goal, goals within Artificial Intelligence could be anything between supervised
learning on cancer scans to reinforcement learning improving an agent’s policy. Param-
eter Tuning in games development is normally grouped with games design. Within the
structure of any games design all mechanics and systems that use comparisons to evalu-
ate game state are given real data to evaluate, an example of this is the different numbers
such as damage, durability and accuracy attached to a weapon. These specific values are
parameters of the game and are key to evaluating transitive mechanics throughout the
balancing process, these values are tweak to create the expected aesthetics and dynam-
ics of the games design.

2.2 Game Balance

Game Designers rely on a variety of practices to ensure fair and fun experiences for
players by analysing mechanics and systems. In order for designers to create these
experiences, the designer assesses the fairness, challenge, meaningful choices, and ran-
domness of the different events and challenges within the game. Several terms have
emerged over the years to define and explain aesthetics within common genres, one
such term is ‘Game Feel’ [22] a practice of making the mechanics, i.e. “moving parts”
of a game more impactful by adding effects such as:

– Screenshake;
– Particle effects;
– Post processing.

An oversimplification of game balance can be defined as “do the players feel the game
is fair” [3]. To successfully balance a game, a variety of considerations and tolerances
depending on the game, genre and audience must be considered.
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Cost Curve Analysis. Game Balance was traditionally achieved using analytical meth-
ods such as cost-curve analysis, spreadsheet and Excel macros. Tools and techniques to
evaluate the validity of game parameters evolved over the years. A new addition to
the game’s designers tool belt are machination diagrams, a more visual and interac-
tive framework to test the internal game balance [2]. Each of these methods follows a
reductive process that allows the designers to see the impact when values are changed
within the games’ internal systems. A more traditional tool when balancing transitive
systems Cost-curve analysis as an example associates every mechanics, systems and
items within the game with a benefit and a cost [6] value, this type of analysis shows the
designer if any individual component deviates too much from the mean. Designers place
the the cost increases of an item in line with the benefit of a game, mechanic or resource,
each item within the world have been refereed to as the Jedi Curve within Magic The
Gathering [8]. The cost-benefit relationship between each item forms the shape of the
curve. During the balancing process, a designer can use it to see where a specific game
component fits within the system. Small imbalances are allowed, as choosing the most
efficient or effective item creates an interesting decision for the player. However, game
mechanics that are obviously too high on the cost curve are traditionally identified for
a redesign or a small nerf (making a mechanic a worse option to improve the variety
of possible options). This approach works well with traditional arcade games and role
playing games. However, this approach is less effective in multiplayer games due to less
defined relationships and chaos that can attributed to multiplayer environments.

2.3 Automated Game Testing

Game testing has traditionally relied on human play testers or scripted play testing
requiring prior knowledge of the game and systems, especially during early devel-
opment of the game. Play testing is an integral component of user testing games to
ensure a fun and engaging experience for players, designed to review design decisions
within interactive media such as games and to measure the aesthetic experience of the
game compared to the designer’s intentions [9]. Huge strides have been taken to auto-
mate this process using learning agents trained with a variety of supervised and rein-
forcement learning approaches [4]. Reinforcement learning (RL) models have allowed
learning agents to achieve human-like performance in a wide variety of, a wide variety
of developers and researchers have been experimenting with machine learning to test
their games. An example of this in practice is King’s automated play testing of their
Match-3 “Crush Saga” games where they trained agents to mimic human behaviour
and using these agents within simulations, designers can test new level designs [10].
This testing has a lot of different use cases and contexts depending on the department
spearheading the initiative. Quality assurance departments may consider employing
trained bots/learning agents to test the game levels, mechanics and players to detect
bugs. Examples include: missing collisions within the level geometry; finding holes
in the narrative events that can hard/soft lock players from progressing; modl.ai is an
excellent example of a company which offers this service to games developers and pub-
lishers.



298 C. Stephens and C. Exton

Fig. 1. Crafting Machinations Diagram [21].

3 History of Economies in Games

MMOs feature some of the most impressive economic interactions between agents
found in video games. Lots of research has been done to explore virtual economies
[7]. This research identified some necessary mechanics that are required to allow fluc-
tuations in value for virtual currencies. These mechanics, which include the creation of
the currency using in-game mechanics, can be formulated as: ‘Be directly connected
to real-world currency’. An early example of this link between physical and game cur-
rency can be found in Entropia Universe, a free-to-play MMO released in 2003 where 1
USD is tied to 100 PED (Project Entropia Dollars) on a fixed exchange rate [16]. There
are ethical concerns for this mechanic regarding how the currency is stored and how it
can be used for gambling as a key game mechanic.

Online multiplayer game economies include an extensive range of possible sys-
tems, the base of a virtual economy consists of currencies, resources and rulesets for
how these resources should be exchanged between both player and nonplayer entitities.
When designers talk about balancing game economies, they generally mean balancing
mechanics that feature conversion between two resources. In game economies, game
designers define how players obtain the currency and by how much of each currency
key resources cost in the game. This paper discusses game economies that are sig-
nificantly affected by supply and demand between multiple players. To facilitate this
specific in-game mechanics, a first requirement would be allowing players to sell items
within the world and the second would be having different requirements for different
types of players incentivising trading and cooperation.

MMO’s markets experience periods of stagnations and fluctuations similar to mod-
ern stock markets, this is very different from traditional single-player games where the
prices of items in shops are a key balance consideration. A good example of this was
explored earlier in Eve Onlinewhere each seller has a different set price for the resource
they are selling. The cost and availability of resources and processed items within the
world are key when considering both player progression and the difficulty of achieving
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particular quests and challenges. Within single player games, the prices of items can be
set to allow sufficient challenge without giving the player an un-surmountable hurdle
to cross, multiplayer games can feature supply and demand, which can affect the play-
ers ability to progress within the game world. Other techniques found in ‘free to play’
games are illiquidity; (players have to convert one currency into another before they can
make certain purchases).

Due to the infinite nature of enemies found within MMO games, alongside the per-
sistence of player inventories throughout multiple years of updates and promotions can
cause issues to arrise either inadvertently or by error (exploits and bugs). Key items
which were once rare may quickly become common place, eroding the value of them
to players, this erosion is not only to player inventories but to developers margins due
to players being motivated by scarce and hard to find content. Many games create pres-
tige and scarcity by allowing players to own physical space (for example, land and
property) in Second Life or spaceships and space-stations (as it is done in Eve Online).
This economy is different from the game play-based economy where the property is a
finite resource that can be traded endlessly. It also has different types of values based
on location and amenities, e.g. citadels near trading posts are worth more due to footfall
similarly to real estate in real-world cities.

Large Massive Multiplayer Online (MMO) games such as RuneScape and World
of Warcraft (WoW) have tackled the issue of hyperinflation over the years with vari-
ous levels of success. MMO’s have experimented with integrating real-world financial
policies to curb inflation. These solutions include creating a reserve currency to put a
minimum value in the in-game currency. It is also worth implementing illiquidity in the
transnational mechanics within the game’s auctions and trading systems. These design
considerations are slow to develop and it is difficult to measure the effects accurately
before the game’s release.

3.1 Eve Online

RuneScape operates trade squares to players allowing them to exchange their goods.
Runescape servers operate up to 2000 players at a time. Eve Online is hosted centrally
among all players. To achieve this functionality, the marketplace system of Eve Online
was structured similarly to the NASDAQ [24]. The NASDAQ handles all trades digi-
tally, allowing the exchange to efficiently and transparently display thousands of com-
panies to millions of investors. Eve Online has an in-game currency called ISK with a
conversion rate of 6 USD to 1 Billion ISK which players can convert both ways.

Eve Online has probably the most consequential and intricate economic system of
any MMO game, one of the most relevant considerations and designs considerations
within Eve Online’s is the sales tax [23]. Eve Online’s sales tax, these taxes are applied
to millions of transactions every day. After the transaction a proportion of the sale is
given to the Secure Commerce Commission which was around 2% which is one of
the economic sinks baked into the game’s design. This tax was changed to 5% in June
2019. This change encouraged players to facilitate their own trade in Citadels eventually
reducing the price down for in-game trade to 1%.
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4 Testing Economies

Artificial Intelligence techniques have provided some means for testing and evaluating
economic policy and fiscal design. Salesforce showed how using a learning environ-
ment; different tax policies can be tested and assessed on specific economies [25]. The
AI economist is capable of using reward signals from the learning environment such as
the positive affirmation of earning money and the punishment of being taxed to create
incentives for the agents to relax and enjoy their day and to work within their society
and contribute. This work highlights the great potential in finding optimal tax rates and
policies to generate the most income for the government without creating disincentives
for the agents working when they could be resting.

Games developers have traditionally used modelling techniques to test economies
within games [2]. Machinations is a graph-based programming language created by
Joris Dormans with a syntax that supports the flow of resources between players. A
modern equivalent is the excellent Machinations.io web app that modernises the previ-
ous machinations toolset. Machinations allow game’s designers to model the creation,
flow and destruction of resources within the economy. It also allows resources to be
exchanged and converted within a visual interactable simulation.

5 Parameter Tuning

Parameter Tuning when being discussed as a component of a game’s design “Involves
making low-level changes to game mechanics settings such as character movement
parameters, power-up effect, or control sensitivity.” [27] Within a multiplayer games
such as the example project this environment simulates, these parameters include the
individual parameters of each monster including:

– Weapon Damage
– Health Points
– Accuracy
– Speed
– Transitive Type

Individually changing each component of each monster and each weapon is an incredi-
bly tiring process; a way of assessing the accuracy and validity of so many parameters is
to test the wider game and optimise towards that using methods such as gradient descent
or parameter optimisation. To achieve this we have assessed the affect of changing the
difficulty of collecting resources to the rate of inflation within the game world. This
measures whether making the world less plentiful with resources can prevent unwanted
scenarios for players and developers.

6 Methods

This research aims to measure inflation within a game economy. This is achieved by
using a game economy as a learning environment for reinforcement learning agents and
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tracking transactions between them after collecting resources from the world around
them. Industry standard tools are used for the game engine and sample code to make
this work more accessible for game development professionals. The process to achieve
this can be broken into 3 steps:

1. Implement a simple MMO economy using Unity game engine;
2. Train learning agents to play the game allowing them to create, sell and win

resources from the game world;
3. Assess the game economy by deploying the trained learning agents within the game

world and record the price of transactions.

This framework assesses sample virtual economies within a simulated MMO game
using learning agents to simulate the needs and desires of different players. The sam-
ple economy is a circular economy between two different types of agents, Adventurer
Agents and Crafting Agents. Crafting Agents post resource requests that Adventurer
Agents can choose to collect for the reward similar to a guild system within a modern
MMO. Both sets of agents within this learning environment are dependent on cooper-
ation and bartering between each other to progress in the game. The two agents have
separate reward signals; Crafting Agents are rewarded based on the success of their
business practice. If an Craftsman Agent sells an item for a profit, it receives a reward.
This reward signal is the percentage profit of the sale that was made. The reward signal
that fuels the Adventurer Agents would be more similar to a career progression. The
Adventurer Agent has two reward signals, the first is financial if an agent makes money
it receives a reward. The second reward signal is when the adventurer agent buys an
item that improves its stats and a passive one that the increase in the agents stats is a
reward signal. The implementation for the agent’s policy was possible using ml-agents
an open-source plugin for Unity [15] that allows for the development of reinforcement
learning agents within Unity.

6.1 Economy Design

Traditional MMO economies are facilitated by the supply and demand provided by
the game’s players. The demand within the in-game economy is achieved by having
players needing different types of weapons and resources to achieve their short term
objectives within the game. Examples include how Warriors and Mages in World of
Warcraft would desire different equipment, allowing both to sell unwanted or useless
equipment to each other. This example project features a similarly designed structure.
Consisting of two layers, the first is between different types of Adventurer agents which
there are three types of adventurer’s: Swordsman, Brawler and Archer agents. Different
types of adventurers can use different types of weapons such as Bows and Swords. The
second layer is between Craftsmen agents and Adventurer agents, Craftsmen agents are
business focused while Adventurer agents are battle focused. Craftsman agents spend
money to receive resources to make equipment which they sell for a profit. Adventurer
agents in an opposite approach use the equipment to collect resources that they sell
to craftsman agents. Both agents have to cooperate to prosper within this economy,
allowing a wide variety of interactions and influences. The supply is achieved by having



302 C. Stephens and C. Exton

mechanics within the game that creates and changes different resources; these include
loot drops from battles, and crafting resources into more valuable weapons that will sell
at a higher price to buyers.

The game’s internal economy was tested as a machination diagram, as shown in
Fig. 1. The economy is based on Craftsman and Adventurer agents agreeing on the price
of resources and items to facilitate trade. This agreement within the system can be seen
in the two types of Registers within the machination diagram. The first register type is
for the Craftsman agent that allows them to set the price of the request. Moreover, it is
an interactive pool that Adventurer agents can use to agree on the price. This interaction
locks negotiations for both parties. The second type of register within this diagram is
the price for the crafted weapon. This register allows the craftsman to change the price
of the weapon even when they have no stock of the weapon. When an Adventurer agent
interacts with the Trade node, this exchanges the item in the shop with the Adventurer
agent’s money. The values chosen for the different outcomes were based on play testing
the economy design with different parameters to ensure neither the Adventurer nor
the Craftsman runs out of money, which could bring the simulation and economy to a
standstill. This was possible using Monte Carlo techniques to simulate players using
the Machinations.io [18]. The economy as shown in Fig. 1 was simulated over 1000
time-steps within the environment over 20 iterations for each configuration of the items
specific statistics. An example of the balancing process can be seen in Fig. 9 which
shows the steady upwards direction of the economy and the constant progression and
purchasing throughout the simulation. A Monte Carlo search for games design is a
popular strategy for exploring the search space of strategies and game states [26,28].

Table 1. Enemy Loot Drops [21].

Area Name Health Damage Wood Metal Gem Scale

Forest Owl 10 2 1

Forest Buffalo 10 5 2 1

Mountain Bear 15 5 2 2

Mountain Gorilla 20 5 2 2 1

Sea Narwhale 15 6 1 1 2

Sea Crocodile 22 4 2 2

Volcano Snake 20 5 2 1

Volcano Dragon 25 6 2 1 2

6.2 Adventure Agents

Each Adventurer agent can access three unique game systems where they can interact
with other agents, a flow diagram of the different systems can be found in Fig. 3.

Request System. The request system is similar to a guild inWorld Of Warcraft; Adven-
turers can see all active resources that Crafting agents requested and the reward when
the request is complete. Adventurer agents can choose up to five individual requests to
fulfil.
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Battle System. Agents are able to travel within the virtual world. There are four dif-
ferent environments Forest, Mountain, Sea and Volcano each with varying types of
enemies to encounter. When the agent enters an area, a random battle occurs which is
designed similarly to Pokemon battles; the authors used Brackey’s turn-based combat
framework for the implementation of this system. Players can choose to Attack, Heal
or Flee during combat. If either the players’ or enemies’ health points drop to zero the
game is over. If the player was victorious, a loot drop occurs with items and probabili-
ties based on the enemy that the agent defeated. Specific loot values for different enemy
types can be found in Table 1. The main challenge of the battle system is to manage the
player’s health points between battles and battling enemies that have sufficient chance
to drop resources needed for each agent’s accepted requests.

Fig. 2. Adventurer System.

Fig. 3. Shop System.

Shop System. The shop system allows Adventurer Agents have access to the weapons
that Craftsman agents have submitted to their shops. Adventurer Agents can purchase
items from them. Each weapon is placed within the Adventurer’s inventory and a
weapon is equipped if it is the strongest weapon in the agents inventory. Better equip-
ment allows the Adventurers to encounter stronger enemies and receive more loot. If
the agent’s health drops to zero, it loses the battle and suffers a loss of 5 units of gold
from the Adventurer agents wallet.
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Sensors. The adventurer agent has six unique sensors to inform each agent of its current
state and the visible state of the systems around them, agent sensors normalize scalar
data and use one hot encoding for categorical data

– Base Sensor (7 Data Points): Informs the agent to its money, health, current-active-
system & adventurer-type.

– Inventory Sensor (8 Data Points): Informs the agent to its current weapon, current-
damage & number of weapons.

– Current Request Sensor (18 Data Points): Informs agent to the requests they have
accepted, the number of crafting materials that is required and the number of crafting
materials they have obtained.

– Adventurer Sensor (18 Data Points): Informs the adventurer (if the adventurer
is in the adventure subsystem of the game) Where the agent is, what the agent is
fighting, both fighters’ health and the current state of the system for that agent.

– Request Sensor (62 Data Points): Informs the adventurer (if the adventurer is in
the request subsystem of the game), what requests are available, the number of items
required, and the price per item.

– Shop Sensor (55 Data Points): Informs the adventurer (if the adventurer is in the
shop subsystem of the game), what items are available for sale, the prices, and the
shop the items are attached to.

6.3 Co-operative Behaviours

A new addition to the simulated economy is co-operative battles between multiple
players and AI instances, this more closely mirrors the types of battles found within
MMO games. Agents are rewarded and punished as a group in this instance using MA-
POCA (MultiAgent POsthumous Credit Assignment) [17] instead of SAC to train the
actors. MA-POCA allows agents to train collaboratively. To achieve this system, we
use a queue similar to games such as Overwatch and League Of Legends. Adventurer
Agents choose an environment to play, they enter a queue when the queue has enough
players to make a team, a group is made and all agents move to the battle where they can
fight together, when a game is over the reward is assigned and the group is de-registered.
This system is not included in the results to make sure that results are consistent with
previous samples, but we do hope to undertake more research in this area in the future.

6.4 Crafting Agents

Each Crafting agent has two different abilities. (A flow graph can be found in Fig. 3).

Request System. The ability to input requests for materials which include Wood,
Metal, Gems and Dragon Scales. Craftsman Agents can change both the number of the
resources they require and the price they are willing to pay for it. This system is similar
to a guild request found in many traditional MMO’s. From this marketplace, Adventurer
agents will take requests which they can fulfil through battling and exploration.

Crafting System. The crafting system allows each agent can craft a variety of weapons
using the resources they have received. The third and final ability of the Crafting agent
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is how the agents interact with their shopfront. Agents can put items in their shopfronts
to replenish stock. They also have the ability to increase and decrease the price of each
item. There are five unique weapons that a Craftsman could create with different craft-
ing requirements; this can be seen in Table 3.

Craftsman agents have a passive inflow of money into their wallets, This source
within the Machinations diagram, this design consideration prevents stagnation within
the system when agents may have no money, this prevents a lack or requests being made
which would remove incentive and reward from the Adventurer Agents.

Table 2.Weapon Stats & Crafting Requirements [21].

Item Name Damage Durability Wood Metal Gem Scale

Req. Req. Req. Req.

Beginner 7 5 2 2

Intermediate 9 6 3 3

Advanced 10 7 2 2 1

Epic 12 7 2 2 2

Master 13 8 3 3 3

Ultimate 15 10 3 3 3 2

Sensor

– Base Sensor (9 Data Points): Shows the agent its current money, the system it is
currently using, and the number of resources they have of each type.

– Config Sensor (24 Data Points): Captures the crafting requirements for different
weapons to inform the agent when making decisions in different game systems.

– Request Sensor (33 Data Points): Shows the agent, the requests they have made
(number of items, and price) and the current average price for that kind of request.

– Crafting Sensor (56 Data Points): Shows the current resources the agent has and
the requirements of different weapons.

6.5 Training

Each agent is trained using Soft Actor-Critic (SAC) policies using multi-agent rein-
forcement learning; this is possible by using Unity’s excellent ML-Agents package
[15]. ML-Agents allows developers and designers to train learning agents within Unity
game environments. The knowledge is achieved by using Self Play within the environ-
ment [20]. Self Play improves the learning process by having multiple agents within the
environment use previous versions of the agent’s policy. Self Play stabilises the agents
learning by allowing a positively trending reward within the learning environment. This
was implemented within the learning environment by having half of the Adventurer and
Craftsman agents infer their decisions from previous versions of the policy.

Behavioural Cloning/Imitation Learning. “Behavioural Cloning is a method by
which human subcognitive skills can be captured and reproduced in a computer
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program” [19]. There are a variety of different types of learning algorithms that try
to mimic human behaviour and make a policy for a learning agent based on a player’s
interaction with the learning system, policys that are built using this paradigm can be
separated into Imitation Learning and Behavioural Cloning. Imitation learning uses
pairs and observations and actions from a demonstration to learn a policy, meanwhile
Behavioural Cloning trains an agent’s policy to exactly mimic the actions shown in a
set of demonstrations. Unity ml-agent’s has the capacity for both we evaluated the diffi-
culty of training both Adventurer and Craftsman Agent’s policies using a combination
of Behavioural Cloning, GAIL and Curiosity Learning. 3 Demonstrations of approx-
imately 2min were recorded for both agents and used to evaluate different training
algorithms for the agent’s policy.

GAIL of (Generative Adversarial Imitation Learning) [13] uses adversarial neural
networks to reward the agent for behaving similarly to the demonstrations. Within the
adversarial structure the discriminator network is trained to distinguish between the
Action-State pairs of the expert demonstration and the reinforcement learning agent.
Meanwhile the agent’s policy network which acts as the Generator network for the
data used by the Discriminator is trained to learn a policy that produces similar action-
state pairs to the demonstration, and is rewarded when its pairs pass as demonstrations
to the Discriminator Network.

The accelerated training of the agents is as follows:

– Behavioural Cloning: used first in pre-training
– GAIL: used with extrinsic reward within the learning environment
– RL (SAC): used to complete learning and generalisation within the learning envi-
ronment

Curriculum Learning. Before deciding to supplement the learning with GAIL, exper-
iments were made to use curriculum learning to accelerate the learning process within
the simulation. The curriculum reward signals would reward behaviour that would guide
the agents towards achieving their objectives and can be found in Fig. 3. Curriculum
learning allows the agent to learn a simpler problem. In this learning environment we
created mini objectives for both kinds of learning agents.

Training Results. Results for the training can be found in Fig. 4 this shows the steps
within the learning environment it took the respected policy to achieve an average
cumulative reward of 1 within the learning environment. We took this value as a good
baseline for training performance for each policy; this is shown in the graph having
either behavioural cloning or GAIL making the biggest difference when training the
agent to perform - the results show significant improvement over the original policy.
This graph hides the computational time pre-training took, however it was negligible
with the small sample set of demonstrations that were used.

6.6 Economy Sinks

Both the adventurer, crafting and virtual environments for the game were designed
to sustain a healthy supply-demand curve to regulate the prices between the differ-
ent weapons and resources. However, the base environment has a traditional feature
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Fig. 4. Steps To 1 (Average) Cumulative Reward.

of online game economies that have been the cause of previous instances of hyperin-
flation. Such hyperinflation is caused by the infinite monsters within the adventuring
system, potentially allowing the cost of resources to plummet for the Crafting Agents.
The game is designed to prevent hyperinflation by having excess rewards removed from
the in-game economy. This is achieved by having each Adventurer agent discard items
if they do not have a current request for that item. This mechanic is a similar mechanic
to how Monster Hunter’s request system works by having unique issues for the early
application, preventing the player collecting all potentially early game items within their
first journey into the wild area.

6.7 Training

The reward signal for both Adventurer and Craftsman agents was to incentivize the
agents to coordinate with each other. This was achieved by rewarding the Craftsman
Agents for selling items, with the reward signal being the percentage profit made during
a sale. The learning agent is rewarded when it earns money. This is achieved when an
agent completes a resource request. The Adventurer agent is penalised with a penalty of
-0.1 to punish the agent for its failure. Adventurer agents have a similar reward signal;
every time they earn money, they receive a proportional reward signal ranging between
0-0.8 based on the value of money they have gained. Adventurers earn money when
they complete a resource request. Both agents’ policies are updated using Soft-Actor
Critic a learning algorithm for reinforcement learning [11]. Soft Actor-Critic allows
higher levels of entropy within the system, enabling further exploration of the stochastic
action distribution.

Each episode during training is started by resetting every agent’s inventory and wal-
let, giving them the starting value of 100 gold units and no weapons. When the Ulti-
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mate Sword is both crafted by the Craftsman agent and sold to an Adventurer agent,
the episode is determined to be over, as there is no future content that the agents have
yet to experience. Each agent’s neural network has 128 units in each of its two hid-
den layers between input and output neurons. We previously explored having intrinsic
rewards during the training process, however, we observed no significant increase in
performance within the learning environment; with a significant increase in the com-
putation cost whilst training each agent’s policy. This reward signal was achieved by
supplying a small curiosity reward to encourage exploration of the possible scenarios
within the learning environment.

Table 3. Curriculum Rewards [21].

Reward Name Reward Agent

Purchase Reward 0.3 Adventure

Sell Reward 0.2 Craftsman

Win Reward 0.1 Adventurer

Resource Reward 0.1 Adventurer

Resource Complete Reward 0.2 Adventurer

Craft Reward 0.4 Craftsman

6.8 Parameter Tuning

Crafting Requirements. Using the trained agents within the simulation, we can
change the required resources needed for crafting items as shown in the graph bel-
low 5. Scarcity of weapons is controlled by randomly increasing the required resources

Fig. 5. Resource Tuning.



Advances in Measuring Inflation Within Virtual Economies 309

of each item randomly by 1 resource at a time. This requires Craftsman agents to input
more resources, it requires Adventurer agents to take on more battles.

6.9 Data Collection

After successful training of both the Craftsman and Adventurer agents’ policies, the
trained models were then used within the learning environment to generate and collect
data. Data was collected by recording the sale prices of weapons within the simulation.
This was recorded as Comma Separated Value (CSV) data alongside the time within
the simulation that the exchange occurred.

To record the parameters for crafting each CraftingMap, (a list of required resources
and how many resource is needed for each weapon) is output at the beginning of the
simulation with a key to map between game events and the configuration parameters.

7 Inflation Results

The beginning results of this paper are a continuation of the results from the initial
paper [21]. As show by the sale price of Beginner and Advanced swords shown in Fig. 6
and Fig. 7. The trend lines in both diagrams show a clear upwards trajectory within
the virtual economy, the shape of the graph lines provides a more interesting picture
showing a more in-depth look at the particulars of this game’s economy. As shown in
the graphs, between the 5th and 10th hour of simulation, the price increases for both
weapons. This could be seen as a higher level of demand for the item from the Adven-
turer agents. This is quickly followed by a decrease in price representing a small dip
within the game’s economy, potentially relieving the burden on the Adventurer agents
within the economy and having the burden of more competitive prices affecting the
Shop agents reward signal.

Fig. 6. Sale value of Beginner Swords [21].
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Fig. 7. Sale value of Advanced Swords [21].

Fig. 8. Inflation Vs Crafting Difficulty [21].

7.1 Results - Parameter Tuning

As shown in Fig. 8 the rate of inflation over a 24 h simulation reduces if we increase
the crafting cost. We infer this is because items become less plentiful and the price
of resource requests decreases compared to the standard configuration of the system.
This would be similar to when the GDP of a country is smaller the cost of goods and
services are also smaller due to the higher availability of labor. Considering the effect
on the economy, we would also recommend tweaking the durability of items to change
how long they can stay in the system.
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8 Discussion and Future Work

Virtual Economies within online games have grown in popularity as a design com-
ponent in both single player free-to-play game and massive multiplayer AAA games
published on consoles and PC’s. Testing and evaluating multiplayer games is becoming
harder to achieve due to the compounding factors of the bigger game world, (4 km by
4 km maps) are and multiplayer mechanics (multiple high profile games such as Fall
Guys and Fortnight having 100 player online multiplayer). The authors recommend
automated agents for testing the different systems in multiplayer video-games. Better
testing ensures the stakeholder’s confidence more robust allowing accurate evaluation
of the systems before releasing them to the public a vital precaution to ensure consis-
tent profitability of the game throughout its life cycle. Testing virtual economies has
the potential of allowing companies to protect their assets whilst earning higher and
more consistent revenue during the products life cycle. Other techniques to test game
economies such as machinations and analysis of player data allows developers to assess
the health of the game’s economy. However, these approaches are possible only during
prototyping and may not encapsulate the entire possibility space of the game’s mechan-
ics. This framework offers a middle ground that allows key stakeholders of the game
to test the same economic systems found within the game. Moreover, it allows player
motivation to be modelled in the form of the reward signal found within our learning
environment.

Future work within this research should explore the effectiveness of this approach
in different types of economies with other starting parameters. Comparing different
economies would make it possible to evaluate the effect of inflation within economies
containing positive or negative feedback loops. Monopoly with a very high level of
positive feedback within the game has a history of exploding inflation and competition
as a core premise. Comparing this economy to a more serious game with a negative
feedback loop such as This War of Mine could highlight the exact difference in flow
between these two very different experiences.

The authors propose using this framework in a more extensive online game with
multiple mechanics for gaining money and resources. This could potentially allow game
designers to assess the impact of different play styles and systems on the games internal
economy. This research could be extended by training another neural network whose
responsibility is to view transactions between agents in order to predict inflation within
the economy during the simulation. This neural network could be used within the game
to prevent fraud or hyperinflation in a way similar to how credit card companies prevent
fraud in their systems.
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Appendix

Fig. 9.Monte Carlo testing of Economy Design [21].

Fig. 10.Monte Carlo Item Purchase Frequency [21].

References

1. Achterbosch, L., Pierce, R., Simmons, G.: Massively multiplayer online role-playing games:
the past, present, and future. Comput. Entertain. 5(4), 1–33 (2008). https://doi.org/10.1145/
1324198.1324207

2. Adams, E., Dormans, J.: Game Mechanics: Advanced Game Design, 1st edn. New Riders
Publishing, USA (2012)

3. Becker, A., Görlich, D.: Game balancing - a semantical analysis (2019)

https://doi.org/10.1145/1324198.1324207
https://doi.org/10.1145/1324198.1324207


Advances in Measuring Inflation Within Virtual Economies 313

4. Bergdahl, J., Gordillo, C., Tollmar, K., Gisslén, L.: Augmenting automated game testing
with deep reinforcement learning. CoRR abs/2103.15819 (2021). https://arxiv.org/abs/2103.
15819

5. Beyer, M., et al.: An integrated process for game balancing (2016). https://doi.org/10.1109/
CIG.2016.7860425

6. Carpenter, A.: Applying risk analysis to play-balance rpgs (2003)
7. Castronova, E.: On virtual economies. Game Studies 3 (2002)
8. Credits, E.: Perfect imbalance - why unbalanced design creates balanced play (2012). https://

www.youtube.com/watch?v=e31OSVZF77w. In comment section. Accessed 26 Oct 2021
9. Fullerton, T.: Game Design Workshop. A Playcentric Approach to Creating Innovative

Games, pp. 248–276 (2008). https://doi.org/10.1201/b22309
10. Gudmundsson, S., et al.: Human-like playtesting with deep learning, pp. 1–8 (2018). https://

doi.org/10.1109/CIG.2018.8490442
11. Haarnoja, T., Zhou, A., Abbeel, P., Levine, S.: Soft actor-critic: off-policy maximum entropy

deep reinforcement learning with a stochastic actor. In: Proceedings of Machine Learning
Research, vol. 80, pp. 1861–1870. PMLR, Stockholmsmässan, Stockholm (2018). http://
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Abstract. This work prescribes a practical city scale path planning in
the presence of traffic delays. Edge weights are not fixed and are stochas-
tically defined based on the mean and variance of travel time on them.
One main objective is to minimize the running time of the overall pro-
cedure at query time, and hence the response time to the shortest-path
queries are crucial. Agents are car drivers who are moving from one point
to another point at different times of the day/night. Agents pursue two
types of goal. The first group desires the path with the highest probability
of reaching their destination before their desired arrival time. They look
for the most secure route. The second group are the agents who are open to
take a riskier decision if it helps them in having the shortest en-route time.
Pre-computation and approximation has been used in order to scale the
path planning process and make it practical in city scale route planning.
The city graph is partitioned to smaller groups of nodes using community
detection and clustering methods, and each partition is represented by its
exemplar. In query time, source and destination pairs are connected to
their respective exemplars and the path between those exemplars is found.
Paths are stored in distance oracles for different time slots of day/week
in order to expedite the query time. Distance oracles are updated weekly
in order to capture the recent changes in traffic. The proposed framework
handles queries in real time while the approximate paths are 3 to 5% longer
than exact paths.

Keywords: Stochastic path planning · Congestion-aware modeling ·
Community detection methods · Distance oracles · Approximation

1 Introduction

When the volume of traffic is greater than the capacity of the streets congestion
is likely to happen. In the era of accelerated urbanization around the world, prac-
tical path planning approaches considering the level of congestion are more crit-
ical than ever before [1,4,18]. In modeling city scale traffic, congestion changes
throughout the day which results in having uncertain travel time on the road
segments [14,27]. One of the main approaches is stochastic path planning frame-
work which city is modelled as a graph and the graph’s edge weights are the
mean and variance of the travel time on each edge during the given time inter-
val. Travel time is defined as a random variable as its value depends on the
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time of the day and day of the week. Travel time variability is one of the most
useful indicators to measure the performance and reliability of a transportation
systems [7].

In this work we adopted stochastic path planning framework and modelled
agents as car drivers which pursue different goals. Two types of agents have
been modelled for a given origin, destination pair: a) the agents that look for a
path that maximizes the probability of reaching the destination within a given
deadline and b) the agents who look for the shortest en-route time while the
probability of making the deadline is at least a given threshold. A path planner
satisfies the agents’ goals by minimizing the path costs over the travel time
random variable toward the agents’ goals. Edge weights are defined as mean and
variances of travel time for each time slot. While the mean shows the average
traffic on the edge, variance reflects how far the values are spread out from their
average value with respect to all of the changes and uncertainties in network
congestion. The data for extracting edge weights is the historical traffic logged
data of the preceding 12 months.

This paper focuses on a scalable algorithm for stochastic path planning under
congestion. The main objective of this work is to minimize the query time in
order to handle the large number of requests in the real world domain. The
approach uses a stochastic path planning framework and improves the query
time utilizing pruning, graph partitioning, pre-processing and approximation
techniques. A key part is to find region-based partitions in the city graph and
represent each region with an exemplar. Instead of planning a path from a source
node to the destination node, we connect each node to the closest exemplar
considering the direction to the destination and find a path between exemplars.
This enables responding to path finding queries in real time with an approximate
path instead of an exact path. In the pre-processing phase, all of the paths from
every pair of exemplars for every time slot of each day of the week is stored
by the distance oracles. An approximate distance oracle is a data structure that
efficiently answers path planning queries in graphs. Therefore, in the query time,
a source and destination are connected to their corresponding exemplar, and the
path from two exemplars is retrieved. Distance oracles are updated every week
with respect to the data of the preceding 12 months in order to reflect the recent
traffic pattern changes such as seasonality, events, and weather conditions on
the congestion of each edge.

2 Previous Work

Stochastic path planning in scale is challenging in real time due to the high
volume of queries and dynamic nature of traffic. Fan et al. [10] determine the
optimal route by selecting the best next direction at each junction using stochas-
tic dynamic programming problem. Their approach uses a standard successive
approximation algorithm. The problem is their algorithm has no finite bound on
the maximum number of iterations to converge on cyclic road networks.

Nie and Wu [20] proposed a framework which calculates the optimal a-priori
path in query time using a multi-criteria label-correcting algorithm by generating
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all non-dominated paths based on the first-order stochastic dominance condition
(FSD). The proposed algorithm provides an approximate solution in pseudo-
polynomial time in the best case, but since the number of FSD non-dominated
paths grows exponentially with network size; the run time of the solution is
exponential in the worst-case.

Nikolova et al. [22] presented a framework for reliable stochastic combina-
torial optimization that includes mean-risk minimization and probability tail
model. Their algorithm is independent of the feasible set structure and uses
solutions for the underlying linear (deterministic) problems as oracles for solv-
ing the corresponding stochastic models. They showed the problem can be solved
in nlog(n) time if we assume distribution of the travel time random variable is
Gaussian. The solution utilizes pre-computation in path planning but still the
time complexity of their provided solution are nlog(n) which is not practical in
real world domain.

Samaranayake et al. [29] presented a label-setting approach to speed up the
computation of stochastic path finding based on zero-delay convolution, and
localization techniques for determining an optimal order of policy computation.
Their proposed approach is still too slow to be implemented in scalable naviga-
tion systems.

Gutman, et al. [15] used pruning as a technique to speed up the stochas-
tic planning process. In their model, a node is expanded if its reach value is
larger than some threshold. A node with higher reach is a node that appears the
most in the shortest paths between pairs of nodes. Reach values are obtained
in a pre-processing step. Arc-flag acceleration method [6] also uses pruning to
tackle the stochastic path planning at scale. They divide the graph into a set
of regions and a Boolean vector representing roads. For each region, the corre-
sponding road value is true if the edge is used by at least one path ending in the
corresponding region. Then, any edge without the Boolean corresponding to the
region is pruned. One of the major limitations of both mentioned methods is it
takes a long time to respond to changes in the network due to the vast amount
of computation, even in pre-processing phase.

Contraction hierarchies [14] and arc-flags [6] use bidirectional search in
pre-processing. However, speedup techniques that rely on bidirectional search
are not applicable to the stochastic path planning problem, because the final
and intermediate solutions are a function of the remaining time budget and
remaining time budget is not deterministic. When performing a bidirectional
search, the reverse search needs to stochastically estimate the time budget at
each step, hence there are cases where bi-directional search might not converge.

PACE [33] is a path centric stochastic path planning which estimates the cost
of paths instead of edges. Their path finding builds upon the ’path + another
edge’ pattern to find paths for each source, destination pairs. They store the
paths between possible pairs from trajectory data and retrieve in query time.
Their approach has the following shortcomings for use in the real world domain:
a) estimating the costs of paths highly depends on trajectory data which may
suffer from sparsity [17], b) best path is picked after finding candidate paths and
estimating the joint cost distribution of the paths which is not real time, and c)
their only model finds high probability path.
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Lim et al. [27] showed how to solve the scalable stochastic path finding in
Θ(nlogn) time where n is number of nodes in the network. They assume edge
weights in the city graph are independent and distribution of travel time is
Gaussian. Their approach is quasi-polynomial with a rate of growth between
polynomial and exponential and use a data structure that occupies space roughly
proportional to the size of the network for storing distance oracles.

Ahmadi et al. [4] proposed a framework that can answer large scale stochas-
tic path planning queries in real time using graph clustering, pruning, pre-
computation, and approximation with two agent goals of highest probability
path and shortest en-route time. They used historical traffic data and consider
the changes of traffic at different time slots of a day in each day of the week.
They reduce the city graph to partitions and pre-compute paths for representa-
tive of partitions. Pre-computed paths are updated every week in order to reflect
the recent changes. Current work extends the work and enriches the framework
in the following ways:

– Expanding graph partitioning methods by adding meanshift clustering and
Walktrap community detection methods to cover variations of graph parti-
tioning methods on the Salt Lake City graph.

– Adding direct (elbow) and statistical (gap statistics) methods for deciding the
optimal number of clusters on the city graph which is crucial for clustering
algorithms.

– Studying the effect of four exemplar selection methods on approximate paths:
a) highest traffic, b) highest reach, c) closeness centrality and d) random walk
centrality.

– Studying the impact of the following additions on the overall performance of
the framework.

3 Framework

The main idea behind scaling of the path planning process is to partition the
city to smaller parts and get an exemplar for each cluster that can represent the
nodes of the cluster. Then instead of planning a path from each source node to
a destination node, we connect each node to one of the neighboring exemplars
and find a path between the exemplars. The paths between exemplars are pre-
computed for faster response in query time.

3.1 City and Edge Weights

The city is modelled as a directed graph consisting of a set of vertices, V , which
represent road intersections and edges, E, that represent road segments between
vertices. We consider the city graph to be planar (i.e., edges intersect only at
their end points). If we consider the number of nodes in the planar graph as |V |
and the number of edges as |E|, the relationship between them is |E| << |V |2
[1,22,27]. Associated with each edge of the graph is a travel cost used as the
edge weight in our directed graph.
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Edge weights are represented as a probability distribution of travel time
rather than a fixed value. Travel time random variable is a tuple of mean and
variance of the expected travel time on each edge. We assume travel time on edges
are independent and follow Gaussian random variable shown in Eq. 1 [1,3,27].
The mean of a path is the sum of the means of all edges included in the path
(Eq. 2) in which t is query time and δ is the time takes to reach to any edge from
the query time. Equation 3 shows how to calculate the variance of the path. Since
we assume edge weights are independent from each other, then cov(Xi,Xj)=0
for i �= j and Eq. 4 is the result. Based on Eq. 4, the variance of a path is the
sum of variance of all edges included in the path as shown in Eq. 5 [22,27].

te ∼ N(me, ve) (1)

mpath(t) =
∑

e∈path

me(t + δ) (2)
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vpath(t) =
∑

e∈path

ve(t + δ) (5)

Stochastic dependency between adjacent edges can be modelled by adding
extra edges between dependent edges. This new edge captures the correlation
between the two correlated distributions, maintaining the property that the vari-
ance of a path is the sum of the variances of all the edges in the path. Suppose
that adjacent edges Xi and Xj are dependent. Based on Eq. 6, if we want to
sum the variance of Xi and Xj , Cov(Xi,Xj is non-zero as edges are dependent.
Therefore, we add one edge with mean 0 and variance of 2 ∗ Cov(Xi,Xj . The
number of nodes and edges grows by one for each pair of correlation. In our
model, we do not transform the graph, and the assumption is that the depen-
dence between edges affects the variance of the consecutive edges. For example,
if edge A, has a strong dependency with edge B and congestion on edge A causes
congestion on edge B, then the variance on edge B is high enough to represent
this dependence [2,8,21,22,27].

var(Xi + Xj) = var(Xi) + var(Xj) + 2 ∗ Cov(Xi,Xj) (6)

For finding the mean and variance of a path, a sliding time window is used
to imply the cost of each edge in the path depends on the amount of time that
took to reach it, not just the initial departure time. For example, if we look at
the path at time a and take δ to reach the 4th edge, the cost of the 4th edge is
considered at the time of a + δ.

3.2 Traffic Data

Edge weights are based on mean and variance of the expected travel time on
them. In order to extract edge weights, yearlong traffic data from Utah Depart-
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ment of Transportation (UDOT) [32] has been used which is logged in 10 min
intervals for each day of a week on Salt Lake City, Utah.

3.3 Open Street Map

For building the city graph, we used Open Street Map data [12]. Open Street
Map is a free editable geographic map of the city. Open street map data structure
has three main components: a) nodes which is a single point defined by latitude
and longitude, b) ways which is a list of nodes, and c) relations which relates
two or more data elements like a route, turn restriction, traffic signal or an area.
Open Street Map represents physical entities on the ground like buildings, roads,
intersections, and bridges. The data structure it uses is based on entities and for
each entity there are multiple tags describing the characteristics of that entity.

3.4 Agents

In this framework, agents are car drivers, capable of pursuing different goals. We
can technically model any type of agents’ goals and incorporate it in the path
finding framework. We modelled two following goals as they have interesting
characteristics in the path planning domain.

– Risk seeking agents: the agents who are open to take a riskier route if has the
shortest en-route time. These agents are flexible in leaving time.

– Risk averse agents: agents who are not willing to take risk and look for the
path with highest probability of reaching destination before a desired arrival
time, even if travel time is increased.

To make these two goals clearer, one example is in the context of a package
delivery system. Suppose that we guarantee the delivery of a package by 4 PM,
otherwise the customer doesn’t accept the delivery, and we pay the shipping
costs. In that case, we are interested in picking a path that has the highest
chance of reaching destination before the deadline to avoid losing the shipping
cost. The other possible case is delivering perishable products. If the product
needs to be kept hot or cold, we desire a path that has the shortest en-route
time. We are flexible in leaving anytime, but need to have the shortest en-route
path while still making the target delivery time.

3.5 City Graph Partitioning

In dealing with large scale graphs, one of the possible approaches is to reduce
the node set. The reduction process happens through partitioning the graph to
a group of nodes in a way that the group can be represented by one node. For
this work, we investigated 1) unsupervised learning (clustering methods), and
2) community detection methods for partitioning the city. After partitioning
phase, an exemplar for each partition is selected. One can argue that community
detection is similar to clustering. Clustering is a machine learning unsupervised
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technique in which similar data points are grouped into the same cluster based
on their attributes. So in networks, clustering is merely based on the position of
the nodes. On the other side, community detection methods are focused on par-
titioning the graph based on edges as communities are a group of well-connected
nodes that are more strongly connected among themselves than the others.

Unsupervised Learning. A cluster refers to a collection of data points aggre-
gated together due to the certain similarities using unsupervised methods. Given
a set of data points, clustering puts each data point into a specific group. In the-
ory, data points that are in the same group should have similar properties, while
data points in different groups should have highly dissimilar properties. There
are various clustering methods to be used on graphs and in this work, we used
k-means [19] and meanshift clustering methods [9]. In our clustering a node has
the following attributes: a) latitude, b) longitude, and c) traffic profile which is
historical traffic level on the node (low, medium and high).

Optimal Number of Glusters. Most of the common clustering methods
including k-means and meanshift require the number of clusters (k) to be defined
ahead of time. There are various methods for deciding the optimal number of
clusters in data including direct and statistical methods. Direct methods like
elbow method [19] usually optimize a criterion such as the within cluster sums of
square distance. Statistical methods such as gap statistics [31] compare evidence
against expectation under random sample of data under uniform distribution.

Elbow method looks at the total within-cluster sum of square distances
(WSS) as a function of the number of clusters. WSS is the sum of the squared
deviations from each observation and the cluster centroid (Eq. 7).

n∑

i=1

min(‖xi − μi‖) (7)

In general, a cluster that has a small sum of squares is more compact than a
cluster that has a large sum of squares. The number of clusters is increased until
adding another cluster does not improve the total WSS significantly. Steps of
elbow method are as follows:

– Run clustering algorithm on varying values of k.
– For each k, calculate WSS.
– Plot the curve of WSS against number of clusters k.
– The location of a bend (knee) in the plot is considered an indicator of the

appropriate number of clusters.

Gap statistic compares the total within intra-cluster variation (Wk) for dif-
ferent values of k and compare it with their expected values under null reference
distribution of the data. Null reference distribution of data is the samples of
data under uniform distribution which we consider to reject the null hypothesis.
Null hypothesis here states that our clusters of the data is same as the clusters
of a uniform distribution of the data. Wk is the within-cluster sum of squared
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distances from the cluster means and can be found using Eq. 8. Dr is the some
of pairwise distances for all of the points in the cluster and dii′ represents the
distance between every i and i

′
pairs.

Wk =
k∑

r=1

1
2nr

Dr (8)

Dr =
∑

i,i′ ∈Cr

dii′ (9)

The optimal number of clusters is the value of k that yields the largest gap
statistic. The largest gap means that the clustering structure is far away from
the random uniform distribution of points. For gap statistics, we first cluster the
data by varying the number of k and compute the corresponding Wk. Then, we
generate B reference data sets with uniform random distribution and cluster each
of them with varying number of clusters. Compute the estimated gap statistic
as the deviation of the observed Wk value from its expected value W ∗

kb shown
in Eq. 10. Afterward, we choose the number of clusters as the smallest value of
k such that the gap statistic is within one standard deviation of the gap at k+1
using Eq. 11. In Eq. 11 where sk is the simulation error calculated from standard
deviation of B replicas and found using Eq. 12.

Gap(k) =
1
B

B∑

1

log(W ∗
kb) − log(Wk) (10)

Gap(k) ≥ Gap(k) − sk+1 (11)

sk = sd(k) +

√
1 +

1
B

(12)

K-means Clustering. K-means is a very popular clustering algorithm because
it easily scales to large data sets, guarantees the convergence and easily adapts
to the new data points. The k-means clustering aims to partition n observations
into k clusters. Clusters are formed to minimize within cluster variance. The
centroid (used as the exemplar) is the arithmetic mean position of all the points
in the cluster. The k-means algorithm starts with a first group of randomly
selected centroids, which are used as the beginning points for every cluster, and
then performs iterative calculations to optimize the positions of the centroids.
It ends when there is no change in the value of centroids or the defined number
of iterations has been achieved. As k needs to be defined ahead of time, we use
both elbow and gap statistics methods to get optimal number of clusters on the
graph of Salt Lake City before using k-means. The optimal number of clusters
using the elbow method is 157 and for gap statistics is 172. Therefore, we set the
value of k as the average of these two and set the number of k as 162. Figure 1
(top) shows the distribution of 162 clusters and the visualization of the clusters
on Salt Lake City. As distribution shows, the majority of clusters have 70 to 400
nodes and few large clusters with node size larger than 1000 nodes.
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Fig. 1. Distribution of main nodes in each cluster and visualization of them on Salt
Lake City. Each color represents one cluster. Top for K-means clustering and bottom
for MeanShift. (Color figure online)

MeanShift. Meanshift [9] clustering is a non-parametric centroid-based algo-
rithm, which works by updating candidates for centroids to be the mean of the
points within a given region. Unlike other clustering algorithms which assigns
the data points to the clusters iteratively, meanshift tends groups points towards
the mode. Hence, it is also called a mode seeking algorithm. In the context of
meanshift, mode is the highest density of data points in the region. Meanshift
uses the concept of kernel density estimation (KDE) [23] which is a method to
estimate the probability density function of the data. It works by applying a
Gaussian kernel on each point in the data set. Adding up all of the individual
kernels generates a probability surface example density function. Meanshift is
a model free approach which doesn’t assume any distribution of the data. It is
robust to outliers as it uses kernel density functions. Similar to k-means, the
number of clusters needs to be defined ahead of time. We run elbow method and
gap statistics method on the graph of Salt Lake City with meanshift clustering.
Elbow method provided 211 and gap statistics’s optimal number of clusters were
247. Then we set the average as 229. Figure 1 (bottom) shows the distribution
and the visualization of the clusters on Salt Lake City. It provided 229 clusters
with majority of clusters had the size in the range of 50 to 700 and few large
clusters.

Community Detection Methods. A community, with respect to graphs, is
defined as a subset of nodes that are densely connected to each other and loosely
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connected to the nodes in the other communities in the same graph. Depending
on the type of the community detection methods, the city graph can be parti-
tioned differently. Major community detection methods are divided into three
main categories: a) divisive methods, b) agglomerative methods and c) optimiza-
tion based methods [30]. Divisive algorithms begin with a complete network and
iteratively divide the network into smaller communities. An example of divisive
methods is Leading Eigenvector [26]. Agglomerative based methods begin by
considering each node as its own community and then iteratively combine nodes
into larger communities. Walktrap [24] and label propagation [13] are the exam-
ples of agglomerative methods. Optimization based methods find the optimal
set of communities based on an objective function. Multilevel [34] is an example
of optimization based method. There are a few important definitions which is
common in community detection algorithms:

– Modularity measures the strength of division of a network into communities
and reflects the concentration of edges within modules compared with random
distribution of links between all nodes regardless of modules. If the number
of edges within groups exceeds the number expected on the basis of chance,
then modularity is positive. If modularity value is zero, then edges are ran-
domly distributed and negative value of modularity indicates the absence of
a community in the graph.

– A random walk is a path between two nodes where each step is randomly
chosen.

– Path lengths for walks between two nodes are the number of edges one would
have to use to walk from one node to another.

Leading Eigenvector. Leading Eigenvector [26] is a divisive community detec-
tion approach which is built on maximizing modularity over possible divisions of
the graph utilizing the properties of adjacency matrix of the city graph. Based
on the adjacency matrix, the modularity matrix is defined. Modularity matrix
is defined using the Eq. 13 where Aij is adjacency matrix, ki, kj are degrees of
the vertices and m is 1

2

∑n
i ki.

Bij = Aij − kikj
2m

(13)

Then, the eigenvector corresponding to the leading eignevector of the modularity
matrix is considered. Utilizing the signs of elements in this vector we decide the
group. The elements of the leading eigenvector measure how firmly each vertex
belongs to its assigned community. In the maximization process, the division
of the graph with maximum modularity value is the best distribution of com-
munities. We run the same algorithm over the newly formed communities and
continue unless all the communities obtained are indivisible. Running Leading
Eigenvector on the graph of Salt Lake City produces 21 communities with 48398
nodes in one community. The big community includes the main downtown area
of the Salt Lake City.
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Fig. 2. Left: Distribution of communities in Multilevel approach and representation of
them. Each red dot represent a community. (Color figure online)

Walktrap. Walktrap [24] method is an agglomerative method for community
detection based on random walks in which distance between vertices are mea-
sured through random walks in the network. The basic intuition of the algorithm
is that random walks on a graph gets trapped into densely connected parts corre-
sponding to communities. Walktrap uses the result of random walks to iteratively
merge separate communities in a bottom-up manner by minimizing the overall
random walk distance between nodes and communities defined by random walks.
The algorithm continues until no more merge is possible. Figure 3 (top) shows
the results of Running Walktrap on Salt Lake City. Walktrap provided 2751 com-
munities with majority in the range of 20 to 40 nodes and few large communities
in the range of 3000 to 4000 nodes.

Label Propagation. The Label Propagation algorithm [13] is a another agglom-
erative algorithm which detects communities using network structure without a
pre-defined objective function. The intuition behind the algorithm is that a single
label quickly becomes dominant in a densely connected group of nodes as it get
trapped inside a densely connected group of nodes. In the beginning, every node
is initialized with a unique community label. Then, the labels propagate through
the network and at every iteration of propagation, each node updates its label
based on the maximum numbers of its neighbours’ labels and the communities
are formed this way. Label Propagation stops if he user-defined maximum number
of iterations is achieved or algorithm converges. Convergence occurs when each
node has the majority label of its neighbours or no merge happens in further
iterations. Running Label Propagation on the graph of Salt Lake City provides
2007 communities with the distribution similar to truncated normal distribution
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Fig. 3. Top: Distribution of communities in Walktrap approach for the clusters with
node size less than 300 nodes along with representation of all of the communities.
Bottom: Distribution of communities in Label Propagation along with representation
of communities. Each red dot represent a community. The edge between communities
shows the relationship between one community to another. (Color figure online)

depicted in Fig. 3 (bottom). In the distribution most of the community sizes are
in the range of 10 to 40.

Multilevel. Multilevel [34] method is built on modularity optimization and cre-
ates communities in a way that the edges inside of the community are signif-
icantly denser than between communities. Multi-level is a two step iterative
algorithm which stops when no improvement is gained. In step 1, every node
is assigned to a random community, then in step 2 each node is removed from
its own community and assigned to its neighboring community if the gain of
modularity is positive. Applying multilevel community detection method on the
city of Salt Lake City provides 157 communities on the graph of Salt Lake City
which is shown in Fig. 2.

3.6 Exemplar Assignment

After partitioning the city, we need to find a node (termed the exemplar) that
represents each partition of the graph. There are few possible ways of finding
exemplars.

– The node with highest historical traffic. The idea is the node which historically
has the highest traffic is the node that should represent the partition as
historically lots of paths went through it.

– Node with highest reach. Reach is a concept introduced by Gutman et al. [15]
and basically measures the use of a node. A node with higher reach is a node
that appears the most in the shortest paths between pairs of the partition. For
finding the node with highest reach, we run Floyd-Warshall [5,11] algorithm
on all of the nodes of the partition which gives us shortest path for all pairs
of vertices in the partition. The node that appears in the maximum number
of paths is the exemplar of the partition.

– Center of the partition based on closeness centrality. Closeness centrality
[28] of a node is calculated as the reciprocal of the sum of the lengths of
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the shortest paths between the node and all other nodes in the partition.
Thus, the more central a node is, the closer it is to all other nodes in that
partition. Equation 14 shows the normalized value of closeness centrality as
normalization allows comparisons of centrality value between nodes. In Eq. 14
d(i, j) represents the distance between node i and j. Distance is defined based
on shortest path between the pair of nodes.

C(i) =
n − 1∑

j ∈ nodes d(j, i)
(14)

– Center of the partition based on Random walk closeness centrality. Random
walk closeness centrality also called Markov centrality is very similar to the
closeness centrality but here closeness is measured by the expected length of
a random walk rather than by the shortest path. A node is considered to be
close to other nodes if the random walk process initiated from any node of the
network arrives to this particular node in relatively few steps on average. The
random walk closeness centrality of each node is the inverse of the average
mean first passage time to that node. In order to calculate the centrality
of each node, the inverse of the mean first passage time between every pair
of nodes is taken. Nodes with higher centrality scores indicating that they
occupy a more central position within the partition. The mean first-passage
time (MFPT) defines an average timescale for a stochastic event to first occur.
The mean first passage time from node i to node j is the expected number of
steps it takes to reach node j from node i for the first time. Equation 15 shows
how to calculate mean first passage time for each node. In Eq. 15, P (i, j, r)
denotes the probability that it takes exactly r steps to reach j from i for the
first time.

MFP (i, j) =
n∑

r=1

rP (i, j, r) (15)

3.7 Base Path Planning Framework

The goal of base path planning framework is to find paths align with agents’ goals
and deadline between every pair of nodes. The base path planning framework is
extended from [4]. The first step is to find the candidate paths that can possibly
satisfy the agents’ goals. As it is computationally intractable to consider all of
the paths between any pair of nodes. Then, among those candidates we select
the one which has a minimum cost and matches the agents’ goals.

Finding Candidate Paths. Considering all of the paths between any source,
destination pair is computationally intractable; hence a primary step is needed
to reduce the number of paths to the ones that have the highest similarity to
the query. The goal of the pruning is to reduce the number of candidate paths
to only explore the paths that meet the agent’s goals and query deadline. For
finding the candidate paths between nodes (n1 and n2), we start from n1 and
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explore the successor nodes (expanding) until we reach n2. When exploring each
node, the heuristic estimates a path from that node to destination and if the
expected estimated arrival time when using the heuristic path is greater than
the provided deadline, the node is not expanded (pruned). Figure 4 (left) shows
the pruning step.

Fig. 4. Left: For finding a path from n1 to n2, successor nodes of n1 (orange circles)
are explored. Among the successor, the marked ones meet the deadline and rest are
discarded. Dotted paths are heuristics paths from the successor nodes to n2 and they
are used as a pruning criteria for the successor nodes of n1. Middle: Finding the
heuristic path from m (a middle node in expansion shown as green circles) to n2

uses A∗ algorithm through exemplars of graph (green triangles). Right: From current
exemplar to the neighboring exemplar the one with with the least g(n)+h(n) is selected
(green triangle). Figure shows the selected exemplar in each step of A∗ on exemplars
for heuristic path. (Color figure online)

The heuristic path from a node m (a middle node in expansion) to node n2

is obtained by running A∗ [16] on the exemplars instead of all the nodes of the
graph (Fig. 4 (middle)). In each step of A∗, the next exemplar is picked based
on the smallest g(n) + h(n) value, where g(n) is the shortest-length path from
current node to the connecting exemplar and h(n) is the direct distance heuristic
from the connecting exemplar to n2. Shortest-length paths between nodes and
their exemplars and also the adjacent exemplars are pre-computed and they are
retrieved to build the heuristic path. Figure 4 (right) shows the approach.

Paths Cost Definition and Selecting Best Path. The goal of the path
planning is to pick a path with minimum cost which matches the agents’ goals
among the candidate paths. Expected cost of a path can be found using Eq. 16.
In 16, tpath is the expected arrival time of the path and d is the deadline the
agent has to make.

expected cost = Cost(tpath, d) ∗ fpath(tpath|m, δ2path)

=
∫ +∞

−∞
u(t − d)fpath(tpath)dtpath =

∫ +∞

d

fpath(tpath)dtpath (16)

Path cost is modelled using a step cost function, but generally any type of
cost function can be used in Eq. 16. The step cost function only penalizes the
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agent if it reaches the destination after the deadline. Based on Eq. 16, the whole
cost is equal to the Cumulative Density Function (CDF) of Standard Normal
Distribution. CDF generates a probability of the random variable (travel time
in this case) when distribution is normal to be less than a specific value which is
d (deadline) here. Then, maximizing the Θ value (Eq. 17), ultimately results in
having a path that maximizes the probability of reaching the destination before
deadline which matches the first agent goal.

Θ(path) =
deadline − mpath√

vpath
(17)

The second type of agent goal seeks the path with shortest en-route time
that can make the deadline while they are flexible on departure time. We can
modify Eq. 17 to Eq. 18 by replacing deadline as the difference of desired arrival
time and departure time. Deadline is the amount of time the agent needs to
reach the destination from query time. In this case, desired arrival time is fixed
but departure time is flexible. In Eq. 18, φ is the argument of Gaussian CDF
that makes the CDF equal to the probability of making the trip before deadline
which in our case is 90%.

desired arrival time − departure time =mpath + Φ(path) ∗ √
vpath

if departure time ⊂ [τ1, τ2] (18)

To find the best departure time, the first step is to find what is the latest possible
departure time (τ2) to make the trip before the deadline. Then, considering the
query time as the earliest possible departure time as τ1, the interval of [τ1, τ2]
is the time frame that includes the best departure time. Divide the interval into
10-min segments. For each segment, the path that minimizes the trip duration
(Eq. 18) is selected. Afterward, we pick the “time segment” which has the min-
imum cost path (based on Eq. 18) in comparison to other time segments. The
found minimum cost path with this approach, is the path that has the least
en-route time.

3.8 Pre-processing: Building Distance Oracles

In city scale path planning, the volume of path finding requests is high and,
hence, calculating a path which satisfies the agents’ goals and abides the deadline
at query time is not a practical approach. Techniques such as pre-processing
and approximation help in expediting the path finding process. For a graph
of n vertices, one way is to simply store an n × n-distance matrix for a n-
vertex graph. In that case, each query can be answered in constant time, but the
space requirement is large and updating the n × n-distance matrix is very time
consuming. Approximation is a way of making distance oracles more compact.
Their aim is to find solutions which are not exact but clearly close. For example,
in our case we don’t need to store an n × n-distance matrix, but we can store
the paths between exemplars in our city graph which helps in reducing the path
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finding time. Distance oracles store the best path between every two exemplars
for each agent goal for different time slots of each day of week. Time slots are
every 10 min of every day of the week. Building distance oracles is an offline task
and distance oracles are updated weekly to reflect recent traffic patterns on the
edges of the city. In each update, the traffic data for the preceding year is used.
Stored paths between exemplars help us to quickly answering the path finding
requests by connecting the source-destination pair to their respective exemplars
and provide the path. Details of the approximate path finding is explained in
Sect. 3.9). The solution is space and time efficient.

3.9 Scalable Algorithm

Each path finding query contains source, destination, agent’s goal and deadline.
The first step is to connect the source and destination to their respective exem-
plar. Each node may have up to nine exemplars around it, one candidate is the
exemplar of the region it is located and the others are the exemplars of neighbor-
ing regions. For selecting the right exemplars, a hypothetical direct path between
source and destination is considered and the exemplars with the most similar-
ity to the direction of the hypothetical path are selected. The connecting paths
that connects the source, destination to the exemplars are calculated based on
shortest length path. Then, the path between exemplars that matches the agent’s
goals in the query is retrieved from distance oracles. Afterward, connecting paths
are added to the retrieved path from distance oracle and the final path is con-
structed and sent as the result of the query. The path between exemplars does
not necessarily need to go through other exemplars. Figure 5 illustrates a path
between source and destination.

Fig. 5. Red rectangles are exemplars of each region. Green circles are the typical
source and destination. (Color figure online)

4 Experiments and Results

We experimented multiple methods of city graph partitioning. Each partitioning
method provided various partitions. The key question is, “How many partitions
are needed to represent Salt Lake City with reasonable approximation?” This
question is answered in Sect. 4.1. We discuss which community and clustering
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approach is picked for partitioning the city in Sect. 4.2. In Sect. 4.3 we show
which node in each partition should be used as exemplar to represent all of the
nodes in the partition. We run exact and approximate path finding algorithms
to compare the approximate paths to exact paths in Sect. 4.4. Lastly, we analyze
the space and time complexity of our proposed framework in Sect. 4.5.

4.1 How Many Partitions Are Needed to Represent the City
Graph?

City partitioning is used to reduce the large scale city graph to the set of exem-
plars. We ran multiple clustering and community detection approaches on the
city graph and discussed the provided distribution of each in Sect. 3.5. It is obvi-
ous that, the more the partitions the more approximate paths get closer to the
exact paths as we increase the number of partitions. However, our goal is to
reduce the number of nodes of city graph as it impacts the storage required by
distance oracles. Also, we want to keep the accuracy of approximate paths in the
acceptable range. Accuracy is measured based on the deviation of travel time of
generated approximate paths from exact path for each source and destination
for the 5000 source destination samples in various time slots of different days
of a week. Travel time basically tells us how much longer the paths will be due
to approximation. For picking the right number of partitions, we divide the city
based on a variety of partition numbers and look at the percentage of travel time
deviation of approximate paths from exact paths for both of the agents’ goals.
If the point of inflection on the curve is seen, then it is a good indication that
the underlying number of partitions fits best at that point. For measuring the
deviation, grid-based city partitioning is used as baseline of the city partitioning
in approximate path planning. Grid based partitioning is a simple method to
partition the city in a grid.

Fig. 6. Number of partitions vs the mean difference of travel time of exact and approx-
imate path.

Figure 6 shows the percentage deviation of travel time of exact and approx-
imate paths for the both agents’ goals for variation of partitions. As it shows,
the more the partitions the more accurate the paths are. However, having more
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partitions increases the node size which leads to more storage and time to update
distance oracles. Based on Fig. 6, having 150 to 170 partitions looks reasonable
with the mean difference of travel time of exact and approximate paths around
7%. Inspired by the findings of Fig. 6, we defined a grid based partitioning which
partitions Salt Lake City to 150 partitions to be used as the baseline of the other
experiments.

4.2 Which Partitioning Method We Picked?

Clustering. For the clustering approach, we tried k-means and meanshift meth-
ods. K-means provided 162 clusters and meanshift produced 229 clusters. Both
of the methods provides clusters in the accepted range of number of partitions.
Hence, we need to look at the quality of clusters in order to pick best choice.
One widely used metric for measuring the quality of clustering algorithms is
Silhouette Index [25]. This metric uses concepts of cohesion and separation to
evaluate clusters, using the distance between nodes to measure their similarity
found using Eq. 19.

S(Ci) =

∑
v∈Ci

Sv

|Ci| where Sv =
bv − av

max(av, bv)
(19)

where av is the average distance between vertex v and all the other vertices in
the same cluster and bv is the average distance between v and all the vertices
in the nearest cluster. The silhouette index for a given cluster is the average
value of silhouette for all its member vertices. Comparing silhouette index of
k-means and meanshift shows that k-means has a better index, therefore we
picked k-means as our clustering algorithm.

Community Detection. Among the community detection methods that we used,
Leading Eigenvector provided 21 partitions with majority of the area in one
partition. Hence, this is not a good method for us. Among the Label Propagation
3.5, Multilevel 3.5 and Walktrap 2, Multilevel divides the city to 157 communities
which is aligned with our findings in Sect. 4.1, hence we select this approach for
community-based graph partitioning.

4.3 Which Exemplar Assignment Approach Is the Best?

After selecting the partitioning method, the next step is to select the exemplar of
each partition. In Sect. 3.6 we discussed four possible exemplar selection meth-
ods: a) highest traffic, b) highest reach, c) closeness centrality and d) random
walk centrality. To determine which is best, we picked 5000 source destination
pairs in various time slots of different days of a week. We use grid based city
partitioning as a baseline. Then we find approximate paths for the 5000 source
destination pairs each time with one exemplar selection method for each agents’
goal. Then, we look at the percent of times the approximate path planning app-
roach has the closest (mean, variance) of travel time to the exact path. Then the
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Fig. 7. Comparison of four methods of exemplar selection a) highest traffic, b) highest
reach, c) closeness centrality and d)random walk centrality.

method with highest number of similarity is selected as the exemplar selection
method.

As Figure 7 shows, random walk centrality provides a better representation
of exemplars in comparison to the other three methods for the both agent goals
as the paths using random walk centrality are more similar to exact paths.

4.4 How Is the Quality of Approximate Paths?

For the purpose of experiments, we choose 5000 source, destination pairs ran-
domly among all of the possible source-destination pairs to represent the path
planning universe. Path planning queries are distributed across the traffic profiles
at different time slots of weekdays. Each path planning query has the following
inputs: a) source, b) destination, c) time of query, d) deadline and e) agent’s
goal. Then, for all of the queries we compare the approximate path generated
from our proposed algorithm and the exact path.

Highest Probability Path. In order to compare the quality of our proposed
approximate paths, we considered the relative difference of mean and variance of
travel time of paths between exact and approximate path. For partitioning part
of the approximate paths we used community detection (multi-level method),
clustering (k-means) and grid based. Grid based is used as a baseline as it doesn’t
have an intelligent way of partitioning the city graph and it is only based on a
grid. Gird-based method help us to compare the effectiveness of community and
clustering method. Figure 8 shows the relative difference of mean and variance of
travel time of paths between exact and approximate path planning approaches
for rush and non-rush hours.

Here are the finding from Fig. 8:

– Multi-level approach has the least relative difference to exact paths in com-
parison to clustering and grid-based method partitioning.

– The relative difference of travel time of all of the approximate methods is
more significant in rush hour in comparison to non-rush hour. As in non-rush
hour, the traffic is not high, hence both approximate and exact approach are
almost the same.

– The mean of travel time of community approach is 5% longer than the exact
path in rush hour and this percentage is 3% longer in non-rush hour.
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Fig. 8. Y axis is the relative difference percentage of mean and variance of travel time
of paths for exact and approximate approach for peak and non-peak hours for the
agent’s goal of highest probability path.

– The variance of travel time of community approach is 8% longer than the
exact path in rush hour and this percentage is 4% longer in non-rush hour.

– in both rush and non-rush hour community and clustering method outper-
form grid-based method and this shows the impact of an intelligent graph
partitioning on the quality of approximate paths.

After looking at the relative difference of travel time of community, clustering
and grid based approximate paths, now we want to see among the 5000 source,
destination samples of the experiment, what is the ratio of each method in terms
of having the closest mean, variance of travel time to exact paths. Figure 9 shows
this ratio and based on it in rush hour, 54% of the closest paths to the exact
were from the community approach with 37% clustering and a small fraction
of grid approach (8%). In non-rush hour traffic the differences are less but still
the pattern is the same. This emphasizes the fact that having an accurate graph
clustering approach is more important during high traffic.

Fig. 9. Ratio of paths with the closest mean-variance to the exact path in peak and
non-peak hour for the agent’s goal of highest probability path.
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Fig. 10. Relative difference of travel time of mean and variance of paths for exact
and approximate approach for rush and non-rush hours for the agent’s goal of shortest
en-route time.

Fig. 11. Ratio of paths with the closest mean-variance to the exact path for the agent’s
goal of shortest en-route time.

Shortest Travel Time. In this section we repeat the experiments in Sect. 4.4
for the agent goal of shortest en-route time. Figure 10 and Fig. 11 illustrates the
results.

Here are the findings from Fig. 10 and Fig. 11 and also the comparison of the
results with Sect. 4.4.

– Similar to the previous section, community method outperforms other approx-
imate approaches in terms of closeness of relative difference from approximate
and exact paths.

– Approximate path planning methods in rush hour have larger travel time dif-
ference than non-rush time and in rush hour the mean of community method
is 4% and its variance is 9% higher than the exact path.
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– In highest probability paths, paths have higher mean and lower variance in
comparison with shortest travel time paths which is aligned with their goals’
definitions. The agents with highest probability path look for the most secure
path hence their variance is lower. Agents with the goal of shortest travel
time are willing to risk if the risk provides them the paths with shorter travel
time, hence their variance is higher and the mean of their found paths are
shorter.

– In rush hour, community and clustering partitioning outperform the grid
based method in both agents’ goals. In non-rush hour, the difference is less
significant.

4.5 What Is the Time and Space Complexity of Scalable Algorithm?

The previous experiments show that our proposed algorithm is at least 95% as
good as the exact paths while it responds to the queries in real time. When a
path finding query comes, source and destination nodes are connected to their
respective exemplars. Then, the stored path between exemplars for that time of
the day, day of the week and type of agents’ goal is retrieved. The retrieved path
along with the sub-paths that connect source, destination pairs to the respective
exemplars construct the path and send it to the agent. The real time response
to the path finding queries are possible utilizing the distance oracles. Now one
of the concerns here is the size of the distance oracles and the effort to update
them. If we consider nodes of the city as N , and the number of exemplars as M ,
utilizing the approximate path finding instead of N ∗ N paths, we are storing
N ∗ M + M ∗ M paths which in our case M is 157. We store one distance
oracles for each time slot of a day, for 7 days of a week for each of the agent’s
goals. Updating the distance oracles is an offline process, and it happens weekly.
Every week, the traffic data of the preceding 12 months is used for updating the
distance oracles.

5 Conclusion and Future Work

This paper introduces a practical scalable path planning framework in the city
scale framework while agents have the capability of pursuing different goals.
Some agents look for the most secure path and others seek the path with the
shortest en-route time while it might have some degrees of risks involved in it.
Each path is evaluated by the amount of cost associated with it and cost of
the paths are estimated mainly based on the travel time of the path leveraging
cost functions. Each agent finds a path with minimum cost which stratifies its
goal. Since city scale path planning involves with lots of path requests at the
same time, we need to expedite the path planning process. For this reason,
the city is partitioned to smaller parts and each partition is represented with
an exemplar. Multiple method of exemplar assignment has been studied and
random walk centrality is picked as the proper method of exemplar assignment.
For partitioning the city graph, we used community detection and clustering
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methods. Clustering focuses on partitioning the graph based on similarity of
nodes, while community detection methods are focused on finding communities
based on richness of edges in the community.

In the time of a path planning requests, source and destination nodes are
connected to their corresponding exemplars. This connection is based on the
direction of hypothetical direct path between source and destination and the
final path is created by adding the connecting path to the retrieved path between
exemplars. In the pre-computation step, the path between exemplars are com-
puted and stored in distance oracles based on the preceding year data at the time
of update and the oracles are updated every week to reflect the recent changes
on the network. In this framework, graph partitioning reduces the graph size;
pre-computation helps in answering the queries in real time and approximation
helps in reducing the space needed for storing the paths. Our results show that
community-based approaches produce closer results to exact path planning app-
roach in comparison to clustering method and approximation provides paths
with mean and variance which are not exact but close to the exact path, while
the solution is space and time efficient. There are few directions to be considered
as a future work. Since we are modelling a real world domain, adding new agents
goals to the domain increases the complexity and hence the goal directed path
planning is scale is more crucial. Also, we can consider traffic data prediction to
enhance the decision-making process which is currently based on historical data.
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