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Foreword by The Series Editor

The Science behind the COVID Pandemic and Healthcare
Technology Solutions

The COVID world pandemic started in 2019, allegedly from a wild animal at an
animal market in the city of Wuhan, China, and by mid-2022, there were already 6
million deaths and more than 600 million cases worldwide (https://coronavirus.jhu.
edu/map.html).

Scientists were puzzled as they did not know much about the virus which caused
COVID and they were also puzzled by the rate of mutations of the virus. In the middle
of 2022, there were still hundreds of thousands of new cases every day, despite the
high rate of vaccination of the population (by mid-2022 there were 12 trillions of
doses administered). With the use of the urgently developed vaccines, in some parts
of the world people have been vaccinated even four times.

Many questions were raised during this pandemic, such as

— Why such an advanced Civilization, inhabiting the Earth, became suddenly
threatened by a simple virus?

— How can Science help understand the genetic code and the mutations of it, and
can, in turn, develop means to save the Planet?

— What new technologies need to be developed for this purpose?-What would be
future consequences of a “weakened” world population?

— Ashumans share the Earth with other humans and with animals, both domesticated
and wild, do they need to change the way of coexistence?

— The human body hosts millions of viruses and trillions of bacteria, still in a
peaceful way, do we need to worry about that in the future?

Humans live on this Planet with millions of other species of animals, viruses,
bacteria, plants, and fungi in a symbiotic way and each of these species exist in their
own genetic and behavioral space. The main question of all is how do we preserve
this symbiosis for the future generations? And the answer is through advancement
in Science and Technology.


https://coronavirus.jhu.edu/map.html

vi Foreword by The Series Editor

Those and more other questions are raised and addressed in this world-first system-
atic and comprehensive volume, revealing the Science behind the COVID and the
Technologies that can be used to study and overcome the pandemic. Issues and topics
covered in the volume include contact tracing, machine learning for automatic detec-
tion of respiratory symptoms, telemedicine, using wearable and smart technologies,
using mobile phones, non-invasive thermal technologies, radiographs, and Artificial
Intelligence in diagnosis.

And most importantly, this volume discusses the concept of “new normal life”
and how societies and individual will be affected by this “new normality”.

Prof. Nikola Kasabov

Life Fellow IEEE

Fellow RSNZ

Fellow INNS College of Fellows

Nikola K. Kasabov is Professor of Knowledge Engineering and
Founding Director of the KEDRI at Auckland University of
Technology (AUT), New Zealand and also George Moore Chair
Professor at Ulster University, UK. He is Life Fellow of IEEE,
Fellow of the Royal Society (Academy) of New Zealand, Fellow
of the INNS College of Fellows, Honorary Professor at the Teesside
University UK and the University of Auckland NZ, Doctor Honoris
Causa from Obuda University, Hungary. He holds a Master’s
degree in Engineering and Ph. D. in Mathematics from TU Sofia,
Bulgaria. He has published more than 700 works in the areas
of neural networks, computational intelligence, evolving connec-
tionist systems, neuro-informatics, and bioinformatics. He is a Past
President of the INNS and APNNS (Asia-Pacific Neural Network
Society). He is the Editor-in-Chief of the Springer Series on Bio-
and Neurosystems.
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Abstract Since December 2019, with the emergence of a new family of coron-
aviruses named SARS-CoV-2 a global outbreak took the whole world by surprise. It
soon started overwhelming the global healthcare systems, with its numerous waves
and the emergence of new virus variants, making the management of the pandemic
extra challenging. The fast-changing dynamics of COVID-19 pandemic gave us the
opportunity to assess our healthcare infrastructure in a systematic way. There was
also a growing need and desire for technology-assisted interventions to keep us
safer in public spaces. To address the challenges presented by COVID-19 pandemic,
this book aims to present the latest technology advances tested and utilized for the
management of the current global pandemic. It further aims to propose a poten-
tial roadmap on how to move forward, develop new technology-driven paradigms
and solutions, and elucidate the roadmap towards normalcy, with hopes to continue
living gracefully with the help of technology while accepting the existence of this
virus in our societies. In this introductory chapter, we aim to provide insights into the
topics presented in various sections and chapters of this book, which is comprised of
the following sections: Technology-driven pandemic monitoring applications, Non-
invasive COVID-19 detection and diagnostic systems, Decision-making analytics for
COVID-19, Psychological and educational interventions in COVID-19 pandemic,
Location intelligence and community resilience in pandemic situations, and Future
directions and roadmaps.
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In December of 2019, a new family of coronaviruses, labeled as “novel coron-
avirus” or SARS-CoV-2 emerged. The appearance of this new outbreak took the
whole world by surprise and soon started overwhelming the healthcare systems
globally by a sudden influx of patients requiring urgent medical assistance.
Since then, the COVID-19 pandemic has gone through numerous waves and the
emergence of new virus variants has made the management of this pandemic extra
challenging.

The fast-changing dynamics of COVID-19 and the resulting pandemic have
given rise to the important opportunity of looking at our healthcare infrastructure
in a systematic way. In some areas around the globe, cities have gone through
multiple waves of COVID-19 and there has been a growing dire need and desire
for technology-assisted interventions to keep us safer in public spaces. This can be
achieved by assessing the well-being of the technology users as well as receiving
constant updates from public health and government agencies, plus incorporating
predictive mechanisms to issue a warning at times of possible outbreaks. In addi-
tion, while global communities and businesses are trying to adapt to the COVID-
19 pandemic, location mapping tools and information are widely used by health
departments, safety and emergency management authorities and wider professionals
worldwide for gathering and analyzing data for supporting informed decisions.

To address the challenges presented by COVID-19 pandemic, this book aims to
present the latest technology advances tested and utilized for the management of
this global pandemic. It also aims to propose a potential roadmap on how to move
forward, develop new technology-driven paradigms and solutions, and elucidate the
roadmap towards normalcy, with hopes to continue living gracefully with the help
of technology while accepting the existence of this virus in our societies.

This book is comprised of the following sections:

Technology-driven pandemic monitoring applications

Non-invasive COVID-19 detection and diagnostic systems
Decision-making analytics for COVID-19

Psychological and educational interventions in COVID-19 pandemic
Location intelligence and community resilience in pandemic situations
Future directions and roadmaps.

In this introductory chapter, we aim to provide insights into the topics presented in
various sections and chapters.

1 Section I: Technology-Driven Pandemic Monitoring
Applications

During the first waves of COVID-19, and before the availability of approved vaccines,
monitoring the status of transmission and severity of the infection throughout
different geographical areas was managed through regional and distributed contact
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tracing approaches, including QR code check-ins and updating the list of hot spot
infection sites or super spreader locations.

The first section of this book reports on the healthcare technologies used for
contact tracing, testing, and pandemic control based on smartphone applications.
This section includes 8 chapters describing contact tracing tools and techniques for
proximity tracing, outbreak response, and symptoms tracking:

Chapter 2. Pandemic’s Behavior of One Year in Six Most Affected Countries using
Polynomial Generated SIR Model.

In this chapter, the behavior of the pandemic is studied in six most COVID affected
countries of the world with the focus on the effectiveness of recovery rates, rate of
infection of the virus, total active cases, deceased cases and recovered cases.

Chapter 3. Digital Contact Tracing for COVID 19: A Missed Opportunity or An
Expensive Mess.

Despite the rapid adoption of digital contact tracing worldwide, there have been
several causes for disparity in utilization of the technology, including privacy and
accuracy concerns, which are discussed in this chapter.

Chapter 4. A Re-configurable Software-Hardware Convolutional Neural Networks
(CNNs) Framework for Automatic Detection of Respiratory Symptoms.

This chapter addresses the early diagnosis of respiratory conditions using low
power scalable software and hardware involving end-to-end convolutional neural
networks (CNNs). This is achieved by proposing a scalable multimodal CNN
software-hardware architecture.

Chapter 5. A Comprehensive Telemedicine Service in Hong Kong Provided Through
a Mobile Application.

This chapter highlights the experience of developing a telemedicine program for
public healthcare services in Hong Kong.

Chapter 6: Adapting to Live in the Global Pandemic Era: Case Studies.

This chapter illustrates applications and solutions that can aid the adaptation
processes of living in the global pandemic era, with case studies of security concerns
and how quickly a new business can be introduced to cope in the era of the pandemic
we are currently living in.

Chapter 7: Towards QR Code Health Systems Amid COVID-19—Lessons Learnt from
Other QR Code Digital Technologies.

This chapter features the possibility of utilizing the QR code technology for health
information systems to monitor the migration patterns of people, and to validate
COVID-109 test results and vaccination certificates.

Chapter 8: Optimal Testing Strategies for Infectious Diseases.
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In this chapter, six main guidelines are established, dictating estimated variance
of prevalence and associated risk for inflow quotas allocation between population
groups, as well as optimal posterior updates via classic confidence intervals and
Bayesian methods.

Chapter 9: Contact Tracing in Healthcare Facilities Using Bluetooth.

This chapter describes a Bluetooth-based framework consisting of a heterogeneous
architecture that supports contact tracing and exposure notification in hospitals and
nursing homes, while meeting the required level of accuracy and privacy.

2 Section II: Non-Invasive COVID-19 Detection
and Diagnostic Systems

In the context of COVID-19 detection and diagnosis, non-invasive methods refer to a
class of intervention systems used for managing COVID-19 pandemics by minimally
engaging with the subjects in a physical sense, such as utilizing image, video, and
other types of waveforms. This is very convenient for the subjects (the people being
monitored) as well as in public health scenarios, where scalability may be supported
through such non-invasive approaches.

The second section of the book focuses on non-invasive technologies for diag-
nosis and detection of COVID-19, and also on preventive measures. It includes four
chapters covering the topics of: smart materials, non-invasive physiological markers,
bedside gadgets, and patient-centric wearable devices.

Chapter 10: Monitoring the Health and Movement of Quarantined COVID-19
Patients with Wearable Devices.

In this chapter, a prototype wearable device and a cloud-server solution are proposed,
which were tested for their usability. The findings suggest that this device can assist
in the remote monitoring of the location and health condition of quarantined people.

Chapter 11: Context-Aware and User Adaptive Smart Home Ecosystems Using
Wearable and Semantic Technologies During and Post COVID-19 Pandemic.

This chapter provides evidence-based applications and a comprehensive under-
standing of the use of wearables and smart home ecosystems during and after
COVID-19 pandemic for health care providers, researchers, students, and technology
developers.

Chapter 12. Wearable Tracking: An Effective Smartwatch Approach in Distributed
Population Tracking During Pandemics.

This chapter highlights a generalized approach for designing and developing wear-
able internet of things (wloT) with enabled health technology solutions, which can
act as predictive and real-time mechanisms to issue alarms and execute notifications,
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enhance context-aware location features, and promote contact tracing of the subject
to promote early pandemic management procedures.

Chapter 13. Making the Invisible Visible—A Science and Society View of Developing
Non-invasive Thermal Technology.

This chapter describes the development of a prototype for health intervention. It
highlights the necessity to include interdisciplinary working practices between engi-
neering and social sciences, and building an integrated body of knowledge, particu-
larly in circumstances that require rapid response to global problems, such as COVID-
19. It highlights socially-relevant topics such as ethics of health measures, privacy
in surveillance situation and social equity in pandemic management.

3 Section III: Decision-Making Analytics for COVID-19

Decision-making analytics is a very diverse and multifaceted topic, which involves
a number of key technical buzz phrases and disciplines, such as: data analytics,
machine learning, artificial intelligence (Al), deep learning, and big data. These key
technologies have been assisting researchers in almost any research areas to gather,
classify, categorize, and make sense of the captured information. In the context of
COVID-19, these key technologies have shown very promising results for impor-
tant decision-making models and practices, such as contact tracing, vaccination,
community assistance, and healthcare supports.

The third section of the book focuses on decision-making analytics for detection
and management of COVID-19 interventions, and includes the following chapters:

Chapter 14. EMD and Horizontal Visibility Graph-Based Disease Tagging for Covid-
positive Chest Radiographs.

This chapter describes preliminary steps in the ongoing implementation of horizontal
visibility graphs (HVG) and related Hamming-Ipsen-Mikhailov (HIM) network
similarity (distance) metric to provide automatic disease tag for normal and
COVID-positive chest radiographs.

Chapter 15. Mobility Analytics and COVID-19 in Greece.

This chapter presents three main aspects of epidemic modelling in detail, with Greece
and its SARS-CoV-2 outbreak during 2020-2021 as a use case. Epidemic monitoring
and predictive analytics are discussed through the underlying system dynamics, as
well as the limited availability of timely and reliable epidemic data.

Chapter 16. Dynamical Modeling of Outbreak and Control of Pandemics: Assessing
the Resilience of Healthcare Infrastructure under Mitigation Policies.

This chapter introduces three dynamical methods applicable to the modeling of
various aspects in healthcare infrastructures. The described model is applied to the
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analysis of the COVID-19 outbreak and mitigation strategies in the city of Izeh in
Iran.

Chapter 17. COVID-19 Diagnosis with Artificial Intelligence.

This chapter briefly introduces Artificial Intelligence, its strong potential, and its
capability of making manual procedures faster and more accurate during pandemics.

Chapter 18. COVID-19 Features Detection using Machine Learning Models and
Classifiers.

In this chapter, different machine learning techniques are implemented to detect
the features of COVID-19, including chest X-Ray and compuetd tomography (CT)
medical images to identify lung infections.

Chapter 19. Cough Detection using Mobile Phone Accelerometer and Machine
Learning Techniques.

This chapter focuses on investigating workable methods for automatic detection and
classification of cough, which allow both identification of COVID-19 patients and
their long-term monitoring.

4 Section I'V: Psychological and Educational Interventions
of COVID-19

Two hardest hit-areas by the COVID-19 pandemic have been the psychological and
mental health of individuals and the larger societies, as well as the education sector.
It is no surprise that the mental well-being of people has been impacted very early
on in the pandemic, due to the extended lockdowns and limitations in social gath-
erings. The same impact was felt in the education sector as schools and universities
rolled into online learning mode with little to no prior preparation, leaving millions
of students off-guard to deal with the online education challenges.

The fourth section of the book discusses technologies to mitigate the negative
psychological effects of pandemics and its impact on education.

Chapter 20: Mental Healthcare in the ‘New Normal’: Digital Technologies for
Pandemics.

This chapter offers an overview of digital technologies to support mental health
during the current and future pandemics. It analyses the mental health effects
observed during the Covid-19 pandemic, highlighting social groups that are vulner-
able to those effects and showing how digital technologies can help, now and in the
future.

Chapter 21. Innovations in Surgery—How Advances in the Delivery of Surgical Care
and Training can Help Hospitals Recover from COVID-19.
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This chapter discusses how adopting technological innovations might help reduce
the backlog of unmet surgical care. It examines how the shortfall in surgical training
could be mitigated through technology-enhanced learning (TEL), based on extended
reality (XR) tools.

Chapter 22: A Biomarker-Based Model to Assist the Identification of Stress in Health
Workers Involved in Coping with COVID-19.

This chapter describes a theoretical study concerning the health of professionals who
work on the front lines. It proposes a model based on some biomarkers for identifying
and classifying stress levels. It discusses the possibility of integrating the model in
a recommender system aiming at proactively proposing mitigation actions in the
surveillance of occupational stress of those professionals.

Chapter 23: Diagnosis and Management of Oral Maxillofacial Surgery and Dental
Education During the Pandemic.

This chapter deals with two topics: maxillofacial surgeons being prone to infec-
tions through respiratory droplet transmissions and close contact with their patients,
and ways to deal with this problem, and e-learning dental training tool that can
help to educate clinical staff, for example, to reduce such an exposure risk. It
reviews different e-learning software and 3D environments for dentistry education
and reviews different measures for patient management during pandemics.

5 Section V: Location Intelligence and Community
Resilience in Pandemic Situations

Currently businesses are being tasked to push towards recovery post pandemic and
take positive steps towards developing the agility required to stay on top of COVID-19
reemergence.

To that effect, location intelligence and spatial analytics are absolutely essential
to strategically enable the leading enterprises to mitigate associated challenges and
unlock invisible opportunities.

Therefore, the fifth section of the book covers the spatial and location intelligence,
as well as community resilience, which are discussed in the following chapters:

Chapter 24. Digitizing Pandemic Response Operations in a Resource-Poor Setting.

This chapter demonstrates the possibility of digitizing the pandemic response
management for effective control of the pandemic, in a resource-poor and logistically
challenging environment. It examines the information and data flow concerning the
business processes of the pandemic response, the technologies adopted and used in
these processes and how these were used in the operations and decision making in
the Maldives.

Chapter 25: Resilience to COVID-19 Pandemic.
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This chapter defines a health resilience score to compare the performance of the
countries in handling the COVID-19 outbreak. In addition, the causes and effects
of stress on mental health and immune system during a pandemic are addressed.
Techniques and strategies that reduce stress and increase resilience are also explained.

Chapter 26: Use of Remote Sensing and GIS Techniques for Adaptation and
Mitigation of COVID-19 Pandemic.

In this chapter we discuss the use of advanced tools, such as Geographic Informa-
tion Systems (GIS) and Remote Sensing (RS) to devise adaptation and mitigation
strategies to control such pandemics. Case studies from various states of India are
discussed to explain the controlling strategies which can be developed from these
tools and techniques.

Chapter 27: Mapping Blockchain Technology Prospects and Solutions in the
Healthcare Industry for Pandemic Crises.

This chapter covers fundamental aspects of blockchain technology and its applica-
tions within the healthcare industry, particularly targeting smart monitoring systems
based on wearables that can provide updates about the individual’s health-related
conditions (e.g., blood pressure, temperature, location, etc.) to physicians and
monitoring agencies.

6 Section VI: Future Directions and Roadmaps

The COVID-19 pandemic was the biggest global challenge we have faced in
recent years and graceful emergence from this dire strait, requires a multifaceted
international harmony, collaboration, and participation.

The sixth and last section of the book covers lesson learned from the current
approaches to manage the pandemic and the roadmap to tackling the next gener-
ation pandemic management systems, which are discussed in the following final
five chapters:

Chapter 28: The Role of Healthcare in the Post-Pandemic Era—“COVID Normal”.

This chapter discusses the impact of the pandemic on healthcare industry and how
to adapt to the post-pandemic era by modifying the current healthcare management
to enable a smooth transition and enhance the healthcare system to combat future
pandemics.

Chapter 29: Scenario Assessment for COVID-19 Outbreak in Iran: A Hybrid
Simulation-Optimization Model for Healthcare Capacity Allocation.

This chapter investigates the effect of spatial units and factors affecting the preva-
lence of the COVID-19 and reaching an optimal capacity allocation in the health
care centers by intervening in government decisions in Iran on disease control. This
research is the first to analyze and develop a healthcare capacity allocation strategy
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by considering the mutual effects of disease outbreaks and government actions as
decision aiding tools via a hybrid simulation—optimization framework.

Chapter 30: Ensuring a Superior Level of Preparedness and Readiness by adopting
a Knowledge-based Network-Centric approach Leveraging Information Systems for
Emergency and Disaster Management.

This chapter offers a new approach to emergency and disaster management such
as the COVID-19 pandemic grounded in information/knowledge needs based on the
combination of the doctrine of network-centric operations. The presented framework
provides appropriate guidance and support for decision-making in real-time, facil-
itates the flow of factual information and knowledge among all stakeholders, and
assists in eliminating disinformation as a factor in decision-making.

Chapter 31: mHealth Systems and Applications in Post-Pandemic Healthcare.

This chapter discusses the available contact tracing apps and their technical specifi-
cations. Several mobile health (mHealth) apps are discussed, including an overview
of the opportunities and challenges of mHealth systems dealing with pandemics.

Chapter 32: Synergistic Effects of Environmental Factors on the Spread of Corona
Virus.

This chapter investigates workable methods for automatic detection and classification
of cough for long-term activity monitoring and identification of patients. An early
diagnostic tool in the form of a mobile phone application is used to identify the
severity of the disease and to indicate the need and urgency for hospitalization.

Chapter 33: CFD Analysis of COVID-19 Dispersion via Speaking, Breathing,
Coughing, and Sneezing.

This chapter investigates the mechanism by which, majority of respiratory diseases
spread, which is typically based on droplet production and associated physical
processes, including fluid instability, breakup, and droplet conversion. The feasi-
bility of this study is achieved using Computational Fluid Dynamics (CFD) tool
through accurate simulations. The outcomes of this study can be extended to study
future pandemics driven by other respiratory illnesses.

Chapter 34: COVID-19 Pandemic: Lessons Learnt and Roadmap for the Future.

This is the final chapter of the book, which discusses the key technological steps
towards future post-pandemic directions.
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Most Affected Countries Using L
Polynomial Generated SIR Model
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Abstract In this chapter, the behaviour of the pandemic has been studied for the six
most COVID affected countries of the world. The time period considered for the study
is one year between April 1, 2020 and March 31, 2021. At the times of uncertainty,
the mathematical models play a decisive role in shaping and designing the policies
of the government. The characteristics of the pandemic are primarily measured with
respect to the number of positive cases, deceased cases, recovered cases, active cases
and test cases per day. On this set of data, polynomials of different degrees are
plotted to obtain the best fit model of the data. The fitted models are analysed using
three statistical parameters namely Root Mean Square Error (RMSE), x2, and R?
Error. It has used Polynomial Generated SIR Model to determine various epidemic
parameters like the basic reproduction number, recovery rate, rate of infection of the
pathogen and the likes. The comparative tests are done and they reveal the accuracy
of the developed model. The behaviour of the pandemic is observed to be different for
different countries according to the recovery rates of the infectives, rate of infection
of virus, total active cases, deceased cases and recovered cases.

Keywords Coronavirus -+ Mathematical modelling + SIR model - Beta + Alpha and
delta parameters + Root mean square error * %2 + R? error

1 Introduction

New challenges always lie a step ahead of human thinking. Right from the Plague of
Justinian to 2019-nCoV, human race has been encountered with numerous emerging
pathogens of various orders. Zoonotic diseases are a health hazard if not controlled.
The continuing threat of the spread of 2019 n-CoV would change the history of
mankind to new normal (social distancing, mask wearing, changing patterns of
education, altering the nature of jobs etc.). The epidemic of COVID-19 has the
origin in Wuhan, China in December of 2019 in a “wet market” where live animals
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were being sold such as bats, dogs etc. Within few months the contagious virus has
set its foot almost everywhere in the world. As per the World Health Organisation
(WHO), almost the entire population of the world has been affected by the said virus.
On February 12, 2020, WHO has officially named the disease caused by the novel
coronavirus as COVID-19.

The 2019-nCoV (novel Corona Virus) is one of the seven members of coron-
avirus family that causes respiratory disorders ranging from mild infection to even
death in humans. The four members of the coronavirus family, viz. 229E, OC43,
NL63 and HKU1, cause common cold symptoms while the two other strains—severe
acute respiratory syndrome coronavirus (SARS-CoV) and Middle East respiratory
syndrome coronavirus (MERS-CoV) are zoonotic in origin and are fatal. Bats and
camels are the potential hosts of MERS-CoV whereas racoon dogs, ferret badgers
carry SARS-CoV. The coronaviruses are extensively spread over the entire planet and
their genomes frequently combine to form new variants resulting in the periodical
arrival of the infections [1].

Either through direct transmission from infected persons or through the contact
from inanimate objects or through an airborne transmission, the SARS-COV-2 coro-
navirus can enter the susceptible persons and make them infectives. The symptoms,
diagnosis, management, treatment (SDMT) is looked after once a person contracts to
the disease [2]. As the infections caused by the virus is exploding at a fast pace, the
different phases of SDMT post a challenge to the all the concerned subjects whether
it be the infective persons or the susceptible persons or the hospitals or the govern-
ment. The preventive methodology of vaccinating the entire population or isolation
of infected persons or curbing the disease at the containment zone offers a large
challenge till now.

The re-emerging lethal zoonotic diseases of these orders are conforming to the
future where the pandemics would become more common and the preparedness of
the governments and the concerned authorities would play a major role in handling
the intervention approaches. One of the key roles in this preparedness depends on
the mathematical models.

2 Mathematical Models

To predict the future of 2019-nCoV worldwide for each and every country, quite a
good number of mathematical models have been proposed in the literature. They can
prove to be helpful for governments to stop or minimize the spread of the pandemic
and also to see the effects done by the epidemic. The government can then take
proper measures for controlling the impact of the virus in general on the public and
can reduce the dreadful consequences of the same. Mostly these epidemiological
models are a boon in the crisis which the world is currently facing at present.

The main issue of concern is what needs to be estimated through these models.
The predictions can be made on a wide variety of subjects. The projections which
these models can predict would help the health care department to look into the
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various issues like the number of ICU beds, the number of ventilators, the number
of health care persons needed in the hospitals, the medical instruments needed for
curing the patients, the medicines required, when would the next peak of coronavirus
expected, when would the offices, schools and the colleges be opened and when they
will be in working condition. The short-term projections are better in comparison
to long term predictions as the parameters change unexpectedly in each upsurge of
the wave of COVID-19. If we want to predict/analyse the parameters for different
countries, the mathematical models cannot predict accurately as:

1. The strictness of social distancing norms which are considered for one country
cannot be applied for another country

2. There may be the parameters which are true in the first wave of some country
but are not applicable for the second wave of same country

3. Data is not properly reported and the data is underreported

4. Models do not consider a possibility of the second wave [3].

With all these considerations, two types of models are used for predictions and they
are simple mathematical models and complex mathematical models. The simple
mathematical model does not take into consideration some of the parameters like the
ways in which the virus is continuously upgrading itself to spread itself in an effective
way, the way in which human population behaves when there is no lockdown, the
undetected test cases, whether government policies are followed or not and so on.
They simply work on the data that is statistically provided such as the number of
positive cases, the number of active cases, number of death cases and test cases.

At the same time, the complex mathematical models are dependent on a more
detailed account of the pandemic and they can create the impression of reality as
they are considering many parameters such as which age group is getting affected,
comorbidity factors such as diabetes, cancer, the risk factors as smoking, pollution
levels at a particular place, the population distribution and the likes.

The possibility of correct outcomes in a complex model is also rare because the
input are dependent on various factors that are difficult to manage in a particular time
as well as the parameters required by the complex model is quite difficult to count
and tally. With changing times, the collected input may not be accurate and valid
in the near future and that is why instead of calculating single numbers and also to
encompass the variations, the range must be given as the results predicted cannot
have accurate input.

The assumptions made in the mathematical epidemiological model should be very
evident and those parameters that are known but not as such are encompassed in the
model should be described with their qualitative implications. The model should be
such that it should be able to incorporate the accuracies when the data is uploaded as
it keeps on becoming better and better with time. Lastly the models should be such
that they should give appropriate warnings to avoid the misinterpretations arising
from the forecasts that the model depicts.

As the epidemic does not follow exactly the same trends everywhere, the models
should take some local considerations also. The mathematical models are becoming
important for predictions as the number of deaths is increasing at an alarming rate
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globally. Earlier the models predicted the areas in which the pandemic is likely to
spread, for how much duration the virus circulated in a particular community, the
number of death cases, all these predictions are found to be helpful before the onset
of the spread.

In the current scenario, the mathematical models play a vital role in forecasting
the seriousness of the disease, at which scale the pandemic is spreading, how to use
the limited resources, the way the government policies are getting changed with time,
as the duration of lockdown, banning the public gatherings, going to the temples,
restricted people’s movement keeps on changing. If one follows the predictions of
the mathematical modelling then it is expected that the number of death cases can
be reduced, overall scenario can be made better.

Epidemiological mathematical models are best when they are using an adaptive
science approach to include the sociological as well as anthropological work. A
triangulation approach of the three needs to be developed. In this approach, the input
is attuned to the contexts of many factors like ethnography, social conditioning and
the local expertise. The output of the models should map to the new context inputs.
As the effects would be seen socially and materially the parameters of predictions
also include the way in which n-CoV spreads in a given area, which age group is
being affected, whether the people are following the social distancing norms properly
or not, whether the number of persons who needs the hospital is on the upsurge trend
or is there a diminution in the trend of hospitalization.

The longer the time of the pandemic, the better the raw data obtained through
which better predictions can be made. First of all, there should be a numerical stability
and reliability in these predictions which is quite difficult to achieve due to numerous
factors including the speed at which the virus is mutating, the general health of the
public, which age group is being looked at and the likes, this output should be traced
when they become a part of public life or they form an important part in forming the
policies of the locality/government. While following the adaptive science approach,
we have to look what is the impact of the use of models in context with the intervention
of the government with respect to the general health of the public, the forecasting
of the diseases. As the stakeholders are there in every scenario, the models should
comply with developing concerns through changing times of the pandemic. Local
matters are also a part of concern when there is causality so the modelling using
adaptive approach should also pay attention to these things of apprehensions [4].

Telles et al. [5] have recommended that social distancing of 1-2 m and usage of
masks with the disinfectants are useful measures for preventing and controlling the
pandemic behaviour. In [6], Khalid et al. have focused on the implication of using
zinc as the immune function. In [7], the authors have shown the possibility of using
wavelets to measure the effect of COVID-19.

In this chapter a model has been used to calculate and analyse the different param-
eters for six, countries so that the different aspects of the pandemic can be seen clearly
and based on it some standpoints can be taken.
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2.1 Susceptible-Infected-Recovered (SIR) Model

SIR (Susceptible-Infected-Recovered) model and its variations are used by many
authors around the world to predict the forecast of the said disease. The model in
combination with genetical algorithm has been proposed by Rodrigues et al. [8].
Considering the age-related information, Singh and Adhikari [9] have studied a
hybrid SIR model. Hybrid model of SIR with three phases is used by Chaves et al [10]
to determine the reproduction number. To forecast the Pandemic in India, Dhanwant
and Ramanathan [11] have worked on a SIR approach by using the SciPy software.
SIR model with statistical machine learning has been used by Das [12] to predict the
pandemic in China and India.

An approach of Bayesian methodology together with SIR is used for prediction
of cases in Brazil by de Oliveira et al. [13]. Postnikov [14] SIR model combined with
logistic Equation using the MATLAB software has been used to guess the COVID-19
spread in different countries. Using SIR model, Deo et al. [15] have predicted the
subtleties of COVID-19 epidemic in India, Hazem et al. [16] have done the same in
six countries of the world, while Jakhar et al. [17] have analysed and calculated the
pandemic cases for 24 different states of India. Mujallad and Khoj [18] have studied
COVID-19 cases in Makkah and Saudi Arabia.

Lopez and Rodo [19] have used SEIR (Susceptible-Exposed-Infectious-
Removed) model by enlisting multiple scenarios in Spain and Italy. SEIR with arti-
ficial intelligence approach is employed by Yang et al. [20] to forecast outbreaks in
China with the time-slice data. Stochastic SEIR model is used by Engbert et al. [21]
to forecast the spread of COVID-19 in Germany. A general SEIR model for COVID-
19 cases has been employed by Godio et al. [22] to compare cases in Italy, Spain
and South Korea. SEIR with regression is analysed to predict the COVID-19 cases
in India by Pandey et al [23]. SEIR has emphasized the operative contact rate of
pandemic cases in India and has related the results with six other countries. With
SEIR, Bonnasse-Gahot et al. [24] have monitored the bed obtainability in France.
Using three features of regression, smoothing and age structure, through SEIR model,
Dixit et al. [25] have predicted the pandemic. SEIR model of the pandemic for
twelve countries is employed by Kohanovski et al [26]. A time dependent SIER
modelling has been developed by Teles [27] for the country of Portugal. SEIR with
auto regression is studied for epidemic cases in India by Wagh et al [28].

Ray et al. [29] have used extended SIR model for studying the lockdown in
India to predict the role of interventions. Cruz and Cruz [30] have modelled SEIR-
A (Susceptible-Exposed-Infected-Recovered-Asymptomatic concentration) for the
analysis of the COVID-19 outbreak in one of the states of Brazil. Using the SS-
SIR (State-Spate-Susceptible-Infected-Recovered) model, Kobayashi et al. [31] have
analysed the intervention effect of the Pandemic in Japan. By means of SEIARD
(Susceptible-Exposed-Infected-Asymptomatic-Recovered-Dead) model, de Leon
et al. [32] have predicted the pandemic results of Mexico. SIR(D) dynamical model
is used by Rajesh et al. [33] for the analysis of data in India. SEIAR model for
COVID-19 cases in India has been predicted by Khatua et al [34].
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In the SIR model, the population is split into three categories: Susceptible, Infec-
tives and Removed. All those persons who have contracted the n-CoV are termed
as infectives, the public who has not yet been exposed to coronavirus are termed
as susceptible, and all those who have been either recovered or dead are termed
as removed. The removed people cannot cause any infection to the susceptible and
therefore are not a hazard to the pandemic.

In this model, the basic reproduction number is an important number which is
denoted by the alphabet Ry. Right from the way in which the infection grows in the
body to the way the infection spreads in the society, the basic reproduction number
captures all these features and then allows the health care persons to work accordingly.
In any outbreak this reproduction number holds an important value. If the value of
Ry is less than one then the assumption is that the disease would wane out of its own,
but if the number is greater than one then it signifies that the spread of the disease is
exponential and necessary measures are needed to curb the spread. Larger the value
of Ry, the worst is the situation for the public.

The estimates of the basic reproduction number at the beginning of the outbreak
are found to be lying between 1.5 and 4.0. That means the entire human population
could have been exploded with the disease if measures are not taken properly with
time.

Figure 1 shows the cumulative number of positive cases for the six countries.
As actions are taken, practically the exponential growth of the pandemic cannot
continue its pace as there would be lesser interaction between the infectives and the
susceptible. If no action is taken to control the spread of CoV then only 2% of the
population would remain uninfected. The population size, the rate of infection and
the death rate are the three components of the basic reproduction number. So, to
control the spread of the pandemic, either rate of infection has to be reduced or the
population has to be less or the number of recoveries have to be more. The difference
between the basic reproduction number and the effective reproduction number is that
the effective reproduction number is the average number of infections that are caused
by the primary infected people. In either case, the number has to be less than one in
order to wane out the outbreak.

The total fatality rate is not dependent on the basic reproduction number as it does
not tell the degree of dangerousness of the disease for an individual. Measles, for
example, has a basic reproduction number which has an average value of 15 but is
not deadly but the epidemic of EBOLA which has a reproduction number of 1.5 has
caused more (approximately 60% of the total infected persons) number of deaths
due to the disease.

In the case of COVID-19, the demographics of the population affected is worst
in the case of older people. If the infection rate is high and fatality is low then
the pandemic may end up killing more people but if the case fatality rate is high
during pandemic, then it might create fear but it is less infectious as it might not get
sufficient chance of spreading to the other people. The need to control the outbreak is
best achieved when the number of susceptible are directly removed without having
infection, i.e., by vaccination drive. It’s often unfeasible to have vaccine in a suitable
timeframe if it is spreading in full swing. So, isolation of infective patients and the
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quarantine of healthy people is used effectively to curb the spread. This chapter
considers a simple model of SIR with polynomial generation for comparing the
statistics of various countries. Comparison of various parameters of SIR model has
been done. The model calculates the basic polynomial fitting of each country followed
by SIR model to calculate the graphs.

The mathematical model SIR has been proposed by Kermack and McKendrick,
in 1927 [35]. It has explained the dynamics of the communicable disease spreading
amongst the susceptible persons in a very simple way which is diagrammatically
shown in Fig. 2.

The SIR model describes three classes of the population as depicted in Fig. 2.
They are the susceptible, the infectives and the removed. During any disease, people
fall in any of these categories. The total population M is the summation of all the
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Entire Population of the People

Susceptible(S) Recovered(R)

Infectives(l)

Fig. 2 SIR Model

infectives (1), susceptible (S) and removed (R). In the model, the rate at which the
susceptible person changes into the infected person with respect to time is defined
by Eq. (1). The rate depends on the susceptible as well as the infected persons. In
this Equation, beta is the infection rate of the virus. With the increase of time, the
number of susceptible would decrease; hence Eq. (1) has a negative value.

s (B

Equation (2) defines the rate of change of infection which is dependent on the
rate of change of susceptible persons and the recovered patients. The rate at which
the patients are recovered needs to be subtracted.

a_ b NES I 2
(@) en]

It can either increase or decrease with time. Alpha is the recovery rate of the
infected persons. The rate of change of recoveries is shown in Eq. (3).

drR
a0 = @xD 3)

Initially, when there is no infection, the entire population is susceptible (S = N).
This is depicted in Eq. (4)

dl/dt ~ I (B —@)) 4

while Eq. (5) shows the result after integration where [, is the number of infected
patients at the time ¢ and is a constant of the pandemic [36].

[ = IpeP=* (5)
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If m has the value of (8-«) then Eq. (4) can be written as

—~ 1 6
; m % (6)

And Eq. (5) can be written as
I(t) ~ Iy x ™ 7
Integrating the Eq. (7), m is calculated. It is shown
Togl = (m x 1) + (Ioglo) ®)

The recovery rate of the infected persons is given by Eq. (9) at time ¢ of the
pandemic. I, tells the number of infectives at time 7.

aR (a * Io) ©)
— = (x
dt 0
By integrating Eq. (9), we obtain
R(t) = (@ xt *x Ip) (10)

Suppose, it takes ¢ = T time for a patient to recover then R(T) = Ipor a.T = 1.
Thus,

a~1/T (1)

For a small change x in time the following two equations are obtained from Eq. (3)

R(t+x)
- =al (12)
I1(1)

The recovery rate (Alpha) can be found out directly from Eq. (13). In order to
find out the maximum number of infected patients, we first divide Egs. (2) and(3) as

shown below
dl dS « 1
—/—==-M|=)-1 (14)
dt' dt B S

dl « <1)
E_Zu(=)-1 (15)
as — g \s
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Integrating Eq. (15), one gets the maximum infected persons as.

=-S5+ (%)MlnS+C

o S
I=N-S+—-Min— 16
+ 5 not (16)

To simplify Eq. (16), the assumptions S = M, I = M;, R = M, are made (s is
the part of total susceptible, i is the part of total infected and r is the part of total
recovered) to obtain following equations

i _, 17
E—l(ﬂs—a) 17

1—1—s+(3>1ns (18)
B B

During the highest number of infection rate d;/d; = 0, s is now obtained shown
in Eq. (19). If we substitute the value of s in Eq. (18), we get Eq. (20). Maximum
number of infected patients can be found from Eq. (20).

S =

19)

o
B
' 142 [1 i 1} (20)
lmax = —|n—- —
BL B
Equation (18) can also be written as Eq. (21) at the end of the infection (/ = 0),

solving which we get the value of s. Equation (22) defines the Basic Reproduction
number R, which is the ratio of spread of disease (alpha) and recovery rates.

1—s+(%)lns:0 21

R =L (22)
o

Hence, the different parameters of SIR model can be found out.
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2.2 Polynomial Fitting Model

This section has used information on the number of test cases along with the number
of positive cases, the number of deaths and the number of recoveries of the patients
suffering from the COVID-19 which is available in [37]. If T'; and P; are the number
of test cases and that of positive cases on the ith day then the relative positive cases
on the ith day, RP;, is given by

P;
RPi = — 23
i T (23)

Again, if D;, A; are the number of deceased cases and that of active cases on the
ith day then the relative deceased cases on the ith day, RD;, is given by

. D
RDi = — (24)
A;
And if R;, A; are the number of recovered cases and that of active cases on the ith
day then the relative recovered cases on the ith day, RR;, is given by

RRi = & (25)
i=—
A;
And the active cases A; are defined as
Ai= A1+ Pi— D (26)

Given the above defined relative data of the pandemic for n days, polynomial of
various degrees has been obtained to find their best fits. To determine the best fitted
polynomial for each case, we have used three statistical parameters, namely RMSE,
R? and x? and smaller the value of the error in a given polynomial, better the fit of
the polynomial.

A. RMSE (Root Mean Square Error)

The root mean square error is the difference between the observed data against
the predicted data after fitting on a polynomial over number of days [38]. If O;
and E; are the observed and the predicted data on a polynomial in the ith day,
respectively, then RMSE is defined by

S, (0 — E)?

n

RMSE = 27)

B. R%(R squared)
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R? is another statistical parameter, known as the Coefficient of determination,
is the relative variance in the dependent variable that is predictable from the
independent variable(s). It is a measure to see how best the observed data are
replicated by the model, based on the relative variation of data [39]. For a given
setof ndata, O;, O, ..., Oy, let P; be the polynomial of degree j fitted on these
data and E; be the estimated value obtained from the polynomial P; for the data
O;. Then the coefficient of determination, R?, is defined by

R =1- 55, (28)
|4

where SSg, sum of squares of residuals and SSy, sum of squares proportional
to variance, are

SSR = Z (0; — E;)? (29)

i=1

ssV =3 (0, - 0) (30)

i=1

where O =", 0;.

It can be seen that in the best case, the estimated values are exactly same as
the observed values for all days which results SSg = 0 and R’ = 1. A polynomial
which always predicts O finds its R*value as 0. Thus, larger the value of R?,
better the prediction polynomial. Some of other important properties of the
coefficient determination, R?, are

1. Ithelps to determine the ratio of how the expected value varies with respect
to the observed data.

2. It helps to show the expected variation against the total variation.

3. It helps to show the relative association between observed and expected
data.

%2 (Chi-square)

Pearson’s %2 value is also used to see the goodness of fit of the polynomial for
a given set of observed data. Smaller the value the better is the probability that
the observed data fits the expected data well [40]. Suppose, there is a set of n
data, Oy, O,, ..., O,. Let P; be the polynomial of degree j fitted on these data
and E; be the estimated value obtained from the polynomial P; for the data O;.
The formula for the same can be written as

n

0; — E;)?
X2 = Z% (31
i=1 !
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2.3 Polynomial Generated SIR (PG-SIR) Model

Polynomial Generated SIR (PG-SIR) model has been presented. First, the data of
affected areas under study are used to obtain the best fit curve using the polynomial
model and these polynomials are used to interpolate and extrapolate to obtain various
data, like recovered cases, test cases, deceased cases, positive cases or the active cases.
According to the statistical tests and calculations of various errors and the correlation
between the two sets of data of various classes, corresponding polynomial fit are used
in the SIR model to analyse the basic reproduction number, the maximum number
of infected patients, the infection rate, contact rate and their corresponding graphs
are plotted for all the affected areas considered for the study. One year is divided
into three parts, each having four months. Comparison is done within the areas for
different waves as well as amongst the different areas for different parameters. The
PG-SIR model can predict the peaks/waves with great accuracy even with small
amount of data of starting months. So, this model is used to analyse the peaks and
to make policies in accordance with the predicted peaks. Steps of PG-SIR model are
as follows:

Get total positive cases, recovered cases, test cases, deceased cases, active cases.
Calculate the relative positive, relative deceased and relative recovered cases.
Find the coefficients of the polynomials of various degrees.

Obtain the values of different errors RMSE, R square, Chi square error.
Obtain the best fitted polynomial to be used in the SIR model.

Calculate the various parameters such as Beta, Alpha, Ry, m, s.

Use these parameters to predict the next peak by PG-SIR model.

Al e

The results and analysis of the Polynomial Generated SIR (PG-SIR) model show the
correct representation of the pandemic infection rate, recovery rate, the maximum
number of infected persons, the fraction of susceptible persons, the difference
between the transmission and the recovery rates and the basic reproduction number.

3 COVID-19 Scenario in Six Countries

This chapter considers six countries which have faced the extreme impact and major
breakdown due to coronavirus. These countries are USA, India, Brazil, Russia,
France and UK. The impact of vaccination among the citizens of any country has
not been studied. The breakdown relates to the deteriorating health of the public, the
increasing number of deceased cases in the various countries, the maximum number
of peaks/waves of the deadly infection hitting these areas, the economic shattering
of the nations, the devastating effects on education and the likes.
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3.1 USA

In USA, the total population is 332,644,518 whereas the population density is
33.86/km2. The area of USA is 9,161,923 km?2. The first case in USA is found
on January 19, 2020 where a 35-year-old man is depicted with the symptoms of
Corona Virus in Washington. SARS-COV-2 in United States of America has created
havoc resulting in more than 601,000 deaths. Since January 2020 it has confirmed
over and above 33.5 million confirmed cases [41]. COVID- 19 cases of USA are
shown in Fig. 3.

Many cases have gone undetected together with 114.6 million infections which
have covered almost one third of the United States population. The number of positive
cases in USA has become the highest. And one fifth of the total worlds, confirmed
cases and deaths are also reported to have occurred in USA. After heart disease and
cancer, the infection caused by the coronavirus has become the third leading cause
of death. The life expectancy has also dropped from 78.8 years to 77.8 years during
the early months of 2020.

After the first case, the president of USA has declared the outbreak as Public Health
Emergency. All measures have been taken to control the spread of the disease amidst
the mess created by the sudden spread of the infection caused by the Virus. Measures
like travel restrictions as well as the social distancing, lockdown, school closures
and testing have become the goals with highest priority. Even though the health care
system has been completely focused on the infected patients that are coming in large
numbers, it could not prevent the mortalities that happened. Death toll has kept on
increasing starting from February 2020. From the side of the government colossal,

2021-05-22
< 7400
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I = 10000
B = 11400
B = 14000
/100000

Fig. 3 COVID-19 cases per 100,000 people by state, as of May 1, 2020
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amount of money has been used during the outbreak of the pandemic just to make
situations under control. During the mid-March of 2020, a National Emergency has
been declared and a bulky amount of medical equipment are purchased in order to
fight back with the impacts the deadly virus on the public. There are cases of violence
against the Asian Americans also as the great deal of unexpected changes has caused
people to suffer mentally also.

All the fifty US states have been affected by the coronavirus by mid-April 2020
and all the territories have confirmed cases by November 2020. This is the first wave
that has created confusion amidst disappointment. The second rise of the coronavirus
infection has begun in June 2020 as many restrictions have been removed after the
number of cases is controlled after the first wave. The daily positive cases are found
to be more than 60,000 in the second wave. Once again, the restrictions have been
imposed. The third rise in the infections has begun during the October 2020, where
the number of cases has been approximately reaching 100,000 daily. The fourth
rise has begun during March 2021 and is continuing at present also. Vaccinating the
public has been started on December 14, 2020 but Vaccine hesitancy also is restricted
the efforts of the government.

3.2 India

In India, the first case of the epidemic COVID-19 has been reported on January 30,
2020. Three students from Kerala who have returned form Wuhan are contracted to
the disease. It has taken less than five months for the COVID-19 to spread to all the
states and territories of India. After United States, the largest number of corona virus
cases is in India only. Since the country is very large in size with the population of 134
millionitis quite a challenge to control the uncertainties due to the pandemic. Figure 4
shows the cumulative positive cases for India. The country consists of 28 provinces
and 8 Union Territories. The population densities of India are 424 person/km? [2—4]
whereas the area is 3,287,590 km? [42].

Lockdown has been announced soon after the spread of the disease. End of March
of 2020, the lockdown started. Half of the total country’s cases are reported in only
five cities. Mumbai, Delhi, Ahmedabad, Chennai and Thane. The recovery rate has
been seen better from June 10 2020 but the peak first wave has come around the
mid-September 2020, with over 90,000 cases per day. In January 2021, the first wave
has waned with approximately 15,000 cases per day. In India, the reported number
of cases is 29.3 million and the deadly virus has caused third highest number of
fatalities in the world. The number of deaths as on March 31 2021, has been reported
as 162,920.

The second wave has been started in March 2021. Delta (B.1.617.2) variant is
primarily responsible for the second wave. The second wave of the deadly virus has
exploded like never before. Almost every home has the patients affected with the
infection of the said virus. There is a shortage of the hospital beds, oxygen cylinders
and like this amidst many discrepancies and disappointments deaths at a very large
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Fig. 4 COVID-19 cases in India

scale have hampered the development of the country as a whole. The impacts of the
virus are adverse and beyond imagination. The very infectious delta variant is now
spreading all around the world. In some countries, it has become a dominant variant.
It has been found in 85 countries and is mutating at a very high speed. The future still
remains a challenge. Vaccination program in India has been started on January16,
2021 and until March 31, 2021 millions of doses have been given to people. Many
vaccines are being used in the country such as Covishield, Covaccine, Sputnik V.

3.3 United Kingdom (UK)

In UK, the total population is 68,207,116 whereas the population density is
279.98/km?. The area of USA is 241,930 km?. In late J anuary 2020, the pandemic
has reached within the bounds of UK. Figure 5 shows the cumulative positive cases
for UK. The testing of the susceptible has begun in the early months of the year 2020
(February and March). A four-pronged strategy by government has been followed
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in UK: contain, delay, research, mitigate. In the end of March 2020, lockdown has
been imposed in the country. Everything from schools to travel to large gatherings
has been banned by the government. Mostly people have been told to self-isolate
leaving the once who are having illness, they are hospitalized. Social distancing is a
new normal during the spread of the pandemic. Even the police are given the rights
to impose the laws which are then recently defined by the government. There have
been 4 million cases confirmed and more than 128,191 fatalities in the country. Due
to lockdown, people have gone into depression and suffered mentally also [43].
Due to the proper measures taken to curb the spread of the virus, the cases have
gone down till June 2020; the exponential rise is getting flattened. By early September
the country has started to retract the steps of lockdown, schools are reopened and as
soon as the country has tried to return back to normal, suddenly there is an upsurge in
the number of cases, depicted as the second wave there is commotion again. All the
restrictions have been imposed back again. Stepwise restrictions are followed in many
places during October 2020 while in November 2020 the country has been imposed
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Table 1 Peaks/waves in different countries

Countries Waves Months

USA 3 May 2020, August 2020, January 2021

India 2 September 2020, May 2021

Brazil 5 August 2020, December 2020, January 2021, April 2021, June 2021
Russia 2 May 2020, January 2021

France 3 April 2020, November 2020, April 2021

UK 2 May 2020, January end/February 2021

the second lockdown. During Christmas there is a certain relaxation following which
the country has gone for lockdown. The first country to have vaccination drive is UK
only. In the early 2021, UK has the largest vaccination drive which is highest in
Europe. Schools have been reopened in the month of March 2021, together with the
quarantine rules. By June 2021, the delta variant has caused a third wave in UK.
Table 1 shows the peaks of the active cases in different countries.

3.4 Russia

In Russia, the total population is about 145,912,025 whereas the population density
is 9/km?. The area of Russia is 17,098,242 km?. The ongoing Pandemic in Russia is
caused by the coronavirus 2019. The first case of the SARS-COV-2 hits the country
on January 31, 2020. The borders have been tightened with China and the number
of testing has been increased, these are the early measures taken at the time of the
outbreak of the pandemic, during the month of March 2020, the infections spread
from Italy causing the government to take the measures of lockdown, school shutting,
borders are sealed, large gatherings and events are also cancelled till mid May 2020.
[44]. Figure 6 shows the cumulative positive cases for Russia.

By the end of September 2020, the wave has reached the peak, every month saw
an increase of million people, 2 million in November, 2020, 3 million in December
2020, 4 million in February 2021. During December 2020, the no of positive cases has
reached to 3.2 million and the death toll has reached 100,000 during the end of March
2021. The difference between the number of deaths said by the government and the
real figures are enormous, the number of fatality cases is greatly underestimated.

3.5 France

In France the total population is 65,426,176 whereas the population density is
119/km?2. The area of France is 551,695 km2. On January 24 2020, the first case
of the disease has been found out. The very first five cases are those persons who
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Fig. 6 COVID-19 pandemic in Russia

have returned from China. The first COVID death outside Asia is in France itself
where a Chinese tourist has died due to COVID pandemic on February 14. Between
February 17 and February 24, 2020 there is a large gathering of almost 2500 people.
Half of them contracted to the virus after which the horrors of the pandemic have
begun. Figure 7 shows the cumulative positive cases for France. Strict measures
are taken by the government authorities like banning of gatherings and schools and
Universities closing, restaurants, cafes, cinemas followed by the compulsory home

Fig.7 COVIDI9 in France
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lockdown for 15 days starting from March 17, 2020. The usage of face masks is
made a compulsion and the lockdown is continued till May 11, 2020 [45].

In August 2020, again the same scenario has been seen to popup. There is an
increase of number of infections. Consequently, France has to enter the second lock-
down on October 28, 2020. 2.8 million people have got infected during the same
time. The third lockdown has been imposed on March 31, 2021. It continues till
April 3, 2021 where all the non-essential shops are closed down, all the domestic
travel has been banned and a curfew has been imposed from 7 pm till 6 am.

3.6 Brazil

In Brazil the total population is 213,993,437 whereas the population density is
25/km?. The SARS-COV-2 sets its foot on February 25, 2020. Figure 8 shows
the cumulative positive cases for Brazil. By late March 2020 the disease spread
throughout the country. On June 19, 2020 cases hit by one million and approximately
49,000 deaths have been reported [46].

During March 2020, Brazil has proclaimed a ban on the travellers who have
come from outside. All the prevention measures have been taken to stop the very
rapid explosion of coronaviruses infection. As on May21, 2021, 15 million cases are
confirmed and the death toll has reached 425,000. Brazil has been repeatedly hit by
the waves of coronavirus. Five peaks have been observed since last year. In Brazil,
summer is the major season which lasts approximately the whole year round. It may

Fig. 8 Map of outbreak in n-}._._r-"'-‘j
Brazil
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be the reason that the virus has got adjusted quickly to come back again and again
causing great deal of commotion in the entire country.

3.7 Summary

Table 2 shows the population density, population, area, predominant variants of
coronavirus in different countries. The uncertainty during the pandemic has a worse
impact on the patterns of education, the economy and the politics as well. UK stands
on number three, first and second being USA and India. Being toddlers in the under-
standing when would the epidemic end, the infection is of coronavirus is hitting the
countries every now and then with its mutant variant. The type of consequences of
the new variants is an unanswered question.

4 Experimental Results

To understand the behavior of the pandemic COVID-19 in six countries, a number of
statistical tests has been considered. To see whether or not there exists any similarity
among these, three statistical errors viz. RMSE, R? and x?, are considered. These
errors are studied on the basis of number of positive cases, number of deceased,
number of recovered cases, and total number of test cases [47], for the said 365 days.

This section has considered three types of cases (relative positive cases, relative
recovered cases, relative deceased cases) of the six countries of India, USA, UK,
Brazil, France and Russia. We have collected the data for 365 days starting from
April 1, 2020. The relative positive cases, relative deceased cases, relative recovered
cases are considered for our study. It analyses the behavior of pandemic COVID-19
across the six countries. On the pandemic, the information available are the total
number of positive cases, total number of death cases, total number of recovered
patients and total number of tests that are carried out daily. The behavior of pandemic
is studied over the six countries using this set of data. Since the pandemic covered

Table 2 Different variants of six countries

Countries | Density Population Area Waves | Prominent variants
India 424.00/km? | 1,393,409,038 | 3,287,590 km? 2 Delta

USA 33.86/km?> 332,644,518 9,161,923 km? 4 Alpha, beta, delta
Brazil 25.00/km? 213,993,437 8,515,767 km? 2 Alpha, delta
Russia 9.00/km? 145,912,025 17,098,242 km? |2 Alpha, beta, delta
France 119.00/km? | 65,426,176 551,695 km? 3 Alpha, delta

UK 279.98/km? | 68,207,116 241,930 km? 3 Alpha, delta
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the entire countries by April 1, 2020, we have considered the data the period from
April 1, 2020 to March 31, 2021; that means, our study is restricted for 365 days.

Figure 9 depicts the relative number of deceased cases for the six countries. The
graph shows a blue curve which is the data. The x axis is the number of days while the
y axis is the number of relative deceased cases. Each polynomial is represented by a
color line segment. Purple color line segment is obtained by fitting the polynomial of
degree 2 on the set of data and the green color line segment represents the polynomial
of degree 3 while that of degree 4 on the dataset is represented by the blue color line
segment and maroon for degree 5. Figure 10 depicts the graphs of the relative positive
cases of six countries respectively for 365 days starting from April 1, 2020. Each
figure also shows polynomial of degree 2, 3, 4 and 5 fitted on the set of data. In
Fig. 11 the x-axis of the graph shows the number of days while the y-axis represents
the number of relative recovered cases in the given days.

Tables 3 and 4 depict the coefficients of polynomials for the six countries of USA,
India, UK, France, Brazil, Russia. Three different cases are relative recovered cases,
relative deceased cases and relative positive cases. Tables 5 and 6 depict the values
of the RMSE, R? and 2 of the six countries.

The values shown are for the quadratic, cubic, fourth and the fifth-degree polyno-
mial fit curve. The values are calculated once the polynomial curves are made from
the given data set. Lower the value of RMSE the better the results and lager the value
of R? better is the polynomial fit. Once these data are fitted in the polynomial it is
given as an input to the SIR model.

4.1 Comparative Study

In this section, different parameters for six different countries (USA, India, Brazil,
France, UK, Russia) are calculated. A year is divided into three equal parts, each
consisting of four months. The parameters tell us the current scenario of COVID-19
in the six most affected countries of the world. The parameter Beta is the rate of
infection, Alpha depicts the recovery rate and Ry tells number of secondary cases
caused by a single infected case where as m is the slope or the difference between
transmission rate and the recovery rate and s is the fraction of total susceptible.
Tables 7, 8 and 9 along with Figure provide different parameters and graphs of the
same of the six countries, each of four months.

It is clear from Table 7 that the highest rate of infection is in India while that of
U.K s the lowest in the Ist Part of the year, i.e., from April to July 2020. The recovery
rate for the Ist Part of the year is the highest in France and it is lowest in USA. The
basic reproduction rate is the highest in Russia and France stands the lowest in Ry.

The recovery rate (Alpha value) of the six countries is shown in Fig. 12 which
compares the value of recovery rate for six countries for three different parts of the
year. It can be seen that for different countries, no trend is being followed by the
recovery rate. For some countries, it is always on the higher side, for another set
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Fig. 9 Relative deceased cases against number of days in six countries
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Fig. 10 Relative positive cases against number of days in five countries
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Fig. 10 (continued)

it is low. Depending upon the immunity and the speed with which the infection is
spreading, the graph has calculated the different values of Alpha.

Values in I part of the year (April 2020-July 2020)

In the IInd Part of the year, once again the rate of infection is the highest in USA
and the lowest in Russia. Brazil showed much improvement in controlling the rate
of infection compared to beta of France which increased from Ist Part of the year to
IInd Part of the year. Beta values of USA, India, Brazil have decreased compared
to the Ist Part of the year while it has increased for France, UK and Russia. India
remains at number one in the average number of secondary infections caused by an
infected individual while UK has recorded the lowest number according to the graph.
Comparing the countries in the IInd Part of the year, the highest recovery rate is in
USA while the lowest is in Russia.

The different parameters of six countries are shown for the IInd Part of the year in
Table 8. The IInd Part of the year shows the value of the basic reproduction number
is the highest in France and the lowest in Brazil. The infection rate is the highest in
India and the lowest in USA while the recovery rate of the IInd Part of the year is
the highest in India again and the lowest in UK.
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Table 5 RMSE, R? and x2 for USA, Brazil and India

49

R2

2

Case Country Polynomial RMSE X
Relative positive cases USA Quadratic 1.2211 0.0534 14.1590
Cubic 1.1073 0.2216 17.6048
4th degree 1.1097 0.2425 13.9746
Sth degree 1.0900 0.2458 13.5174
Brazil Quadratic 1.7260 0.1056 16.9490
Cubic 1.3970 0.4136 10.3380
4th degree 1.3450 0.4564 09.2280
5th degree 1.3190 0.4774 08.9400
India Quadratic 0.5427 0.3795 13.1563
Cubic 0.3909 0.6780 03.3540
4th degree 0.3738 0.7055 02.2849
Sth degree 0.3581 0.7299 01.9976
Relative deceased USA Quadratic 1.2370 0.6370 28.6715
Cubic 0.8280 0.8380 21.5605
4th degree 0.6280 0.9070 06.5000
Sth degree 0.5270 0.9340 02.9739
Brazil Quadratic 4.0030 0.6130 58.6410
Cubic 3.7220 0.6650 25.3350
4th degree 3.6970 0.6700 21.0690
Sth degree 3.6140 0.6840 22.6700
India Quadratic 0.0150 0.5798 0.0917
Cubic 0.0144 0.6093 0.0909
4th degree 0.0142 0.6193 0.0873
Sth degree 0.0141 0.6241 0.0931
Relative recovered USA Quadratic 15.0100 0.0557 155.8301
Cubic 14.7800 0.0845 142.7590
4th degree 14.7400 0.0895 141.7840
5th degree 14.6900 0.0955 139.8890
Brazil Quadratic 9.6940 0.0010 183.1410
Cubic 9.6930 0.0010 184.8410
4th degree 9.6930 0.0010 184.3670
5th degree 09.6920 0.0010 184.7580
India Quadratic 16.7400 0.8715 40.7939
Cubic 16.7300 0.8717 40.5237
4th degree 16.6200 0.8734 40.2154
Sth degree 16.6200 0.8734 40.1602
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Table 6 RMSE, R? and %2 for Russia, UK, France

Case Country Polynomial RMSE R? %2
UK Quadratic 1.4240 0.1630 29.8600
Cubic 1.0110 0.5781 69.3739
4th degree 9.2210 0.6491 23.9506
Sth degree 9.1290 0.6560 51.4326
Russia Quadratic 0.4286 0.1771 4.0854
Cubic 0.4092 0.2500 3.6575
4th degree 0.3837 0.3406 3.2122
5th degree 0.3712 0.3828 3.0197
Relative deceased France Quadratic 6.4300 0.5521 202.3048
Cubic 5.0170 0.7273 83.3179
4th degree 4.5760 0.7732 56.8438
5th degree 4.2900 0.8007 400.3171
UK Quadratic 5.8520 0.4746 58.4880
Cubic 4.3870 0.7074 42.3198
4th degree 3.3020 0.8327 24.0224
5th degree 2.5140 0.9030 31.3106
Russia Quadratic 0.4470 0.4479 2.2054
Cubic 0.4087 0.5383 1.7635
4th degree 0.3873 0.5854 1.5936
Sth degree 0.3855 0.5892 1.5665
Relative recovered France Quadratic 0.0643 0.5521 94.7581
Cubic 0.0502 0.7273 0.6593
4th degree 0.0458 0.7732 87.1453
Sth degree 0.0429 0.8007 2.4662
UK Quadratic 43.1200 0.1591 62.3700
Cubic 33.8900 0.4805 37.6237
4th degree 33.88 0.4807 6.7785
5th degree 33.87 0.4811 181.4085
Russia Quadratic 24.4000 0.2715 170.5692
Cubic 24.3825 0.2724 171.6270
4th degree 22.6200 0.3738 155.9504
5th degree 22.6041 0.3747 168.5115

“Test data is not available in Our World in Data Total COVID—19 tests (http://www.ourworldinda
ta.org)


http://www.ourworldindata.org
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Table 7 Parameters for I part of the year

Numbering | Country | Beta m Alpha Ry s

X1 USA 0.028789 0.016085 | 0.016085 1.789838 | 0.558710
X2 India 0.090292 0.039697 | 0.050595 1.784597 | 0.560351
X3 Brazil 0.081628 0.028335 | 0.053293 1.531671 | 0.652882
X4 France 0.040008 | —0.016730 |0.056738 |0.705130 |1.418178
X5 UK 0.020190 | —0.003047 | 0.023238 | 0.868865 1.150926
X6 Russia 0.052377 0.024813 | 0.027564 | 1.900180 |0.526266

Table 8 Parameters for IInd part of the year

Numbering | Country | Beta m Alpha Ro s

X1 USA 0.021094 0.004910 |0.016184 | 1.303414 |0.767216
X2 India 0.087290 | —0.003081 |0.090370 |0.965912 | 1.035291
X3 Brazil 0.051264 | —0.006157 |0.057421 |0.892776 |1.120101
X4 France 0.072561 0.030447 | 0.042114 | 1.722965 | 0.580395
X5 UK 0.046789 0.035169 [ 0.011629 |4.024239 | 0.248494
X6 Russia 0.043153 0.010087 | 0.033067 | 1.305038 | 0.766261

Table 9 Parameters for IlIrd part of the year

Numbering | Countries | Beta m Alpha Ry N

X1 USA 0.018272 0.001470 | 0.016802 |1.087496 |0.9195440
X2 India 0.088344 | —0.006967 |0.955311 |0.926905 |1.078859
X3 Brazil 0.061002 0.005037 | 0.055965 |1.090010 |0.917423
X4 France 0.045608 0.006467 |0.039141 | 1.652220 |0.858206
X5 UK 0.025227 | —0.003773 | 0.029000 | 0.869894 |1.149565
X6 Russia 0.040165 | —0.005396 |0.045562 | 0.881559 |1.134354

Values in IInd Part of the year (August 2020-November 2020)

Figure 13 shows the values of Basic Reproduction Number that is the number of
cases which are infected by an infected individual. From the graph it is clear that the
countries of USA, Russia and India have basic reproductive rate on the lower side as
the time increases. But the other countries do not follow the same trend.
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Fig. 12 AAlpha values for all the three parts of the year of the five countries viz. USA, Brazil,
France, UK and Russia. Note that plot of India is not shown because of high variation which leads
the problem of graph readability
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Fig. 13 Basic Reproduction Number for all the three parts of the year of the five countries viz.
USA, India, Brazil, France and Russia. Note that plot of UK is not shown because of high variation
which leads the problem of graph readability
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Beta Values
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Fig. 14 Beta values for all three parts of the year of the six countries

Values in I1lrd Part of the year (December 2020-March 2021)

Table 9 shows the parametric values of different countries for the IIIrd Part of the
year. The IIIrd Part of the year begins from the month of December 2020 till March
2021. The infection rate as well as the recovery rate for India and USA became the
highest and the lowest respectively in the IIIrd Part of the year i.e., in the months
of December 2020 to March 2021. UKs Basic Reproduction Number reached the
lowest while France number reached the highest.

Figure 14 shows the rate of infection which is spreading in these six countries for
individual three parts of the year. For Russia, the rate of infection is seen to be the
highest in the Ist Part of the year but has decreased in the IInd Part of the year and
still has come to a lower value in the IIIrd Part of the year. In the rest of the countries,
the infection rate has not followed any order.

4.2 Next Peak Prediction

The predicted peaks for all the three countries are shown after July, 2020. The same
can be done for other countries too. This prediction has been done based on the data
observed up to 31st March 2021. However, these predictions may not be appropriate
if one considers the successfulness of vaccination.

Brazil

It can be seen from Fig. 15a (taken from worldometer) there are 5 peaks in the active
cases since April 2020. The peaks are in July end/August starting 2020, December
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Fig. 15 Comparison of true peaks of Brazil

2020, January 2021, March end/Starting April 2021 and June end 2021. The PG-SIR
model could predict all the five peaks from the data of first four months starting from
April 1, 2020 to July 31, 2020. For Brazil, the 4th degree fit is taken for relative
deceased cases, the quadratic fit is taken for relative recovered cases and the 5th
degree fit has been considered for relative positive cases.



Pandemic’s Behavior of One Year in Six Most Affected Countries ... 55

Table 10 Calculation of the
predicted values of the next
peak for Brazil 1 July (120 days) + 13 days August, 2020

July (120 days) + 130 days December, 2020
July (120 days) + 180 days January, 2021
July (120 days) + 230 days March, 2021
July (120 days) + 320 days June, 2021

Peak Calculation from Graph Month

(S NS )

Table 11 Comparison of SIR and PG-SIR model for Brazil

Brazil Beta Slope Alpha RoBasic S0
reproduction
number
Ist part of the | SIR 0.08163 0.02833 0.05329 |1.53167 0.65288
year PG—SIR | —0.08929 0.03044 | —0.00972 | 0.74575 1.01706
2nd part of the | SIR 0.05126 | —0.00616 0.05742 |0.89278 1.12010
year PG—SIR | 0.039483 | —0.004629 | 0.04411 |0.89507 1.11724
3rd part of the | SIR 0.061002 | 0.005037 | 0.055965 | 1.090010 0.91742
year PG—SIR | 0.07391 0.013373 | 0.06053 | 1.22092 0.81905

The next peak after June, 2021(the sixth peak), is predicted to be 408 days ahead
of July 31,2020 i.e., in mid-August, 2021. Results were calculated on the basis of the
data available. The parameters of the SIR model and the PG-SIR model are shown
in Table 10.

India

It can be seen from Fig. 16a (taken from worldometer) that there are 2 peaks in the
active cases since April 2020. The peaks are in September 2020 and May 2021. The
PG-SIR model can find the peaks from the data. The 4th degree fit has been taken
for relatively deceased cases while for the relative positive and relative recovered
cases Sth degree fit has been chosen as it has maximum correlation. 41% of the total
population of India are the applicants which are having less than 18 years of age and
those have not been vaccinated. Therefore, it is assumed that the third wave may hit
the children the most.

As Indiahas ahuge population, the peaks that have come actually and the predicted
peaks have some variations. In May 2021, the cases for the next peak have been
increasing exponentially. The parameters of the SIR model and the PG-SIR model
are shown in Table 12.

France

In France, there are three peaks in total as shown in the worldometer diagram of the
active cases. The first one is in April 2020, the second in November 2020 and the
third is in April 2021. The data of the 1 year has been fed into the program and based
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Fig. 16 Comparison of true peaks of India
Tabl.e 12 Calculation of the Peak Calculation from graph Month
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Table 13 Comparison of SIR and PGSIR model in India

India Beta Slope Alpha Ro SO

Ist part of the year SIR 0.09029 0.03970 0.05060 | 1.78460 |0.56035
PG-SIR | 0.04744 0.02261 0.02483 | 1.91045 |0.40869

2nd part of the year | SIR 0.08729 | —0.00308 0.09037 |0.96591 |1.03529
PG-SIR | 0.07067 0.000826 | 0.06984 | 1.01183 |0.98831

3rd part of the year | SIR 0.08834 | —0.00697 0.95531 ]0.92691 |1.07886
PG-SIR | 0.12292 | —0.02424 0.14716 | 0.83527 | 1.19607

on it, we have obtained the best fit of the polynomial. For total positive cases, the
quadratic fit is the best one while for relatively deceased it is 4th degree fit and for
relatively recovered cases, it is cubic polynomial fit.

Then after July 2020, three peaks are detected from the PG-SIR model as shown
in Fig. 17 a. And the third peak of the model is the predicted one. From the data fed
into PG-SIR model, the next peaks are predicted, as can be seen from the graph the
PG-SIR model is able to detect the two peaks correctly and the fourth peak of France
is expected to come in July end/August starting 2021. At July end/August starting
2021, next peak is predicted as shown in Table 14. The comparison of the SIR and
PG-SIR model is shown in Table 15.

5 Conclusions

This chapter has studied the pandemic behaviour for the one year. There exist several
models which are being used to analyse the behaviour of the pandemic COVID-19.
The chapter has discussed in detail Susceptible-Infected-Recovered (SIR) model
along various modifications suggested on the model. This chapter has presented
another modified version of SIR model, named PG-SIR (Polynomial Generated
Susceptible-Infected-Recovered) model, to study the behaviour of the pandemic.
Accordingly, we have considered six mostly affected countries due to COVID-19
to see the effectiveness of PG-SIR model on these countries. It is seen that even
though PG-SIR model is a simple model but it has the capability to predict results
with accuracy like any complex mathematical model available for the prediction.
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Fig. 17 Comparison of true peaks of France
Table 14 Calculation of the Peak | Calculation from graph Month

predicted values of the next
peak for France 1 July (100 days) + 140 days | November,2020

2 July (100 days) + 272 days | April,2021

3 July (100 days) + 401 days | July end/August starting,
2021
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Table 15 Comparison of SIR and PG-SIR model for France

France Beta Slope Alpha Basic S0
reproduction
number
Ist part of the | SIR 0.040008 | —0.016730 | 0.056738 |0.705130 1.418178
year PG-SIR | 0.190744 0.011969 |0.178775 |1.066952 0.887327
2nd part of the | SIR 0.072561 0.030447 |0.042114 | 1.722965 0.580395
year PG-SIR | 0.051655 0.007438 | 0.044217 |1.168220 0.856004
3rd part of the | SIR 0.045608 0.006467 |0.039141 |1.65222 0.858206
year PG-SIR |0.055214 0.003527 |0.051687 | 1.068245 0.936115
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Digital Contact Tracing for COVID 19: )
A Missed Opportunity or an Expensive L
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Abstract Digital contact tracing is one of the critical components for managing the
COVID-19 pandemic adopted by many countries. Individuals with a certain level of
exposure are identified using digital technologies like low-energy Bluetooth signals,
GPS, and wifi combined in a smartphone application. Despite its rapid adaptation by
many countries and heavy investment in developing this technology for rapid control
of disease transmission, results have been mixed. Scientists have identified several
causes like disparity in smartphone usage, a diverse adaptation of contact tracing
protocols, the geographical disparity in the use of technology, and lack of adaption
with low adherence responsible for this inevitable failure. Though digital contact
tracing missed achieving its anticipated goals, it has provided extensive information
to design a better technique in future outbreaks. Key approaches to resolving these
problems include eliminating privacy concerns, improving protocol to achieve better
signal with higher accuracy, feeding background data in the application for machine
learning and adopting advanced technology like blockchain. Overall, the geograph-
ical disparity in technology adoption should be considered before investing in any
digital intervention.
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1 Introduction

Infectious diseases are also known as transmissible or communicable diseases
resulting from an infection. Many infectious agents, predominantly viruses, bacteria,
and protozoa, are responsible for spreading infection [1]. In a few cases, the infection
spreads rapidly and reaches an epidemic stage even before developing the prophy-
lactic measures. Therefore, controlling such diseases as Severe Acute Respiratory
Syndrome (SARS), influenza, and COVID-19 are way too tricky than a disease with
lower infective capabilities [2]. Concentrating control measures among the observed
cases using all resources may not be adequate to control the disease with higher
spreading capabilities. Often health authorities suffer in a dilemma that some infec-
tious agents of carriers are yet to be observed, which creates a critical situation
to control contagious diseases like SARS, MARS, and COVID-19. On contrarily,
directing entire resources to prevent the disease for the population (mass vaccination,
prophylactic treatment, preventive culling) will contain the disease at a higher cost
and a longer duration [3]. Therefore, despite aiming towards a pharmacological solu-
tion to control these highly contagious diseases, pre-emptive culling can successfully
prevent the infection at the earliest [4]. Among many approaches, control measures
with specific target groups have dramatically increased in efficiency [5, 6].

Contact tracing is a critical component in preventing infectious diseases by iden-
tifying people who encountered an infected individual for a certain period [7]. Tradi-
tionally, dedicated individuals called contact tracers are appointed to perform the
tracing, and the length of the contact tracing by these individuals depends on disease
type and severity. In contact tracing, follow-up with cases and subsequent isola-
tion has shown a better reduction in community transmission. It is a recommended
policy for tackling outbreaks of new or reemerging infections and has been used
in the past to eradicate diseases [8]. Conventionally, contact tracing starts with the
identification of new cases of an infectious disease. Patients are then interviewed to
identify their contacts in the recent past (from the recall of the last 2-3 days before
symptoms onset). Afterwards, those identified contacts are notified about their expo-
sure status and requested to self-isolate or seek institutional isolation, followed by a
possible self-test. This enormous procedure is undertaken to interrupt viral transmis-
sion chains [9]. However, such manual contact tracing has some fundamental issues
like time delays, is resource-intensive and limited by the recall bias of the infected
individuals. In addition, by nature, people tend to avoid confrontation and are afraid
of isolation [10, 11]. Therefore, interview-based contact tracing can fall short of the
required capacity when the infection becomes widespread.

The current scenario of COVID-19 has surpassed everything we have ever expe-
rienced and outsmarted the capacity of every government to contain this pandemic
through manual contact tracing [12]. As of mid-May 2021, nearly 160 million people
were infected by COVID-19, and over 3 million deaths were caused by this deadly
virus, with a case fatality rate of 3% in 219 countries [13]. Given the high trans-
mission capacity of COVID-19 and the high number of asymptomatic cases (59%



Digital Contact Tracing for COVID 19 ... 65

reported by CDC), manual contact tracing is unlikely to be sufficient to control this
pandemic [14].

2 COVID 19 and Digital Contact Tracing

Coronavirus disease 2019 is a highly infectious, aggressively spreading disease
caused by severe acute respiratory syndrome coronavirus 2 or SARS-CoV-2, a
member of beta coronavirus and successor of SARS-CoV-1 or SARS virus [15].
After the first appearance of this virus in Wuhan, China, in late 2019, it rapidly spread
throughout the world in such a way that the World Health Organization (WHO) had
to announce it a global pandemic on 11 March 2020, just after three months of
the first appearance [16]. This deadly virus has caused many deaths, disabilities,
affected lifestyle behaviours [17-19], Muhammad Aziz [20, 21], psychologiocal
health and impacted health systems throughout the world [20, 22, 23, p. 19, 24, 25].
Besides its lower-case fatality rate, almost 5% of the total cases require intensive
care support, which is exceptionally challenging for the health systems when clut-
tered by non-communicable diseases [26, p. 19]. Unlike other infectious diseases,
the management of COVID-19 is far complicated for requiring personal protective
equipment and ensuring a complex decontamination method which is expensive and
has a worldwide shortage [27]. Fatality rates are likely higher among the older popu-
lation and low resource settings where critical care management is lacking [28].
Since it emerged, COVID-19 has brought the world to its knees. The rapid esca-
lation of contamination forced countries to impose drastic measures like imposing
travel bans, closure of educational institutions, industries, offices, shopping malls to
achieve social distancing [29]. In the absence of proven pharmacological interven-
tions to provide absolute prevention or treatment, contact tracing remains a critical
component to contain this global pandemic. As countries struggle to cope with the
current health care systems, the WHO and several governments have explored an
alternative pathway to addressing this crisis using a technology-based solution.
Contact tracing, explicitly identifying people who encountered an infected indi-
vidual, is one of the proven components among all control measures generally
adopted for the infectious disease. The existing method of contact tracing is resource-
intensive, sluggish in nature, subject to recall bias, and impractical for a disease like
COVID-19. For example, identifying possible contacts of an infected individual in
New Zealand takes dedication for three to five-person for several days, and only 80
cases per day vanquished/crushed the entire system. In contrast, the United States
(US) exhibited more than 0.3 million daily cases in early January 2021. Therefore,
a better way to identify cases and impose isolation was mandatory. In response
to the crisis, several countries and technology giants came forward to accelerate
contact tracing through digital methods using mobile devices, electronic data servers
and machine learning technology. However, this technology-driven solution might
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provide solutions to relax the lockdown and keep the transmission in check by identi-
fying possible exposure followed by testing and isolation. However, its effectiveness
is yet to be understood where transmission and infection continue at a higher rate.

Though none of the countries has revealed their actual cost of developing and
maintaining these apps yet, the report suggests they cost a fortune for each country.
Numerous reports surfaced from different continents indicating the approximate
expenditure behind these apps; for instance, the NHS reportedly cost 35 million USD
behind their NHS Covid-19 app [30]. The German government expended approxi-
mately 22.5 million USD [31], which is undoubtedly higher than any means. After
initial rapid adoption, most of the apps had been abandoned or not been used. We
can understand from the example from India, where apps received the highest down-
loads, but resurgence occurred due to relaxation and less vigilance in monitoring the
COVID-19 situation [32].

3 Issues that Have Obscured the Efficacy of Digital Contact
Tracing

Theoretically, contact tracing should work like a samurai sword against such conta-
gious diseases as COVID-19 by cutting down the spread of the disease by preventing
human-to-human transmission. The current advanced technologies and extensive use
of smartphones have created a vast opportunity to use this app-based contact tracing
as a powerful tool to limit disease transmission during the pandemic [33]. However,
the current scenario does not translate the aim of this extensive initiative into a
reality in all cases [34]. Countries have undertaken numerous approaches to correct
the pathway of contact tracing and readjusted the methods. Many technology compa-
nies have come forward to support this initiative by creating their tracking system
[35]. This intervention resulted in different ways in different places. For example,
South Korea and Singapore have successfully created their digital contact tracing
system and rapidly cut the transmission [36]. In contrast, India and the United States
(US) have failed to use this approach despite having numerous efforts behind this
intervention [34, 37]. There are multiple causes suspected of its failure. The possible
reasons that hinder its outcomes are discussed below.

3.1 Privacy Concerns

Inherently, contact tracing concerns individual privacy by sharing data with the
contact tracer or the central authority. In manual contact tracing, individuals share
personal information with the contact tracers, eventually sharing it with the central
authority. In contrast, automated apps do not require sharing those data directly to the
individual tracer or central authority but possess other privacy concerns [38]. Some
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of the apps use global positioning systems (GPS) data to track down the movement
of the infected individuals. Personalized data collected from the apps are promised
to be encrypted and secured by an authorized body [39]. However, evidence suggests
that nothing is breach-proof in the modern world, and personalized data can be used
for business or as a weapon if it falls to the wrong hand (Du et al., 2018).

Organizations working for digital rights worldwide have been vocal about the
need and technique of contact tracing technology to safeguard civil liberties and
their privacy [40]. In an ideal world, adopting any such technology with tracking
features like contact tracing must be conducted under voluntary participation and
should be adopted based on informed consent after having necessary trust in the
efficacy of the technology and governing institutions [41]. To achieve this trust in the
general population, we must ensure transparency, legality, and well-enforced data
protection.

In reality, we have observed that governments have rushed to implement tracing
apps using a centralized data collection system where servers are maintained by
the government [42]. Many initial attempts have suffered from mission creep; tech-
nologies were designed and operated by private organizations with a lack of public
oversight, no legal framework and sketchy privacy protection measures, and account-
ability [40]. Therefore, the overall situation is threatened by a lack of public trust
and low adaptation of the tracing apps. A survey conducted in April 2020 in the
US showed that people have a very low level of trust in tech companies, educational
institutions, insurance companies, and government health organizations [43]. Conse-
quently, many apps were created in the US by both government and private authorities
and shallow adoption of these apps combinedly than other developed countries [44].
However, the scenario for privacy concerns does not apply as it should be for low-
and middle-income countries. Low education levels among the general population
and sub-optimal human rights practices provoke this privacy issue [45].

3.2 Technological Disparity

The implementation of this technology-based solution largely depends on the level
of penetration of smartphones. While developed countries have excellent penetra-
tion required for contact tracing, only 42—45% of worldwide own a smartphone [46].
Only about three-quarters of the devices support the necessary low-energy Blue-
tooth technology, which is essential for digital contact tracing [47]. This translates
to even lower availability for those vast numbers of people living in developing
countries, where smartphone penetration is insufficient. There is a staggering differ-
ence between smartphone owners in different countries. It correlates with the Gross
Domestic Product (GDP) per capita and the percentage of smartphone users in a
country shown in Fig. 1. In low-income countries, one in every 10 people use a smart-
phone, wherein in the wealthier countries, this ratio rises to nine in every ten people.
This number is eight to nine times higher in the high-income countries meaning only
one or two out of 10 people do not have one [48]. For example, in Tanzania, only
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Fig. 1 Comparative analysis of smartphone penetration and per capita GDP [51]

13% of people use smartphones [49], whereas 97.13% of people in South Korea own
at least one smartphone [50].

On the contrary, low penetration of mobile internet is also a significant imped-
iment to this intervention. Global System for Mobile communications Association
(GSMA), a representative of the worldwide mobile operators, uniting over 750 oper-
ators, has shown in the latest report, 26% of the population is connected via mobile
internet subscription, whereas 76% of people living in Europe have subscribed to
mobile internet. Internet connectivity is necessary for the contact tracing apps to work
(to upload data personalized data to the server), is similarly unevenly distributed,
abandoning half of the entire population, 3.5 billion without access to the internet
[52].

The disparity in access to the usage of smartphones and mobile internet remains a
global problem. It seems the authority often overlooks this digitally divine scenario
within the countries. For instance, the elderly population is more vulnerable to
COVID-19 because the specific group with the lowest smartphone and internet
usage compares to the younger counterparts. According to the independent survey,
smartphone penetration in Europe is above 75%, higher than the global average.
However, the disparity is observed among different age groups where young adults
(18-35 years) own smartphones are 1.5 times than those aged more than 50 years
[12]. This difference is incredibly high in countries with low general smartphone
ownership. In India and Indonesia, where penetration levels are generally low, young
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people are as much as five times more likely to own a smartphone than those over
50 years, shown in Table 1.

A significant difference is observed between the different demographics in the
US, where overall usage is higher than the global standard. According to a recent
survey, only 53 out of 100 people aged 65 years or older use smartphones, whereas
this number is staggeringly high at 96% among the people aged between 18—
29 years. Therefore, 24 million people are left behind when a nationwide campaign
is conducted for smartphone-based digital contact tracing [51]. Survey also reported

Table 1 Disparity in smartphone use among different age groups [51]

Countries Total Age Youngest-oldest gap
18-34 35-49 50+
South Korea 95 99 100 91 8
Israel 88 91 94 80 11
Netherlands 87 99 98 74 25
Sweden 86 98 92 77 21
Australia 81 97 89 68 29
The U.S 81 95 92 67 28
Spain 80 95 93 60 35
Germany 78 98 90 64 34
The UK 76 93 90 60 33
France 75 97 91 53 44
Italy 71 98 91 48 50
Argentina 68 84 77 42 42
Canada 66 90 85 43 47
Japan 66 96 93 44 52
Hungary 64 92 84 35 57
Poland 63 93 87 35 58
Greece 59 95 83 29 66
Russia 59 91 76 26 65
Brazil 60 85 63 32 53
South Africa 60 73 59 35 38
Philippines 55 74 50 27 47
Mexico 52 66 53 30 36
Tunisia 45 75 35 18 57
Indonesia 42 66 32 13 53
Kenya 41 51 27 18 33
Nigeria 39 48 31 20 28
India 24 37 21 8 29
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that household income or wealth capacity is a decisive factor for owning a smartphone
because of the popularity of user-friendly basic phones among the older population.

The scarcity of data from the low-and-middle-income countries often makes it
difficult to understand the ultimate scenario of the intervention as we can for the US
or Europe. For instance, only 18.5% of people in Bangladesh are using smartphones
[53]. There are 94 million mobile internet subscribers in Bangladesh, with a higher
number of sim card users, indicating that most use the internet on non-smartphones
or feature phones [54]. The non-smartphones cannot install 3rd party apps and lack
low-energy Bluetooth technology.

Data also illustrates the gender inequality in access to technology. In Iraq, regard-
less of the wealth disparity or geographical divergence between urban and rural
areas, most households own at least one mobile phone. However, less than half of
the women in the poorest household have access to that mobile phone when it comes
to actual usage. A Pew research conducted in 2018 showed that less than half of the
women in India have access to a smartphone than men (15% compared to 34%) [51].
In Bangladesh, due to the lack of education and low affordability, only 30% of males
and 13% of females use mobile internet regularly among mobile users [55].

The geographical disparity in technological distribution is another bottleneck for
this kind of advanced intervention. There is lower penetration of smartphones in the
rural areas in the US compared to their urban counterparts (71% vs. 83%) [51]. This
disparity climbs to an alarming rate in low and middle-income countries due to lower
education and income facilities in rural areas. This problem shines further when a
majority of the population resides in rural areas. For instance, 62.5% of people living
in rural Bangladesh have insufficient infrastructure and tremendous educational and
socioeconomic disparity compared to urban society [56]. Additionally, major cities
also suffer from the rapid growth of densely populated slums with a lack of social
distancing and no meaning of isolation. Nearly one billion people live in such a
condition with a short supply of sanitation service, waste management, clear water,
and necessities. As a result, a significant number of the population can be left behind
to implement this intervention. These places have emerged as a hot spot for COVID-
19 transmission [57]. In addition, they are also connected with the other parts of the
cities through work and other daily services. Keeping them out of this intervention
makes can it more plan vulnerable than ever.

Epidemiologists suggested that to succeed in smartphone app-based digital
contact tracing, at least 60% of the population must be covered for identifying and
isolating infections within a few days [58]. This ratio will vary depending on the
percentage of affected people and what isolation and distancing measures are placed
for further assistance. Effective contact tracing cannot be achieved if 60% of coun-
tries population does not own a smartphone regardless of gender and geography.
Rolling out contact tracing apps without taking gender, age, wealth, ability, race,
and class aspects of the digital divide into account can be disastrous and exacerbate
problems for the most vulnerable.



Digital Contact Tracing for COVID 19 ... 71

3.3 Epidemiological Scrutiny

Despite major impediments, many developed countries have already deployed their
digital contact tracing apps using different protocols. The low-energy Bluetooth
technology protocol using the Receiver Signal Strength Indicator (RSSI) is the most
popular with better safeguards against individual privacy [59]. Following the foot-
steps of the developed countries, low and middle-income countries also launched
their apps (Table 2). Though we agree this is the best possible technology to date,
it does not assure its adequacy to correctly identify the exposure to gain proper
epidemiological impact [60].

To contact tracing app needs to be downloaded from a specific app store (Apple
or Google app store mostly) or designated website before use. While using the app,
it must be enabled on the phone to broadcast a short burst of data using a Bluetooth
signal every few seconds. Other phones having similar apps around that phone will
detect this signal using RSSI and measure its strength. To reduce power wastage, it
broadcasts low energy signals. The smartphone receives these signals, and in theory,
a strong signal means that the devices are near each other; the further they are, the
weaker the signal [59].

In an ideal scenario with enough smartphones at play, transmitted Bluetooth
signals are the most powerful that other smartphones can pick up to 100 m (330
ft). This is way above the recommended 2 m (6 ft) distance to avoid person to person
infection. Current apps depend on two major mechanisms:

(1) lowering the power of transmission to avoid misidentification of exposure
through such long-distance signals

(2) relying on Bluetooth signal strength measurement to identify short-distance
proximity events—they assume a strong signal means a short distance. In
contrast, a weak signal means two people were further away from each other.

However, during contact tracing, these two methods do not work as expected. For
instance, the human body can absorb these transmission signals or be obstructed by
nearby objects, weakening the signal strength. This means which signal strength can
vary significantly between two people depending on the presence of the smartphone
at their front or back pocket or their hand. Simultaneously, Bluetooth signals can pass
thin walls of a household and be picked by people using the same app, staying on
another side of the wall and identified at exposure. Additionally, studies have shown
this Bluetooth technology was unable to differentiate 1-m versus 3-m distance using
the same protocol currently using those contact tracing apps. This brings the question
of eligibility for this method to achieve an epidemiologically important measurement
[48, 62].

This problem mentioned above will amplify when used in different phone models
with other networking capacities and people carrying different places regarding their
body while travelling [48]. However, this problem can be toned down if there is
tight integration with the Apple and Google API, where signal strength will be kept
different depending on the capability of the respective smartphone. The code that
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Table 2 Contact tracing app downloads from Google Play Store by countries [61]

Name of the Country | Name of the app Downloads Population
Australia COVIDSafe 1,000,000+ 25,365,740
Austria Stopp Corona 100,000+ 8,879,920
Belgium Coronalert 1,000,000+ 11,502,700
Brazil Coronavirus-SUS 5,000,000+ 211,049,530
T6 de Olho 10,000+
Canada COVID Alert 1,000,000+ 37,593,380
AbTrace Together 100,000+
Czech Republic eRouska 1,000,000+ 10,671,870
Denmark Smittelstop 500,000+ 5,814,420
Ecuador ASI 500,000+ 17,373,660
Fiji CareFIJI 100,000+ 889,950
Finaland Koronavikku 1,000,000+ 5,521,610
France TousAntiCovid 5,000,000+ 67,055,850
Georgia Stop Covid 1,000,000+ 3,720,160
Germany Corona-Warn-App 10,000,000+ 83,092,960
Gibraltar BEAT Covid 10,000+ 33,760
Greece DOCANDU Covid Checker 1000+ 10,717,170
Hong Kong LeaveHomeSafe 1,000,000+ 7,507,400
Iceland Ranking C-19 100,000+ 360,560
Ireland COVID Tracker Ireland 500,000+ 4,934,040
Israel Hamagen 1,000,000+ 9,054,000
Italy Immuni 5,000,000+ 60,302,090
Japan COCOA - COVID-19 Contact App | 5,000,000+ 126,264,930
Malaysia Gerak Malaysia 1,000,000+ 31,949,780
Netherlands CoronaMelder 1,000,000+ 17,344,870
New Zealand NZ COVID Tracer 1,000,000+ 4,979,300
Norway Smittestopp 100,000+ 5,347,900
Poland ProteGO Safe 1,000,000+ 37,965,470
Portugal STAYAWAY COVID 1,000,000+ 10,286,260
Singapore TraceTogether 1,000,000+ 5,703,570
South Korea Corona 100 m 1,000,000+
South Africa COVID Alert South Africa 1,000,000+ 58,558,270
Spain Radar COVID 5,000,000+ 47,133,520
Switzerland SwissCOVID 1,000,000+ 8,575,280
United Kingdom NHS COVID-19 10,000,000+ 66,836,330
United States Covid Watch 10,000+ 328,239,520

(continued)
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Name of the Country | Name of the app Downloads Population

NOVID 10,000+

Private Kit: Safe Paths 10,000+

COVID Defense 50,000+

COVIDDaware MN 100,000+

AlohaSafe Alert 50,000+

Jersey COVID Alert 10,000+

SlowCOVIDNC 100,000+
India Aarogya Setu 100,000,000+ | 1,366,417,750
Bangladesh Corona Tracer BD 500,000+ 163,046,160
Pakistan Covid-19 Gov PK 500,000+ 216,565,320
Nepal Hamro Swasthya 100,000+ 28,608,710
Srilanka Slef Shield 5,000+ 21,803,000
Indonesia PeduliLindungi 5,000,000+ 270,625,570
Vietnam Bluezone 10,000,000+ 96,462,110
Ghana GH COVID-19 Tracker App 10,000+ 30,417,860

translates signal strength to distance will need to be further calibrated for different
scenarios. This translation will be different outside vs inside, for phones carried in
front pockets vs back pockets, backpacks vs purses, and so on [48]. This demands
a more challenging job for the entire app developed team, where Android, the most
used platform for smartphones, has thousands of models with varying capacities.
However, there is no unified app for all people; somewhat different countries are
making their version, even these apps varies by region within the country [63].
Therefore, depending on a specific app is difficult when there is limited information
documented on their accuracy.

In addition, to work perfectly, these apps require Bluetooth to be kept on for the
entire time, a major battery drainer [64] Both Apple and Android have auto power-
saving features, which will be activated during the lower power mood and can switch
those signals. Individuals can also switch them off manually to extend the remaining
battery life. That can create an additional obstacle for the apps to work correctly [65].

Lastly, viral transmission pathways cannot be captured through these apps. For
instance, viral transmission in airconditioned restaurants or hotels works on a whole
different level. Even though the infected person sitting at a proper distance or staying
in different rooms does not ensure complete safety despite being undetected by the
app. This contamination can transfer through the air duct or used utensils [66].

Every technology used to diagnose or identification are subject to two kinds of
errors: False-negative and False positives. Bluetooth-based contact tracing faced
similar issues like failure to report a potential exposure or contact via miscalculation
in the distance, low or empty charged battery, or lack of smartphone or apps to the
infected person. False-positive is reported when a person is on another side of the
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wall, tightly sealed room or staying above the roof. Both scenarios can drive the
person to take the opposite action, like being confined in quarantine or avoiding it
accordingly. False-positive will happen commonly in a densely populated area, in
public transport or the shared working space. Both scenarios will provoke trust issues
among the population regarding the app [48].

Despite having numerous flaws, it is still the best digital option we have currently
to fight against this pandemic. Bluetooth is more accurate than GPS-based solutions
and works faster than GPS with insufficient data and energy requirements. Most of the
data generated by the researcher to back this intervention are taken from simulation
tests to calculate the spreading dynamics.

3.4 Adoption of Tracing Apps

Experience from different countries deployed this app-based intervention signifi-
cantly varies. Data regarding the adoption rate is sketchy. None of the governments
released their active number of users for their respective apps. Between the two
popular platforms, Apple does not release the download status of any apps, and
Google provides only a rough estimation [48]. Still using the download numbers, a
rough estimate is shared in Table 2. These numbers do not reflect the apps actual
usability or adaptation, and they can only share the possible number of people who
got in touch with the app.

The first country that has successfully launched the application was Singapore
called “Trace Together” which failed to keep up with the promises of data mini-
mization and privacy safeguards and the opening of the app source code. Only 1.1
million (or less than one in five) residents installed it six weeks after deployment.
That is far below the minimum goal of 75%, set by their national response team [67].
The Australian App COVIDSafe reached the initial 2 million download very fast,
then stalled [68]. Two weeks after the deployment, contact tracing apps had 860,000
downloads in Norway, covering only 16% of the population [69]. In Figure 2, we
can see the overall adoption of the contact tracing apps in different countries, reflect
how this intervention lacked the necessary intake among people to curve down the
pandemic.

In terms of developing countries, this scenario turns into a nightmare. Corona
Tracer BD, an app developed by the Bangladeshi government, was launched in late
May 2020 with a skyrocketing expense. To date, it has just over 0.5 million downloads
which are negligible for a country having a population above 163 million. It is
the same for the rest of the developing world except India. “Arogya Setu” an app
developed by the Indian government, was mandated by law for download and became
the fastest downloaded apps among all tracers and reached 182,800,000 downloads
[71, 72]. However, the current resurgence of COVID-19 in India does not support
this enormous downloading status. It indicates that Indians did not adhere to the app
after downloading and observed the worst COVID-19 outbreak in history [73].
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Fig. 2 Adoption of government-endorsed contact tracing apps in different countries [70]

4 Contact Tracing Could Not Be Done Alone

Contact tracing effort is most effective at the start of the epidemic curve when such
measures are more manageable in terms of cases. In the hypothetical scenario, every
case will be identified quickly through further testing and identified contacts are
notified for self-quarantine or institutional approach. These targeted tactics could
stifle local epidemics. However, relaxing strict isolation measures before developing
the required infrastructure, which are prerequisites to ensure proper social distancing
through contact tracing, is not recommended, specifically in those countries where
health care is still decentralized and fragmented [74]. Contact tracing is also not
recommended for those communities with the sustained ongoing transmission with
a high infection rate [7].

Comprehensive contact tracing measure requires proper forethought, coordina-
tion, communication and social acceptance of the outcomes. Many countries failed to
keep up with their efforts for contact tracing, where there was a lack of testing facilities
and proper quarantine measures [75]. Countries with a low level of education prevent
them from understanding the need to contact tracing and high density of population
drives for the sure failure of quarantine measures. The lack of synchronized public
health systems with legal authority also drives this intervention as a failure. Very few
countries like South Korea have drawn a successful example for these contact tracing
measures. South Korea experienced severe acute respiratory syndrome (SARS) and
the Middle East respiratory syndrome (MERS), which helped them modify their
legislation after those outbreaks to prepare themselves for prompt response against
this kind of epidemic. Therefore, South Korea could integrate patient interviews,
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medical records, GPS from mobile phones and track their movement, facial recogni-
tion using closed-circuit television (CCTV) footage, and credit card transaction data
to enrich the tracing mechanism [75]. They also motivated people for the COVID-19
case tracing beforehand when the world is just observing new cases surging every-
where. In the case of Taiwan, their health system managed to integrate data from the
health insurance records, previous medical data from online servers, travel history,
and data from both an app and a toll-free hotline set up for the public to report
suspected cases [76, 77, p. 19]. Such methods will not be applicable for all countries
where privacy is a big concern or lack of technology and data synchronization.

5 Recommendations

At present, health systems globally are overwhelmed by the extra burden enforced by
this pandemic. Countries like India, Brazil, and the United States struggle to provide
necessary care for the patients even if oxygen requirements cannot be maintained
[78,79]. The proper contact tracing effort could have curtailed down the transmission
cycle and allowed managing this at the earliest. However, uncoordinated sporadic app
development with minimum to no confidence among the general population resulted
in fewer adaptations followed by failure of the intervention [34]. To overcome these
backlashes, we recommend a few approaches to be applied which might eventually
influence its wide acceptance and adaptation:

There have been several methods developed to secure the price in contact tracing
efforts. First, there should be an optimum balance between user privacy and the benefit
of society while using user-specific data curated from contact tracing apps. Many
experts recommend decentralized Privacy-Preserving Proximity Tracing (DP-3 T)
for contact tracing [80]. This backend server system can block the use of location data
by the main server. Data identifying the participants and location should be stored
locally on devices and not sent to a central server. Records that are to be shared with
the authority must be encrypted. Data collected for this method must be used only for
public health purposes. The source code of the app should be made publicly available
to further analysis by other experts. Participation in such an extensive measure should
be voluntary, and every user should give proper consent to understand the possible
outcomes. It is suggested to build an independent non-biased technical committee
with legal, health, and privacy experts to oversee the entire procedure. Data collected
throughout this pandemic must be deleted when the pandemic is over [81].

Second, all security-related issues should be handled with the uppermost priority
and must be solved before rolling out the final version and taking prompt action for the
already rolled out ones. The experts recommend that BLE signals must be regulated
in all standardized manners [82]. Legislation should be put to rollout software related
issues specifically for android mobiles with Bluetooth vulnerability due to lack of
OS update among the older devices [42].

Third, to extend the epidemiological acceptability, the current technique of contact
tracing using the BLE signal should be updated. Proximity accuracy can be solved
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using machine learning technology, keeping in mind all the different smartphones
with variable capacity. BLE is the current best low-cost technology at our hands.
There is still room for improvement in the efficiency of using newer refined protocols
for BLE signal calibration [59, 83].

Fourth, at present, there are very few surveys and studies to understand the general
perspectives on contact tracing. Therefore, there is a gap between the implementer
and the user of this intervention. We need to understand the psychological factors
that would prevent or motivate them to adopt contact tracing at present [84, 85].
This would give us a pathway to design a social campaign that will encourage
people to adopt the intervention with a proper understanding of possible scenarios of
contact tracing. Studies suggest that people would respond positively if their secu-
rity concerns were handled at the highest priority, emphasizing their autonomy and
clearly describing the social benefits. Finally, people need to realize their overall
societal advantages before rolling out any mass contact tracing measures [86].

Fifth, it has been evident that the inclusion of previous records, medical reports,
and advanced technology can boost the effort of contact tracing. However, extensive
use of technology can harm a privacy issue that many experts have already identi-
fied. Therefore, we need to find a middle ground where we can include additional
monitoring technology with minimum to no risk of privacy breach, which will ulti-
mately increase the accuracy of the tracing effort. In addition, studies have proven
that wearing a mask can and maintain personal hygiene can reduce the transmission
of infection. Having a vaccine is shown to have a much better impact than any of
the other measures. However, none of the vaccines can prevent the disease entirely
[87]. Therefore, social distancing still needs to be intact, and information regarding
vaccination and personal hygiene can be added to the application as a reminder.

Sixth, the introduction of Blockchain-based digital contact tracing can be a
pathway to solve the issues for privacy and security of the users. Blockchain-chain
apps can play a significant role in contact tracing by maintaining peer-to-peer connec-
tivity and allowing data sharing while preserving privacy [12]. The current prac-
tice of a centralized network for data management systems is subjected to data
breaches and manipulation [88, 89]. A brief description of the default properties of
blockchain-based contact training is mentioned in Table 3.

Finally, contact tracing app could be integrated with other smartphone based health
applications for disease screening, covid-19 vaccination passports, which could
provide additional benefits [90, 91]. Furthermore, these apps could also integrate
with machine learning approaches to screen for possible infection with COVID-19
[92-97].

In blockchain-based system allows deidentifying the users’ information right at
the beginning. Due to the uniqueness, data accessibility, and traceability, blockchain-
based can be used in cross-country intervention and connect globally. This can
remove one of the significant drawbacks of app variability.

Finally, contact training is suggested for those communities where the infection is
atalowerrate. Itis also proven to work if supported by the increased number of testing
facilities followed by proper isolation of the infected person [34]. In many places
where the testing kit remains rare, only contact tracing will not provide sufficient
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Table 3 Application of different features of blockchain-based technology in the digital contact
tracing [98]

Feature Application

Decentralized network | The management of the data is user-centric, which gives the power of
data ownership to the users

Data security The data within the blockchain is kept after applying encryption, which
an authorized user can only decrypt

Data provenance The information is entered in the blockchain is stamped with the digital
signature of the source, which proves the legitimacy of the source as
well as the data

Data availability The data are distributed among all the nodes within the network, which
makes them available all the time to every user

Data immutability The information in the blockchain is immutable, which means once the
detail is entered, it can never be modified. This provides reliability and
transparency to all users

Timestamping The data within the blockchain network is time-stamped, which
eliminates the chances of discrepancies being present

impact to curtail the curve [99]. However, recent evidence suggests that regardless of
a different variety, with proper fit, simple measures like wearing a mask can reduce
spread deal [100, p. 19, 101].

6 Conclusion

Asaconsequence of COVID-19, there are unprecedented challenges for public health
authorities and require numerous changes to adapt to the scenario. This enormous
pressure has brought radical changes to both individual life and organizational proce-
dure. In order to stop the viral transmission and manage the pandemic, governments
worldwide have taken many steps and contact tracing app is one of the significant
ones. Amid a pandemic, any intervention with such cost that turns into massive failure
can hurt the country’s economy in a pretty brutal way. Although an enormous failure
in Brazil and India, South Korea and Hong Kong showed a clear example of how
contact tracing could be a fruitful intervention for the mass population. However,
for these app-based contact tracings to succeed, it is important to gain trust among
people and address privacy concerns and improve the accuracy of its findings.
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A Re-configurable Software-Hardware m
CNN Framework for Automatic ek
Detection of Respiratory Symptoms

Hasib-Al Rashid, Haoran Ren, Arnab Neelim Mazumder,
Mohammad M. Sajadi, and Tinoosh Mohsenin

Abstract Detection of respiratory symptoms has long been an area of extensive
research to expedite the process of machine aided diagnosis for various respiratory
conditions. This chapter attempts to address the early diagnosis of respiratory condi-
tions using low power scalable software and hardware involving end-to-end convo-
lutional neural networks (CNNs). We propose RespiratorNet, a scalable multimodal
CNN software hardware architecture that can take audio recordings, speech informa-
tion, and other sensor modalities belonging to patient demographic or symptom infor-
mation as input to classify different respiratory symptoms. We analyze four different
publicly available datasets and use them as case studies as part of our experiment
to classify respiratory symptoms. With regards to fitting the network architecture
to the hardware framework, we perform windowing, low bit-width quantization,
and hyperparameter optimization on the software side. As per our analysis, detec-
tion accuracy goes up by 5% when patient demographic information is included in
the network architecture. The hardware prototype is designed using Verilog HDL
on Xilinx Artix-7 100t FPGA with hardware scalability extending to accommodate
different numbers of processing engines for parallel processing. The proposed hard-
ware implementation has a low power consumption of only 245 mW and achieves an
energy efficiency of 7.3 GOPS/W which is 4.3 better than the state-of the-art acceler-
ator implementations. In addition, RespiratorNet TensorFlow model is implemented
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on NVIDIA Jetson TX2 SoC (CPU+GPU) and compared to TX2 single-core CPU
and GPU implementations to provide scalability in terms of off-the-shelf platform
implementations.

Keywords Multimodal CNN - Scalable respiratory symptoms detection - Low
power embedded - Audio detection + FPGA

1 Introduction

Most of the people are not that much of conscious with breathing and respiratory
health and overlook the fact that their lungs are important organs that are susceptible
to infections and damages. Acute respiratory infections, as well as chronic respiratory
illnesses such as asthma, chronic obstructive pulmonary disease, and lung cancer, are
examples of respiratory diseases. Because the symptoms of respiratory diseases are
frequently quite similar, this may lead to confusion and misinterpretation. Making
a prompt and correct diagnosis is critical for the treatment of the respiratory related
diseases. This may have disastrous effects if the virus spreads further, especially
during pandemics like the COVID-19 pandemic. The outbreak of highly contagious
COVID-19 and other respiratory infections have placed tremendous strain on the
healthcare system. COVID19 causes symptoms such as dry cough, fever, fatigue,
dyspnea, and shortness of breath that vary in severity at various stages of the devel-
opment of the disease and correspond differently with certain races, genders, and age
groups. In combination with dry cough, fever was registered by over 70% of COVID-
19 confirmed patients [1]. Clinical case studies indicate that the young population
is less likely to experience related symptoms of COVID-19 in contrast with the
elderly, which is the most affected group [2]. However, as mentioned Searlier, these
respiratory related symptoms are not unique for only present threat COVID-19. A
wide range of chronic and infectious diseases include pulmonary disorders and they
develop respiratory symptoms due to the essential organ that they affect, the lung,
whose auditory signals detected by various diagnostic instruments are among the first
to be studied by a medical expert. As a result, establishing a diagnostic differentiator
is critical for determining a fast and accurate diagnosis of respiratory symptoms and
taking necessary measures.

Cough is a common sign of respiratory illnesses [3]. Cough is a common lung
illness sign and a normal human defensive mechanism to protect the respiratory
system Korpa$ and Tomori [4]. During treatment, analyzing the cough sound may
provide useful information about the coughing pathophysiological processes that lead
to specific cough patterns Korpas et al. [5]. Changes in cough sound are regarded
as a crucial indication of the progression of respiratory illness and the efficacy of
treatment Korp4s et al. [5]. Because coughs are often seasonal, a cough classifier or
detector must have a very low false alarm rate to be regarded clinically trustworthy.
Furthermore, this system must be very sensitive to variations in cough noises in order
to identify any unusual occurrence [6].
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Our previous works show promising results on detecting various respiratory
diseases from cough sounds and respiratory sounds [7-9]. This chapter introduces
RespiratorNet, a scalable and multimodal deep Convolutional Neural Network
(DCNN) model running on tiny processors (e.g. tiny FPGAs and processors on
cell-phones and tablets) to assess patients similar to what doctors do at triage and
telemedicine, using passively recorded cough audio, speech, and self-entry informa-
tion (such as age, gender and fever). The proposed software and hardware framework
is scalable and can potentially have a great impact by bringing proactive healthcare to
users’ finger tips and to estimate the necessity of whether they need to attend clinics
and have themselves further examined with the use of more specialized test-kits or
facilities. This chapter is extensive extension from our previous work [8]. The main
contributions of this work include:

e Propose RespiratorNet, a scalable multimodal CNN software hardware framework
that can take audio recordings and speech recordings from individuals along with
demographic information and other entries of the subject and be configured for
classifying respiratory symptoms. RespiratorNet allows the software and hard-
ware to quickly integrate new sensors data that are customized to various types
of scenarios.

e Perform input audio window size tuning, network architecture optimization and
extreme bitwidth quantization, with the goal of reducing computation complexity
and memory size for low power hardware implementation while meeting the
accuracy requirements.

e Design a parameterized and flexible hardware in verilog HDL for different
input modalities and numbers of processing engines (PE) that replicate the
RespiratorNet architecture for low power deployment.

e A comprehensive FPGA hardware implementation and benchmarking of the
proposed work with different three case studies, and comparisons with the
state-ofthe-art FPGA implementation results.

e Implement the TensorFlow model of RespiratorNet on embedded Nvidia Jetson
TX2 board and measure its implementation characteristics for various CPU and
GPU configurations.

2 Related Work

Audio based medical diagnosis has recently become an active area of research with
the advancement of different machine learning and deep learning algorithms. Convo-
lutional Neural Network (CNN) and Long Short Term Memory (LSTM) Networks
have shown impressive performance in image and time-series classification tasks
[10-12] as well as audio recognition tasks [9, 13, 14]. Using chest-mounted sensors,
Amoh and Odame [15] used both DCNNs and recurrent neural networks (RNNs) to
classify cough sound. Deep learning was used to detect sleep apnea in Nakano et al.
[16]. DCNNs showed promising performance in the heart sound classification in Ryu
etal. [17]. Lung sounds were classified using DCNN in Aykanat et al. [18] and RNN



88 H.-A. Rashid et al.

[19]. Although the reported accuracy is quite high, these researches were done on
unpublished data set which limit the reproducibility and further improvement of the
work on this domain. The 2017 International Conference on Biomedical Health Infor-
matics (ICBHI) [20] presented a benchmark respiratory audio data set to promote
research into the classification of respiratory sound systems. Since then, researchers
proposed various algorithms [21-24] using different deep learning techniques to
classify respiratory cycle anomalies such as the precise locations of wheezes and
crackles within the cycle of each respiratory sound recording. That dataset helped
the researchers to propose a number of algorithms to identify respiratory cycling
irregularities such as the exact position of the wheezes and crackle within the cycle
of every sound recording in the respiratory system. Acharya and Basu [25] proposed
Log quantized deep CNN-RNN based model for respiratory sound classification for
memory limited wearable devices. Recently, a research group from MIT already
showed Covid-19 diagnosis using cough recording with high accuracy Laguarta
et al. [26]. Two different datasets [27, 28] were published to classify multiple envi-
ronmental sound which include cough sounds among the other classes. Recently, a
group from EPFL published one of the biggest crowd sourced cough datasets [29].
These dataset help researchers to address audio classification based health monitoring
systems which is in demand now-a-days due to Covid-19 pandemic.

3 RespiratorNet Framework

The high level overview of the proposed RespiratorNet framework is presented in
Figure 1. RespiratorNet can take any kind of audio recording from the user and clas-
sify accordingly. RespiratorNet can also process human speech and classify whether
there is any sign of shortness of breath in the speech. Moreover, to fine tune the clas-
sification accuracy, RespiratorNet can take numeric information as input related to
demographic or symptoms vectors. We evaluated RespiratorNet with human cough
sounds, recorded speech, and respiratory sounds integrated with demographic infor-
mation which is explained in the following section. The detailed architecture of
the RespiratorNet framework is presented in Fig. 2. As the input is in the form of
audio recordings, it is divided into window frames to extract features, since the right
windows to distinguish between static and continuous signals are crucial. Windowing
involves first standardizing the independent variables and then creating sliding T
windows with S growing over the results. If the channels are referred by M in the
multimodal signals, then window images of shape 1T M are created with a label
assigned to each window image as the label of the current time step. As a result, a
window image at location 77 has previous states for each data point from (¢ T + 1)
... t where ¢ is represented as the timestep. Then the window frames are forwarded
into the CNN layers for necessary feature extraction and classification.

Our CNN layers are flexible in terms of number of layers. We can decide particular
number of CNN layers based on the evaluation case studies. To extract the correlation
between the one-dimensional audio signals, we used one-dimensional CNN layers in
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CNN Classified
Framework Labels

Audio
Recording

Patient Speech

Fig. 1 The proposed multimodal RespiratorNet framework to classify respiratory symptoms. Some
of the input information is auditory, such as the sound and frequency of coughing and speech that
can detect patient’s shortness of breath. Other input data can be sensed or entered manually such
as demographic information. RespiratorNet is flexible and scalable in the sense that it allows the
device to quickly integrate new sensors data that are customized to various types of scenarios, such
as home appointments, hospital visits or even identification of symptoms in public settings with
non-contact sensors
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Fig. 2 The detailed architecture of the proposed flexible RespiratorNet in which end-to-end CNN
is implemented that can be used for cough detection, dyspnea detection, and respiratory sound
detection with/without the integration of other input vectors such as demographic information. The
input and computation will differ according to the audio window size selected

the beginning of the model. The feature map size reduction is done by striding in the
CNN layers. When we get the required small feature map size, the output is flattened
and then forwarded to a number of fully connected layers to isolate sufficient window
frame information with interconnections between nodes. At the end, the output is
seen in the form of the probability distribution of the last fully layer with Softmax
activation function.

In previous work, authors showed that if the domain specific knowledge is concate-
nated with the deep learning model, it improves the model accuracy. Based on this
intuition, we have given flexibility to our model to process numeric information in the
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form of input vectors in parallel to the feature extraction. After the audio processing
with the CNN layers, these input vectors containing numeric data is concatenated
with the flattened output from the convolution framework of the classification model.
This concatenated output is further processed through the fully connected layers to
finalize the output label.

4 Experimental Results and Analysis

In this section, RespiratorNet is evaluated using three respiratory symptoms bearing
case studies including Cough detection, Dyspnea Detection and Detection of Respi-
ratory Sound with Demographic Information and in depth analysis and experimental
results are provided.

4.1 Case Study 1: Cough Detection

We evaluated RespiratorNet for cough detection on three different datasets: ESC-50
Piczak [28], FSD Kaggle2018 [27], and Coughvid [29].

ESC-50 The ESC-50 dataset contains a total of 2,000 audio recordings of normal
environmental sounds. It has 50 equally distributed classes including “coughing”, so
that each class has 40 audio recordings. All the audio recordings are 5 s in length,
and are stored as single-channel audio waveform files at 44.1 kHz sampling rate.
The dataset is originally divided into 5 folds with 400 audio recordings per fold. For
each cross-validation round, we use 3 folds as train set, onefold as validate set, and
onefold as test set.

Input sound duration is a key factor here to better distinguish sounds across the
50 classes. During preprocessing, we first load each audio recording with the default
44.1 kHz sampling rate and apply initial audio-wise regularization to the range of —
1 to 1. Next, we crop the audio recording into windows, and discard silent windows
if the window-wise maximum amplitude is less than a certain threshold. Each extract
window has the same label as the audio recording which it is cropped from. At last,
we apply the (—1, 1) regularization again to each window individually.

We consider a window and its label as one instance of model input. However, since
the sound of an audio recording may only exist in some of the extracted windows, we
evaluate the predictions at audio recording level by probability-voting Piczak [28].
Specifically, we sum up all the softmax model outputs for every window extracted
from one test audio recording, and make a prediction based on the summed-up output.

Models are trained using stochastic gradient descent (SGD) with a momentum
of 0.6 for 100 epochs under the categorical cross-entropy criterion. The learning
rate is initially defined as 0.01, and then it is decreased according to the convergence
performance. For silent window removal, the amplitude threshold is 0.2. The window
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stride is always 0.25 s. We used Tensor-Flow Abadi et al. [30] for implementation
of the models and associated methods and Librosa [31] for audio processing.

Figure 3a shows the accuracy results for this applications with respect to window
size. As evident in Fig. 3a, all the experiments show similar performances on overall
accuracy metric. As for the performance on cough detection, 1 s windows show good
and balanced performance of extracting distinctive feature. Thus, a window size of
1 s is chosen for our implementation scenario.

FSDKaggle2018 Similar to ESC-50, the FSDKaggle2018 dataset contains 41 sound
classes and cough is one of them. There are 11,073 audio recording samples, where
each of the audio recordings is an uncompressed PCM 16 bit, 44.1 kHz, mono audio
file. The dataset is separated into a train set with approximately 9.5 k samples and a
test set with about 1.6k samples. The audio recordings spread unequally amongst the
41 classes for both the train set and the test set, with a similar category distribution
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Fig. 3 Detection Accuracy with different window sizes for a ESC-50 cough detection, b FSDK2018
cough detection, ¢ CoughVID cough detection and d Dyspnea detection. For window size
experiments, padding is applied to 2D-convolutions
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between them. Out of the 9.5k samples in the train set, 3.7k were listened by human
participants and were annotated with ground truth label. The rest 5.8k samples have
non-verified annotations with. The estimated accuracy of the non-verified annotations
for each class is at least 65-70%. In contrast to the train set, the test set contains only
manually-verified annotated samples.

To take fully use of both verified annotated audio recordings and non-verified
annotated audio recordings, we handle them differently during training. Firstly, we
train the model with verified annotated audio recordings only for initial convergence.
Then, we use the entire train set to fine-tune the model. However, before each fine-
tune round, we relabel the non-verified annotations. The new label is generated by
mixing up the non-verified annotation and the prediction of the audio recording by
the current model, with a mix-up ratio same as the ratio between the non-verified
annotations quality and the test accuracy of the current model.

Same as our work on the ESC-50 dataset, we use 44.1 kHz sampling rate and same
window extraction method. Meanwhile, we apply normalization and silence filtering
during preprocessing and sliding window probability-voting at testing. The model
hyper-parameters are also the same except training epoch number and learning rate
decay. We consider the overall top-3 accuracy and recall score of the cough class as
our metrics to assess the proposed architecture on cough detection. Figure 3b shows
the accuracy results for this applications with respect to window size. As evident in
Fig. 3b, all the experiments show similar performances on overall top-3 accuracy
metric. As for the performance on cough detection, 2 s windows show good and
balanced performance of extracting distinctive feature. Thus, a window size of 2 s is
chosen for our implementation scenario.

CoughVID CoughVID is a crowdsourced dataset for machine learning researchers
aiming to find the connections between COVID-19 diagnosis and cough sound
features. It provides over 20,000 cough recordings donated by participants, as well as
a wide range of other subjects such as ages, genders, geographic locations, and espe-
cially, COVID-19 statuses. As a quality check, the dataset organizers include a ML
based cough detection result for each audio recording as well, which is a probability
of how likely the audio recording contains at least one cough sound.

As an initial step of taking fully advantages of this dataset for COVID-19 research,
we evaluate our previous work on cough detection with it. In details, we use models
trained on the ESC-50 dataset to predict cough existence, and compare with an
assumed ground truth based on the affiliated probability. We consider two cough
existence prediction schemes here. For the first one, we predict the audio recording
contains cough if cough class is among the top-5 predictions of the sliding-window
probability-voting results. For the second one, if at least one window gives a cough
prediction among the top-5 predictions, we consider the audio recording has cough.
As recommended by the dataset organizer, the assumed ground truth labels are gener-
ated by whether the affiliated cough existence probability is greater than 80% or not.
Figure 3c shows the results for both schemes by different input window sizes, in
accuracy of exist and non-exist binary prediction.
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4.2 Case Study 2: Dyspnea Detection

We also assess the efficiency of RespiratorNet on dyspnea detection, with a dataset
collected from our participants. For each participant, we record two audio recordings.
One is the sound of reading an article paragraph normally, and the other one is reading
the same paragraph after some strenuous exercises, so that some gasp sounds would
be included. We label the two audio recordings as normal and dyspnea accordingly.
The recordings are recorded by various devices and then re-sampled at a sampling
rate of 44.1 kHz. Each recording has a length between 30 and 60 s. After window
extraction with different configurations, we could have about 3000 windows to be
divided into train, validation, and test sets, while making sure that no window in the
test set is overlapped with any window in the train set.

Most of the model configurations are the same as the previous work. One differ-
ence is that we do not apply silence filtering for this case study, due to the fact
that audio recordings may include gasps. The other one is that we use window-wise
prediction at testing, since we are doing a binary classification on the relatively small
dataset. It is obvious from Fig. 3d that the window size of 5 s and 7 s works better for
the model of dyspnea detection. The number of computation would be increased by
a higher window size. We therefore chose to use the 5 s window for this application.

4.3 Case Study 3: Detection of Respiratory Sound
with Demographic Information

In Sects. 4.1 and 4.2, we evaluate the performance of RespiratorNet only with audi-
tory input. In this one, we also include demographic information. The dataset [32] we
use for this case study comprises 920 recordings collected from 126 participants with
annotations unequally disperse among 8 forms of respiratory conditions, including
Upper Respiratory Tract Infection (URTI), Asthma, Chronic Obstructive Pulmonary
Disease (COPD), Lower Respiratory Tract Infection (LRTI), Bronchiectasis, Pneu-
monia, and Bronchiolitis. The length of each recording varies from 10 to 90 sonds,
often be controlled with 20 s samples.

While the majority of this dataset are COPD-diagnosed participants, by taking
only audio recordings captured by Welch Allyn Meditron Master Elite Electronic
Stethoscope, one of the four devices used for this dataset, we generate arandom subset
encompassing 63 participants. We split it into a semi-balanced train and a test set of
52 and 11 participants that include 5 types of pulmonary classes. In consequence,
we eliminate Asthma, Pneumonia, and LRTI.

Each selected audio sample is cut into 5 s windows with a stride of 1 s for data
augmentation. Therefore, about 1600 windows are generated from the total 2000s of
the training dataset, and 368 windows are generated from the total 460 s testing data.

The selection of the 5 s window is empirically inferred from the experience varying
from 1 to 10 s.
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Table 1 Respiratory sound classification accuracy and model complexity with and without taking
the demographic information into account

DCNN characteristics | Sensitivity (%) Accuracy (%)
URTI | Healthy | COPD | Bronchiec |Bronchiol | Test

Without demographic |21 66 96 88 4 78

info

With demographic info | 16 72 100 88 15 83 (+5%)

We performed a series of experiments, from audio input only, to merging the age
group information with auditory signal. Table 1 contrasts the two sets of studies,
suggesting that the COPD and healthy conditions are diagnosed with higher accu-
racy and resulting in a total test accuracy increased by 5% when the demographic
information is taken into account.

5 Hardware Architecture Design

The hardware architecture must be built with special care for accurate processing
and functionality in order to incorporate RespiratorNet for the detection of cough
and dyspnea along with the classification of respiratory sounds with demographic or
symptoms details. This applies to basic design needs such as parallel calculation and
effective memory sharing. This architecture is also modeled mainly to comply with
the latency requirement with a low area and utilization overhead. In order to achieve
the required performance and power efficiency requirements, the hardware archi-
tecture thus implemented here is reconfigured to any number of filters, processing
engines (PEs) and layers for any model.

5.1 FPGA Design Flow and Framework

The main blocks that dominate the logic flow and memory footprint in terms of
computation and resources are explained below:

The Convolution module performs 1D and 2D convolution depending on the
software architecture requirement. The control unit defines the functionality of the
convolution by using the address generator to address the convolution process dynam-
ically, involving stride and corner case scenarios. The Fully Connected module
represents the functionality of the fully connected layers where all the neurons are
connected to each other. The block is also guided to a matrix vector multiplication
with proper addressing by the control unit and an address generator. The gener-
ated data are collected in the PE array. The PE array uses uses a multiplier and an
adder with ReLu activation feature to duplicate the MAC process. This module also
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spreads the data into various arrays to allow parallel processing, depending on the
number of PEs initialized in the parameters. All the necessary modules have been
integrated in the Top module. Furthermore this block also maintains a logic flow and
controls the data path to PE array, Convolution and the Fully connected modules.
The demographic/numerical information used in the case study 3 is provided in
Symptoms/Demographic Vector block. The numerical information shall be stored
as an one dimensional vector which after processing, is concatenated to the feature
map memory. The control unit supervises this concatenation process, while the state
machine controls the layer flow after the concatenation.

The finite-state machine (FSM) controls the process flow and logic for convolu-
tional and fully connected layer operation. The address generated through the layer
functionality is sent to the on-chip Block RAM (BRAM) memory instantly where
each of the memory locations has a data width of 8-bits. Consequently, the input
data from the feature map passes through the multiply-accumulate unit inside the PE
array, and the product of the computation is saved on the output memory through
ReLu activation logic. The PE logic is implemented only through a pipeline of an
adder, a multiplier, and an accumulator which saves resources. The PE array ensures
parallel execution of the convolution setup as evident from the Fig. 4, where 8-bit
values are read from the feature map memory but n 8 values are processed from
weight memory for parallel operation where n is equal to the numbers of PEs in the
array. The output from each PE continues storing these values until all values are
received. As aresult, the PE arrays are completely independent of each other in terms
of data dependency.

5.2 Effect of Parallelism

One of the goals of this work is to introduce scalability in the hardware with regards
to serial and parallel operation as per the requirement of different applications. Espe-
cially, in deep convolutional neural networks, convolutional layers dominate the
computation overhead which directly affects the latency and throughput of the hard-
ware. Hence, it is imperative to find the sweet spot for efficient parallelism existing
within the convolutional layers. Among all the parallelism mechanisms studied
in [33], output channel tiling provides the best throughput in FPGA fabric which
performs convolution across multiple output channels for a given input channel,
simultaneously. As a result, we also design the parallelism based on output channel
tiling in our hardware. The outcome of the parallelism approach is illustrated in
Fig. 5, in terms of the energy efficiency of our hardware accelerator under different
data width precision. Our RTL (Register Transistor Level) design can achieve an
energy efficiency up to 12.7 GOPS/W when implemented for 8 PEs. Similarly, the
performance threshold for 2 and 4 PEs go up to 5.7 and 7.3 GOPS/W, respectively.
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Fig. 4 RespiratorNet hardware architecture designed for the case studies that includes feature
map memory and weight memory addressed by the convolution and fully connected modules to
fetch data into the Processing Engine (PE) array. The PE array conducts MAC operations and
temporarily saves data to the output memory. The control logic of the top defines the functionality
of the convolution and fully connected modules. The symptoms vector are only used in Case
Study 3 where demographic information and audio samples are supplied to the model. This data
is concatenated to the feature map memory to process the finishing fully connected layers of the
model. In the top module, finite-state machine manages the concatenation logic

5.3 Quantization: Fixed Point Precision Analysis

All the case studies explored in this work use the quantization level of 8 bits. Going
below this level does not provide an appropriate trade-off in terms of hardware
performance and model accuracy which is clearly visible from Fig. 6. In the software
side, the quantization is applied on kernel weights, bias, and activations for all the
convolution layers and fully-connected layers, other than the first layer and the last
layer. According to Fig. 6, our model shows acceptable performance while shrinking
the model size even to 1/8 of the original 32-bit model. Thus, our proposed hardware
architecture has been implemented using a data width of 8-bit fixed-point precision
for all four case studies. Even though the change of the data width does not amount
to any variation in functional behavior, it affects the operating frequency and power
consumption which in turn alters the energy consumption of the hardware. So, it
is pivotal to figure out an operating frequency that is consistent with different data
width precisions to properly analyze the effect of changing bits over the on-chip
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Fig. 5 A scatter plot illustrating the performance against different PE configurations and bit preci-
sions for our proposed hardware. Depending on the input and process flow our hardware is scalable
up to 12.7 GOPS/W for 8 PEs in terms of FPGA implementation at 80 MHz clock frequency
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energy consumption. In this case, our hardware framework runs at a frequency of

80 MHz to investigate the variation in energy consumption ranging from 16-bit down
to 8-bit fixed-point precision as shown in Fig. 7a. As evident in the plot, an 8-bit
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Fig.7 a Illustration of the trend for FPGA energy consumption against different fixed point
precision on the respiratory sounds dataset network and b breakdown for power consumption in the
proposed hardware for a setting of 8 PEs running at 80 MHz
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implementation over its 16-bit counterpart results in an energy saving of 4.5% without
much deviation in the model classification accuracy for the respiratory sounds dataset
network. The proposed hardware utilizes 8 PEs to implement all the different model
configurations explored in this work. With a configuration setting of 8 PEs and 8-bit
fixed-point precision, most of the on-chip dynamic power is dedicated to BRAMs
with only a fraction of the total dynamic power being utilized in clocks, signals,
logic, and other areas as highlighted in Fig. 7b. Also, per our analysis, as the number
of processing engines increases, the power consumption of the BRAMs and DSPs
increases to accommodate the parallel processing of the framework.

6 Hardware Implementation and Results

6.1 FPGA Implementation

On the Artix-7 100t FPGA (Field Programmable Gate Array), the previously
mentioned software frameworks are implemented at a clock frequency of 80 MHz.
The design of the RTL (Register Transistor Level) is defined in Verilog HDL and
synthesized using the Xilinx Vivado 2018.2 tool for the FPGA portion. The option
for the Artix-7 100t FPGA comes from the fact that the applications are targeted for
embedded implementation of low power, making this component ideal for our objec-
tive, with only 135 BRAMs as onchip memory. The results tabulated in the 2 table
represent the output of the hardware in this work for the various case studies. In terms
of computation, the model with the highest overhead is the one that detects diseases
from respiratory sound analysis. The energy consumption of 836 mJ is considerable
in this case, with 6 billion operations. Depending on the calculations and size of the
model, our RTL design has different results, with energy efficiency varying from 4.1
GOPS/W to 7.3 GOPS/W.

The Table 2 compares various recent hardware designs aimed at CNN acceleration.
Ma et al. [34] offers a scalable hardware platform that demonstrates the versatility to
deploy CNN architectures in high-level synthesis and optimization. In Huang et al.
[35] implementation of a 23 layer, SqueezeNet is introduced. In addition to this on
Jafari et al. [10], a low-power multimodal CNN system is accelerated using the same
Artix-7 FPGA component used in our work. Our proposed system, when compared,
is and 4.3 more energy efficient than the [10, 34] implementations. Although the
design is marginally ahead in terms of energy efficiency in Huang et al. [35], with a
consumption of less than 33, our work draws significantly low power.
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Table 3 Deploying the RespiratorNet model to commercial off-the-shelf devices including a dual-
core Denver CPU, a quad-core ARM A57 CPU, and a combination of ARM CPU+Pascal GPU
from the NVIDIA TX2 board

Configuration | CPU GPU Power |Latency | Performance |Energy |Energy
Freq Freq (mW) | (s) (GFLOP/s) ) efficiency
(MHz) | (MHz) (GFLOP/s/W)
Denver CPU | 345 - 881 10.0 0.019 8.81 0.021
2035 - 3170 0.9 0.215 2.85 0.068
ARM A57 345 - 1168 3.7 0.052 4.32 0.045
CPU 2035 |- 4425 | 06 0322 266 | 0.073
TX2 2035 1300.5 | 9106 0.1 1.935 0.91 0.210
CPU+GPU

6.2 NVIDIA Jetson TX2 Implementation

The trained TensorFlow model of RespiratorNet was implemented on embedded
NVIDIA Jetson TX2 platform for evaluating the energy-latency trade-off. Trading
off between the computation complexity and the classification accuracy, trained ML
models can be deployed to tiny processors and edge devices (e.g. tiny FPGAs, a
cell-phone, tablet). At least two hardware-level characteristics are attributed to all
DCNN models: the model size and the number of operations per inference, all of
which are upper-bounded by the platform resources to which they are deployed or
by the inference deadline. Both the hardware resource constraints and the diagnostic
latency should follow the application objectives while bringing all the components of
the system together. After setting the batch-size to 1, two mobile CPUs like Denver
(dual-core) and ARM-Cortex AS57 (quadcore) as well as an embedded CPU+GPU
implementation with different frequency settings are deployed on the trained model
of RespiratorNet. The TX2 development board has been used to calculate all of the
parameters as it provides precise on-board power measurement. Table 3 summarizes
the implementation. From the Table 3 it can be seen that Denver CPU with a low
frequency setting dissipates the least power and takes 10 s to classify one frame.
However, the most energy efficient implementation, ARM CPU+GPU, dissipates
approximately 10 more power compared to Denver to classify the same frame in
0.1 s. For both the cases, we provided a 5 s frame of recording to the memory.

7 Conclusion

In this chapter, to identify various respiratory symptoms, we propose RespiratorNet, a
scalable multimodal CNN software hardware architecture that can take audio record-
ings, speech information, and other sensor modalities from patient demographic or
symptom information. We evaluate and use four distinct publicly accessible databases
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as case studies to identify respiratory symptoms as part of our experiment. The
hardware prototype for RespiratorNet is also scalable and flexible to accommodate
different input modalities, data width bit precisions and parallel processing engine
numbers. The proposed implementation of hardware has a low power consumption
of 0 245 mW and achieves an energy efficiency of 7.3 GOPS/W that is 4.3 times
higher than the implementations of state-of-the-art accelerators. Furthermore the
RespiratorNet TensorFlow model is implemented on the NVIDIA Jetson TX2 SoC
(CPU+GPU) to provide scalability in terms of off-the-shelf platform implementations
and is compared to TX2 single-core CPU and GPU implementations.
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Abstract On January 23, 2020, the index case of COVID-19 was diagnosed in
Hong Kong. Since then, the number of cases has risen at an alarming rate. In antic-
ipation of an outbreak, the Hospital Authority in Hong Kong actively reduced the
number of clinic sessions in February 2020 to reduce clinic attendance and hospital
admissions and thus reduce the risk of cross-infection among patients. The Hospital
Authority is the official government body responsible for public healthcare in Hong
Kong. Every year, approximately 13.5 million patients attend outpatient clinics across
seven clusters in the Hospital Authority. However, COVID-19 has severely disrupted
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public healthcare services, leading to accumulating clinical caseloads and substantial
delays in diagnosis and treatment. The United Christian Hospital and Tseung Kwan
O Hospital, which were pioneers of the Hospital Authority Smart Hospital Project,
were the first hospitals in Hong Kong to pilot the use of telemedicine during COVID-
19 to mitigate service disruptions. While the Zoom videoconferencing platform was
adopted as the official app for telemedicine in the early phase of implementation,
there were concerns about the potential vulnerability of patients’ privacy when using
this platform. A series of security assessments of the Zoom client was performed
to ensure that patients’ data were encrypted and vulnerabilities were resolved. The
Zoom client was subsequently incorporated into HA Go, the official patient mobile
app of the Hospital Authority. Patients can attend teleconsultations through this
app, which enables a comprehensive range of functions, including making future
appointments, viewing prescription and medication-dispensing records, delivering
educational videos, sending medication collection reminders to patients as push noti-
fications and making payments. The system allows patients to bring their prescrip-
tions to regional pharmacies to obtain their medications and thus avoid traveling long
distances to the hospital, which may expose them to the coronavirus. This chapter
highlights the experience of developing a telemedicine program for public healthcare
services in Hong Kong.

Keywords Head and neck - Otolaryngology - Hong Kong - COVID-19 - Cancer

1 Introduction

The 2019 novel coronavirus disease (COVID-19) pandemic has affected over 182
million people worldwide [1] and has severely disrupted healthcare systems in
various countries since its onset. Being the most densely populated city in southern
China, the Hong Kong Special Administrative Region (HK) faced the first confirmed
COVID-19 case on January 23, 2020. The first case was imported from mainland
China, but evidence of community spread through local transmission followed on
February 2, 2020. The number of cases in Hong Kong rapidly increased in March
2020, with a large proportion of cases being imported from Western countries [2].
In Hong Kong, healthcare is delivered via a dual-track system. The public health-
care sector, which is under the administration of the Hospital Authority, is responsible
for 90% of inpatient services, whereas the private healthcare sector is responsible for
the remaining 10%. The Hospital Authority is a statutory government body estab-
lished in 1990 in Hong Kong [3]. It is responsible for managing public hospital
services and formulating health policies for over 7.55 million people in Hong Kong.
In 2019, there were 2.16 million accident and emergency department attendances, 7.9
million specialist outpatient clinic attendances and 6.37 million primary care clinic
attendances in the seven Hospital Authority regions in Hong Kong, which are known
as “clusters” [4]. During the COVID-19 pandemic, in anticipation of a potentially
rapid increase in the number of confirmed cases and given the limited resources in
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the public healthcare system, there was tremendous pressure to reduce the number
of hospital admissions and clinic attendances in early February 2020 [5].

2 Smart Hospital Initiatives

Hospitals under the Kowloon East Cluster of the Hospital Authority were the pilot
sites for the “Smart Hospital Initiatives”. Through proactive application of infor-
mation technology and the development of smart hospital projects, the Hospital
Authority aimed to improve the quality of healthcare services. The Smart Hospital
Initiatives involved the development of smart wards, smart clinics and smart operation
theatres, which collectively aimed to enhance the efficiency of healthcare services,
reduce costs and provide greater convenience to patients and their families [6].

3 Utilization of Telecare to Mitigate Service Disruption

To reduce the number of clinic attendances while avoiding delays in diagnosis and
treatment, the Telecare Task Force was officially launched in the Kowloon East
Cluster of the Hospital Authority in February 2020 to explore feasible options for
utilizing technological advances to substitute in-person patient visits with telecare.
The Telecare Task Force was responsible for analyzing the need for telemedicine in
various specialties and supporting the implementation of telemedicine programs.
Administrators, team leaders and frontline staff who were willing to initiate
telemedicine programs for their teams were invited to join the program. Technical
support was provided by the hospital’s Information Technology Department. To
ensure the sustainability of the telemedicine program, funding was provided at the
hospital administration level. The applications and the frequency of use of this type
of telemedicine in clinical care were regularly reviewed.

To accomplish these telecare sessions, in the early stages the Zoom videocon-
ferencing platform was adopted by the Hospital Authority as an app that complied
with the Health Insurance Portability and Accountability Act [7-9]. This platform
was endorsed for telecare by the Central Credentialing Committee of the Hospital
Authority of HK. To enable the use of Zoom for telecare, a dedicated hardware
setup was required at the clinic (Fig. 1). An encrypted wireless network was set
up, and additional mobile devices, such as tablets or laptops with high-resolution
webcams, speakers, and microphones, were purchased. The setup was designed to
simulate a typical face-to-face consultation where doctors could record the consul-
tation summary using the Clinical Management System (CMS) on a desktop work-
station and, at the same time, eye contact between doctors and patients could be
maintained. Proper lighting was essential, and thus each camera was set up so that it
was not facing a window, as that may have caused extreme backlighting [10, 11].

A dedicated telecare website was launched to introduce this new service to
patients, including the workflow for enrollment and instructions on how to install
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Fig. 1 Hardware setup during tele-consultation

Zoom and establish a teleconsultation (Fig. 2). Patients were required to read infor-
mation regarding the potential pitfalls of telecare [12], including potential breaches of
their privacy; suboptimal consultation quality due to network and software issues; and
the inability to conduct a physical examination, which, if necessary, would require
rescheduling the appointment. Patients were also required to sign an online elec-
tronic consent form to enroll in this new telecare service. An appointment was then
assigned to the patient through SMS and email.
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Fig. 2 Telecare website for enrollment and technological support
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4 Medicolegal and Safety Concerns

Prior to the launch of the telecare service, a proportion of frontline doctors were
reluctant to adopt telecare. Multiple questions were raised during a meeting,
including:

Does it work? Is it safe?
e Will there be any medicolegal consequences for misdiagnosis if a physical
examination is not performed?
Will teleconsultation be covered by medical insurance?
Is it accepted by the community?

To mitigate these concerns about privacy and potential medicolegal consequences
of the use of telemedicine, the Medical Council of Hong Kong published a guide-
line for telemedicine highlighting doctors’ obligations to meet all legal and ethical
requirements when practicing telemedicine [13]. Specifically, standards of care
that protect patients during face-to-face medical consultations apply equally to
telemedicine. The doctor must ensure that a telemedicine interaction is suitable for
the patient and that the standard of care delivered via telemedicine is reasonable,
considering the specific context. Any advice delivered to the patient by the doctor
should be documented in detail. Doctors must ensure that the patient’s confidentiality
and data integrity are not compromised. Information obtained from the teleconsulta-
tion must be secure and encrypted to prevent access by any unauthorized third parties.
The patient’s identity must be verified before sending sensitive information by elec-
tronic means. The contravention of ethical guidelines may render a doctor liable to
disciplinary proceedings. The ethical guidelines should not be construed to autho-
rize a doctor to engage in medical practice outside Hong Kong or to regulate doctors
from other countries who practice telemedicine on patients in Hong Kong. Medical
practitioners who practice telemedicine on patients in Hong Kong must be registered
with the Medical Council of Hong Kong. Doctors should adhere to well-established
principles and standards guiding privacy, records security, informed consent and safe
prescribing. If the quality of a telemedicine consultation is affected by technical or
environmental limitations, the consultation must be terminated and alternative means
must be considered [13].

The doctor-patient relationship is the cornerstone of providing proper medical care
to patients. The establishment of a doctor—patient relationship may not be easy, espe-
cially when the doctor and patient are in separate locations and/or have no existing
in-person relationship. Thus, itis advisable to practice telemedicine only when a prior
in-person relationship exists between a doctor and a patient. Moreover, a doctor—
patient relationship is based on trust and mutual respect. It is therefore essential that
the doctor and the patient are able to identify each other reliably when telemedicine
is used. In case of doubt, the doctor should advise an in-person consultation with the
patient [13].

In addition, there were concerns during the early phase of implementation of
telecare about the potential vulnerability of Zoom to “Zoombombing”, or hijacking,
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during video conferencing [14] and to privacy breaches. The Hospital Authority
in HK underwent a series of security assessments on the updated Zoom client to
confirm that data sharing with social media platforms was no longer allowed. The
analysis showed that these vulnerabilities were resolved and end-to-end encryption
was enforced. To protect patients, the Information Technology and Health Informatics
Department of the Hospital Authority recommend that clinicians and patients use the
latest version of the Zoom client with a corporate account to enable enterprise security
features. Furthermore, it is recommended that a password be set for every meeting
and that the meeting details and password be exclusively disclosed to participants.
Finally, recommendations suggest enabling the “lock” function once all participants
have joined the meeting to avoid intrusion.

To ensure that the correct patient is seen at the right time using Zoom teleconsul-
tation, the appointment date and time, Zoom conference ID and password are sent to
the patient by email and SMS. Two-way ID verification is then adopted. Patients are
asked their date of birth or the last three digits of their HK identity card number and
they are asked to show their unique outpatient appointment slip to the web camera
[15]. Doctors and nurses engaging in a teleconsultation session also need to be clearly
identified by their full names and titles [8]. After each consultation, a new appoint-
ment slip and prescription sheet are simultaneously mailed and sent to the patient by
e-mail. Patients may then visit the pharmacy at a dedicated hospital within 7 days to
obtain the prescribed medications, with payment made on site at the pharmacy [15].

5 Streamlining Telecare Using a One-Stop Mobile App
“HA Go”

A well-planned and structured program is essential for the large-scale implementation
of telemedicine across Hong Kong. The Information Technology and Health Infor-
matics Department of the Hospital Authority, therefore, developed an official app
called “HA Go” for all patients in the Hospital Authority. HA Go is a one-stop mobile
application that aims to enhance patients’ experiences and improve health outcomes.
HA Go allows patients to submit an application for an appointment at a specialist
outpatient clinic and review upcoming appointments, past attendance records and
clinical records, such as drug dispensing and allergy records and dispensed drug
information. Moreover, healthcare professionals can prescribe educational materials
and exercises for patients to access via HA Go. All the information is documented
and encrypted in the HA Go app. In addition, HA Go facilitates online payment of
consultation fees and drug charges using various methods, namely credit cards, bank
transfers, Apple Pay, Google Pay, Alipay and WeChat Pay (Fig. 3). It also supports
teleconsultation via embedded Zoom and thus provides a one-stop service to patients,
such that they do not need to install a separate app. Appointment reminders are sent
automatically to the patient’s HA Go app. With a few clicks, patients are able to
join teleconsultations with their physicians (Fig. 4). As the app requires activation
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Fig. 3 Patients’ perspective in using “HA Go” app for tele-consultation

Fig. 4 Electronic payment
for tele-consultation
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in person, patients’ identities are verified and unique to each account. Each time
the app is used, the patient must log in using biometrics (e.g. fingerprint) or a pass-
word, which ensures that the right patient is seen, the correct clinical information is
discussed and patients’ confidentiality is not violated.

During the writing of this book chapter, hospitals in the Kowloon East Cluster
were undergoing a trial for home delivery of prescribed medications to obviate the
need for patients to go to the hospital pharmacy to obtain their medications. Under this
system, the prescription order is sent to the pharmacy and the patient simultaneously
through HA Go. Patients receive a QR code on their HA Go app. They can then
decide to obtain their medications by visiting the hospital or local pharmacy or
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have the medications delivered to their home by courier. This precludes patients
from queuing in hospital pharmacies and reduces the chance of cross-transmission
of the coronavirus. It is of the utmost importance that the correct medications are
prescribed and dispensed to the right patients; thus, the courier checks the barcode
of each medication against the QR code sent to the patient’s HA Go app to confirm
the identity of the patient and verify the prescription.

Using the HA Go app, health education materials, such as videos and leaflets,
can be delivered to patients. This is particularly useful for home-based exercises.
Patients can follow the instructions and demonstrations on the videos to perform their
exercises at home during the COVID-19 pandemic. The app also allows physicians
or therapists to confirm their patients’ compliance with their prescriptions at home
or in the community. After each time the prescribed video is played, the time and
duration of the video is logged. In addition, this serves as a diary to remind patients to
exercise at home. To ensure corporate-wide usage of HA Go and implementation of
health education via telemedicine, all educational information has been endorsed by
the coordinating committees of different specialties, which comprise the department
heads of all seven clusters of the Hospital Authority. Videos and pamphlets were
proof-read and approved before they could be uploaded to the platform.

6 Future Work in Patient Empowerment Using “HA Go”

MyHealth module of the HA Go app is currently under development. Soon, patients
can record their own health-related parameters, such as body weight, body mass
index, body temperature, blood pressure, pulse, blood glucose levels, dizziness score,
pain score, peritoneal dialysis information and uterine contraction times. The data
can be plotted as a chart locally within the app for self-monitoring and evaluating
treatment efficacy (Fig. 5). The data will also be uploaded to the Hospital Authority’s
cloud server to allow doctors to view the patients’ recorded data during consultations
on the CMS and adjust medications when necessary. In the foreseeable future, patients
will also be able to use Apple Health or Android-compatible Internet of Things
health-monitoring devices to measure their heart rate, blood pressure, temperature
and blood glucose level. These measurements will be synchronized automatically to
the Hospital Authority’s cloud server. This will provide an easy and reliable method
for documentation and self-monitoring.

During the COVID-19 pandemic, various countries have implemented
telemedicine to bring medical care to patients while minimizing the risk of trans-
mission of COVID-19 among patients and clinicians. Clinicians from University of
California, San Francisco (UCSF) utilized telemedicine to care for palliative care
patients in the ambulatory settings. Apple FaceTime, Facebook Messenger, Google
Hangouts and Skype were used [16]. In Italy, telemedicine service was designed for
heart failure patients, and the service was based on phone calls. This eliminated the
possible social disparities (e.g. accessibility of clinical service was only available to
people with available technological device and/or capacities to use the service) [17].
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In India, telemedicine was limited by the low internet penetration. Only 36% of the
overall population had access to internet [18]. In Chennai, southern part of India,
teleconsultations were conducted to 2864 patients with diabetes mellitus. Patients
were enquired about their symptoms and diabetic control. After the consultation,
prescriptions were sent to patients by email [18]. In Western part of China, WeChat
was used to offer online consultations. 31,905 patients with chronic diseases received
tele-consultation to reduce the number of patient visits in the outpatient clinics and
internet-based drug delivery service was provided for this group of patients. 5G Dual
Gigabit Network was also utilized in areas where there were a limited number of
radiologists. 5G Network was used by radiologists to remotely interpret Computed
Tomography (CT) films which were undertaken over 300 km (Range 20-1191 km)
away from the central node at the West China Hospital of Sichuan University. Web-
based and real time video conference was held to discuss cases of coronavirus disease
in rural areas of Western China [19].

In Hong Kong, telemedicine was implemented for patients in the public sector
during the COVID-19 panedemic. The HA Go telecare app was designed to provide
a one-stop service for patients in Hong Kong. It provides an easy, yet secure, method
of teleconsultation. It was designed to be simple for patients and frontline users and
to be incorporated into the typical clinical workflow. It includes a wide range of func-
tions, such as delivering educational videos and e-prescriptions, sending medication
collection reminders as push notifications, and settling payments. Over the past year
in Hong Kong, telemedicine has been adopted in isolation wards to reduce the risk
of infection transmission to nurses and physicians. It has also been used successfully
in otorhinolaryngology, ophthalmology, psychiatry, clinical psychology, orthopedics
and traumatology, family medicine, hepatology, respiratory and pain clinics. Its use
was subsequently expanded to nurse clinics, outreach programs, allied health depart-
ments catering for outpatient wound care and palliative home care and for seminars
on oromyofunctional therapy for obstructive sleep apnea. In the future, the applica-
tion of telemedicine may extend to providing services to elderly or disabled patients
to minimize the hassle and cost of traveling between institutions.
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Adapting to Live in the Global Pandemic m
Era: Case Studies oo

James Jin Kang

Abstract The COVID-19 Pandemic (Pandemic) has had a dramatic impact on soci-
eties around the world affecting every aspect of people’s lives. In one particular
example, it has changed the way work is perceived and attitude towards working
lives, such as an increased adoption and greater acceptance of working from home.
From the perspective of IT networking, such changes have caused network capacity
issues in relation to internet speed and capacity. The changes are so significant that
humans have adapted to a new way of living in the realm of businesses, jobs, health-
care, education, trades, politics, economics, families and relationships. This chapter
illustrates some applications and solutions that can be used to aid the adaptation
processes with case studies of security concerns such as privacy as well as how
quickly a new business can be introduced to cope in the era of the pandemic.

Keywords Adaptive methods -+ Privacy + Security - Authentication - Health data -
Patient monitoring - Health data for identification - Internet speed enhancement -
Self-driving Vehicle - TikTok privacy threats

1 Introduction

One of the most significant changes experienced after the arrival of the Pandemic
was the ways in which people work in order to avoid being close to others (i.e.,
social distancing). This instantly caused network access issues as internet services
providers could not cope with the rapid changes and demand in service location.
Whilst corporate or government organizations have fast internet access capacities,
most residential users have a best effort plan, which is designed for reasonable use.
When entire households simultaneously use the internet for work, entertainment,
education or video meetings, internet speed has diminished capacity to serve all of
these purposes at once. Internet service providers cannot simply move the corporate
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capacity to home users instantly on demand due to logistical and contract matters
despite it being technologically possible.

To track the spread of the virus within the population, The Australian Govern-
ment initially introduced a location tracking app called ‘CovidSafe’ along with other
countries who developed their own apps that served similar purposes. In some cases,
however, these apps led to privacy issues by sharing and uploading personal infor-
mation along with social media platforms such as TikTok, which has been more
prevalent amongst the younger generation (particularly as they were unable to attend
school in person). Arguably, the app has been used to access and retrieve personal data
by unauthorized parties. Some security concerns arose in relation to the tracking app
and some social media apps, which will be discussed in this chapter as case studies.
To avoid direct contact with others in public transportation networks, a driverless
taxi service was launched in the United States. Passengers sit in the back while the
car is driven by a robot. While the service had been planned for some time, it was
launched early to meet the demands caused by the Pandemic situation. Finally, health
data-based identification [1] is briefly discussed to illustrate how it can be used to
identify a user of equipment such as smartphones. Currently it is possible to track the
location of the smartphone and even raise alarms [2—4], however there is no way to
verify the owner of the phone, which is easily given to others. Using the health data
along with IoT network for location tracking system [5], it is feasible to track down
the whereabouts of the user who may have contracted coronavirus. This idea could
also be used in many other areas such as proving alibis in legal cases, authentication
of devices, firearm authentication via health data and biometrics to improve security.

This chapter will explore the various applications that were either developed
during the Pandemic or were otherwise used with more frequency to assist people to
adapt to the new ways of living, in addition to analyzing some issues that arose.

Security issues of real-time tracking and observation of potential infectious
people to verify self-quarantine

Itis crucial from an epidemiological and public health perspective to be able to rapidly
identify and monitor patients who are infected as seen in the COVID-19 pandemic.
Mobile health technologies can provide information on individuals who may be
unwitting carriers or who may have been exposed to an outbreak. In certain cases,
technology can flag those who may meet criteria to be considered for quarantine.
Political issues such as forcing suspected virus carriers to an isolated location for
quarantine can be eased by mobile Health (mHealth) technology which can track
and provide real-time monitoring of potential patients.

Governments or agencies can have better visibility of population metrics, use
modelling to predict likely distributions of pathogens and develop control and
management capabilities in a manner which is transparent to the public—avoiding
the risk of generating panic.

Educating the public will be key to preparing for future virus outbreaks, in
the future it will be feasible to pinpoint geographic areas and regions to prioritize
monitoring targets using algorithms.
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With the advent of any technological developments, there will be both positives
and negatives. It will be essential to consider issues relating to security, in particular,
being aware of the risk of privacy breaches given the highly sensitive nature of such
incidents.

There have been various tracking apps across countries that have been used along
with other vaccination tracking apps to track down locations of users who have been
exposed or infected. Several issues relating to these have arose, using the Australian
Government’s CovidSafe app as an example.

The tracking app collects anonymous IDs from other people who are also using
the app that users come into short distance range with by coupling each other’s
phones over Bluetooth. If an individual tests positive to COVID-19, they can share
the logged period of time, e.g. last 21 days’ worth of contacts stored on the app,
and the data will be sent to a server. Health officials can then use this information
to trace and inform possible contacts that they may have been exposed to the virus,
depending on how close that contact may have been e.g. within a radius of 1.5 m for
15 min. This involves a transfer of data when users exchange anonymous ID with
other people using Bluetooth, as well as when the data is transmitted to government
Servers.

There are several areas in which vulnerabilities can exist:

e Data can be intercepted between a phone and the national data store.

e Bluetooth is required to be kept on all the time, which gives a chance for eaves-
dropping. The tracking app is not the only app which uses Bluetooth, and other
apps may have access to it. It increases the risk of security as those apps may have
access to personal information.

1.1 What are Some Issues With Apple iPhones?

The iPhone operating system (iOS) depending on the version, will not allow back-
ground running of the app, which needs to always be on and active to work. This can
drain the phone battery and cause some people to be reluctant to install the app.

If the iOS version allows for background app functionality using features such
as Background App Refresh [6], it should be checked that it works for the tracking
app. The Australian Government has released the source code of the app in order to
maintain transparency. A report [7] says that tracking app running in the background
had a minimal impact on the battery life, although it did not disclose the specifications
such as the phone model or OS version such as Android or iOS which they tested it
with.
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1.2 Vulnerabilities to Data Interception

Data that is sent to national storage includes your name, mobile phone number, age
range and postcode. Regardless of this, the transmission could include sensitive infor-
mation such as possible confirmation of the virus. Knowing that a person associated
with a certain mobile phone number could be diagnosed with COVID-19 can lead to
privacy issues. The phone number itself causes ‘privacy’ issues and can be used to
verify a target by an attacker. Multi-Factor Authentication (MFA) systems such as
the ones used in online banking requires authentication with a code sent to a phone
number, and there is potential for an attacker to clone a phone. When pairing up with
Bluetooth, users are potentially opening a door to others who may gain access to
their phones in public places such as shopping centres, public transport, restaurants
and so on.

1.3 Bluetooth Needs to Be Always on, So Users Should
Check Bluetooth Status of Other Apps

Many apps require Bluetooth connection to track your location. Apps can log loca-
tions users have visited or passed through and may transfer the information to their
servers for marketing purposes. By installing the tracking app, users are opening a
door for all apps which have Bluetooth permissions. The only way to manage this
is to check the app permissions individually. Alternatively, users may have a second
phone installed with the tracking app only, though this would not be practical. Some
app developers might have ulterior motives to track the location of users, which might
not need users to have the app open at the time nor ask for consent. As a solution,
users could deny Bluetooth permission for all apps from the start, and grant permis-
sions manually in the settings (e.g., Settings > Privacy > Bluetooth for iPhone) one
by one for essential apps only.

1.4 Where Data is Sent to and Stored?

Location and uploaded data are likely to be stored on a centralized cloud-based server
in addition to a secondary storage location to house close contact information. It offers
an opportunity for attackers to target a single point to attack, like putting all eggs
in one basket. Distributing data across multiple locations helps to prevent the risk,
however, it increases maintenance and management requirements. Granting access
to state governments may be useful for the states to be able to see statistical data,
though it causes further vulnerability risks by giving access to more users. It could
be more appropriate or easier to process the data centrally and provide information
to state governments as needed as an alternative.
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1.5 Use of Apps for Patient Monitoring in Disease Outbreaks

A tracking app can be used to identify the previous and current location of the user for
diseases or self-quarantine purposes. Mobile health technologies have the potential to
identify individuals who may have been exposed to a disease, flagging those who may
meet criteria to be considered for quarantine. Governments or agencies can use this
data to more comprehensively inform population metrics, develop modelling and to
intelligently implement a public health response that can be objective and transparent
to the public—avoiding the risk of generating panic. Educating the public will be
key in public health responses to future disease outbreaks, and mHealth technologies
with algorithms could allow for a localization of public health response to specific
geographical areas of need. However, it has potential for privacy issues as well as
the efficiency and validity of data depending on how the user can comply with the
consent and policy such as terms of use.

2 Privacy Issues on Social Media Platform Tiktok
in Pandemic Era

TikTok has been chosen in particular as it caused controversial concerns from media
by its privacy breaches accessing and retrieving personal information [8]. In the age
of isolation, with friends and family craving social contact, TikTok has emerged as a
bonding force. From dance videos to hints and tips for fitness and exercise; TikTok
videos are created, uploaded, and viewed across the world. But what is TikTok;
who is using it; why is it so controversial; and, why is the Australian government
concerned with the app so closely?

2.1 Whatis TikTok?

TikTok has been around since 2016 and was relatively unknown outside of China
where it was developed by the Beijing based company ByteDance. It became a
global sensation after its release in global app stores in 2017 with a reported 2
billion downloads globally. The Australian market is significant with an estimated
1.6 million regular users. While the users are typically considered to be in the 1624
age range, there is substantial use within older generations.

TikTok is a simple concept, users generate short video sequences that are shared
through the app. This simplicity is reinforced by their own mission statement [9]:

TikTok is the leading destination for short-form mobile video. Our mission is to inspire
creativity and bring joy.



124 J.J. Kang

Lockdowns implemented in response to the Pandemic allowed TikTok to rise in
global popularity as forced quarantine isolated social groups. Sharing TikTok experi-
ences allowed friends and family to reconnect with celebrities and politicians joining
in. Social media is an important tool in keeping families and friends connected, but
often has a negative side. Recent examples have included zoom-bombing and an
increase of concerning online behaviors.

2.2  What Information Can Be Collected and How are They
Transferred?

According to a lawsuit [10] filed in the USA, TikTok is allegedly gathering users’
phone numbers, emails, location, IP addresses, and social network contacts. Concerns
have been raised that companies purportedly conceals the transfer of user data, and
continues to harvest user and biometric data even after the app is closed. For example,
when a user shoots a video and clicks ‘next’, the video is automatically transferred
to servers in China without the knowledge of the user. Even if the user does not save
or publish the video, the app transfers the data regardless.

2.3 The Dark Side of TikTok

Like all apps, TikTok is a data gathering service hiding behind a social media facade.
Its parent company, ByteDance, has been accused of secretly taking user content and
information without consent and transferring data to servers located in China. It has
also been accused of concealing the transfer of this data and continuing to record
information even when the user would not intend. For example, when a user records
a video but does not save or publish the video, it is still transferred to the servers
without the user’s knowledge.

2.4 What Features and Information Can Be Accessed
by TikTok?

TikTok requests a number of permissions on a device during installation, and with
the permissions given, it has full access to the camera, microphone, the device’s WiFi
connection, and the contacts list. This allows the app to do the following:

take pictures and videos, record audio and sound

keep the device turned on and start automatically when starting up the phone
collect GPS and location data along with detailed information of other apps which
are running
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e read and write to the storage, install and remove shortcuts, and request installation
packages.

One critical feature is that the app can access other apps which are running at
the same time, such as banking apps. This can give permission to access the data of
banking apps for example.

2.5 Where is the Data Stored?

It is widely suspected that data from TikTok may ultimately end up in China. While
the company is headquartered in Beijing, a recent quote from the Australian general
manager (Lee Hunter) indicated that the data for Australian users is actually stored
in Singapore [11] and stated that:

TikTok does not share information of our users in Australia with any foreign government,
including the Chinese government, and would not do so if asked. We place the highest
importance on user privacy and integrity.

A bigger challenge is perhaps that of defining data. While the details of users and
their videos may be stored in Singapore, there is potential for data to be extracted from
the video content. Perhaps generating biometric data to identify people using facial
recognition, or mapping rooms using feature extraction from videos generated by
users in senior positions. Fake videos could even be generated using deepfake tech-
nology. While this may seem far-fetched, there have already been pre-emptive bans
within certain organizations to ensure sensitive information is not leaked through
shared videos on TikTok. Examples of bans include in Defence forces such as
Australia’s ADF [12] and the US Department of Defence [13], and even entire
countries with the Indian government [14] announcing a ban across its nation.

2.6 ByteDance and Its TikTok Server Location

ByteDance claims that its data are stored in servers in the United States and Singapore,
however it is unclear where they store what data.

“We store all TikTok US user data in the United States, with backup redundancy
in Singapore,” the company said. “Our data centres are located entirely outside of
China, and none of our data is subject to Chinese law” [15]. ByteDance operates a
separate service called Douyin to serve the Chinese market. ByteDance is based in
Beijing, and TikTok says that no data is stored in China. The company announced
that they would build a data centre in India, however it is uncertain as India banned
TikTok along with other Chinese apps in India allegedly citing reasons to “national
security and defence of India, which ultimately impinges upon the sovereignty and
integrity of India” [14].
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2.7 What Privacy Issues Does TikTok Potentially Have?

TikTok’s privacy policy is ambiguous and as of October 2019 states that ““You should
understand that no data storage system or transmission of data over the Internet or any
other public network can be guaranteed to be 100 percent secure”. From the user’s
privacy perspective, TikTok has access to device location and personal information
such as contact details. Whilst their servers appear to be located outside of China,
it is impossible to confirm nor deny where this data could end up and what the data
could be used for. If a user decides to delete their content from their device or if there
is a ban, data cannot be retrospectively erased and any information that has already
been transferred would be impossible for users to retract.

2.8 Can the Australian Government Actually Ban TikTok?

Enforcing a ban on TikTok is not as easy as it sounds. While the Australian govern-
ment could request for the removal of the app from App Stores (Apple App Store,
Google Play Store), they could only do this for Australian regions and marketplaces.
Users would still be able to simply download from another geographical store or a
third-party source, and this would also not remove the app from users who already had
itinstalled on their devices. Blocking access to TikTok servers could be implemented
in partnership with Internet Service Providers, but, just as with other attempts to block
access to services, users can use proxies or VPNs to circumvent these controls. Even
in the event of a ban, the vast amount of data already collected on Australian citi-
zens would still be stored and potentially accessible to Chinese authorities for the
foreseeable future.

3 Health Data for Identification and Authentication

Biometrics such as voice recognition, retina or fingerprints have been used in various
applications for authentication purposes. This however cannot be used in remote
applications as the verifications physically require to be close to the sensors. As
privacy, which can be improved by protecting personal information using algorithms
[16] is a key requirement in eHealth and IoHT technologies, health data can be
used for user identification purposes. Whilst one type of health data such as heart
rate may provide no identifying information, it could in combination with others
represent a unique pattern that is specific to an individual, especially as a trend over
time using machine learning. The major expected outcomes for such an application
could include (1) assessment of health data traits with measurable and standardized
accuracy, (2) building a model of structured attributes that can affect the effectiveness
of the health data being used for identification.
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Health data can also be used to provide whereabouts of individuals with veri-
fied time and location. For example, providing a reliable alibi (proof of absence) is a
crucial factor to prove one’s innocence. Verifying a person’s true identity and location
has always been an issue, but now it can be done by personal health devices, which
provides identification of individuals via health data of the user along with trusted
real-time—space technology. Proving the whereabouts of a person is not always reli-
able as they rely on witnesses’ own descriptions, which is weakened as humans are
forgetful and can easily be affected by factors such as fatigue, alcohol or drugs.
Using wireless body area network and internet of health things (IoHT) technology, it
is possible to identify a person using health data of the user [16—19]. It is also able to
provide tracking of location on a time basis using a trusted-time—space server [20],
which provides exact locations at a certain time. Whilst a smartphone can prove
the location of the device, it cannot prove the true owner of the device is on the
location as the phone can be moved to others. Using the health data for identifi-
cation, it is now possible to prove the owner is holding the device. In addition to
biometrics, health data can also be used for authentication to enhance the accuracy.
Passwords can be stolen. Even some biometrics such as fingerprints may be stolen.
However, it is impossible to steal real-time physiological health data unless the user
has been kidnapped. In this sense, authentication of using health data combined with
biometrics can enhance the security and authentication.

4 Conclusion

The Pandemic has showcased the resilience and adaptability of human societies.
People have rapidly adjusted their lifestyles and have evolved with innovative ideas
and changes to make their lives more endurable. This chapter illustrated some appli-
cations that gained momentum during the Pandemic such as TikTok and autonomous
vehicles, and some issues that arose during the course of this period. However, there
is no doubt that those issues can be ironed out and optimized over the course of time.
The crisis caused by the Pandemic will be soon over with the rollout of the vaccine
currently being deployed across the globe. It is clear that if future pandemics emerge
(which have already been predicted), humans will continue to adapt as they have
done in the era of COVID-19.
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Abstract The novel coronavirus disease (COVID-19) continuously crippling
healthcare systems globally and disrupting movements of people which led to the
temporary closure of schools, colleges, universities, industries, and businesses. To
reduce the catastrophic impact of the new variant of COVID-19, governments in
collaboration with World Health Organization (WHO) emphasize on vaccination of
populations. However, several countries witnessed a rapid increase of new infections
and deaths which are linked to relaxation of regulations, fake COVID-19 certificates,
resistance to adoption of health digital technologies, overburdened health system,
lack of personal protective equipment, social risk behaviors, poor policies and stan-
dards for immigrants and lack of standardized and synchronized regional and inter-
national health information system that facilitates the regular sharing of COVID-19
data, test results and vaccination certificates. Also, accessing COVID-19 data and
patient health history data remains a challenge for many health systems. Therefore,
we propose the use of secure regional and international quick response code-based
health systems to monitor the migration patterns, validate COVID-19 test results
and vaccination certificates to facilitate safe regional and international movement of
people during the pandemic.
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1 Introduction

In December 2019, a new infectious respiratory disease emerged in Wuhan, Hubei
province, China and was named by the World Health Organization as coronavirus
disease 2019 (COVID-19) [1]. The outbreak of COVID-19 continues to burden
health systems, globally, disrupting movements of people exacerbated by the tempo-
rary closure of schools, colleges, universities, industries, and businesses. As part of
the response to reduce the catastrophic impact of COVID-19 and emerging vari-
ants, governments in collaboration with World Health Organization (WHO) imple-
mented infection control and preventive measures such as social distancing, face
masking, regular temperature checking, contact tracing, quarantine and self-isolation
[2]. This follows enacted stringent COVID-19 restrictions and guidelines such as
maintaining social distancing in public spaces, wearing of face masks, recursive
national lockdowns, and regular checking of temperature in strategic entry points
[3]. More recently, several countries started loosening travelling restrictions to allow
the swift reopening of economic activities after the successful development of WHO
approved COVID-19 vaccines [4], which subsequently intensified the vaccination
of populations [5]. Unfortunately, some countries like India, United Kingdom and
South Africa witnessed COVID-19 surge partially linked to relaxation of regula-
tions [6], resistance to adoption and use of health digital technologies, overburdened
health systems [7], social unrest, poor sanitation [8], poor adherence to COVID-19
preventive measures, poor vaccines efficacy, insufficient vaccines, fake COVID-19
certificates [9] and dearth of medical equipment such as the testing kits, personal
protective equipment, masks, and ventilators [10].

To alleviate these impediments, several digital technologies have been imple-
mented to monitor, trace, track people and enhance the implementation and adher-
ence to COVID-19 infection control and preventive measures. Digital and emerging
technologies such as big data, cloud computing, geographical information systems,
Internet of Medical Things (IoMT), 5G technology, blockchain [11], artificial intel-
ligence, Internet of Things (IoT) and fog computing have been adopted to develop
social distancing applications (apps), contact tracing apps among others to fight
against COVID-19 pandemic [12]. However, despite relying on emerging digital
technologies, several countries developed varying applications for surveillance,
screening, quarantine, and self-isolation which led to varying data formats, data
management, security, and privacy. This has led to data synchronization and standard-
ization problems [13] which subsequently affect international and regional sharing
of COVID-19 data.



Towards QR Code Health Systems Amid COVID-19 ... 131

1.1 Contribution of the Study

COVID-19 brought transformative shifts in healthcare service delivery by integrating
digital technologies to promote effective sharing of health information, remote moni-
toring, and virtual care. Among digital technologies, quick response code has been
extensively adopted in developing COVID-19 contact tracing applications and vacci-
nation certificates or immunity passports. This has been necessitated to alleviate
issues emanating from paper-based vaccination cards. Notably, the authenticity and
reliability of COVID-19 test results, immunity passports or vaccination certificates
are vulnerable to forgery [14], counterfeits, issued corruptly and they can easily tear
[15], get lost and potentially violate individual’s privacy [16]. Despite all these chal-
lenges, vaccination certificates or immunity passports and negative-COVID-19 test
results are slowly becoming mandatory for travelling, therefore, there is a need to
synchronize, authenticate, sharing and provide remote access to vaccination informa-
tion. In such circumstances, the adoption of QR code health systems amid pandemics
like COVID-19 is inevitable. Such QR code health systems may be used to validate
COVID-19 certificates and accessing COVID-19’s patient history remotely as well
as vaccination information and subsequently facilitate contact tracing and improve
healthcare service delivery. Currently, individual’s COVID-19 history data is not
easily accessible regionally and internationally as people travel from one place to the
other [17]. However, the recent advances in QR code technology in health systems
could alleviate such impediments. Therefore, this study proposes the potential inte-
gration of quick response code in health information system to monitor the migration
patterns, validate COVID-19 certificates and tracking people’s COVID-19 health
status to facilitate regional and international travel amid the COVID-19 pandemic.
The study sought to address the following research objectives:

e Identify QR code-based applications deployed to tackle COVID-19.

e Identify digital technologies that could facilitate the integration of QR technology
in health systems.

e Highlight compounding challenges, threats and impediments that could hinder
the implementation of the QR code health system.

2 Related Work

2.1 Quick Response Code in Healthcare

Quick response codes are two-dimensional barcodes presented in black and white
mosaic patterns that stores information read by smartphones or devices with in-built
cameras [18]. QR Code carries data both horizontally and vertically, unlike barcodes
which are in 1-D. This allows information encoded to be scanned in any direc-
tion, as well as enabling the storage of large amounts of information. Data can be
restored even if the symbol is partially unreadable or damaged. QR code technology
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to transmit information through its higher data storage capacity, lower implemen-
tation cost, technical simplicity, widespread use, and availability [19]. Access to
the encoded information in QR code technology is through free programs and the
decoding is done using camera-equipped smartphones. Authentication procedures
are relatively easier to implement using QR code technology, which provides secu-
rity to users against unauthorized access. Authentication can be done with the use of
a password and a QR code encrypted string consisting of the International Mobile
Equipment Identity (IMEI) number of a user and digital watermarking [20]. QR
code technology can access information in offline print media such as posters, cards,
signs among others. This allows the transmission of information from one source to
another at any time, with minimal restrictions.

QR codes are not a new concept, but not yet widespread in the medical world,
but it is gaining attention. Most recently, QR code has been used to develop contact
tracing applications and to maintain social distancing [21]. Most recently, Australia
implemented contact tracing applications based on QR codes [22]. In Myanmar,
QR code technology is used to monitor its citizens’ health status and be able to
inform the public about accurate information concerning the coronavirus [23]. QR
code technology by its nature implements social distancing as information can be
encoded, and it only requires a user to have a smart camera-equipped phone to
decode the message thus minimizing human interaction. In China, a quick response
code system was implemented to develop an electronic survey to check individuals’
symptoms and record body temperature to minimize physical contact and interaction
time between healthcare professionals and patients [24]. In addition, in China, QR
code serves as a COVID-19 health status certificate and travel pass, with colour-
codes representing low, medium, and high risk; individuals with green codes are
permitted to travel unrestricted [25], whereas individuals with red codes are required
to self-isolate for 14 days. Thus, the implementation of QR codes in healthcare
serves as a powerful solution in improving communication, transparency between
healthcare providers, caregivers, and care recipients. Also, QR codes have been
implemented in healthcare through education and training to increase participant
engagement, promote just-in-time learning, simulation, and training support [26].
The increase of participants’ engagement can be in the form of anatomy teaching,
formative assessment, case-based learning. For instance, in the case of anatomy
teaching, medical student’s experience an anatomy specimen museum where QR
codes are attached to a particular specimen and provide ease of access to additional
contextual information.



Towards QR Code Health Systems Amid COVID-19 ... 133

2.2 Application of Emerging Technologies for QR Code Apps
in Healthcare Services Delivery During COVID-19

a. Blockchain in QR Code technology

Blockchains are distributed digital ledgers of cryptographically signed transactions
that are grouped into blocks, where each block is linked cryptographically to the
previous one after being validated and undergoing a consensus decision [27]. This
technology allows a decentralized environment or data management that has no
central authority. It allows simultaneous secure transactions due to the use of cryp-
tographic principles. Blockchain can be in the form of a record that continues to
grow into a block, which is connected and secured using cryptographic techniques
[28]. Blockchain technology uses both distributed ownership and distributed phys-
ical architecture involving a large set of computers. Distributed systems are used
by several users, in which blockchain users can maintain their copy of a ledger (a
collection of transactions in the blockchain). Its distributed design also means nodes
are dispersed widely and geographically. However, a validation key is required in
blockchain, to build a new block, there must be a reference to a previous block (how
the actual blockchain is made), if a reference is not included in the new block, other
nodes will reject it [29]. For instance, Cheng et al. [30] proposed a system that solves
the problem of counterfeiting education certificates by creating digital certificate
systems that were based on blockchain technology.

Blockchain and QR technologies have been used to develop applications in health-
care. For instance, blockchain technology has been applied to manage patients’
medical data where each patients’ data can have an audit trail of the permissions,
authorization and data sharing between healthcare systems to ensure the integrity
of medical data [31]. Patients’ data are linked with their blockchain-based identity.
Blockchain can also add security to data access for QR code-based applications to
ensure security and improve remote access to medical data [32]. Blockchain can
facilitate the data verification process on the data encoded on QR codes. QR code-
based applications are structured almost same the way as the implementation of
blockchain, and this is ideal for security in a transactional process of a decentralized
and transparent network [33]. Although blockchain technology sometimes experi-
ences some technical barriers related to data storage and distribution, data can be
re-identified or compromised even though blockchain can encrypt data. The speed
and scalability of a completely distributed system might be affected by blockchain
[34].

b. Artificial intelligence in QR technology

This technology has the potential to improve hypothesis generation and hypothesis
testing tasks within a system by revealing previously hidden trends in data. Machine
learning expands on existing statistical techniques, utilizing methods that are not
based on prior assumptions about the distribution of the data, and can find patterns in
the data [35]. Also, Idrees et al. [36] proposed a navigation technique for the visually
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impaired to efficiently move around indoors using QR codes to find both the optimal
path as well as the shortest path to a destination deduced from the current location
the user might be in. QR codes have also been used as artificial landmarks where
it exists as a localization system for mobile robots. For example, smart wheelchairs
for indoor navigation and these landmarks are detected by a webcam oriented to
the ceiling, each QR code contains the coordinates of the landmark in the working
environment. QR-code-based positioning is a push service rather than a pull service,
thus, the user and application ask for a position whenever needed rather than being
constantly tracked [37]. The QR codes are affixed to a landmark where mobile phone
users can scan and access data.

c¢. 5G technology in QR code-based apps

5G technology is the current evolution of wireless connectivity, which uses
microwave frequencies to accommodate many simultaneous users [38]. 5G is char-
acterized by low latency, high speed, enhanced high-resolution bandwidth, superior
reliability, and less energy consumption. The speed of 5G is about 10-30Gps, while
4G is 300 Mbps. 5G latency is said to be as low as 1 ms [39]. 5G allows an increasing
number of remote-end applications that requires a communication network powerful
enough to connect patients, healthcare professionals, medical equipment, and infor-
mation sharing effectively. This can enhance the decoding and redirection of QR
encoded information, this means retrieval and access to information on the internet
would be fast for QR code-based systems due to the connection speed. 5G technology
capability to connect devices remotely at a high speed, has enabled medical devices
to become real-time connected devices used in different sectors in the health systems,
such as wearable sensors to remotely monitor COVID-19 patients [40]. 5G has made
it possible for virtual devices and virtual systems in health care, connected to the cloud
to help patients with their treatments in real-time in things such as rehabilitation,
remote operations as well as diagnosis. Immersive data traffic and system config-
uration, through high-speed technology, speeds up the process of decision making
and location access. For instance, in China, 5G technology significantly transformed
its response mechanism to the COVID-19 pandemic by providing better assistance
to the frontline staff and facilitating improved virus tracking, patient monitoring,
data collection, analysis and health care services [41]. Health care services delivered
through 5G technology in China include online surveys, QR code prevention and
control apps [42] as well as online mental health services to manage psychological
health problems such as anxiety and depression, home delivery services and services
for patients with chronic diseases [43].

d. Internet of Things (IoT) in QR code-based apps

The Internet of Things is defined as a scheme of interconnected computing tactics,
digital, and mechanical devices possessing the capability of transmission of data
over the defined network without having any human involvement at any level [44].
The IoT gateway utilizes security tokens to authenticate devices and services. Since
QR technology is widely used for the authentication of users, IoT has the capa-
bility of encrypting transmitted data between the devices and [oT gateways and from
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there to the cloud. These devices capture, monitor, and transmit data to a public or
private cloud to facilitate a new level of convenient and efficient automation [45].
IoT supports secure authentication between the scanning device and the device being
scanned through QR codes. Since QR code is used to transmit encoded information.
IoT facilitates such devices to share information via a wireless connection through
the QR code-based mutual authentication protocol for the Internet of Things [46].
During COVID-19, there are several QR code-based applications deployed in the
IoT environment to tackle the pandemic. For instance, QR code-based system, e-
Class system was developed and deployed in IoT setup to ensure that students attend
classes consistently, as well as keeping track of student academic performance [47].

e. Internet of Medical Things in QR code-based apps

Internet of Medical Things (IoMT) has been utilized for collecting diversified types
of emotional and physical health-related data using smart wearable devices. Such
smart sensory devices have been significantly used to remotely collect patients data
such as body temperature, blood pressure, motion, and blood glucose during the
COVID-19 pandemic [48]. These devices use sensors such as ECG sensor and EEG
sensor to perform multiple functions including tracking COVID-19 patients [39],
remote health monitoring and exigency warning [49]. In Japan, Hong Kong and
Singapore hospitals have adopted the QR code technology where patients’ data and
hospital location are encoded in a QR code printed on a wristband [50]. Test tubes,
medical equipment and drug packages, prescriptions are printed with QR codes for
authenticity. In China, QR code-based health system was developed and first used
in Hangzhou as an electronic voucher to grant permission for an individual to enter
or exit a populated public space as well as permission to move from one area to the
next within the region [51]. However, the implementation of the health QR code has
increased the risk of social isolation with the population of China considered as old
people [52]. The system relies heavily on smartphones which probably leave out
older people without access to smartphones. Another QR code system that has been
prominently used in China is the symptom checker. Each QR code (for an individual)
is a health status certificate that is color-coded to serve the purpose to easily identify
a person that should be in quarantine or isolation facilities [25].

f. Big data in QR code-based apps

Big data are complex data sets that traditional data processing systems cannot effi-
ciently and economically store, manage, or process. Big data technology supports
variety of healthcare services such as health data collection, disease monitoring,
developing clinical decision support systems, and health management [53]. In the
context of COVID-19, several digital tools including contact tracing apps and smart
wearable devices continuously collect a vast amount of health data that could be
used for mapping purposes, visualization, and most importantly, for effective deci-
sion making. For instance, big data together with computational algorithms have been
used for modelling virus transmission, aiding infection control measures and emer-
gency response analyses required during local or international disease outbreaks
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[54]. QR technology has been used to develop vaccination certificates or immu-
nity passports as well as contact tracing applications that generate massive data for
aiding infection prevention and control measures in many countries including China,
Taiwan, New Zealand and South Africa [11, 55].

g. Fog computing in QR code-based apps

Fog computing is an architecture that brings closer to the end-user the distribution of
computation, communication, control and storage services [56]. This technology is
based on remote cloud servers that are used to store and process large data collected
from sensor nodes. Fog computing acts as an intermediary between cloud computing
and end-users. It provides storage and computing services closer to end devices
for real-time analysis. Fog computing’s latency can enhance QR code’s real-time
processing because of instant access of services to end-users, while cloudlets enable
improved privacy and reduced latency, bandwidth, scalability, reliability, and energy
efficiency [57].

3 Issues Around the Use of QR Code-Based Apps
in Healthcare Service Delivery

As mobile technologies increasingly becoming ubiquitous and pervasive, the adop-
tion of QR code technology increases rapidly. This is evident by the adoption of
the QR codes which grows rapidly during past years and the number of users
increases exponentially, due to its features like high data storage capacity, fast scan-
ning, error-correction, direct marking, and ease of use. Quick response technology
has been adopted in various application domains including medical education and
training [26], digital payment systems, digital marketing, and healthcare applica-
tions. For instance, QR code has been used to store case histories in maxillofacial
radiology [58], safer use of medications by elderly patients [S9] and patient instruc-
tions following orthopaedic cast application [60]. However, QR code is not immune
to security threats and other factors that influence their adoption. There are several
factors influence how the public accepts or refrain from using QR code-based apps.
These factors include the adhesion of the population, regulatory policies, digital
inequality, and ethical issues [61]. Acceptability depends on how leaders mobilize
the new knowledge acquired with the shift in technological advancements to fight
COVID-19.

a. Data Regulations

Concerns such as whether COVID-19 related data collected using QR code-based
apps during the pandemic will be deleted or kept for other purposes after COVID-19
raises issues pertaining to regional and international health regulations [62]. This
calls for a clear, legal and regulatory policy as well as frameworks for regional and
international health data sharing post-COVID-19. However, the data captured during
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the pandemic can be used in future for developing robust and feasible health solutions
to prepare for other pandemics in the future. Data regulations should specify data
ownership, security, standards, format, and storage (centralized and decentralized)
[63]. For instance, in centralized applications, data is collected, pseudonymized and
send to a central database managed by an administrator or agency [64]. The decen-
tralized application, however, makes use of users’ storage to keep the collected data.
Liability between the two is the access to the information, for example, the central-
ized approach means data is “owned” by or rather goes through the agency with
which it is stored. In such circumstances, strict transparency about where the data
are drawn from, public scrutiny of the process, and strong legislative protections
against misuse like in South Korea [65].

b. Scalability

In the post-deployment of the QR code-based system, some parameters determine the
scalability of a system. These can be summarized as; the number of users adopting
the system, adding system features as well as system performance under severe
workloads. These parameters summarize things like traffic, the number of computa-
tions done on both users’ phones and the backend upon QR code requirement. Amid
COVID-19, the system needs to be highly scalable to incorporate adding features,
for example, some countries improved contact tracing apps to generate vaccination
certificates or immunity passports [66]. If a system is not used or adopted, it is
rendered as not scalable to the public and/or to users. Users adopt a system that has
been reviewed as secure, therefore, scalability is also dependent on technical limita-
tions such as highly skilled manpower to ensure data security and encryption while
developing, deploying, configuring and maintaining a system [13]. A system should
win users trust in terms of usability and privacy protection [67].

¢. Security and privacy

QR codes require data encryption to ensure data protection and security. The fact that
devices communicate through codes generated rather than the actual transmission of
data is an upside for security reasons related to QR codes. Moreover, humans cannot
read the code or decode it by simply looking at it, they can only get access to the
information through QR code reader software. However, QR codes can be manip-
ulated and compromise the security of data encoded in the code through phishing,
fraud, and attacking the reader software [68]. QR code manipulation can be used
to redirect users to sites or information and possibly tamper with the integrity of
data encoded in the QR code leading to vulnerabilities and malicious attacks [69].
Also, the interconnectedness of digital solutions makes the systems vulnerable to
passive and active attacks. Therefore, security standards, data and communication
link encryption should be clearly defined to ensure data confidentiality, integrity
and availability of the systems. Also, data standardization and health data protec-
tion should be clearly defined. Regulators should encourage the development of
consent-based QR code-based digital solutions such as COVID-19 contact tracing
apps, immunity passports and digital vaccination certificates that can be accessed in
a secure, verifiable, and privacy-preserving way.
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d. Policies and regulatory frameworks

The adoption of QR code-based health apps could be affected by different health
policies and regulatory frameworks and policies in different countries. The absent
framework, global standards and policies guiding the international and regional inte-
gration and synchronization of digital solutions for sharing of COVID-19 health
data [9] such as vaccination certificates retards the adoption of QR-code systems in
healthcare. There is a need for setting up global standards as a roadmap to guide the
development and deployment of effective digital solutions in case of public health
emergencies such as COVID-19. Regional and international regulatory authorities
should be involved in public and private sector initiatives, policies, guidelines and
develop a framework guiding the implementation of COVID-19 digital certificates.
Regular consultation with end-users, governments, and technology solution providers
through regional public—private sector initiatives.

e. Technology

There is a huge technological gap between developed and developing countries in
healthcare services delivery through digital health technologies [70]. The digital gap
is exacerbated by various factors including low budgetary support [71], lack uniform
and regular funding for technological innovations and robust e-health policies [72].
This may affect scalability, interoperability, data management of health data at the
regional and international levels. To alleviate some of these challenges, there is a
need for private and public partnerships and investments to improve technological
infrastructure.

4 Ethical Issues Emanating from QR Code-Based
Applications

Digital applications linked with the recent combat against COVID-19 have posed
ethical and legal challenges to suspected and infected individuals [13]. Tracking
the population’s location data has fed into insecurities that the public has in mass
surveillance, which could lead to ethically unjustified measures and stigmatization
[61]. However, the QR code health system is not immune to ethical issues such
as security, privacy, monitoring, over-surveillance, and discrimination. Surveillance
of individuals has been a major issue, since the advent of highly individual and
contextualized surveillance methods during public emergency [73]. For instance, the
use of contact tracing apps and issuance of COVID-19 vaccination certificates pose
considerable scientific, practical, equitable, ethical and legal concerns. Among other
challenges, the issuance and sharing of COVID-19 data raised ethical concerns since
data will be accessed by many regulatory authorities in various jurisdictions without
predefined international standards and regulations. This may violate ethical values
such as honesty, truthful consent, transparency, security and privacy. Therefore, the
use of QR code apps (contact tracing and vaccination information) in health systems
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raises the following ethical concerns such as; will the privacy protection of people be
guaranteed? and COVID-19 data collected through QR code-based contact tracing
apps and vaccination certificates, or immunity passports be used for their intended
purpose?

Due to the existing socio-economic disparities among different populations espe-
cially in developing countries affect the adoption and rolling out of digital technology
to tackle COVID-19 due to poor internet connection and speed, infrastructure, and
computing devices. Disadvantaged communities might not have access to QR code-
based apps because of the digital divide. Rolling out of COVID-19 digital solu-
tions should not assume that the whole global populations have universal access to
digital technologies, yet the gap still exists between technology access and utilization
among vulnerable populations [73]. Thus, socio-economic inequalities contribute to
healthcare disparities.

5 Conclusion

Quick response technology has been gaining attention and adopted in many disci-
plines from education, banking and finance, and recently in healthcare services.
Therefore, it seems that it is quite promising in health and solves many issues to
do with authentication and security of patient data as well as patient data distribu-
tion amongst stakeholders. From the discussion done in this chapter, it seems very
possible that the QR code technology can be applied in health information systems
to monitor the migration patterns of people, validate COVID-19 test results and
vaccination certificates. However, care and measures should be taken into considera-
tion to avoid misuse and protect users’ data. Future work should focus on developing
feasible digital tools to cater for feature phones and most importantly, alternative ways
of providing services to the populace without access to digital devices is required.
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Optimal Testing Strategies for Infectious m
Diseases oo

Harris Georgiou

Abstract Screening tests for infectious diseases is a problem typically addressed
in the field of Medicine and Epidemics. However, as the SARS-CoV-2 pandemic
emerged, it became clear that there is no globally accepted strategy for optimizing
such procedures, e.g. in international transportation and border checks, which policy
makers can employ. In this study, the general problem of developing optimal testing
strategies for infectious diseases is explored under the scope of Game Theory, sam-
pling and estimation methods from classic Statistics, as well as Bayesian methods
for the proper treatment of posterior updates, leading to the benefits of employing
Machine Learning for data-driven structural risk minimization. Six main guidelines
are established by this work, dictating estimated variance of prevalence and asso-
ciated risk as the main minimization target, in terms of both a criterion for inflow
quotas allocation between population groups, as well as optimal posterior updates
via classic confidence intervals and Bayesian methods. As a result, it is established
that minimum infection risk, not optimal resource allocation, is the real challenge
and top priority in formalizing optimal screening strategies for such risk mitigation
policies.

Keywords Epidemics - SARS-CoV-2 - Screening methods - Testing strategies -
Game theory - Machine learning - Bayesian methods

1 Introduction

The SARS-CoV-2 pandemic that characterized 2020 was the most crucial factor
in revisiting common practices and re-establishing risk-mitigation policies in terms
of population screening for infectious diseases. As of September 2021, world-wide
statistics [10] show that a third pandemic surge is at its peak and there are more
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than 219 million confirmed cases, with more than 4.55 million deaths directly asso-
ciated with the COVID disease. This is perhaps the most severe health emergency
since the Spanish flu a century ago. Although this virus seems to exhibit patterns of
droplet rather than aerosol transmission, its rate is very high and it combined with
an incubation period of 4-7 days [24]. Due to international flights, this ‘window of
opportunity’ is extremely crucial for the virus to spread undetected in asymptomatic
carriers. The recent ‘delta’ variant seems to exhibit even longer incubation period,
perhaps up to 7-8 days, while the virus itself is more contagious than the original
strain, making it even more dangerous.

Testing strategies is perhaps the single most valuable tool for the containment of
the virus spread, especially between countries and when international travel bans are
to be lifted. However, there are theoretical and practical aspects that make perfect
screening impossible, leaving the decision makers with the crucial but ill-defined
challenge of how to introduce risk-mitigation plans, based on imperfect information,
time delays and limited resources.

With the SARS-CoV-2 pandemic still surging almost two years after its first
appearance in Wuhan (November 2019), the current focus in testing strategies world-
wide is towards long-term epidemic monitoring within a country, i.e., as part of
mitigation policies for restoring normal economic activities and avoiding strict lock-
downs. There are numerous guidelines from the international health organizations
like CDC (USA), ECDC (EU) and WHO [11-14, 43], as well as from the research
community [6, 28, 36]. However, there are only few works addressing the challenge
of optimizing testing in border checks, i.e., very short-term screening human flows
(travellers, within 1h at most) using only limited resources (number of test kits per
day per entry point). These approaches include mostly adaptations w.r.t. incidence
rates [2, 21, 33], statistical models on prevalence [9, 20], bandit formulations for
‘hit” rate optimization [5, 27], etc. There are only few game-theoretic approaches
for modelling the evolution of the outbreak, the effects of the individual behaviours
and the mitigation policies [3, 7, 35]. However, none of these approaches address
the challenge of combining incidence rates, inherent cost for ‘missed’ cases and the
posterior (after testing) probabilities for healthy/infected individuals, specifically for
very short-term screening human flows in border crossings between countries, which
essentially is the driving factor for turning national-level epidemics into a global pan-
demic. Moreover, no such approach is available as a well-defined framework based
on mathematical foundations and derived strategies.

In this work, the challenge of optimal testing strategies for infectious disease
screening is treated in a unified way. Beginning from the problem under the viewpoint
of Game Theory, the decision-making authority has to optimize its testing strategy
for groups of individuals, partitioned on the basis of some inherent property, e.g.
the country of origin, demographics, etc. Assuming a fixed capability on the base
task of selecting ‘safe’ and ‘non-safe’ individuals, the game setup of player-against-
Nature and the goal is to minimize the loss from improper allocation of increased
and decreased rates of flow, which is typically associated to what is happening in
screening gates between countries or between regions within the same country.
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On top of the game-theoretic formalization of the testing strategies for the
decision-making authority, their capability is further explored within the context of
Sampling Theory and Estimation Theory. Since all estimations are based on sampled
data and not perfect ‘Oracle’ view of the entire population, proper adjustments should
be made to the properties that define the game-theoretic optimizations. Moreover, the
inherent limitations and ‘static’ nature of the standard confidence interval methods
are compared to the more rigorous and intuitive view of the Bayesian methods for
optimal posterior updates of the corresponding probabilistic models.

Aggregating all these aspects of the screening tests during an epidemic, this work
presents a proper formalization of each step in a constructive way and clearly defines
their constraints. Section 2 defines the main task, which is the problem of optimizing
the policies for screening tests; Sect.3 provides the general game-theoretic frame-
work, solution concepts and evidence-based adaptations; Sect. 4 extends this frame-
work to multiple ‘experts’, also providing solution concepts and application to testing
strategies; Sect. 5 describes the related theory for sampling, estimation and evidence-
based posterior updates, including point statistics, confidence intervals and Bayesian
methods; finally, Sect.6 discusses further complications from having to cope with
time-varying uncertainty in the evidence and counter-intuitive testing strategies for
prompt containment of the disease, as well as some concluding remarks in Sect. 7.

2 Problem Statement

First of all, let us define the exact optimization task, which in general terms can be
described with the two equivalent statements:

— Minimize the risk margin of not identifying infected individuals in a target group,
i.e., the cost expectancy.

— Maximize the safety margin of identifying infected individuals in a target group,
i.e., the gain expectancy.

In the first statement, ‘cost’ is referring to the probabilistic expectancy of the overall
negative impact for the group from missed cases of infected individuals, which is
associated to a risk margin, i.e., a ‘miss’ probability. Similarly, in the second state-
ment, ‘gain’ is referring to the probabilistic expectancy of the overall positive impact
for the group from detected cases of infected individuals, which is associated to a
safety margin, i.e., a ‘hit’ probability. The two definitions can be considered equiva-
lent in the sense that detecting and isolating infected individuals is always beneficial
for the group. Hence, in the following analysis they are used interchangeably as
needed, with complementary probabilities and outcomes.
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3 Game-Theoretic Formalization

A very generic approach in formalizing the definition of this optimization setup is via
Game Theory [18, 31, 34] . Specifically, a zero-sum game can be designed between
‘Nature’ that defines the (unknown) infected individuals and the checking ‘authority’
that tries to identify and isolate them, i.e., mitigate the negative impact of missed
cases. In this setup, ‘Nature’ is typically the ‘negative’ player and the ‘authority’
is the ‘positive’ player; since ‘Nature’ is the stochastic factor out of any immediate
control, ‘authority’ is of the main interest here and is typically associated to the
positive-valued outcomes of the game. Hence, the second statement in Sect.?2 is the
one that is preferred by default when defining probabilities (‘hits’) and outcomes
(‘gain’).

Let C be the zero-sum ‘checking’ game according to the previous generic
description of Sect.2. Let N be the total number of individuals, either ‘safe’ (not
infected) or ‘non-safe’ (infected), partitioned according to L = (€;), N = ||J €|,
k e{l,...,|L|}, and with corresponding subset sizes ny , N = ZLLzll ng. If pj is
the probability of an individual in group k being ‘safe’, then p;* = (1 — p;}) is the
associated probability of an individual being ‘non-safe’ in that same group. With ny,
being the size of group k, ¢; > 0 is the marginal gain from each ‘safe’ individual and
—c;® < 0is the marginal cost from each ‘non-safe’ individual, then the probabilistic
expectancy (game value) from each group outcome is:

vi(C) = n(preg — (1 = ppeg’) (D

where ¢; and ¢}’ can be considered as common for all subsets in L, thus can be used
as ¢’ and ¢, respectively, with k omitted.

Besides the p; probability, n; is the other crucial factor for determining the overall
outcome of the game. In practice, there are two extreme options for the checking
authority: (a) admitting all the n; individuals in the group or (b) not admitting anyone
of them. If subsets ¢; are fixed and cannot be partitioned further, then only these
two extreme options are available and the task becomes discrete (combinatorial),
i.e., selecting or discarding each ¢; from L. Option (b) is the pure strategy that
always guarantees a non-negative outcome, but in practice this also comes with an
associated cost of not admitting the ‘safe’ individuals. In terms of game C, there
are two pure strategies for each player and four outcomes in total, as illustrated in
Table 1. However, since the main interest here is to estimate the optimal strategy for
the checking authority (rows) and the two extreme options can be merged taking
nyg > 0, the corresponding target function for maximization is Eq. 1 restated as:

vi(C) = ny(ppc’ — (1 = ppc™) 2

The optimization task defined by Eq.2 is considered against all the subsets ¢,
in partitioning L, i.e., for some fixed total sum N = ZLLZ‘I ny and the combined

expectancy v(C) = Z}fil vi(C), regarding the partitioning into subsets £, € L and
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Table 1 Zero-sum ‘checking’ game C in complete 2-by-2 form

Pp 1—p;
ng >0 48 —cns
ng=0 —c* +c"

their corresponding sizes nj. The exact aggregated maximization of v(C) against
partitioning L with subsets of sizes ny is stated in Definition 1 for arbitrary sizes ny
and in Definition 2 for fixed sizes n; (selection of indices k).

Definition 1 (Optimal partitioning in game C with subsets of arbitrary sizes) Let
C be a zero-sum ‘checking’ game as described in Eq.2, with0 < p; < 1,{c*, ¢} >
0,L =) #0, N= Ul = ZLLzll ni. Then the combined expectancy v(C) =

LL:II vk (C), regarding the partitioning L into subsets £; of corresponding sizes ny,
is maximized with a specific set (nx) = {ny, ..., n;1|}:

IL]|

(ni) - arg max > wl(©) (3)

k=1

If the partitioning L defines subsets of fixed size, then the problem becomes a
discrete optimization task, with the target being the selection of a combination of
LrinL that exhibit the maximum overall payoff, as Definition 2 states:

Definition 2 (Optimal partitioning in game C with subsets of fixed sizes) Let C
be a zero-sum ‘checking’ game as described in Eq.2, with 0 < p} <1, {¢*, ¢} >
0,L =) #0, N= Ul = ZLL=|1 ni. Then the combined expectancy v(C) =

LL:II vi(C), regarding the partitioning L into subsets ¢; of corresponding fixed
sizes ny = £, is maximized with a specific combination of indices k in the set

(nk) € {nl, ey I’l|L|}i

IL]

(k) : argmax Y v (C) @)

k=1

Definitions 1 and 2 formalize the optimization task for the checking authority
(‘max’ player) regarding the game C. In the first case the authority is free to adjust
(ny) freely with the only constraint being n;, > 0, i.e., enlarge or reduce each subset
in the partitioning L. In the second case the subset sizes n; are fixed and the authority
can only adjust the selection of indices in (k) € {1, ..., |L|}. In both cases, the subset
sizes ny are constrained by the partitioning L, i.e., N = ZLLZ‘I n.
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3.1 Solution Concepts

As stated previously, the obvious strategy for the checking authority in order to
ensure v(C) £ Oistosetn, =0,V k € {1,...,|L|}, if there is such a valid option
available. However, the most usual case is that the total sum N = ZLLzll ng > 0isa
fixed constraint, i.e., cannot be avoided or maybe not even reduced. This essentially
makes the overall task for v(C) against (n;) a convex optimization problem in a
continuous (Definition 1) or a discrete (Definition 2) space.

In order to see how v(C) is maximized against n; given pj taking into account
all k, Eq.2 is applied to Egs. 3 and 4 for the arbitrary or fixed sizes ny, respectively.
Intuitively, we expect that for pj > pj > ... > p‘l‘Ll, the obvious choice for k €
{1, ..., |L]}is such that it maximizes the corresponding subset sizes, i.e.,n| > np >
... > nj; while satisfying the constraint N = ZLI‘:‘I ny > 0. Lemma 1 and Theorem
1 provide the formal proofs for this optimizer.

Lemma 1 Let C be a zero-sum ‘checking’ game as described in Definition 1, with
0<pi<1,{c¢"} >0, L=(&)#0, N=|Utl=Y " ni Let © be the
indices defining the descending ordering of (py), that is py > py, > ... > pé\u'
Then ® also defines the same descending ordering for (yi), where yx = pic’ —
(1 = p)c™ asin Eq.2.

Proof See [19]. O

Theorem 1 (Optimal mixture of arbitrary-size subsets in game C) Let C be a zero-
sum ‘checking’ game as described in Definition 1, with 0 < pj <1, {¢*, "} = 0,
L={)#0 N=|Jkl = LL:II ng. Let q;, > ny be the upper limit (quota) for
the size of the corresponding subset L. Let © be the indices defining the descend-
ing ordering of (py), that is py > pp > -+ > pgm. Then the combined expectancy
v(C) = LL:‘I vi(C), regarding the partitioning into subsets £y € L of corresponding
sizes ny = |€y|, is maximized with:

or 6,41
r:N@=qu§N<qu (®)]

Jj=6 Jj=6
(ne) =1{q6,»--..46,, N — Ng,0,...,0} (6)
Proof See [19]. O

What Theorem 1 provides is a proof of the intuitive approach from everyday
practice: when facing a set of |L| choices associated with different rewards and a
total sum N of selections, it is normal that the most logical thing to do is maximize
the selections from the top rewards, then do the same for the second-best rewards,
etc., until N is completed.

The same approach for the optimal strategy can be applied when the selections are
of fixed subsets, which essentially makes the overall problem a discrete optimization
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task. Based on Theorems 1 and 2 proves that it reduces to selecting the subset of the
best-reward options.

Theorem 2 (Optimal mixture of fixed-size subsets in game C) Let C be a zero-
sum ‘checking’ game as described in Definition 2 with 0 < p; <1, {¢*,c"} = 0,
L={)#0N=|Ukl = LL:H ni. Let ny = qi = |€i| be the size and its upper
limit (quota) for each subset £} € L, i.e., fixed for each k € {1, ..., |L|}. Let y, =
pic® — (1 — p)c™ as in Lemma 1. Let © be the indices defining the descending
ordering of (ny, Yx), that is ng ve, > ne,ve, > ... = ng, Ve, Then the combined
expectancy v(C) = LLZ‘I vi(C), regarding the partitioning into subsets ¢, € L of
corresponding sizes ny = |€y|, is maximized with:

or 9»‘+l
VZN@=24j5N<ZCIJ‘ (7
Jj=0 J=0
(k) SO : (k) ={61,...,6,,6,41,0,...,0) ®)
whereqe/rrz N — No < qq,,,
Proof See [19]. O

Remark 1 For the last subset in position 6, € @ the value ng,,, = N — Ng may
not be a valid option if it is not compatible with the fixed-size £y, ,, or, equivalently,
the total sum may not be satisfied, i.e., Zﬁ] nr < N. This depends on the exact
partitioning L in relation to N and the defined quotas (gx); this does not invalidate
the general solution provided by Theorem 2.

It is worth noting that the descending ordering @ in Theorem 2 is now strictly
defined for (nxy) and cannot be deferred to (p;) according to Lemma 1. This is
because n; = gy = |£| is now fixed and, thus, cannot be arbitrarily set to zero for
the lower-ranked positions in (n;). In that sense, Eq. 2 can be rewritten as:

Vi (C) = Seqr(prc’ — (1 — pp)c™) )

where 8, € {0, 1} Vk e {1,...,|L]}.

It should also be noted that the discrete case as stated in Definition 2 it is loosely
related to the subset sum problem [25], which explores the different ways that a
positive integer can be expressed as the sum of other positive integers. Another way
to state the subset sum problem is: given a set of positive integers and a target sum
N, does any subset of the numbers sum to precisely N; or more loosely, find a subset
whose sum is as close as possible to N - this is precisely what Eq.7 in Theorem
2 indicates regarding the selection of ¢; € L. However, the main difference here is
that there is only one |£;| positive integer to use from each ‘class’ k in the sum, i.e.,
it is purely a matter of selection of singletons rather than combination of (possible)
repetitions of numbers.
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Based on Theorem 1, Algorithm 1 provides a baseline constructive procedure for
calculating the optimal solution of Egs. 5 and 6. Input | L | defines compartments £, but
not their sizes and inputs ¢*, ¢”** are not strictly necessary, they are only referenced for
proper definition of the arg max equation. This algorithm also applies to the discrete
case as described by Theorem 2, i.e., optimizing against (k) instead of (n;), provided
that: (a) the sorting statement for getting @ is applied to (n;y,); and (b) the last 1 £
statement also includes a validity check with regard to the value N — Ng.

From Algorithm 1 it is obvious that the constructive procedure outlined is quite
acceptable in terms of complexity. In fact, the most complex part is the sorting step,
typically in the order of O (nlogn). The iteration in the main loop is clearly linear
at O(n), since the two summations inside the loop are actually temporary variables
stepwise-increased (no loops). This low-complexity property of the solution is partic-
ularly important for Theorem 2, showing that even though the discrete optimization
task is combinatorial, the optimal solution can be constructed generally in O (n log n),
or even O (n) if the input vectors are already sorted.

Algorithm 1: Optimal mixture of partitioned pool

Result: Maximize the expected gain in mixing partitions of different success rates:

IL]|
. s.s — 5
(ni) : dfg“}f)(/;”k(pkc (1= p)e™) (10)
Input:
— partitioning: L = (¢¢) # 0,k ={1,...,|L[}
— constraint: N = || J €] = ZLL=‘1 1€kl
— success rates: (py) = {p},....pj}, 0= p;y =1

— subset quotas: (qk) = {q1, ..., qLi} 1kl < qk
— marginal gain/cost: {c*, ¢"} > 0

Output:

— subset sizes: (ng) = {ny, ..., n1}
1 sort (p;) — O : pj,l >py == pzlu ;
2 (ng) < 0;
3r<«20;
4 finished < False ;
5 while = finished do
6 r<r+1;
7 ng. < 4o, ;
8 finished < (Zz;el ng < N) A (ZZ’;‘I ng > N) R
9 end
10 if Y7, n < N then

6,

11 ‘ ng,, < N — Zk:@] ng ;
12 end
13 return (ny);
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3.2 Evidence-Based Soft Partitioning

The game-theoretic formalization explored previously addresses a setup of ‘compart-
mentalized’ pool of N individuals according to some partitioning L, while having
only one ‘expert’ with success rate p; per subset £, € L. This essentially reduces
the problem, in both continuous and discrete cases, to a convex optimization task as
defined in Definitions 1 and 2, respectively. However, in the general case there may
be no strict partitioning L and, hence, N may be one single pool of individuals -
this is actually the generalization of having L defined by some evidence that updates
the inclusion to some £; € L and exclusion from the other |L| — 1 partitions of each
individual, according to a posterior probability that is not strictly equal to unity. Addi-
tionally, there may be more than one ‘experts’ per such partition £;, each evaluating
the individuals with a different success rate p; and, hence, an aggregation scheme
has to be applied for the final evaluation of ‘safe’ or ‘non-safe’ labelling. Equation 11
describes the Bayesian posterior probability of O; of m mutually exclusive outcomes
given an observed evidence E:

P(E|0))P(0))  _ P(E|0))P(0))
Y P(E|0))P(0)) P(E)

P(Oj|E) = (11)

Exploiting evidence for posterior updates and combining aggregated experts is a
highly challenging and multi-aspect research area that has been explored for many
years from different disciplines, ranging from Evolutionary Biology and Sociology
to Game Theory and Ensemble Learning [17, 23, 42]. In Sect.4 the problem of
optimal testing strategies for infectious diseases is restated in this general context,
providing a proper analytical solution and proofs for combining multiple experts and
with arbitrary posterior updates.

4 Weighted Majority Games

In collective decision-making, the individual outputs in an ensemble of experts with
moderate performance levels are aggregated in order to produce a collective deci-
sion in an optimal way [18]. According to the Condorcet Jury Theorem [8], if the
experts’ individual decisions are independent and their corresponding estimations
are more likely to be correct than incorrect (p > 0.5), then an increase in the collec-
tive performance of the ensemble is guaranteed when the individual estimations are
combined with a plurality voting scheme. Moreover, this increase in performance
continues to increase asymptotically as the size of the ensemble increases, i.e., as
more independent experts are added.

Although the experts within such an ensemble can be viewed as competitive players each
trying to impose its own choice upon the output of the ensemble, in reality this depends on
the coalitions that each choice forms regarding these sub-groups. In other words, each expert
is relevant to the collective output only if it participates in the sub-group that dictates this
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final decision, e.g., via majority voting. This cooperative type of games is well-studied within
the context of Coalitional Gaming [31], a natural extension of the non-cooperative setups in
classic Game Theory. In coalitional games, the optimality of the collective decision-making
depends on the exact aggregation rule and the parameters or weights that are assigned to each
member of the ensemble, typically in association to each competency level for the specific
task at hand [17, 23].

The case of a having K options to choose from, using (weighted) plurality voting
as aggregation rule, is defined as a Weighted Majority Game (WMG) [34]. It has been
proven by Nitzan and Paroush [32] and Shapley and Grofman [38] that the optimal
decision rules, in terms of collective performance, are the Weighted Majority Rules
(WMR); this is in fact a different name for the well-known weighted majority voting
schemes [26], which are often used in Machine Learning for combining hard-output
classifiers. The same assertion has also been verified by Ben-Yashar and Nitzan [4]
as the optimal aggregation rule for committees under the scope of informative voting
in Decision Theory.

Within this context, Definition 3 and 4 formalize the Weighted Majority Voting
(WMV) as the aggregation scheme for WMG, respectively. Furthermore, Definition
5 formalize the WMR as the optimal aggregation rule for such WMG setups.

Definition 3 (Weighted Majority Voting (WMV)) Let G be an ensemble of K
decision-making ‘experts’ {Dy, ..., Dg} with individual outputs s; € §£2 against
labels w; € £2 and corresponding accuracies {p, ..., px}. Then the voting sup-
port g;(x) for label w; given the input x is defined as:

g => wi,K2K;:{s =w} (12)

iekK;

where the voting weights w; are typically defined as 0 < w; < 1 and Z;K=1 w; = 1.

Definition 4 (Weighted Majority Game (WMG)) Let G be an ensemble of K
decision-making ‘experts’ {Dj,...,Dg} in a WMV setup according to
Definition 3. Then the Weighted Majority Game (WMG) of the ensemble defines
the winning coalitions K,,;, € K with regard to their corresponding output label as
the ones having support g;(x) no less than a pre-defined lower threshold or decision

quola Gyin:
i € Kwin : gj(x) = Gwin > Kwin - K (13)

Definition 5 (Weighted Majority Rule (WMR)) Let G be an ensemble of K decision-
making ‘experts’ {Dy, ..., Dg}in a WMG setup according to Definition 4, but with
qwin = 0 and the largest support g;(x) always defining a single winning coalition.
Then the Weighted Majority Rule (WMR) of the ensemble under these constraints
is according to the output label with the maximum support g; (x):

i € K : argmax g;(x) (14)
j
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In the case where there are |§2| available choices for each expert, it is sufficient to

define the decision threshold as g,,;, = ﬁ in order to ensure well-defined collective
decisions in the sense of both Definitions 4 and 5, i.e., selecting the maximum-support

option and satisfying the decision threshold at the same time.

4.1 Solution Concepts

As mentioned previously, WMR has been proven [4, 32, 38] as the theoretically
optimal aggregation rule for WMG. This means that in any ensemble with K voting
experts a set of voting weights (w;) can be defined so that the corresponding WMR
produces the optimal aggregation producing their collective decision. This is a par-
ticularly important result, since it only depends on the aggregation itself and not the
design or the internal properties of each individual expert in the ensemble. Hence, the
complexity of defining the optimal aggregation completely is reduced to the convex
(see Definition 3) optimization task of defining vector (w;),i = {1, ..., K}.

In the restricted case of having independent experts and (possibly) fractional
weights w; € R, the optimal design of WMR has been studied extensively and inde-
pendently in a wide range of disciplines. Specifically, instead of the intuitive linear
mapping of the experts’ competencies (p;) to corresponding voting weights (w;)
in WMV, the logarithm of the odds or logodds rule is applied. According to [22,
38], the logodds rule has been proposed for mixtures of experts as early as 1961 in
[37]. In Machine Learning, the logodds rule re-appeared in the formulation of the
Adaptive Boosting or ‘Adaboost’ algorithm [15] for robust ensemble meta-learning,
which gave its creators Yoav Freund and Robert Schapire the 2003 Godel Prize.
In the last two decades the logodds method has used repeatedly in various meta-
learning approaches as an analytical solution for optimal weighting in ensembles of
experts, e.g. in classifier combination [23, 44], with proven performance over real-
world problems and experimental datasets, very close and sometimes even higher
than fully trained (non-analytical) weighting approaches [1, 16, 22].

Theorem 3 formally defines the logodds rule optimality for WMR weighting pro-
files, given conditionally independent decision-makers, and provides a short proof via
Bayesian formulation. Next, Lemma 2 specializes it for the simple case of dichotomy
choice situations.

Theorem 3 (Log-odds Optimality (general)) Let G be an ensemble of K decision-
making ‘experts’ {Dy, ..., Dx} in a WMR setup according to Definition 5 and being
conditionally independent, i.e., P(s|w;) = l_[zK:l P(silw;j), w; € §2. Then the accu-
racy of the ensemble (P, ;) is maximized by assigning weights:
Pi

— Pi

w; « log

Proof See [19]. [l
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Lemma 2 (Log-odds Optimality (dichotomous choice)) Let G be an ensemble of
K decision-making ‘experts’ {Dy, ..., Dx} in a WMR setup according to Definition
5 and being conditionally independent, i.e., P(s|w;) = I_LK:1 P(si|wj), withs;, w; €
§2 = {—1, +1}. Then the accuracy of the ensemble (P, ;) is maximized by assigning
weights:

Pi
1 —pi

w; = log

and the optimal binary discriminator of the ensemble is:

K
8+ (x) = (—log P(w_) +log P(w;)) + Y _ s;wi (15)

i=1
Proof See [19]. [l

Taking into account the definition of (w;) from Lemma 2 for the binary choice
‘safe’ or non-safe’, target range w; € [0, 1] via Eq.?? and the convexity constraint
S K Wi =1, Eq. 16 presents the final definition for the weighting profile (W) in
WMR:

(W) 03 = W/ v = i K (16)

What the WMG approach provides is a generalized approach to formulate the
combination of K decision-makers, perhaps pooled into soft partitions by a Bayesian
posterior update based on some membership evidence according to Eq. 11. The WMR
is the theoretically optimal way to do this and the optimal combination weights for
the decision-makers can be analytically defined based on their individual competen-
cies according to Lemma 2 and Eq. 16. Given the fact that in the WMG approach
the partitions are soft and not distinct as in Sect. 3, the game value is now defined
across the entire set of N individuals and for all the decision-makers. Again, for the
dichotomous choice of ‘safe’ or ‘non-safe’ individuals, this can be defined as:

K
w(G) =N (pic’ — (L= p)ec™) Wi a7
i=1

where p; is the competency of expert i on choice ‘safe’ and may be an updated
Bayesian posterior according to Eq. 11.

4.2 Application to ‘Checking’ Games

Following the problem definition of Sect.3, the optimization task here is how the
entire set of N may be partitioned into | L| subsets, where each expert may exhibit sig-
nificantly increased competency and, hence, get a larger WMR weight that the others
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in the ensemble. In other words, instead of assigning each partition to a single expert
as in Sect.3, enable a combined decision according to WMG, but with Bayesian
posterior updates that effectively introduce soft partitioning via the corresponding
competency updates and, hence, the WMR weighting profile langlew).

For any such partition number k € {1, ..., |L|}, Eq. 17 can be redefined as:
K
vi(G) =n Yy (plic’ — (1= pl ™) Wiz (18)
i=1

where p;, is the competency of expert i in partition number k on choice ‘safe’,
an updated Bayesian posterior according to Eq. 11 that effectively defines the soft
partitioning into (non-distinct) subsets of sizes n; with Z,le ny =N.

The difference of Eq. 18 with Eq.?2 is that the game value is estimated for each k
of the partitions, employing K > 1 instead of only a single expert as in Sect. 3. Thus,
for each partition number k, if only expert o (‘oracle’) is assigned with w, = 1 and
zero weight for every other expert in the ensemble, Eq. 18 reduces to Eq. 2.

Equation 18 can be explored in terms of optimality conditions against both com-
petencies (p; ) and weights (Wi x). The following Lemma 3 proves that the ordering
of the competencies of the decision-makers also define the ordering of the expected
payoffs for any partition.

Lemma 3 Let G be a WMG ‘checking’ game of K decision-makers as described
in Definition 4, with0 < p}, < 1, iin{l,..., K}, {c¢’,c™} > 0, L = (;) #0, N =
Ul = Zlu ny. Let ©y be the indices defining the descending ordering of (p; i)
Joreachk, that is py > p0” > ... = pp,, Then if pj; > max{=— o 2handwi i
as defined in Eq. 16, @k also deﬁnes the same descendmg ordering for (g; x), where
Gk = (Pirc’ — (A = pic™) wik:

Proof See [19]. O

Lemma 3 is a generalization of Lemma 1 with the inclusion of WMR weighting.
Based on this, Theorem 1 can now be reformulated accordingly for K decision-
makers in an ensemble:

Theorem 4 (Optimal mixture of arbitrary-size subsets via WMG G) Let G be
a WMG ‘checking’ game of K decision-makers as described in Definition 4, with
O<pisbLie{l,....KL{c"c™}20,L=() #0N=Ubl =" n
Let q;, > ny be the upper limit (quota) for the size of the corresponding subset ;. Let
® be the indices defining the descending ordering of (max; pj,) against k, that is
Po, = Dpy = - = pgu with p}, > max{="= s+ /2. Then the combined expectancy

v(G) = ‘L‘ 1 Vi (G), regarding the partitioning into subsets £, € L of correspond-
ing sizes nk |1, is maximized with:
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or 6,41
riNe=>» q<N<)Y g (19)

Jj=0 j=0,
(nk)={QQI,...,QQI,,N—N@,O,...,O} (20)
Proof See [19]. O

What Theorem 4 states is that the logic of Theorem 1 is still valid for maximizing
the overall payoff against a partitioned pool of N individuals to be tested. That
is, even when an ensemble of K decision-makers is available for each partition,
the subset sizes can still be maximized towards their corresponding quotas taking
into account the maximum-position in the descending ordering of logodds-weighted
marginal payoffs from the ensemble, instead of the single-expert assignment per
partition. Of course, this approach is valid only when #n; is to be maximized against
a single decision-maker that is to be selected as ‘active’ from the logodds-weighted
ensemble. Instead, if all K decision-makers are considered ‘active’ in parallel and
for every partition, then the generalized WMR in Definition 5 and the optimality
proof from Theorem 3 are applied. In practice, this means that in Theorem 4 the
descending ordering must be taken against the (generic) (¢;';) instead of replacing it
with (p; ), i.e., optimizing each ny in Eq. 18 forall k € {1, ..., |L[}.

5 Sampling, Estimations and Posterior Updates

In the previous sections, the problem of optimizing the allocation of N individuals
to be tested to K decision-makers was investigated under the assumption of distinct,
soft or no partitioning of the pool, namely in Sect.4 for the second (more generic)
case and in Sect. 3 for the others. Based on the analysis above, it was proven that the
optimal allocation for maximum payoff, i.e., maximum expectancy of selecting ‘safe’
individuals, depends on the ranking of the competency (or the logodds-weighted
transformation of it) of the decision makers regarding this task. In other words,
the performance of the members in the ensemble is the criterion upon which this
optimal allocation is defined. Furthermore, this optimal allocation can be constructed
analytically by employing Theorems 1, 2 or 4, according to the specific setup of the
task with regard to the partitioning and the decision-makers.

Although the aforementioned approach is solid and constructive, it has a severe
limitation in terms of actual real-world application. Namely, it assumes perfect
knowledge of the decision makers’ competencies, i.e., the corresponding vectors
(p; ;). This is rarely the case, since almost always the competencies are simply the
best estimations we can get for the corresponding empirical success rates based on
finite sample sets. In other words, each of the p;, elements is an estimate, with a
specific confidence interval and statistical significance value. Moreover, new sam-
pling data should be incorporated in these estimations to provide a better result, i.e.,
a narrower and/or shifted confidence interval, in the sense of iteratively updating the



Optimal Testing Strategies for Infectious Diseases 159

corresponding posterior probabilities. Finally, the measurements upon the sample
set may not be perfect, hence the estimation should also take into account this uncer-
tainty. All these issues introduce factors of progressive complexity to the estimation
of the competencies, not always easy to implement or even formulate as models.

5.1 Point Statistics and Confidence Intervals

The easiest option is to estimate the competencies (p; ;) via standard sampling theory.
From the problem definition and Table 1 in Sect. 2, it is established that the task at
hand can be modelled as subsequent independent checks in a pool of ‘safe’ and ‘non-
safe’ individuals, i.e., a series of Bernoulli trials. Hence, the proper probabilistic
formulation of the corresponding random variable X of selecting ‘safe’ individuals
(‘hits’) is via a Binomial distribution [40]:

n!

fO)=PX=x)= <Z> prg' T = mﬁquﬁ 21

where 7 is the number of trials, x is the number of ‘hits’, p is the competency for ‘hits’
and g = 1 — p the complementary probability for the Bernoulli trials. According to
these definitions, the mean value and standard deviation can also be defined as u = np
and o = ,/npq, respectively.

The sampled values of mean . and variance o> are known to be unbiased esti-
mators, i.e., they both converge to the actual values as the sample size increases. For
the first this is true, for the second only approximately for large n:

E[X]=nz=un (22)
_ N -1 2 2
E[(X-w?] =0l = (ﬁ) (" ) ZaZ 23)

n n

where the approximation in Eq.23 is valid even when sampling n < N without
replacement from a population of size N — oo. In practice, the unbiased estimator
of o is usually defined according to:

1 n _ n—1
szzzg(xi—X)Z:E[szhusz: —o’ (24

§? = §? = !

n n —

X=X = E[$] = pp = (25)

i=1

Hence, S is typically used instead of S as an unbiased estimator for small-sized sam-
ples. Based on these fundamentals from estimation theory, the confidence intervals
of the (sample) mean value for any given confidence level z, > 0 is given by:
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N —n - o |IN—n
= S <pus<X+z

o
VN —1"~ VN =1

for known o and N, n as described above, i.e., the rightmost fractions are omitted for
sampling with replacement or as N — oo. Similarly, if o is unknown it is replaced
by S or S and the same definition is given by:

X — 2z

(26)

A

5 _ S
Vn Vn
The statistic z. is defined according to the Standard Normal distribution given a
specific significance level (two-tailed cummulative distribution function), e.g., for
a = 0.05 = z, = 1.960. Similarly, #. is defined according to the Student’s t distribu-
tion given a specific significance level (two-tailed cumulative distribution function)
and degrees of freedom (sample size), e.g., forn = 20, « = 0.05 = ¢, = 2.093. The
t, statistic provides a somewhat wider confidence interval due to the uncertainty of
having a small sample size and/or unknown o . Evidently, for n > 30 the confidence
intervals provided by the two distributions are practically equal.

Using the previous formulation, the confidence intervals defined by Eqgs. 26 and
27 can be specifically rewritten for the Bernoulli probabilities, i.e., the normal-
ized estimations or proportions p and § = 1 — p in Eq.21. Specifically, setting
p X X = k/n with k ‘safe’ individuals detected in n tests, i.e., X is the relative
frequency in the current sample, and since for Binomial distribution © = np and

o =./np ~ V82 = o, then:

o _Jpl=p) [N—n . \/p(l—p)\/N—n
X Z\/ n \/N—l—pSX”" PR e

for known o and N, n as described above, i.e., with the rightmost fractions omitted
for sampling with replacement or as N — oo. Here, p is used for replacing o =
/p(1 = p), but in practice o is also considered unknown (related to p) and, thus,
estimated via o ~ § according to Eq.25, while additionally using ¢, instead of z.
statistic if the size of the sample is small (n < 30). A more accurate definition of
Eq.28 is [40]:

X — ¢t M§X+tc 27)

_ 2 v 7 2
X+;—;:|:Zc X0-%) 4 2

n 4n?

p= (29)

14+

where for large samples (n > 30) both Eqgs. 28 and 29 are reduced to:

- X(1-=2X)
p= Xiz"‘/T (30)
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using the z, statistic with the Standard Normal distribution or, more properly for

unknown (estimated) o &~ S:
- X(1-X)
p=X=+tt,— 31
n

using the ¢, statistic with the Student’s ¢ distribution.

Similar approaches can be employed for hypotheses testing regarding the preva-
lence level, i.e., accepting or rejecting a specific estimation p ~ X based on z. or . at
a specific significance level « [39]. Specifically, the z. statistic can be reformulated in
a way that enables the significance testing of hypothesis Hy that the sample-estimated
X is ‘close enough’ to the assumed mean value u (Hyp not rejected) at a significance
level o, or reject it otherwise:

HO D% =

~ = Z (32)
n

where z. is defined for a specific significance level, e.g., fora = 0.05 = z, = 1.96.
Taking into account the properties of the Binomial distribution in Eq.21 and, again,
substituting for proportions X = p, u = p,o = +/p(1 — p), Eq.32 can be rewritten
as:

p—P

N T

which has the meaning of testing whether an estimated p is ‘close enough’ to the
assumed prevalence p for the global population or if the specific sample (testing
group) is «-significantly different. As previously described for the confidence inter-
vals, proper adjustments can also be employed here for small-sized samples, using
$ instead of o and t. instead of z, statistics.

Hy : —zc < (33)

5.2 Evidence-Based Posterior Updates

In Eq.11 the simplest and most common form of the Bayes rule [40] is defined
for m mutually exclusive outcomes O;, using some evidence E to update their
corresponding posterior probabilities. This is the most fundamental and generic way
to express the fact that some prior probability is updated when new evidence becomes
available, e.g., a supplementary or more recent testing sample, data related to another
property of the associated subject, etc. Bayes approaches have been applied for many
years as the basis for statistical modelling and empirical estimation of incidence rates
[9, 20].

A more generic definition of Eq. 11 is when the underlying probability distribution
is continuous, as it is in most cases. Let x = {x|, ..., x,,} be a sample of some
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random variable X, f(x) the corresponding probability density function that depends
on some unknown parameter 6 and @ the random variable associated with that
parameter 6 having a probability distribution function 7 (8). Then f(x) may be
described as the conditional density function of variable X given some ® = 6, i.e.,
denoting it as f(x|0) or ‘x given 6’. Similarly, the joint probability of ® given
some X = x is defined as w(6|x). Then the joint probability of X and ® can be
defined as f(x; 8) = f(x|0)m(0). Moreover, given a sample x of X, the joint density
function or likelihood can be written as f(x|0) = f(x1]0) - ... f(x,]0) and the
density function of 6 given x as 7 (6|x). With these definitions at hand, Eq. 11 can
be rewritten in its more generic form as:

fx0) _ f&xlO)n©)
f&® [y f&xIO)T(©)do

70|x) = (34)

where the integral is over the range of values for 6. In practice, calculating the integral
over the entire range of 6 is not necessary, since the denominator is independent of 6
and the individual (exclusive) outcomes can be treated comparatively. This translates
to redefining Eq. 34 in a simpler way as:

m(0]x) o f(x|0)7(0) < w(O]x) = C - f(x[0)7(0) (35)

where C is a proportionality constant independent of 6.

Based on this generic formulation of the Bayes rule, likelihood f(x|6) can be
interpreted as the updated or posterior probability of observing samples x from ran-
dom variable X given its conditioning parametrization by 6. Similarly, 7 (9|x) can be
interpreted as the probability density of parameter 6 for X after observing samples x.
This later case is very interesting when 6 is to be ‘discovered’ optimally from sample
data in the sense of maximum likelihood. Although this task is similar to the approach
presented earlier with the confidence intervals, Bayesian approaches are entirely dif-
ferent, since they always treat the corresponding target parameters as continuous
probability distributions rather than spot statistics within some «-significance range
of values [40, 41].

The difference between these two approaches, i.e., the classic confidence intervals
versus the Bayesian methods, can be described more clearly for the case of estimating
the proportion parameter p in the Binomial distribution of Eq. 21. In the more generic
formulation, 7 is the number of trials and 0 is the unknown parameter of the Binomial
distribution of random variable X. Then 6 has a Beta-related probability density
function [40]:

6% (1—g)f!

m(0) = B ) ,0<0<1, {a,B8} >0 (36)

where B(a, B) is the Beta function:



Optimal Testing Strategies for Infectious Diseases 163

1

B(a, B) = /u‘H(l — ) du | {a, 8} > 0 (37)

0

Ifo = B = 1 then 7 (0) becomes the uniform density function on [0, 1], meaning that
no assumption can be made for 0’s distribution. Using Eq. 36 and the simplification
of Eq. 35, the posterior density 7 (6|x) given any observation x becomes:

9x+a—1(1 _e)n—x+/3—1
o ,0<0 <1, {e, 0 38
T & e s 06 < 1 (e f) > (38)

which is actually similar to Eq.36 but with parameters x +« and n — x + 8. In
words, if a random variable X is Binomial with parameters n and 6, with the prior
density of 8 being beta with parameters « and f, then the posterior density of 0 after
observing some X = x is also beta with (updated) parameters « and g [40].

If more strict assumptions can be made for the prior density function of 6, two
other common options are Haldane’s prior witha = x, 8 = n — x in Eq.37:

T =00=g = T T Ty 00

and Jeffrey’s prior withoe = x + 1/2, 8 =n — x + 1/2in Eq.37:

ex—l/z(l _ e)n—x—l/z
Bx+12,n—x+12)"

(0) = = w(f|x) x 0<f6 <1 (40

1
V/O(1 —6)

The definition in Eq. 38 is particularly useful in the context of the ‘checking’ game
described in the previous sections. Specifically, it describes how the assumed preva-
lence p of the underlying Binomial distribution, associated to the probability p; of
selecting ‘safe’ individuals, is to be updated as new testing samples x become avail-
able. With confidence intervals this translated to increasing the sample size n and,
thus, narrowing the limits of the «-significant range. Here, the Bayesian approach
begins with little or no assumption (¢ = 8 = 1) regarding the prior distribution of
parameter 6 = p and after observing x the density function gets updated, with the
posterior distribution being ‘reshaped’ more narrowly around the maximum likeli-
hood ‘best guess’ of 6, while still remaining a continuous density function.

In order to see how the Bayesian approach exploits the evidence in x and improves
the estimation of 0, the Binomial distribution of can be treated via Normal distribution
approximation as described earlier, in order to make the analysis of X posteriors more
tractable. In particular, for a random sample of size n for X drawn from a Normal

distribution with unknown mean value 6 (X in the sample) and known variance o2,

as well as a prior distribution of 6 that is Normal with mean value 4 and variance v?,
it can be proven [40] that the posterior distribution for € is also Normal with mean

: 2 g .
value ppo and variance v, ., given by:
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Uzu—l—nvz)_(
E[Q]past ~ Mpost = m (41)
2.2
Var0]poy & 2y, = ——— (42)
a post Vpost 02+nv2

In words, Eq.41 defines how p prior for the mean value of 6 is updated after
observing X in the current sample of size n, provided that the corresponding variances
o2 and v? are both known. Similarly, Eq.42 defines how v? prior for the variance of
0 is updated based on that same sample. For better understanding, the comparison
of prior versus posterior for the variance can be made in terms of the reciprocal of
it, thus defining the precision:

1 1 1 n
Eprior = ﬁ = Epost = VZ_ =3 + 0’_2 = %-prior +Edaza (43)

post

where the second term in &, can be considered as the precision of the observed
data, denoted by &,,,,. It is clear that according to Eq. 43, the smaller the variance of
a distribution, the larger is its precision value. Then Eqgs.41 and 42 can be rewritten
as:

gprior,u + gdata Xv

sprior + Edata
1 1

Epoxz Sprior + Sd(lm

E[e]posr ~ M post = (44)

Var[0]pos: ~ (45)

What Eqs. 44 and 44 describe under the Bayesian scope is fundamental: As the
sample size increases, so does the precision of the (posterior) variance, while the
estimated mean value gets weighted more and more towards the sample (data) mean
instead of the its prior. In words, the larger the sample size, the better estimates
the posteriors provide for the mean and variance over their corresponding priors.
Not surprisingly, this is similar to what happens with the range of their confidence
intervals for spot value estimations, as noted earlier. However, the Bayesian context
provides a more intuitive way of viewing this effect on parameter 0 as transitioning
from a state of little information (wide prior distribution) to more specific information
(narrower posterior distribution).

Besides confidence interval estimation, the Bayesian framework also enables the
analytical calculation of conditional distributions for future observations based on a
currently available observed sample. Although the approach is similar, the difference
is that instead of the overall posterior density function, the probability of a specific
outcome is now estimated, hence the name Bayesian predictive distributions for this
family of methods. As an example, based on Eq. 38 for a beta distribution for arandom
variable X, the joint probability of observing ¥ = y after obtaining a posterior for 6
can be defined as [40]:
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9x+y+ot71(1 _ 9)m+n7xfy+ﬂ71

m
F (. 0lx) = f(yl0)m(Olx) = <y) Botan—xtp) (46)

where 0 <6 < 1, {o, B8} >0, y={0,...,m} and {n,m} the sizes of the first
(observed) and the second (future) sample sizes. Then, the predictive probability
function for Y is the marginal density obtained by integrating Eq. 46 over 6:

ern U rm\ gxtyre=1( — gymtn—x—y+p-1
f(y)—/0 <y> BGtan—s1h) do (47)

_ (m) Bx+y+am+n—x—y+pB)
T\ Bx+oa,n—x+p)

(43)

What Eq.48 provides is the point probability of observing y in a future sample
of size m, based on the posterior update as previously defined for 6. In a way, it is
much like hypothesis testing of whether the future sample’s distribution parameter
0 is consistent with its estimation on the currently available sample, but with the
Bayesian approach it is, again, a (predictive) distribution function rather than an
accept/reject outcome.

6 Further Complications in Real-World Testing

The description thus far in the previous sections was focused on three main aspects:

— Game-theoretic optimal strategies for ensuring risk mitigation.
— Optimal estimation of the critical probabilistic parameters.
— Optimal posterior updates for safety margin assurances.

For the game-theoretic strategies, only the general setup of the testing process is
necessary to define the optimal way to plan the risk-mitigation testing for infectious
diseases, given that the goal is to maximize the pool of ‘safe’ (or, equivalently,
minimize the pool of ‘non-safe’) individuals and provided that the capability of
the (one or more) decision-makers in selecting those from the general pool can
be accurately estimated. For this estimation, samples can be used for confidence
intervals or Bayesian methods, while subsequent observations can also be exploited
via posterior updates.

The issue that is prevalent in real-world testing and not covered by the afore-
mentioned framework is related to the evidence used, i.e., the observed samples.
Normally in statistics the observations are considered with absolute certainty, count-
ing different outcomes or properties in a pool of samples without any possibility of
measurement error or lack of information. However, in reality these measurements
are also subject of probabilistic functions that dictate their reliability and the certainty
of the outcome. If this certainty is adequately close to 100% it is usually ignored as
a factor, but the typical estimation models can not address situations where this is
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not a valid assumption. Instead, the evidence itself must be estimated via confidence
intervals or Bayesian methods, before it can be used as observation to subsequent
estimation procedures.

In testing for infectious diseases this situation is a very common case-specific
factor that needs to be taken into account. Neither of the two main categories of tests,
molecular or antigen ‘rapid’, exhibit perfect sensitivity or specificity and, hence, their
diagnostic accuracy is close but certainly lower than 100%. There are several ways to
assess the accuracy of these medical testing procedures and, hence, the certainty of
the evidence which they provide in statistical terms. More commonly, sensitivity and
specificity represent the two major factors in any empirical (data-driven) assessment
related to the confidence on the evidence regarding positive and negative hypotheses,
respectively. In addition, medical testing can also be characterized by the positive
and negative predictive value, which are related to the confidence on the evidence
regarding positive and negative test outcomes, respectively.

Regarding SARS-CoV-2, Table?2 presents the corresponding numbers for five
commercially available antigen ‘rapid’ tests (2020), for different levels of sampled-
estimated prevalence [29]. It is clear that testing outcomes can not be assumed to
exhibit perfect certainty, hence the statistical evidence on ‘safe’ or ‘non-safe’ individ-
uals is strong but not absolute. This means that every priors estimation and posterior
updates should take this into account, leading to much more complex probabilistic
treatment than what was presented in the previous sections.

What Machine Learning provides is a data-driven view of these estimation tasks
and an abstraction level ‘above’ the underlying statistical complications that are
unknown or too complex to express analytically [23, 42]. At the same time, the theo-
retical foundations from Artificial Intelligence and, more precisely, the structural risk
minimization of models that are trained with empirical evidence (datasets) ensure
that the final estimations are optimal w.r.t. some core criterion, which is normally
the maximum likelihood estimation for the ‘true’ parameters of these ‘unknown’
probabilistic models [41]. Two such typical examples are Support Vector Machines
(SVM) [42], which can be designed specifically to maximize the discrimination mar-
gin between predicted classes or, equivalently, to minimize the structural risk of the
empirical error of the trained model, i.e., generalized from a limited training dataset
to the global problem; and Bayesian Networks [41], which naturally incorporate the
notion of imperfect information (uncertainty) and cascaded propagation of evidence-
based probabilistic estimation of outcomes from node to node as a continuous flow.

One specific factor that caught the attention of researchers during after the initial
surge of the SARS-CoV-2 pandemic and the emergence of readily available ‘rapid’
test kits was the option of having lower accuracy but massive tests in the general pop-
ulation [30]. Low accuracy in testing translates to low sensitivity and/or specificity,
which in turn produces low positive and/or negative predictive value. After observing
the evolution of the national epidemic in several countries, especially after lifting the
international travel bans during the summer of 2020, researchers have argued that
in practice these policies may work much better than expected. Although this seems
counter-intuitive in statistical terms, ‘rough’ but massive screening in the popula-
tion can be a decisive pre-emptive contingency measure against the spreading of the
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Table2 Indicative performance of antigen ‘rapid’ SARS-CoV-2 tests from five different companies
(2020), for different levels of sampled-estimated prevalence X, based on n = 1000 sample patients.
[29]

X= [sTr@|spy |TP FP FN TN PPV (%) | NPV (%)
0.02 (%)

Comp. 1 |100.00 |9429 |20 56 0 924 2632 | 100.00
Comp.2 |95.00 9847 |19 15 1 965 5588 99.90
Comp.3 |100.00 |93.06 |20 68 0 912 2273 |100.00
Comp.4 [90.00 |97.24 |18 27 2 953 4000 199.79
Comp.5 |85.00 |97.24 |17 27 3 953 3864 99.69
X= |sTY(®|spy |1P FP FN ™ PPV(%) | NPV (%)
0.30 (%)

Comp. 1 |100.00 |94.29 | 300 40 0 660 88.24 | 100.00
Comp.2 |96,67 |98.57 |290 10 10 690 96.67 | 98.57
Comp.3 |98.67 |93.14 |29 48 4 652 86.05 | 99.39
Comp.4 |89.67 |93.14 |269 48 31 652 84.86 | 95.46
Comp.5 8533 |97.14 |256 20 44 680 9275 93.92

virus. Having many false positives means putting into quarantine more individuals
than necessary, but this can be considered as acceptable cost during such a global
emergency. Having many false negatives means missing some individuals, but the
massive scale of tests overcomes this drawback by detecting much more ‘non-safe’
individuals in total. In words, both cases of low-performance testing may lead to
better overall mitigation strategies and contingency policies against a pandemic such
as SARS-CoV-2.

7 Conclusions

In this study, the general problem of developing optimal testing strategies for infec-
tious diseases like SARS-CoV-2 was explored under the scope of Game Theory, sam-
pling and estimation methods from classic Statistics, as well as Bayesian methods for
the proper treatment of posterior updates. Overall, it is a very challenging research
topic that requires deep understanding and somewhat new point of view, combining
multiple aspects of crowd dynamics, risk management and Machine Learning, which
are usually employed individually by researchers depending on their main field of
expertise.
Six main guidelines have been established by this work:

1. The core task of any such screening process via testing in transit hubs and
gateways is minimizing the risk of introducing infectious individuals in the
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general population; there is no point in maximizing the ‘hit rate’ of the tests,
especially when the testing pool is very limited.

2. Risk minimization is inherently associated with (estimated) variance mini-
mization of incidence rates for each sampling group; hence, allocating testing
resources according to this principle must be the core screening policy.

3. When planning an inflow-allocation strategy for a specific capacity from multiple
groups, risk minimization dictates that maximizing quotas towards lower-ranked
incidence groups is the optimal policy.

4. Multiple decision-making independent ‘experts’ (models) for detecting ‘safe’
versus ‘non-safe’ individuals can be combined optimally via analytical solutions
from Coalitional Games, specifically Weighted Majority Voting.

5. Estimated confidence intervals must be used instead of point means for proper
control of risk margins; even more, Bayesian methods provide a more intuitive
way for continuous posterior updates exploiting testing results.

6. In order to cope with the increased complexity of uncertainty in evidence (test
reliability), Machine Learning methods are appropriate for data-driven maxi-
mum likelihood estimation of parameters and structural risk minimization.

It is imperative to stress out the differences between common cost/benefit opti-
mization methods like bandit algorithms from Operational Research and the risk-
minimization target of the problem treated here: maximizing the detection value of
any single test does not minimize the posterior incidence risk for the population. If
tests themselves are put in the center of the optimization goal, there is no guarantee
whatsoever that the risk of infection propagation is minimized. In other words, min-
imum infection risk, not optimal resource allocation, is the real challenge and top
priority.

Under the scope of these core principles described above, any screening policy
designed by the decision-making authorities is guaranteed to minimize the risk of
introducing infectious individuals to the general population.
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Abstract Bluetooth is seen as a key technology for contact tracing and exposure
notification applications, with the goal of monitoring and containing outbreaks of
the COVID-19 pandemic. However, the use of contact tracing apps has been limited
among the population as the technology still faces fundamental limits in terms of
proximity accuracy, resources, and privacy. Still, the potential benefits are evident
for scenarios such as critical healthcare facilities, where most vulnerable people
are present. The aim of this chapter is to present an architecture with heteroge-
neous devices that support contact tracing and exposure notification in hospitals and
nursing homes, while meeting the required level of accuracy and privacy. The frame-
work is based on standard Bluetooth mesh networking technology, and it accounts
for realistic propagation conditions. The impact of configuration parameters and
channel conditions is analyzed, along with proposals for research and standardization
directions.
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1 Introduction

COVID-19 is a high transmissible disease (before and immediately after symptom
onset) also suggesting that finding and isolating symptomatic patients alone may
not suffice to contain the epidemic. According to this, a recent study [1] analyzed
the impact of contact tracing in Belgium, estimating a potential average reduction
in hospital admissions of 57% with contact tracing services in place, assuming that
70% of the symptomatic cases are subject to contact tracing and comply with home
isolation. In this context, digital contact tracing is proven to be extremely efficient to
reduce the delay of intervention and to automate the tracing procedure compared to
human-based contact tracing. Since the start of the COVID-19 pandemic, the research
community has worked intensively on the definition of reliable and secure apps for
digital contact tracing. Apple and Google built an opt-in and decentralized way of
allowing individuals to know if they have come into close contact with COVID-19
confirmed cases [2]. Apps developed for this purpose allow a device to scan for
other devices in the background, storing data locally. If tested positive, the user
may authorize the data to be provided to the health authorities, who can then trace
others who happened to be in proximity. The benefits of the use of contact tracing
apps on a smartphone rely on the assumption that the majority of the population
installs and uses the app regularly [3, 4]. As of June 2021, the adoption and use of
Governmental contact tracing apps among the population is unfortunately relatively
low (i.e., around 15% of population).The slow penetration rate of the technology is
not only due to the privacy but also due to fundamental limitations of the accuracy
of proximity detection. However, during the first wave of COVID-19 pandemic, the
Italian National Institute of Health (ISS) reported that more than 40% of analyzed
COVID-19 cases in Italy were linked to nursing homes and 10% of cases have been
related to outbreaks in hospitals. While extensive vaccination campaigns help prevent
the severe symptoms and the coronavirus disease, the containment of the spread of
the pandemic is not guaranteed with vaccination only. Therefore, the prevention and
control of this and future outbreaks can greatly benefit from the protection of critical
facilities through a targeted, efficient contact tracing solution. In these scenarios,
Bluetooth mesh networking [5] offers a low cost, flexible, standard infrastructure
that can be deployed to enable contact tracing, but it is compatible with additional
profiles and applications in use in the hospital (lighting, heating, and ventilation
control), without the need of deploying an ad-hoc infrastructure of devices that only
works for the purpose of the current pandemic.

In this chapter, we focus on the potential and the limitations of currently available
digital contact tracing solutions based on Bluetooth. As a major contribution, we
present a comprehensive framework for supporting contact tracing services for crit-
ical healthcare facilities. The envisioned infrastructure relies on a hierarchical archi-
tecture and the use of standardized protocols for collecting proximity data instead of a
typical peer-to-peer fashion using smartphone apps. The core idea and a preliminary
evaluation was published in [6]. In this study, we consider recent literature advance-
ments, and we take into consideration new discoveries in the past year regarding
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digital contact tracing. Furthermore, we explore an extended experimental evalua-
tion that includes also the joint impact of configurable application parameters, such
as the RSSI threshold, environmental conditions such as the duration of an exposure,
and network conditions in terms of advertising packet loss probability, on the correct
exposure notification probability in a densely deployed scenario.

The chapter is structured as follows. Section 2 introduces the digital contact
tracing scenario. In Sect. 3, we provide an overview of the Bluetooth technology. We
review the technical challenges associated to the existing contact tracing framework
in Sect. 4, and describe the proposed approach in Sect. 5. Extensive simulation results
are discussed in Sect. 5.1. Finally, we summarize our conclusions and future work
in Sect. 6.

2 Digital Contact Tracing

Contact tracing, along with vaccination, robust testing, isolation, and care of cases, is
akey strategy for interrupting chains of transmission of the coronavirus and reducing
mortality associated to COVID-19. Traditional contact tracing is practiced by the
Departments of prevention through interviewing cases and contacts made by phone
or with home visits and other ways to be able to identify all the contacts of a case,
depending on the context of exposure, test laboratory, contact monitoring to verify the
possible onset of symptoms and application of quarantine and isolation measures.
Digital contact tracing makes extensive use of technological solutions for digital
health, with the effect of drastically reducing the personal contacts between public
health professionals and the population at risk.

The contact tracing scenario defined in this study aims at complying with the
guidelines from WHO, in particular when referring to healthcare environments [7].
There are strict protocols in most of the hospitals and health care facilities for isolation
of patients that are tested positive to COVID-19 in restricted areas. However, a critical
scenario for contact tracing and exposure notification is in the non-COVID areas and
gray areas, where patients that are not considered at risk later happen to be tested
positive. In this sense, a contact is a person who has had any one of the following
exposures to a probable or confirmed case:

e face-to-face contact with a probable or confirmed case within 1 m and for at least
15 min;
direct physical contact with a probable or confirmed case;
direct care for a patient with probable or confirmed COVID-19 disease without
the use of recommended PPE; or

e other situations as indicated by local risk assessments.

A person that is tested positive to COVID-19 must inform the public health
authority about all contacts from 2 days before and 10 days after symptom onset
(or positive test if asymptomatic). There are different risks associated to a contact
depending on the context where the potential exposure happens, whether people are
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vaccinated, and they use personal protective equipment (PPE). Any patient hospi-
talized in the same room or sharing the same bathroom as a COVID-19 patient,
visitors to the patient, or other patient in the same room or other rooms visited by the
COVID-19 patient (e.g., common dining facilities) is listed as a potential person at
risk. It is evident that the requirements are much stricter than in the general case for
contact tracing, as it is not sufficient to perform only seldom measurements in a time
frame of 15 min, as current exposure notification services do [2], but many critical
interactions that depend on location (people in the same room) need to be captured
by the digital contact tracing solution more frequently.

3 The Bluetooth Technology

An overview of the Bluetooth technology is provided in this section, starting from the
Bluetooth Low Energy specification [8] and then focusing on the Mesh networking
specification [5].

3.1 Bluetooth Low Energy

The primary use case for Bluetooth has been for a long time the wireless connec-
tion between a headphone and a headset. Bluetooth Low Energy was released in
2010 as a part of the Bluetooth 4 Core specifications, with the objective to extend
the Bluetooth ecosystem towards Internet of Things applications. Bluetooth supports
connection-oriented and connection-less data transfer modes. In connection-oriented
mode, devices negotiate dedicated channel and schedules for data transmission. In
the connection-less mode, denoted as advertising mode, short messages (i.e., adver-
tising packets, or beacon messages) are broadcast over random access channels.
Connection-less mode supports quick estimation of the position and proximity of
a device, using the received signal strength indicator (RSSI) of the received adver-
tising packets. Each advertising packet consists of a short header, followed by a small
payload, containing an identifier of the transmitting device plus a short message (typi-
cally up to 31 bytes). This advertising payload is used to indicate that the packet is
associated with a particular service or app, e.g., a contact tracing app.

As a recent advancement of the Bluetooth Low Energy technology, the release
of Bluetooth 5.1 Core specification in 2019 defined improved localization services.
Combined with extended advertising capabilities and improved data transfer modes,
there has been a boost in the adoption and deployment of Bluetooth beacons and
location-based services [9, 10]. The increased data rates, in addition to the rather
obvious benefits of increased throughput and reduced latency, decreases the time on
air to save battery consumption and improve coexistence with other technologies
that operate in the same band and often coexist within the same device (e.g., Wi-Fi)
[11-13].
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The Bluetooth security architecture includes five distinct features: pairing,
bonding, device authentication, encryption, and message integrity: it is designed to
provide protection against passive eavesdropping and protection against man-in-the-
middle attacks. The standardized full stack architecture guarantees strong protection
at the device level, although there is no user authentication [14]. Furthermore, Blue-
tooth provides privacy by supporting a feature that reduces the ability to track a
device over a period of time by changing the Bluetooth device address on a frequent
basis.

3.2 Bluetooth Mesh Profile

Bluetooth mesh introduced networking specification on top of the Bluetooth tech-
nology to take additional market shares in the Internet of Things (IoT) connectivity
space. Formally, Bluetooth mesh is defined as a profile, that can run on top of any
device compatible with Bluetooth Low Energy. Bluetooth profiles define the required
functions and features of each layer in the Bluetooth stack, from the physical layer to
the application. A profile defines the vertical interactions between the layers, as well
as the peer-to-peer interactions of specific layers between devices forming a mesh
network.

The design of Bluetooth mesh profile aims at creating a simple, efficient, and
flexible wireless mesh networking protocol solution. The Bluetooth mesh profile
standardizes a layered protocol architecture, as illustrated in Fig. 1. Each layer has
its own functions and responsibilities, and provides services to the layer above. The
access to the radio is handled by the Bluetooth core technology, with advertising data
format defined by the bearer layer. The network and transport layers are functional
to the network design and strategies for deployment. The network layer handles
aspects such as addressing and relaying of messages, as well as encryption and
authentication within the network. The lower transport layer handles segmentation

Fig. 1 Bluetooth mesh

. Model / application
layered architecture

Access layer

Upper / lower transport layer

Network layer

Bearer layer

Bluetooth Core spec.




176 P. Di Marco et al.

and reassembly, and provides acknowledged or unacknowledged transport of data
end-to-end. The upper transport layer encrypts and authenticates access messages,
and defines transport control mechanisms, including the management of low power
nodes. The access layer is responsible for application-to-network traffic management
and end-to-end data transfer. An application interacts with the protocol stack via stan-
dardized models, which define message format and configuration of the application
parameters [5].

With the introduction of Bluetooth mesh, potentially thousands of nodes can
interact with each other without establishing a connection. After provisioning the
devices in the network, there is no need for centralized algorithms, nor coordination
and, most importantly, there is no single point of failure in the network. A group of
nodes can be addressed with a single command, so that dissemination and collection
of information is efficient and reliable.

Currently, Bluetooth mesh is supported at a smartphone only through proxy
connections via a dedicated node of the network, which is called Proxy and takes
responsibility of injecting and collecting traffic in the network from and towards the
smartphone. Determining the correct number of proxies in a network, the number
of relays, and efficient solutions for interference mitigation is a challenging task
that is under discussion in the research community and standardization bodies. The
performance of Bluetooth Mesh has been evaluated through simulations in [15, 16]
and through a set of experimental campaigns in [17].

4 Key Challenges

There are major concerns about the feasibility of reliable and robust contact tracing
solutions based on the Bluetooth technology. The main challenges are classified
into four categories, namely, estimation accuracy, device resources, privacy, and
technology penetration rate.

4.1 Estimation Accuracy

Distance estimation is the baseline paradigm for digital contact tracing. Typically,
this is based on measurements taken by a Bluetooth receiver involving the signal
strength of incoming advertising packets. The variability of wireless channel behavior
is not particularly severe for line-of-sight short range distance estimation, however,
the attenuation level of the signal may deviate even if the distance is constant due to
many environmental factors. Multipath propagation has a strong influence, especially
in closed environments with reflecting objects and surfaces. To overcome this, aver-
aging over frequent measurements is a solution in most cases. Other inconveniences
may arise from propagation without direct or clear electromagnetic visibility. As an
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example, a smartphone device in a pocket, with human body obstructing direct visi-
bility may experience higher attenuation with respect to a smartphone device carried
in hand; the smartphone itself may be protected by a more or less robust cover that
can also be built using non-plastic materials. Furthermore, a Bluetooth chip can be
employed by devices with different kind of materials: as an example, aluminum
frames may determine a larger electromagnetic attenuation than plastic materials.
Moreover, barrier protections and PPEs drastically reduce the risk of contagion, but
their impact on distance estimation measurements is not easy to account for.

For single-hop broadcasting, Bluetooth Core supports the so-called proximity
profile [8], which defines the behavior when a device moves away from a peer device
so that the connection is dropped or the path loss increases above a predefined level,
causing an alert. The proximity profile can also be used to define the behavior when
the two devices come closer together, but a connection is required to perform the
RSSI measurements associated to the profile. This is not sufficient to cover the use
case proposed in this paper.

In [18], the authors show the results of an experimental study to validate the
impact of various factors such as distance, orientation, obstacles, and time of the
day on the Bluetooth RSSI measurements, showing that a limited number of RSSI
measurements is not sufficient for the purpose of accurate distance estimation. The
authors of [19] study the impact of channels, distances, and user’s orientation in the
positioning phase on the accuracy of Bluetooth positioning. The accuracy obtained
is within 1.5 m and the precision is 90% within the range of 1.5-2.5 m.

Radio frequency fingerprinting in support of RSSI measurements has been
proposed in [20] as a means to enhance positioning accuracy of Bluetooth. Mackey
etal. [21] analyzes the performance of Bluetooth beacons in terms of their accuracy in
proximity estimation. Three Bayesian filtering techniques to improve the estimation
accuracy of BLE beacons are analyzed. With this approach, the achieved proximity
error is 0.27 m at a distance of 3 m, using 1000 RSSI measurements.

In [22], indoor localization measurements are conducted using Bluetooth mesh
device implementations. The study concludes that a careful design of the network
and interference management is important, as it affects the positioning accuracy of
existing algorithms. Similarly, an automated indoor localization system that relies on
low-cost Bluetooth localization with low data acquisition and network configuration
overhead is proposed in [23]. The proposed system incorporates a sophisticated
visual-inertial localization algorithm for a fully automated collection of Bluetooth
signal strength data. While several machine learning techniques have been proposed
to improve the proximity accuracy, most recent works still show the fundamental
boundaries of proximity estimation of devices off-the-shelf [6, 24, 25].

Recently, infield measurements in [26] have shown that a basic linear and loga-
rithmic model for the analysis of signal path loss of Bluetooth can provide sufficient
estimation accuracy for exposure notification in different scenarios. Furthermore,
exposure detection can be improved if knowledge about the user position with respect
to the device can be inferred.
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4.2 Device Resources

A device with Bluetooth connectivity enabled typically advertises the services it
supports roughly every 100 ms with little impact on the resources (i.e., battery,
computation capabilities) [8]. Therefore, transmitting short advertising packets peri-
odically to enable a contact tracing application should not be a problem even for a
resource constrained device. However, the main problem when performing distance
estimation measurements is that a device needs to keep its Bluetooth receiver contin-
uously on for sufficiently long time to collect unsolicited advertising packets from
other devices. This is critical for the battery consumption, as a Bluetooth receiver
consumes approximately 15 mA of current when it is turned on. If continuously
active during 24 h, it can impact the available capacity of a typical 3000 mAh battery
in a smartphone for about 12% [6].

Methods to optimize the scanning cycle of Bluetooth devices have been proposed
in the literature (e.g., [27]), but this is not always possible in the case of battery
powered devices such as smartphones since radio resources are shared among the
various active services, including active Bluetooth connections, and even the use of
Wi-Fi connectivity impacts the availability of the Bluetooth receiver [9].

For these reasons, apps running in the background on a smartphone are typically
allowed to scan for incoming Bluetooth advertising packets only for a few seconds
every 5 min [2]. Therefore, when compared to devices that have duty cycle close to
100% (e.g., relay nodes in a Bluetooth mesh), a smartphone may take more than 10
times to collect the same number of RSSI measurements for use in distance estimation
and contact tracing.

4.3 Privacy and Security

Contact tracing services handle critical data such as medical condition and potentially
position of a user at any time. The user needs to trust the Central Authority and the
owner of the contact tracing service for preserving the privacy of the information, as
the system can be in theory always misused for mass surveillance or unclear scopes,
beyond the original purpose of pandemic containment. Indeed, a relevant problem for
some contact tracing apps available for our smartphones is third-party information
sharing [28]. Several contact tracing apps analyzed by [28] mention outsourcing data
to third parties, and it is not clear what data is shared to whom and how it is processed
by these parties.

Both centralized and decentralized approaches have been proposed for privacy
preserving contact tracing. The recent Google/Apple solution implements a decen-
tralized approach, where each device protects its identity by using random temporary
exposure keys, and encrypted identifiers that are frequently refreshed [2]. Theoreti-
cally, nobody except the user can easily understand if two temporary codes have been
transmitted by the same device, not even the central authority. Each user connects
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periodically to the server and receives the entire list of infected users. At that point,
the user’s device can securely check if this list contains one of the previously observed
random identifiers and notify the user if at risk.

Although governmental contact tracing apps are designed to provide a certain
level of privacy, there can be intentional or unintentional risks for users, since also
apps designed with care to this aspect imply that positive users reveal all the codes
transmitted to the server during the vulnerability period [29]. This potentially allows
the server, or a malicious attacker, to make the person identifiable. Centralized
approaches for data storage suffer more from denial of service attacks. To over-
come this limitation, distributed approaches for preserving privacy are investigated
in the research community. Blockchain is currently evaluated as a method for data
logging and retrieval (e.g., as described in [30]), but the impact in terms of cost and
computation for these solutions is high in consideration of the scale of the application
[31].

Compared to general Bluetooth Low Energy, where security feature are optional,
and it is allowed to have a device with no security protections or constraints is
use, Bluetooth mesh has mandatory security features [5]. The network, individual
applications and devices are all secure and this cannot be switched off or limited.
In the Bluetooth mesh security, there are various types of security keys. Between
them, these keys provide security to different aspects of the mesh and achieve a
critical capability in mesh security, that of separation of concerns. The network
may be subdivided into subnets and each subnet has its own network key, which
is possessed only by those nodes which are members of that subnet. This might be
used, for example, to isolate specific, physical areas, such as each rooms in a facility.
Application data for a specific application can only be decrypted by nodes which
possess the right application key. Across the nodes in a mesh network, there may be
many distinct application keys, but typically, each key is possessed by a small subset
of the nodes, namely those of a type which can participate in a given application.
Therefore, the inherent security solution of Bluetooth mesh can provide a strong
substrate for the security in the digital contact tracing application.

4.4 Technology Adoption

The technology adoption is a critical factor, since a contact tracing service requires
that the majority (60%) of the monitored population must have the app downloaded
and active [3]. The Bluetooth technology has a great potential, as it is available in all
modern smartphones and there is a large ecosystem of compatible devices. 95% of
people in South Korea owns a modern smartphone. However, in Europe and US, this
percentage varies from 60 to 80% of the population and the number reduces drasti-
cally below 40% in developing countries. India has been hit severely by coronavirus
and the smartphone penetration is at 25.3% [32], smartphone app-based approach will
not be sufficient. Low-cost wristband-based proximity detection solutions could be
used in low-socioeconomic areas with the cooperation of community health workers.
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Despite a high percentage of smartphone adoption in developed countries, there
is some skepticism around the potential success of contact tracing solutions among
the public, whenever it is not enforced, and it is only partially attributable to the
technical limitations discussed above. Indeed, the adoption and use of Governmental
contact tracing apps among the population is surprisingly low across the world (i.e.,
typically below 15% of population). This fact encourages a more focused effort and
targeted use of the technology in key areas, where the containment of the pandemic
is critical, and the use of the technology can be enforced.

S Contact Tracing Architecture

In this section, we describe the system architecture and deployment guidelines for
building a Bluetooth mesh standards-based infrastructure to support the contact
tracing services for critical healthcare facilities.

The main elements of the proposed system architecture for digital contact tracing
are illustrated in Fig. 2. We define four different roles of devices in the architecture,
depending on functionality and resource capabilities, namely the beaconing tag, the
proximity detector, the mesh relay, and the gateway.

The beaconing tag is a relatively simple device that should work for years without
having to be recharged or having a battery replaced. Besides the model associated to
the contact tracing apps, it only implements the underlying Bluetooth Core imple-
mentation, with no need to implement states and behaviors associated to the mesh
profile stack. In healthcare facilities, the use of beaconing tags can be enforced to all
doctors and patients. The beaconing tags are programmed to transmit a short adver-
tising message every 250 ms. The frequency is in line with current recommendation
for notification exposure [2].

Beaconing tag Proximity detector Mesh relay Gateway
Model Model Model
4 v [}
Access Access
Transport Transport
Network Network Network
Bearer Bearer Bearer
Bluetooth Core Bluetooth Core Bluetooth Core Bluetooth Core
spec. spec. spec. spec.

Fig. 2 System architecture for the proposed Bluetooth mesh infrastructure for contact tracing
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The proximity detector is the device that is configured to monitor and send
messages based on the presence, absence, or movement of the beaconing tag.
Contrary to the beaconing tag, proximity detector needs to have resources to scan the
advertising channels periodically and perform mesh procedures, thus implementing
the full stack, including the model associated to the contact tracing app. However, the
states and behaviors associated to the Bluetooth mesh relay feature are not mandatory
in the proximity detector. Proximity detectors and the Gateway may be smartphones
and existing Bluetooth mesh-capable devices deployed within the facility. Each prox-
imity detector continually reports back to the proximity engine all tags it can hear
above a predefined RSSI threshold, as well as the RSSI measurement from each.

A relay node forwards messages received from other nodes over the advertising
channels. The relay node is the equivalent role of a generic relay in the Bluetooth
mesh networking protocol. Therefore, the relay node is provided with the network
security keys associated to the mesh network, but it does not need to implement
the higher layers of the Bluetooth mesh protocol stack and does not need to be
provided with the security credentials associated to the contact tracing application
to participate in the message collection. Mesh relays can be Bluetooth mesh relay
capable devices deployed within the facilities, with no software upgrade needed.

Finally, the gateway node is a generic mesh node that provides an interface with
the contact tracing server, where the advanced computation of the proximity data
is performed, and relevant data is stored. The gateway must be provided with an
implementation of the model associated to the contact tracing apps and must support
application-programming interfaces through a communication infrastructure with
the proximity engine at the contact tracing server. The proximity engine uses RSSI
information, as well as the known position of each proximity detector, to estimate
the position of tags based on trilateration.

An example of deployment scenario on a reference topology is illustrated in Fig. 3.
The main advantage of implementing this architecture in healthcare facilities such
as nursing homes and hospitals, compared to general purpose scenario, is that the
use of devices such as beaconing tags and proximity detectors can be imposed to
personnel and patients, and potentially to registered visitors, via internal regulation
or by the local authority, so that the adoption of the technology is enforced.

Privacy aspects and their implication are easier to handle in restricted scenarios for
contact tracing in healthcare facilities compared to other scenarios, since access and
presence of staff and patients is already monitored and visitors may need to register to
access the premises. Different risk profiles can be attributed to people, based on role,
performed activity, diligence, and expertise in usage of PPEs, vaccination status, and
previous clinical conditions.

To improve accuracy and robustness to the presence of obstacles, patients, and
users may be provided with instructions on how to properly carry the tag. As an
example, a tag carried as a visible necklace (or a wristband) preserve high correlation
between electromagnetic visibility and face-to-face contact, which is a situation at
risk.
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Fig. 3 Bluetooth mesh infrastructure with example topology. Beacons are identified with small
colored circles. Nodes A and B are simple proximity detectors, as they can read and process
messages from beacons in their surrounding proximity area, which is limited by the dotted circles.
Nodes C, D, and E behave as proximity detectors with respect to surrounding beacons, but also
implement the relay feature of Bluetooth mesh to forward data received by proximity detectors and
other mesh nodes in the network. Nodes F and G only serve as relay nodes and gateway, respectively,
carrying traffic toward the contact tracing engine, but do not perform proximity detection

5.1 Performance Results and Discussions

We conducted extensive measurement campaigns using nRF Connect for mobile app
[33], running on two iOS smartphones, one acting as a beaconing tag, and one acting
as a proximity detector, placed at various distances. The advertising interval was set to
250 ms and the total scanning period was set from 15 to 60 min. A preliminary exper-
imental campaign with this setup was reported in [6]. Here, to reproduce a scenario
with multiple access interference given by the presence of multiple beaconing tags
and proximity detectors in the same network, we considered various levels of addi-
tional advertising packet loss probability artificially added at the receiver, and ranging
from O to 30%. The performance of the network was evaluated in terms of expo-
sure notification probability, i.e., the probability that the proximity detector receives
advertising packets determining RSSI measurements above a predetermined RSSI
threshold for a period of 15 min within the observation period. The exposure notifica-
tion probability was obtained analyzing the RSSI trace at nRF Connect, and missed
RSSI measurements were not considered in the computation.

In Fig. 4, we report the probability of exposure notification by varying the obser-
vation period from 15 to 60 min. The probability is reported for various values of
the threshold in the interval from —57 dBm to —66 dBm, for a distance between
the beaconing tag and the proximity detector of 1 m in Fig. 4a and 2 m in Fig. 4b.
Basically, the exposure notification probability for a given threshold measures the
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Fig. 4 Probability of exposure notification vs. duration of the exposure at a proximity detector for
a beaconing tag at the distance of a l mand b2 m

probability of correct notification of an exposure (true positive), whereas its comple-
ment to one measures the probability of missing the notification of exposure for a
beaconing tag that is in proximity (false negative). Similarly, by looking at Fig. 4b,
we can retrieve the probability of notification of exposure triggered by a beaconing
tag that is actually not in proximity (false positive) and its complement to one that
measures the probability that the exposure is not notified (true negative).

The probability of a false detection of proximity, which triggers an exposure
notification for a device that has not been actually in close contact, needs to be low
to avoid that a person is put in isolation and tested based on inaccurate information.
Howeyver, it is more critical to have a device that has been in close contact that does not
exhibit long-term average RSSI capable of triggering an exposure notification (false
negative), as this is more dangerous for the purpose of monitoring and containing
the spread of the pandemics.

The range of thresholds presented in Fig. 4 considers only values that are signifi-
cant for the contact tracing scenario. Indeed, an RSSI threshold lower than —66 dBm
gives a significant probability that a device that is farther than 2 m is detected as
an exposure, whereas on the contrary a threshold above —57 dBm gives a very low
probability of correct exposure notification.

As aresult observable in Fig. 4, the best performance in terms of exposure notifi-
cation probability for devices that are actually in proximity is obtained for the lowest
RSSI threshold of —66 dBm. However, a device that is at 2 m is incorrectly notified
with probability above 20% after 20 min of exposure, and the probability increases
to above 50% for longer exposures. Instead, an RSSI threshold at —63 dBm provides
a probability of correct notification of an exposure above 95% for an exposure of
25 min, and a probability of false notification of an exposure below 5% for the same
duration of the exposure, representing a reasonably good trade off that could be used
as a default value set by the Bluetooth model.

A high sensitivity of the results with respect to the threshold is also observed
in Fig. 4. This corresponds to a high sensitivity to inaccurate RSSI estimation and
scenario-dependent bias on the attenuation. As an example, a 3 dB constant bias in
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the measurement of the received power at 1-m distance may increase the probability
of false negative within 30 min exposure from 2 to 48%. Therefore, it is fundamental
that the threshold can be changed by the configuration manager based on the knowl-
edge of the deployment area. Walls can affect proximity measurements by 6-12 dB.
However, such additional path loss is not negative for proximity measurements, as
close contacts with a wall in between should not be counted.

While a higher sampling rate in transmission and a long scanning period in recep-
tion may provide high proximity accuracy, they considerably increase the cost of in
terms of energy consumption. Hence, there is a clear fundamental tradeoff between
proximity accuracy and device resources depending on the sampling rate and scan-
ning cycles. One of the main advantages of the proposed asymmetric architecture
with a combination of beaconing tags and a network of more proximity detectors is
that it can balance proximity accuracy and battery lifetime of constrained devices.
Repeated measurements within an interval give high accuracy in the detection of
close contacts. If the transmission interval is 250 ms and a smartphone can scan for
30 s every 5 min, the proximity detection can be based on 360 RSSI measurements.
A mesh node, such as a monitor, can scan the advertising channels with 100% duty
cycle, except when the device is occupied in re-transmitting messages. Therefore,
there are potentially 3600 measurements available at a proximity detector in 15 min
if scanning continuously.

The number of proximity detectors needs to be sufficient to detect beaconing
tags at any location within a few meters of distance, to perform accurate distance
estimation. Therefore, in an indoor healthcare facility, depending on the geometry of
the map, the recommended density of proximity detector is one node every 10 m?>.
The number of relay nodes may be much lower, as it is sufficient that every node can
be reached via Bluetooth advertising. Therefore, depending on the geometry of the
map, the recommended density of proximity detector is one node every 50 m?.

To further validate the analysis in a general mesh scenario with multiple access
interference added by the presence of multiple beaconing tags, we included an addi-
tional advertising loss probability that is applied to the RSSI trace obtained with the
experimental campaign. In Fig. 5, we report the probability of exposure notification
for a duration of the exposure of 20, 25 and 30 min and distance 1 m, for increasing
advertising loss probability up to 30%.

As it can be seen in Fig. 5a for a duration of the exposure that is lower than 20 min,
the impact of multiple access interference becomes relevant as the probability of loss
is above 20%. For a threshold of —63 dBm, the probability of correct notification of
exposure drops from 70 to 10% when increasing the additional advertising packet
loss probability from 20 to 30%. This is due to the difficulty to even obtain a sufficient
number of measures to correctly detect a 15 min exposures. However, as the duration
of the exposure increases above 25 min in Fig. 5b, the effect is less pronounced, and
the exposure notification probability becomes rather insensitive to the advertising
packet loss probability for the reference threshold at —63 dBm as the duration of the
exposure is at least 30 min in Fig. 5c.

In general, we can say that we tested very severe conditions for the additional
packet loss probability, in particular in the context of Bluetooth mesh networks. In
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Fig. 5 Probability of exposure notification versus advertising loss probability at a proximity
detector for a distance of 1 m and 20 min of exposure

fact, although the broadcasting nature of Bluetooth mesh may suggest that multiple
access interference is an issue for the reliability of the advertising data transfer, espe-
cially in a large-scale scenario, this is not entirely correct for a properly configured
mesh network, as experimentally validated for a 879 devices building automation
scenario in [16], with more than 99% of successful data transfers. This is due to the
short duration of mesh advertising packet transmissions (around 300us) and the use
of channel and spatial redundancy [8]. Indeed, with an advertising interval of 250 ms,
the channel occupation for a beaconing tag is about 0.12%.

6 Conclusions and Prospected Directions

The Bluetooth technology has a key role in digital contact tracing applications, lever-
aging a large ecosystem of compatible devices and localization-based services. The
effectiveness of digital contact tracing in large scale scenarios such as hospitals and
nursing homes is potentially high, but limitations and concerns emerged about tech-
nology adoption, estimation accuracy, efficient use of device resources, and privacy
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of existing solutions. However, critical facilities can benefit from the deployment
of simple, flexible, cost-effective, local infrastructures to support contact tracing,
especially if based on a standardized networking solution. We proposed and eval-
uated a system architecture for contact tracing based on the Bluetooth mesh stan-
dard, addressing challenges and opportunities for its adoption in critical facilities. We
showed through experiments the sensitivity of the exposure notification service to the
RSSI threshold, multiple access interference and duration of the exposure, showing
that the configuration of parameters such as the RSSI threshold is the most crit-
ical component. Moving forward from the approach followed by the Google/Apple
solution, we believe that the RSSI threshold and the advertising interval should be
configuration parameters that are set by the configuration manager.

The framework proposed in this paper can provide relevant use case requirements
for specifying a suitable model that covers application in proximity detection and
contact tracing in critical facilities. In particular, the concept that introduces the role of
proximity detector that is separated from the beaconing tag role can be standardized,
with the possibility to separate the security domains between the beaconing tag and
the proximity detector, and the proximity detector and the rest of the mesh. The great
advantage of exploiting a standardized solution is that the facility manager will not
be forced to deploy a full-size infrastructure dedicated only to contact tracing and
proximity detection, but it can reuse existing Bluetooth devices already deployed
in the infrastructure as proximity monitors and can deploy Bluetooth mesh devices
such as luminaries and sensors that can be used for other purposes beyond the contact
tracing needs, which will be hopefully not necessary for long time. Applications
would even be able to perform different risk assessments for different pathology,
without being forced to rely on a “black-box” framework, specifically designed for
only one type of risk, whose parameters can not be set by applications built on top
of it. Furthermore, a deeper understanding of the mechanisms of contagion might
involve updates in the definition of exposure to risk and, in the future, profiles may be
updated considering different mechanisms of contagion, eventually not only related
to some safety distance and exposure time.
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Abstract This study explores the requirements and possibilities of wearable devices
for ensuring and supporting the home quarantine of suspected COVID-19 patients.
We adopted a design science research (DSR) approach and conducted a requirement
elicitation study through semi-structured interviews with 36 participants including
doctors, home quarantined people and local administrative personnel. Based on the
analysis of the interview data, we identified some design considerations for the
proposed system. Based on these results we developed a proto- type wearable device
and a cloud-server solution which we tested with regards to usability and how well
the system meets our design goals. The findings suggest the proposed solution to
be able to assist in the remote monitoring of the location and health condition of
quarantined people, relieving work load from medical doctors as well as quarantine
surveillance officials. The designed wearable device is reusable, meaning that once a
patient has recovered from the disease, the same device can be used by other patient.
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1 Introduction

The novel coronavirus disease (COVID-19) was first reported in December 2019 and
was declared a global pandemic on March 11th 2020 by the World Health Organiza-
tion [1]. As of 29 September 2021, there have been 232,636,622 confirmed cases of
COVID-19, including 4,762,089 deaths, reported to WHO [2]. The most common
symptoms of the disease are fever, cough and shortness of breath. Less common
symptoms are aches and pains, sore throat, diarrhea, conjunctivitis, headache, loss
of taste or smell, rashes on skin, and discoloration of fingers or toes [3, 4]. As the
virus is transmitted from human to human through contact as well as the main trans-
mission method is person-to-person [5], quarantine measures are an effective way to
prevent it from spreading [6].

As the time from exposure and symptom onset is generally between two and 14
days [3] (average of five days), most countries made it mandatory for all travelers
returning from foreign countries to stay in quarantine for two weeks. In addition, indi-
viduals were advised to adopt personal health measures such as quarantining them-
selves to minimize the spreading of the disease [7, 8]. While most people obediently
stayed in home quarantine when instructed to do so, a proportion of people ignore
the rules. Because of this, some countries resorted into enforcing quarantine laws
with the help of the police or even the military. However, several countries have
limited resources to ensure people with suspected infections to stay at a designated
place with proper facilities [9—11]. Use of technology to monitor patients remotely to
ensure quarantine may ease the tasks of law enforcing agencies. One often suggested
and used method was remote surveillance through mobile phone data [12, 13]. Other
suggested measured included internet of things (IoT) device, data analytic, artificial
intelligence, machine learning, and robotic system [14—16].

The use of wearable devices and sensor based systems for pandemic control is
natural, for example: Quer et al. [17] investigated if personal sensor data ac- cumu-
lated over time can detect small changes that indicate infection, such as in COVID-
19 patients. Shubina et al. [18] provided a brief technical review of existing contact
tracing solutions and discussed the possible impact of wearable in combating the
spread of a highly infectious illness. In [19], the authors suggested a new intelligent
method for contact tracking and COVID-19 cluster prediction. Similarly, in [20],
authors proposed a wearable bracelet to track COVID-19 pa- tients in real time. In
another study, Tripathy et al. [21] proposed an Internet of Medical Things based wear-
able system for contact tracing to maintain social distancing to fight with COVID-19,
while Tavakoli [22] theoretically discussed how the wearable technology can be used
for healthcare during the COVID-19 pandemic; like augmented/virtual reality based
wearable systems may facilitate to collaborate with several doctors and patients for
remote diagnosis or treatment planning.
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Again, it can be found that similar solutions have successfully been used be-
fore the COVID-19 pandemic to monitor, for example, the movement of Alzheimer
patients and children [23], locating soldiers locations during a military operation
[24], and human (women) safety band to send the emergency message with location
details to the Police [25]. Again, in many countries distant monitoring with electronic
devices are used as a condition of pretrial release, or post-conviction supervision,
like probation or parole [26, 27]. Electronic monitoring has also been used to track
juveniles [28], immigrants awaiting legal proceedings [29], adults in drug rehabilita-
tion programs [30], and individuals accused or convicted of domestic violence [31].
Remote monitoring is used as a mechanism for reducing jail and prison populations
[32]. These solutions can include feedback and alarming systems that respond to
sensor input and the individuals’ movement.

However, very few studies have been conducted focusing on the wearable or
sensor based systems to fight against COVID-19 pandemic though a number of
digital initiatives have been taken to fight with COVID-19 pandemic [33—-36]. Thus,
a sensor-based wearable device could be developed to assist and monitor people in
quarantine during the COVID-19 pandemic. One of the established requirements for
this kind of a system from the governments’ perspective is that it can be used to
monitor the quarantined patients. However, it remains unclear what the other major
requirements of such a system would be.

Therefore, the objectives of this research are to (1) identify the requirements that
need to be considered for developing a wearable device to monitor movement and
health of quarantined COVID-19 patients, and (2) propose a solution based on the
identified requirements. To address these research objectives, we interviewed 36 indi-
viduals including doctors, home-quarantined patients, and administrative personnel
and formulated a set of design objectives. A prototype of the wearable system consid-
ering the functional requirements was then implemented and evaluated to explore
the quality attributes of the proposed system.

2 Research Method

To address the research objective, we adopted a design science research (DSR)
approach as guided by Vaishnavi and Kuechler [37]. The overall research method
was adopted from prior similar DSR studies [38, 39] and included the following five
steps: (1) awareness of problem; (2) suggestion; (3) development; (4) evaluation; and
(5) conclusion. These steps are showed in Fig. 1. The process steps (first column) are
linked to corresponding methods and activities of the research (second column), and
the actual outcomes of the DSR are depicted in the last column. Next, we describe
each of these five steps.
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Fig. 1 Overview of the research methodology

The first step, awareness, refers to conceptualizing the situation and the problem at
hand. In our case we define it as how to use technology to control, monitor and assist
quarantined COVID-19 patients. Due to the novelty of the COVID-19 situation and
the nature of our study, we reviewed related published research papers, online news
articles, blog posts and website contents to better frame the problem [6, 40—43].

The next step is suggesting a solution to the problem. We propose developing a
wearable system that could monitor and assist quarantined patients. In order to iden-
tify the requirements for such a solution we created a requirement elicitation study,
interviewing 36 participants (doctors, quarantined patients and local administration
personnel). The aim of these interviews was twofold: (1) to under- stand the scope of
the imposed quarantines and quarantined patients’ problems that could be alleviated
with technology; and (2) to reveal the functional and design requirements of the law
enforcement for monitoring and controlling the imposed quarantine measures.

As a third step in the process is the development of the system. We developed a
rapid prototype in our lab based on the findings of step 2, and iterated the development
process following agile software development recommendations. In the fourth step,
we evaluated the feasibility of our solution in a laboratory environment. This process
included testing the usability of the solution as well as how it matched the design
goals set for the system. In the fifth and final conclusion step we present the main
outcomes, contributions and open issues for further investigation and research on
this topic.
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3 Requirement Elicitation Study

3.1 Participants Profiles

We conducted semistructured interviews with a total of 36 people, among them
five doctors, three professionals from Institute of Epidemiology Disease Control
and Research IEDCR) of Bangladesh, 17 suspected patients and 11 people who
were working on local administration and had the responsibility to ensure quaran-
tine of COVID-19 effected people. The IEDCR professionals are responsible for
researching epidemiological and communicable disease in Bangladesh as well as
disease control. The patients’ average age was 36 years. Interviewed doctors worked
at a local hospital and community clinics, and among them three were directly in
charge of serving COVID-19 patients. Considering the vulnerable situation, the inter-
views with patients were done through telephone. Local administrative personals and
professionals from IEDCR were interviewed physically.

3.2 Study Procedure

The interviews were semi-structured and were carried out in Dhaka, Bangladesh.
A separate set of questions were prepared for each group of participants (patients,
doctors, local administrator and personnel from IEDCR) keeping in mind the research
objectives.

Participants’ consent to ensure anonymity and confidentiality were collected
through email or in a printed form. The Research and Development wing of authors’
institute provided the ethics approval. Also, to record the audio of the interview
sessions, permission was asked directly from each participant at the beginning of
the interview situation. The audio recordings were later transcribed for analysis and
were kept securely on trusted servers on the authors’ institute.

3.3 Revealed Requirements

The transcribed interviews were analyzed qualitatively. Two researchers separately
read the transcribed interview data and coded the relevant pieces of information. After
the coding was completed, both researchers met together to compare the results
of their coding. The inter-coder agreement [44], calculated as the sum of all the
agreements divided by the sum of all agreements and disagreements was 0.89. The
disagreements were resolved by discussions.
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The themes revealed through the qualitative data analysis were clustered into four
broad categories as showed in Table 3 in Appendix A that represents the example
quotes after translation, the revealed codes and their associated categories. In the
following, we describe each of these categories in detail.

1. Need for a remote monitoring and assistant system—One of the most important
themes that emerged from the preliminary analysis as well as the interview
data was the need for a remote monitoring and assistance system for home-
quarantined people. The administrative personnel and doctors both stated that
there is an inadequate number of administrative personnel to monitor and assist
suspected patients, and that there is also a lack of sufficient number of resources
to ensure utilities in quarantine centers and hospitals. Because of these reasons
it is best for all, if suspected patients stay at home-quarantine rather than at
hospitals or quarantine centers.

2. Monitoring disease specific health related data: People affected by the COVID-
19 disease suffer respiratory and breathing problems [3]. The interviewed
medical doctors and IEDCR personnel stated that the continuous health assess-
ment of hospitalized and home-quarantined patients is mandatory. They stated
that it is important to monitor patients’ heart rate and body temperature even
if they stay at self-quarantine. Thus the ability to remotely and continuously
monitor patients’ health was deemed as an important requirement for the system.

3. Barriers to adopt the IT-based device: The participants saw several barriers that
might limit their adoption of the proposed IT-device. The two main issues were:
(1) the lack of experience with technology; and (2) privacy issues. The doctors
and IEDCR also raised a concern about the accuracy of health data, while the
administrative personnel were afraid of potential misuse of the technology.

4. Design and functionality considerations: The following ten considerations are
proposed based on the interviews: (1) accurate location tracking—an accu-
rate time-stamped location signal is important to ensure that the patients are
adequately quarantined; (2) unique identification—each quarantined person
needs to be uniquely identified via the system (3) data accuracy-health related
(e.g. heart rate and body temperature) data needs to be accurate and reliable to
afford the making of remote health diagnosis; (4) light-weighted device—the
wearable device need to be light-weighted to be comfortable to use and wear
at all times; (5) easy-to-use —the device needs to be easy to use to avoid tech-
nology stress and to make using it as easy as possible; (6) easy-to-learn—similar
to the ease-of-use, the use of the device should not require extensive technical
know-how; (7) protect privacy—as the device is collecting sensitive informa-
tion such as health and time-stamped location data, maintaining data privacy
is paramount. The users’ should be made fully aware who has the ability to
view their data, where it is being sent and will it be deleted at some point;
(8) cost-effectiveness—the development costs of the system need to be reason-
able; (9) portability—the wearable system needs to be portable so that any
person wearing the device may continue normal movement in their home; and
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(10) reusability—the wearable system needs to be reusable, so that it can be
redistributed onward to the next patients after the quarantine period is over.

The first two themes indicate the importance of staying at home quarantine.
They also highlight the necessity of an assistant system for managing quarantine
and to monitor health related data. The third theme highlights the barriers of using
such systems by the end users. Finally, the fourth theme highlights the design and
functionality considerations.

4 Proposed Wearable Device Solution

To address the system requirements identified in the elicitation study, we de- signed
and built an internet-based wearable system. As a solution we propose a wearable
device with an inbuilt GPS and fingerprint scanner connected to a cloud server that
can provide live location to the central monitoring team. The wearable prototype
system contains a heart rate monitor, temperature monitor, an internet transceiver,
a display, and a feedback system, among other requirements. The system will be
inexpensive and implementable for large number of susceptible patients and this will
replace the need of physical monitoring.

4.1 System Architecture

Figure 2 displays overall architecture of the developed system whereas, Fig. 3 exhibits
a layered architectural view of system components that are used to develop the

Cloud Database

Patients at Home Quarantine Monitoring the
:‘: : health Status ’ . . .

n E E Surveillance Team

0

Wearable Device

Data

Sensor Data

Quarantine Person Inh:: ma mnn ‘__'

Monitoring the
Movement

M

Doctors

Wearale based Home Quarantine System

Fig. 2 An overview of system architecture
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Fig. 3 A layered architectural view of system components

prototype of the system. The system consists of four sensors for measuring the
(1) heart rate; and (2) body temperature; of the patient as well as for (3) fingerprint
scanning; and (4) getting the user’s time-stamped location. The sensors are connected
to an Arduino micro-controller that also features an OLED display for visual feedback
to the user. The Arduino connects to the cloud database, synchronizing the sensor
data there. The medical and surveillance professionals can then access this data to
ensure guidelines are met and the patient remains in good health.

4.2 Workflow of the Proposed System

Figure 4 represents the work flow of the proposed system. The wearable device is
given an identification number so that in case of many devices, the surveillance team
will be able to monitor each person individually. For the device to work, at first
it needs to be registered with a person’s unique ID, home location and fingerprint.
Device will continuously capture real time location, heart rate and body temperature
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of the quarantined person provided that user’s real time fingerprint matched with the
registered fingerprint. In case of a failure to detect a valid finger, the device will count
up to 10 minutes before sending an alert to Firebase cloud based database. Captured
data from the device (location, heart rate and temperature) will be continuously
compared to their expected values. If any of those differences exceed their respective
permitted threshold values, then the system will send the most recent data along with
an alert signal (if any) to the cloud based database. For example, if the difference
between quarantined person’s current location and home location exceeds a permitted
threshold value, a “location change alert” along with current location will be sent
to the cloud. Also, in case there are systematic changes in the heart rate or body
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temperature, the system will send the current heart rate or body temperature to the
cloud.

Regardless, the device has any data (location, heart rate, temperature) or alert to
send to the cloud or not, the device will send an active signal to the cloud continuously
which will ensure that the device is active.

This device will run by DC (direct current) power supply supported by a battery.
So after a fixed time, the device needs to be charge. When charge the device has less
than 10% battery left, an emergency light associated with the device will turn on, and
it will remain on, until the device is plugged in with the charger. When the battery
life of the device goes extremely low (2%) the device will send an alert signal to
the cloud before turning off so that the surveillance team can be dispatched to look
into the situation. As charging the device is an issue, each person will be given two
wearable devices, so that while one is in charging, other one can be used. This way,
continuous monitoring of quarantined people will be ensured.

4.3 Prototype Development

The prototype development was divided into two parts: (1) the hardware device and
related software; and (2) the cloud monitoring system. In this section we present the
development of both.

Developing the Hardware Device: The proposed system includes two bio- signal
sensors to obtain the health related data that includes: (a) pulse sensor (SEN-00162)—
a plug-and-play heart-rate sensor for Arduino to find the pulse rate as heart bit per
minute (bpm), and (b) a temperature sensor (GY-906 MLX90614ESF)—to measure
and send the body temperature. Similarly, other two surveillance related sensors
were used: (a) fingerprint sensor (AS608) having three levels of features like pattern,
minutiae points, and pores and ridge shape for recognition purposes; and (b) a GPS
sensor (GY-NEO-6M V2) to keep the track of the patients who are in quarantine.
For showing notifications to user, an OLED display (DIS-0091) is used. Apart from
these; an Arduino Mega (mi-crocontroller board) was used as a processing unit
that intelligently controls the other sensors. All the sensors are directly connected
with micro controller board in different pins. After recognizing the user through
the fingerprint sensor, the microcontroller takes analog data from GPS, temperature
and heart rate sensors. These data are then sent to the cloud-based database. A 9V
battery (MIS-00004) is used to give power to the device. The key functionalities of
the proposed system and associated logics to ensure proper data flow to the cloud
based surveillance system is shown in Algorithm 1.
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Algorithm 1: FingerCap
Initialization of sensors, display, counter;
while true do
if battery.charge() < 10 percent then
display(“ALERT!! Low battery”);
end
if fingerprint.detect valid finger() then
if fingerprint.matched enrolled finger() then
capture(location,heart rate,temperature,timestamp); loc
difference=|location - home location|;
rate difference=|heart rate-std heart rate|;
temp difference=|temperature-std temperature|;
if loc_difference = loc_threshold then
firebase.send_data(ID, location, timestamp);
firebase.send alert(ID,“location change”,timestamp);
end
if rate difference = rate threshold then
firebase.send_data(ID,heart rate,timestamp);
end
if temp difference = temp threshold then
firebase.send data(ID,temperature,timestamp);
end
if battery.charge() < 2 percent then
firebase.send_alert(ID,“Battery low”, timestamp);
break;
else
counter=0;
end
else
firebase.send alert(ID,“fingerprint mismatched”,timestamp);
break;
end
else
if counter = 10min then
firebase.send_alert(ID,“Device not wearing”, timestamp);
break;
else
counter=counter+1;
end
end
end

In the Algorithm 1, at first, battery charge of the device will be checked. In
case, battery charge is low, the user will get an alert through the Organic Light
Emitting Diode (OLED). Next, the fingerprint scanner will try to scan continuously
the fingerprint of user. If no fingerprint is detected, then the counter will stay on and
the device will count until 10 minutes has passed. After this, the device will send an
alert to the surveillance team that the device is inactive. If the fingerprint is detected,
the system will check whether it matches with the initially given fingerprint of the
user or not. If it does not match with the given fingerprint, the device will send an
alert to the surveillance team again. Next, the device will capture the present location,
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heart rate and temperature of the user and send it to the cloud server. This loop is
then repeated.

Dashboard for the surveillance team: A Graphical User Interface based dash-
board or system, which is connected with the cloud based database, is capable of
presenting all data received from multiple wearable devices. A few prototypical inter-
faces of the dashboard are displayed in Figs. 5 and 6 in Appendix B. This interface
can be used by the surveillance team as well as medical doctors to access the sensi-
tive information of the patients. As such, it requires an authentication via a password
and a username. Through the monitoring interface personnel can look up statistics of
individual users as well as overall statistics of all who are followed with the wearable
sensors. The visual dashboard (Fig. 6) is complementary to the automatic warnings
that are sent out by the wearable devices in case they are disconnected or the patients
break quarantine.

5 Evaluating the Prototype

A lighted weighted evaluation study was conducted at Software Engineering Labo-
ratory at authors’ institute to measure the functional accuracy and the usability of
the proposed system. For each primary feature/function of the system, a test case
scenario was prepared and then conducted five times. The percent of the success rate
and the average delay in seconds are showed in Table 1. With the exception of the
fingerprint mismatch and the capturing the current location, all other functionalities
cleared the tests.

We then set out to evaluate the system’s usability. Five faculty members were
invited as a test subjects. During the evaluation study, firstly a brief presentation
about the objective of this study was given to the participants. Second, the proposed
system was demonstrated to them and they were given the opportunity to use the
system for roughly 5 minutes. Finally participants were asked to perform a set of
tasks with the system. Finally they were asked to provide their opinion about the
usability and effectiveness of the proposed system, and give any recommendations
they might have come up with. A brief summary of the recorded data is given in
Table 2.

The results showed that each participant was able to perform the designated tasks
with comparatively minimum number of attempts (see Table 2). For example, for
40% (4 out of 10 tasks) tasks participants did not ask any questions from the observing
researchers. A similar result was found for the number of at- tempts. Except for the
task number six, all other tasks took less than or around half a minute to complete.
The participants also viewed the graphical results generated by the tool during their
testing and generally said that it would be an efficient way for the doctors to remotely
monitor quarantined persons. All the participants were satisfied with this system, and
expressed that the overall usability of the system was good. According to them, the
system would be easy to learn for the surveillance team members as well.
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Table 1 Results of the evaluation study (functional accuracy test)

Task name Test-case description % of success | Delay (Second) M £ SD
(a) Monitoring heart | How the users data are 100% 10.0 £ 0.632

rate received/visualize in the

(b) Monitoring system’s dashboard 100% 34408

temperature

(c) Capturing 80% 32+0.74

location

(d) Fingerprint If the real time fingerprint | 80% 3.6 £048

mismatch alert don’t match with the

quarantine person’s
fingerprint, it gives alert to
the dashboard

(e) Not wearing alert | If the quarantine personis | 100% 3.8+0.78
not wearing the device, it
gives alert to the dashboard

(f) Low battery alert | If the device’s battery is 100% 2.0 £0.632
less than 2%, it gives alert
to the dashboard

(g) Low battery If the device’s battery is less | 100% 1.4 +0.4898
notification to user | than 10%, it gives alert to
the user (quarantine person)

(h) Location change | If the quarantine person 100% 5.0 £0.632
alert move outside the
designated area, it gives
alert to the dashboard

6 Conclusions

This study presented the empirical design and implementation of a wearable de- vice
for monitoring the health and physical location of quarantined COVID-19 patients.
Using DSR, we first conducted a qualitative interview study for identifying the design
requirements of such a system. Then based on our findings, we iteratively developed
a prototype. We evaluated the prototype from two perspectives: (1) how well it takes
into account the design goals; and (2) usability. Based on our findings, the developed
wearable system coupled with the cloud-server connection is a practical and useful
solution for assisting health professionals and government officials in pandemic
control and situation monitoring.

Our study has the following limitations. First, the developed prototype was not yet
put in the form of an actual wearable device. While the basic system and usability
requirements were met, additional testing with the next phase of the prototype is
still needed before moving into production. Second, affordability of the device was
prioritized. The prototype was cost-effective, meaning that better results may be
achieved in case the cost of the system is not an issue. Third, some aspects of the
system such as using it while taking a shower or using it while sleeping were not
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Table 2 Results of the evaluation study (system usability)

M. N. Islam et al.

Task

Number of attempts
M £ SD)

Task completion time
(second) (M £ SD)

Number of times
asking help (M £ SD)

T1: Log in to the
system using given
credentials

1£0

102 £ 1.72

0£0

T2: Find list of all
home quarantine
people in Mirpur area

1£0

10.8 £ 1.46

0£0

T3: Find statistical
information of all
home quarantine
people in Dhaka
region

1£0

10.6 +1.85

0£0

T4: Enroll a new
home quarantine
person in the system

12+04

28.6 & 2.57

02+04

T5: Remove a
quarantine person
from the system

1+0

54 £1.01

0£0

T6: Contact a
quarantine person in
Mirpur area whose
location has been
changed

1.6 £0.8

131.8 = 7.90

0.6 £0.8

T7: Notify doctor for a
person in Mirpur area
whose heart rate and
temperature is high

1.8 £0.74

31.2 £2.31

0.8 £0.74

T8: Notify nearby
police for a person in
Mirpur area whose
location has been
changed and who is
contacted previously

1.6 £0.8

39.6 £ 3.00

0.6 £0.8

T9: Find number of
persons in a particular
area who are not
currently wearing the
device

1.4 £048

11+ 1.41

0.4 £048

T10: Save health
information graph of
Mr. X in pdf format
and e-mail it to a
concerned doctor

1.6 £0.8

28.2 £2.31

0.6£0.8
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tested. The shower problem might be solved by simply asking users to take showers
that are shorter than 10 min, or by making the device waterproof. The problem with
sleeping with the device is the fingerprint scanning requirement. The device needs to
be fitted so that the fingerprints are scanned automatically at all times and does not
require any additional work from the user. Fourth, a central cloud based database is
used in the system which may get downed by receiving data from a large number of
devices. In future, for implementing the system for a large number of areas, separate
interconnected databases shall be maintained for each of the areas rather keeping a
central database. Finally, constant internet connection is a mandatory requirement
for this device to work. This means that continuous monitoring will not be ensured
in case of having no internet connection.

We regard our findings promising as in the interviews all stakeholders viewed the
idea as positive and the evaluation of the prototype was also considered a success.
Our future work will focus on developing the concrete version of the system along
with conducting an extensive evaluation study involving home quarantine people and
members of the surveillance team. The developed technology may be adopted to be
in use also after the COVID-19 pandemic is over in, for example, the monitoring of
the health and location of Alzheimer patients.

7 Example Interview Responses

See Table 3.

8 Prototype of User Interfaces

See Figs. 5 and 6.

9 Example Questionnaire

9.1 Questions to Patients

—_

Tell us about yourself and your family.

2. Tell us about your IT resources at home (e.g., PC, smartphone, Internet
connection).

3. Have you ever used any kind of wearable device?

4. Will you be comfortable to use a wearable device while you are in home

quarantine?
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Table 3 The categories and codes with example quotes from interview

Categories

Codes

Example quotes (after translation)

Need for an IT based home
quarantine system

Quarantine

“All returnees from abroad will be
checked and will remain under a
two-weeks mandatory quarantine”
[participant from IEDCR]

Distant surveillance

“Maintaining proper quarantine at
home is very difficult in the social
context of Bangladesh. Distant
surveillance is required.”
[participant from IEDCR]
“Monitoring every home
quarantined person is very difficult
by current system

Distance monitoring system will
be very much useful” [local
administrator]

Lack of quarantine centers

“Throughout the country there are
limited quarantine centers for
suspected persons

mainly due to the limited time and
resources” [local administrator]

Lack of administrative
personals

“It is not possible to effectively
monitor all the persons who are in
quarantine centers due to lack of
human resource.” [local
administrator]

Lack of resources

“It requires a lot of resources to
ensure proper utilities to all
persons staying in quarantine
centers, In some cases, it may not
be possible to arrange the require
services in time” [local
administrator]

Monitoring disease specific
health related data

Body temperature

“We need to check the body
temperature of COVID-19 patient
to understand the current health
status of the patient.” [Doctor]

Heart rate

“Heart rate monitoring is
important to understand the
possibility of cardio vascular
disease that may take place due to
COVID-19” [Doctor]

Blood pressure

“Patients with hypertension appear
to be at a higher risk of dying from
COVID-19” [Doctor]

(continued)
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Table 3 (continued)

Categories

Codes

Example quotes (after translation)

Blood oxygen level

“COVID-19 is killing with silent
hypoxia: Patients’ oxygen levels
fall dangerously low but they don’t
have shortness of breath that
usually signals the life-threatening
condition; hence blood oxygen
level of the patients shall be
monitored” [Doctor]

ECG

“ECG need to be monitored for
infected COVID-19 patients
having heart disease

It can be used to investigate
symptoms of a possible heart
problem, such as chest pain,
palpitations (suddenly noticeable
heartbeats), dizziness and
shortness of breath.” [Doctor]

Respiratory rate

“Respiratory rate is one of the
most important metric to monitor
if someone is infected by
COVID-19” [Doctor]

Barriers to adopt the IT based
device

Lack of Technology
experience

“I am not familiar with using
wearable devices. That’s why it
will be very much difficult for me
to use that kind of wearable
device.” [Patient]

Wearing for long time

“Wearing a device for a long time
will very much disturbing for me
and I will not be comfortable with
this while sleeping or in relaxation
time.” [Patient]

Charging

“Due to a lot of load shedding in
my locality, it will be very much
challenging for me to charge the
device properly.” [Patient]

Internet connectivity

“In my home I don’t have internet
connection. Also, it will not be
possible for me to be within
internet connected area all the
time.” [Patient]

Continuous monitoring

“I will feel very much
uncomfortable if I know that I am
continuously being monitored by
local authorities for consecutive
days” [Patient]

(continued)
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Categories

Codes

Example quotes (after translation)

Design and functionality
considerations

Accurate position

“We need to check whether the
infected patients are staying at
their respective home address or
not” [Local Administrator]

Unique identification

“Each patient must have an unique
identification number, otherwise it
will not be possible for us to
monitor each patient uniquely”
[Local Administrator]

Data accuracy

“Data collected from each device
must have to be accurate for
remote health diagnosis” [Doctor]

Light weighted device

“If the wearable device is
light-weighted, then I will be
comfortable to use that device
continuously while staying in
home quarantine,* [Patient]

Easy-to-use

“System usability should be given
high priority for designing such
kind of monitoring system, so that
by little training a surveillance
team can be formed.” [Local
Administrator]

Easy-to-learn

“System should be designed in
such a way that any new user can
easily learn the functionalities of
the system” [Local Administrator]

Protect privacy

“No one should have access to the
patients’ health data except the
surveillance team and the
concerned doctors.” [Local
administrator]

Cost effectiveness

“Development cost of the device
shall be considered for large scale
production” [Local administrator]

Portability

“Device shall be portable so that
while wearing the device patient
can carry on his/her normal
movement” [participant from
IEDCR]

Reusability

“Device need to be reusable so
that it can be given to another
person after fourteen days” [Local
administrator]
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Quarantine Person Information

Enter I0: 172043 Search

Detailed Information of user Nafiz Imtiaz Khan!

Location Health Aert
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Fig. 5 User interface to show the information of a quarantine person

How do you feel about the situation that you have been staying in home
quarantine and are constantly being monitored rather staying in isolation
centers?

How important it is for you that the surveillance team constantly monitors your
activity if you are infected with COVID-19?

9.2 Questions to Doctors

—_

What are the challenges and limitations you feel serving in a pandemic situation?
What are the risks you have while you are treating patients affected by a highly
contagious virus?

If a COVID-19 infected patient is staying in home, what are the health
parameters that need to be checked frequently?

What do you think about remote health diagnosis? To what extent do you think
it is effective in a pandemic situation?
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Statistical Information for a Specific Region
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Region 10

Detailed Information of Dhaka Region!
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Fig. 6 User interface to show the statistical information of a specific region

Mirpur

Khilgaon

Gulshan

5. What are the criteria on which you classify condition of a patient as critical?
6. Why do you think temperature and heart rate need to be checked frequently?

9.3 Questions to Administrative Personals

[y

Please explain the current challenges that you are facing to fight the pan- demic.

2. How do local administration ensure that all the suspected patients are main
taining home quarantine properly?
3. Towhatextent do you think that any wearable device can be helpful to constantly

monitor the activity of home quarantine people?
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4.

What things shall be considered for developing a home quarantine surveillance
system for minutely monitoring the health and the movement of quar- antined
COVID-19 patients?

9.4 Questions to IEDCR Personals

—_—

What guidelines are you giving to the persons who return from abroad?

How do you monitor the health condition of a suspected person?

How useful the central surveillance system is to efficiently monitor the sus-
pected patients?

What functionalities the central surveillance system should have in order to
monitor the health and movement of quarantined COVID-19 patients?

References

10.

11.

12.

13.

. Laato, S., Najmul Islam, A.K.M., Islam, M.N., Whelan, E.: What drives unverified information

sharing and cyberchondria during the covid-19 pandemic? Eur. J. Inf. Syst. 1-18 (2020)
WHO Coronavirus (COVID-19) Dashboard. Available on https://covid19.whoint. Last
accessed 30 Sept 2021

Larsen, J.R., Martin, M.R., Martin, J.D., Kuhn, P., Hicks, J.B.: Modeling the onset of symptoms
of covid-19. Frontiers Public Health 8, 473 (2020)

Utku, A.C., Budak, G., Karabay, O., Gu"clu”, E., Okan, H.D., Vatan, A.: Main symptoms in
patients presenting in the covid-19 period. Scottish Med. J. 65(4), 127-132 (2020)

Toit, A.D.: Outbreak of a novel coronavirus. Nat. Rev. Microbiol. (3), 123-123 (2020)
Wilder-Smith, A., Freedman, D.O.: Isolation, quarantine, social distancing and community
containment: pivotal role for old-style public health measures in the novel coronavirus (2019-
ncov) outbreak. J. Travel Med. (2020)

A Farooq, S Laato, and AKMN Islam. The impact of online information on self- isolation
intention during the covid-19 pandemic: A cross-sectional study. Journal of Medical Internet
Research, 2020.

Islam, M.N., Inan, T.T., Najmul Islam, A.K.M.: Covid- and the rohingya refugees in bangladesh:
the challenges and recommendations. Asia Pac. J. Public Health 32(5), 283-284 (2020)
Eskeziya, A., Endashaw, H. et al.: Poor sleep quality and associated factors among individuals
in covid-19 quarantine center, southern ethiopia, 2020. J. Mental Health Issues Behav. (JMHIB)
1(01), 1-11 (2021). ISSN: 2799-1261

Haque, A.: The covid-19 pandemic and the public health challenges in bangladesh: a
commentary. J. Health Res. 34, 563-567 (2020)

Udaya Bahadur, B.C., Pokharel, S., Munikar, S., Wagle, C.N., Adhikary, P., Shahi, B.B., Thapa,
C., Bhandari, R.P., Adhikari, B., Thapa, K.: Anxiety and depression among people living in
quarantine centers during covid-19 pandemic: a mixed method study from western nepal. PloS
One 16(7), €0254126 (2021)

Arni, S.R., Rao, S., Vazquez, J.A.: Identification of covid-19 can be quicker through artificial
intelligence framework using a mobile phone-based survey in the populations when cities/towns
are under quarantine. Infect. Control Hospital Epidemiol. 1-18 (2020)

Islam, M.N., Islam, I., Munim, K.M., Najmul Islam, A.K.M.: A review on the mobile appli-
cations developed for covid-19: an exploratory analysis. IEEE Access 8, 145601-145610
(2020)


https://covid19.whoint

212

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.
217.

28.

29.

30.

31.

32.

33.

34.

M. N. Islam et al.

Islam, M.N., Najmul Islam, A.K.M.: A systematic review of the digital interventions for fighting
covid-19: The bangladesh perspective. IEEE Access 8, 114078-114087 (2020)

Ting, D.S.W., Carin, L., Dzau, V., Wong, T.Y.: Digital technology and covid-19. Nat. Med. 1-3
(2020)

Islam, M.N., Inan, T.T., Rafi, S., Akter, S.S., Sarker, I.H., Najmul Islam, A.K.M.: A systematic
review on the use of ai and ml for fighting the covid-19 pandemic. IEEE Trans. Artif. Intell.
(2021)

Quer, G., Radin, J.M., Gadaleta, M., Baca-Motes, K., Ariniello, L., Ramos, E., Kheterpal, V.,
Topol, E.J., Steinhubl, S.R.: Wearable sensor data and self-reported symptoms for covid-19
detection. Nat. Med. 27(1), 73-77 (2021)

Shubina, V., Ometov, A., Lohan, E.S.: Technical perspectives of contact-tracing applications
on wearables for covid-19 control. In: 2020 12th International Congress on Ultra Modern
Telecommunications and Control Systems and Workshops (ICUMT), pp. 229-235. IEEE
(2020)

Jahmunah, V., Sudarshan, V.K., Oh, S.L., Gururajan, R., Gururajan, R., Zhou, X., Tao, X.,
Faust, O., Ciaccio, E.J., Ng, K.H., et al.: Future iot tools for covid-19 contact tracing and
prediction: a review of the state-of-the-science. Int. J. Imaging Syst. Technol. 31(2), 455-471
(2021)

Weizman, Y., Tan, A.M., Fuss, FK.: Use of wearable technology to enhance response to the
coronavirus (covid-19) pandemic. Public Health 185, 221 (2020)

Tripathy, A.K., Mohapatra, A.G., Mohanty, S.P., Kougianos, E., Joshi, A.M., Das, G.: Easy-
band: a wearable for safety-aware mobility during pandemic outbreak. IEEE Consum. Electron.
Mag. (2020)

Tavakoli, M., Carriere, J., Torabi, A.: Robotics, smart wearable technologies, and autonomous
intelligent systems for healthcare during the covid-19 pandemic: an analysis of the state of the
art and future vision. Adv. Intell. Syst. 2000071 (2020)

Karasikov, N., Tamir, D., Bar-On, R.N.: Remote monitoring system for alzheimer patients. US
Patent App. 11/913,439

Islam, M.N., Rabi-Ul Islam, M., Rafiqul Islam, S.M., Bhuyan, S.A., Hasib, F.: Locsoldiers:
towards developing an emergency troops locating system in military operations. In: 2018
4th International Conference on Electrical Engineering and Information and Communication
Technology (iCEEiCT), pp. 264-267. IEEE (2018)

Islam, M.N., Promi, N.T., Shaila, J.M., Toma, M.A., Pushpo, M. A., Alam, F.B., Khaledur, S.N.,
Anannya, T.T., Safeband, M.F.R.: A wearable device for the safety of women in bangladesh.
In: Proceedings of the 16th International Conference on Advances in Mobile Computing and
Multimedia, pp. 76-83 (2018)

Black, M., Smith, R.G.: Electronic Monitoring in the Criminal Justice System (2003)

Di Tella, R., Schargrodsky, E.: Criminal recidivism after prison and electronic monitoring. J.
Polit. Econ. 121(1), 28-73 (2013)

Roy, S.: Five years of electronic monitoring of adults and juveniles in lake county, Indiana: a
comparative study on factors related to failure. J. Crime Justice 20(1), 141-160 (1997)
Marouf, EE.: Alternatives to immigration detention. Cardozo L. Rev. 38, 2141 (2016)
Howell, J., Nag, A., McKnight, M., Narsipur, S., Adelegan, O.: A low-power wearable
substance monitoring device. In: 2015 IEEE Virtual Conference on Applications of Commercial
Sensors (VCACS), pp. 1-9. IEEE (2015)

Erez, E., Ibarra, PR., Lurie, N.A.: Electronic monitoring of domestic violence cases-a study
of two bilateral programs. Fed. Probation 68, 15 (2004)

Payne, B., Gainey, R.: The electronic monitoring of offenders released from jail or prison:
safety, control, and comparisons to the incarceration experience. Prison J. 84, 413-435 12
(2004)

Zaman, A., Islam, M.N., Zaki, T., Hossain, M.S.: Ict intervention in the containment of the
pandemic spread of covid-19: an exploratory study (2020). arXiv:2004.09888

Azim, A., Islam, M.N., Spranger, P.E.: Blockchain and novel coronavirus: towards preventing
covid-19 and future pandemics. Iberoam. J. Med. 2(3), 215-218 (2020)


http://arxiv.org/abs/2004.09888

Monitoring the Health and Movement of Quarantined COVID-19 Patients ... 213

35.

36.

37.

38.

39.

40.

41.

42.

43.
44,

Khan, S.R., Rownok, M.R.A., Prithula, S.R., Rifat, FY., Islam, N.N., Islam, M.N.: mvote:
A mobile voting system to conduct election during covid-19 pandemic. In: 2020 IEEE Inter-
national Women in Engineering (WIE) Conference on Electrical and Computer Engineering
(WIECON-ECE), pp. 235-238. IEEE (2020)

Islam, M.N., Khan, S.R., Islam, N.N., Rownok, M.R.A., Zaman, S.R., Zaman, S.R.: A mobile
application for mental health care during covid-19 pandemic: development and usability eval-
uation with system usability scale. In: International Conference on Computational Intelligence
in Information System, pp. 33—42. Springer, Berlin (2021)

Vaishnavi, V.K., Kuechler, W.: Design Science Research Methods and Patterns: Innovating
Information and Communication Technology. CRC Press (2015)

Chatterjee, S., Byun, J., Dutta, K., Pedersen, R.U., Pottathil, A., Xie, H.: Designing an internet-
of-things (IOT) and sensor-based in-home monitoring system for assisting diabetes patients:
iterative learning from two case studies. Eur. J. Inf. Syst. 27(6), 670-685 (2018)

Meth, H., Mueller, B., Maedche, A.: Designing a requirement mining system. J. Assoc. Inf.
Syst. 16(9), 799 (2015)

Blendon, R.J., DesRoches, C.M., Cetron, M.S., Benson, J.M., Meinhardt, T., Pollard, W.:
Attitudes toward the use of quar- antine in a public health emergency in four countries: the
experiences of hong kong, singapore, taiwan, and the united states are instructive in assessing
national responses to disease threats. Health Affairs 25(Suppll), W15-W25 (2006)
Majumder, S., Mondal, T., Deen, M.J.: Wearable sensors for remote health monitoring. Sensors
17(1), 130 (2017)

Shehav-Zaltzman, G., Segal, G., Konvalina, N., Tirosh, A.: Remote glucose monitoring of
hospitalized, quarantined patients with diabetes and covid-19. Diabetes Care 43(7), €75-¢76
(2020)

Unger, J.D.: System for monitoring patient location and data. US Patent 5,458,123 (1995)
Miles, M.B., Huberman, A.M.: Qualitative Data Analysis: An Expanded Sourcebook. Sage
(1994)



Context-Aware and User Adaptive Smart | M)
Home Ecosystems Using Wearable i
and Semantic Technologies During

and Post COVID-19 Pandemic

Elton Henry Savio Lobo, Mohamad Abdelrazek, Abbas Khosravi,
Chandan Karmakar, and Sheikh Mohammed Shariful Islam

Abstract In recent years, technology-based health programs, including context-
aware and user-adaptive smart home ecosystems, have shown tremendous potential
to limit disparities in healthcare access and improve uptake in health programs,
thereby improving health outcomes. In this chapter, we review the potential use and
applications of context-aware and user-adaptive smart home ecosystems to support
the diagnosis, monitoring and management of health conditions. Further, we also
discuss the barriers and limitations of using wearable and smart home technolo-
gies, their facilitators, current gaps and future opportunities. The chapter provides
evidence-based applications and a comprehensive understanding of the use of wear-
ables and smart home ecosystems during and after COVID-19 pandemic for health
care providers, researchers, students, and technology developers.

Keywords Context-aware - COVID - Ecosystems - Semantic - Smart home -
Wearable

E. H. S. Lobo (X)) - M. Abdelrazek - C. Karmakar
School of IT, Deakin University, Geelong, VIC, Australia
e-mail: elobo@deakin.edu.au

E. H. S. Lobo
Department of Public Health, University of Copenhagen, Copenhagen, Denmark

A. Khosravi
Institute for Intelligent Systems Research and Innovation, Deakin University, Geelong, VIC,
Australia

S. M. S. Islam
Institute for Physical Activity and Nutrition, Deakin University, Geelong, VIC, Australia

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022 215
S. Adibi et al. (eds.), The Science behind the COVID Pandemic and Healthcare

Technology Solutions, Springer Series on Bio- and Neurosystems 15,
https://doi.org/10.1007/978-3-031-10031-4_11


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10031-4_11&domain=pdf
mailto:elobo@deakin.edu.au
https://doi.org/10.1007/978-3-031-10031-4_11

216 E. H. S. Lobo et al.

1 Introduction

COVID-19 has evolved into a pandemic with almost 14 million cases and 600,000
deaths worldwide [1]. Unsurprisingly, during this pandemic, governments and public
health authorities have implemented strict restrictions on movement to limit commu-
nity transmission and have implemented strict efforts to control the pandemic such
as hand washing, isolation, quarantining and social distancing [2]. Despite these
efforts, the pandemic has had a significant impact on healthcare systems’ capacity
to continue to deliver essential health services, especially to vulnerable populations
such as older adults, children, people living with chronic conditions, people living
with disabilities and minorities [3].

In recent years, technology-based health programs have shown tremendous poten-
tial to limit healthcare access disparities and improve uptake in health programs,
thereby improving health outcomes [4—10]. The success of technology-based
programs has been attributed to their ability to overcome many health and social
care challenges, as it generates new living spaces that combine the latest technolo-
gies with social environments to enhance the quality of life, independence, and health
outcomes [11]. Indeed, the successes of these programs can provide a roadmap to
people in desperate need to access healthcare services during the COVID pandemic,
especially at the comfort of the individual’s home, and hence been studied by several
researchers in the past few months [12-17].

There is a rising need to bridge the home and healthcare setting gap, considering
most individuals with chronic conditions and disabilities receive almost no care at
home, where they spend most of their time [18, 19]. One such technology that could
assist in providing care is Smart Home. The concept of Smart Home involves specif-
ically designed living spaces to offer unobstructed support systems and interactive
technologies to promote improved well-being, participation and independence that
otherwise cannot be afforded [20]. However, the challenge involved in smart home
technologies is ensuring it is safe and secure to disabilities, stress, falls, fear and/or
social isolation [20]. Hence, these technologies have been integrated with numerous
sensors toidentify users’ activity and provide a context-aware, user-adaptive and user-
friendly function to support individuals without obstructing their normal activities
[21-23]. An example of such a sensor is based on wearable technology.

Wearable technologies have recently gained considerable importance in both the
application and research field as a means to monitor and track individuals and promote
rehabilitation, surveillance and human—computer interaction [24]. Studies suggest
that these low-cost technologies have a great potential to help monitor human activity
and well-being in inherently noisy and complex environments to improve health
outcomes and Activities of Daily Living (or ADLs), especially for older people or
people with cognitive improvements [9, 25]. As a result, these technologies have long
been considered solutions to support and promote independent living and healthy
ageing [26], especially in smart home applications.

In this study, we defined a smart home ecosystem as ‘a an information tech-
nology system using a combination of context-aware and user-adaptive techniques
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that acquire data from wearables to support the individual’s healthcare needs both
during and post-pandemic’. The smart home ecosystem involves user modelling and
adaptation based on contextual awareness, including fuzzy personas and semanti-
cally linked models. This would enhance the individual’s ability to improve health
outcomes at home without obstructing independence and daily activities. More-
over, it would allow for efficient knowledge representation of the ecosystem using
semantic technologies that medical professionals can utilise to make informed remote
decisions regarding their health needs.

In this book chapter, we reviewed the potential use and applications of context-
aware and user-adaptive smart home ecosystems to support the diagnosis, monitoring
and management of health conditions. Further, we also discussed the barriers and
limitations of wearable and smart home ecosystems, their facilitators, current gaps
and future opportunities.

2 Smart Home Eco-Systems in Healthcare

A smart home ecosystem refers to a home environment equipped with information
and communication technologies such as household devices, sensors and communi-
cation networks that can be remotely controlled, accessed and monitored to support
the residents’ needs [27]. This concept was initially designed to improve the users’
level of comfort, security and energy efficiency. However, over the years, smart
home ecosystems have been used to address a myriad of user needs such as comfort,
convenience and user-friendliness [28] with the introduction of modernized sensors
[29].

According to De Silva et al. [30] the smart home ecosystem can be divided into
three categories based on their application. The first category looks at detecting and
recognizing the actions of its resident to support their needs. The second category
looks at storing and retrieving data captured within the smart home. Finally, the third
category aims towards processing the data collected to forecast and alert residents
regarding upcoming disasters or concerns. These categories can be further extended
to reducing the overall energy consumption of the house by monitoring the activity
of the resident and controlling and rescheduling the operating times to reduce energy
supply and demand.

Several studies in the literature have implemented smart home ecosystems to
create a sense of well-being and high quality of life for its users. For example,
Arcelus et al. [31] developed an automated system of intelligent sensors that moni-
tors the health and well-being of the elderly to provide them unobtrusive support
with comfort and an independent lifestyle at an affordable cost. Chen, Pomalaza-
Raez [32] implemented a low-cost wireless body sensor system to monitor the vital
physiological signs of a person living at home, specifically human body movements
measured through a waist-mounted triaxial accelerometer. Pham et al. [33] devel-
oped a cloud-based smart home environment that collected data from non-invasive
sensors, including the residents’ location and daily activities. They stored data in the
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cloud as textual information, which healthcare professionals could access in real-
time. Jung [34] designed a smart home hybrid-aware model that collects data from
environmental and biosensors and stores the data on a cloud-based server. The server
analyses the data using machine learning algorithms to determine the activity of the
elderly and monitor factors that may impact their health. Giovani Rubert et al. [35]
and Freitas et al. [36] implemented a pervasive smart home system to monitor the
vitals of a sick person using sensors, which was stored and analysed on the cloud to
enhance medical services at home. Li [37] focused on limiting the obstacles faced by
out-of-home medical visits such as time, effort and cost to travel by using the latest
sensor technologies to collect vital patient data from the smart home environment.
Data were transferred via the internet to healthcare systems, where medical practi-
tioners can access them to provide real-time monitoring and intercept and respond
quickly to medical emergencies. Similar methods were implemented in numerous
other smart home technologies. These methods included capturing data from various
sensors, storing and processing the data in a remote server and providing necessary
feedback.

2.1 Benefits of Smart Home Eco-Systems in Healthcare

Smart home ecosystems have the potential to enhance home care for the elderly,
people with chronic conditions and people with disabilities [38] due to their ability to
maintain health and prevent loneliness amongst these individuals [39]. The power of
smart home ecosystems to maintain health has been attributed to the advancement in
intelligent systems [29] that enables monitoring, operational efficiency, management
and consultancy [40]. For example, remote health monitoring allows for immediate
health care and access to medical services within the smart home, or robotic devices
assists individuals with disabilities achieve long and healthy lives [39].

The benefits of smart home ecosystems are evident in the clinical outcomes of
the people living within these homes. Kelly [41] demonstrated the increased quality
of life, reduced hospital readmissions, reduced length of stay in the nursing home
and reduced length of stay in hospitals for individuals using smart home systems. In
the study by Skubic et al. [42], residents who utilized sensors within a smart home
ecosystem reported feeling safer. At the same time, their family members indicated
that they were satisfied knowing that someone was watching over their loved ones.
Further, Tomita et al. [43] reported better physical and cognitive status in older people
using smart home systems, with 91% recommending its use to others.

2.2 Challenges in Smart Home Implementations

While the smart home ecosystem has numerous benefits in healthcare, designing a
functional smart home is not without its challenges. Hence, additional research is
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needed to improve the overall performance and reliability of the system, thereby
improving market penetration and acceptance.

The literature highlights three critical challenges associated with smart home
systems. The first one is the need for interoperability. Smart home ecosystems rely
on connection with numerous devices, sensors and communication networks. Inter-
operability is one of the critical aspects to ensure all components smoothly function
together [44]. This is because most devices are built with different operating systems,
hardware, programming systems, standards and communication protocols that may
affect how data is exchanged. Therefore, there is a need for systems and devices to
have similar protocols to ensure the proper execution of tasks [9, 45, 46].

The second challenge of smart home systems is associated with the system infras-
tructure. The smart home system relies on sensors, actuators and other devices to
collect information, which is then processed and transferred to a remote server [47].
As the sensors, actuators and other devices collect large volumes of data [48], it
would require proper infrastructure, including hardware, communication protocols
and computations resources within a body area network and wireless area network
that facilitates delay less and seamless connectivity [49]. In the users ‘ homes, Al-
powered edge computing could be a key enabler here, providing data, analytics, and
processing power where it is most required. In addition, the infrastructure would
need to consider suitable evaluation metrics such as packet loss rate, handover delay,
algorithm encryption complexity and throughput to optimize the performance of the
smart home system [50]. However, the infrastructure for these systems should be
carefully designed to limit integration issues and loss of data. For example, using
edge computing to minimize data transfer volumes) while also focusing on low
maintenance and energy costs to significantly benefit the resident [49].

Finally, the third challenge includes issues with the security and privacy of smart
home systems. Researchers in the past have demonstrated several security threat
issues, including traffic analysis, eavesdropping, node compromise, denial of service
(DoS), physical attack, masquerade attack, sinkhole and wormhole attacks and so on
[51]. Smart home systems consist of several devices shared over an internet network
[52] to ensure a continuous flow of information. This allows the attacker to remotely
control the home or access private health and financial information [44]. Several
organizational leaders, in the past, have taken actions to limit the impact of security
and privacy issues at three levels, i.e. to anticipate and prevent cyber-threats prior to
their occurrence, continuously monitoring and neutralizing any threats to the system
that are currently operational and restoring regular operations as soon as a threat is
detected [53]. Hence, this approach can be considered to develop efficient security
and privacy mechanisms within smart homes to ensure the safety of the residents
while preventing privacy violations [44].
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3 Wearable Health Sensor Technologies in Smart Home
Ecosystems

Wearable sensors are devices that can be worn by residents [29] and are capable
of real-time physiological health monitoring such as electrocardiogram, heart rate,
electromyogram, body temperature, arterial oxygen saturation, respiration rate, elec-
trodermal activity and blood pressure. Additionally, these devices consist of micro-
electro-mechanical systems (or MEMS), which measure motion and activity through
accelerometers, magnetic field sensors and gyroscopes [54]. These devices, along
with remote monitoring systems, have the potential to increase access to healthcare
[55], reduce medical costs, minimize exposure to hospital-acquired infections [56],
create new opportunities for remotely monitoring clinically relevant factors and allow
individuals to actively participate in their healthcare [57]. Thus, providing a massive
benefit to vulnerable populations with health issues [58].

Several studies have discussed the potential of wearable sensors in health
care. Khoshmanesh et al. [56] classified these sensors into three main categories:
mountable, skin-like sensors, and textile-based sensors. These three categories use
different sensing mechanisms such as resistive, optical, electrochemical, bioelectrical
impedance, piezothermic, triboelectric, piezoelectric, piezoresistive and capacitive
to acquire the target signals [56]. The target signal is processed within the wear-
able and transmitted to remote monitoring devices via a low-power radio signal.
Data from these devices can be collected and analysed to support disease monitoring
and treatment [59]. For example, Steele et al. [60] utilized a triaxial accelerom-
eter worn around the non-dominant arm to measure the daily physical activity of
COPD patients, intending to improve physical functioning. Varatharajan et al. [61]
considered analysing the continuous foot movement using a wearable motion sensor
positioned around the ankle to acquire gait signals that could be used for early
detection of Alzheimer’s disease. Dieffenderfer et al. [62] developed a wristband,
chest patch and handheld spirometer to identify environmental parameters such as
ambient ozone concentration, relative humidity and temperature towards supporting
asthma management. Sood, Mahajan [63] proposed a system that utilizes real-time
health, location, environmental, drug and meteorological sensors to diagnose the
chikungunya virus amongst infected users and take preventive measures on time.
Therefore, applying wearables in smart homes can significantly improve comfort,
health care and disease prevention amongst its residents [63, 64].

3.1 Architecture

The generic architecture of a wearable device can be divided into four modules, i.e.
body area network, data logger, data analysis and real-time monitoring (Fig. 1). The
body area network (or BAN) can be used in different wearable devices irrespective of
its architecture. It requires a network of sensors being placed on the human body from
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Fig. 1 Generic wearable device architecture [65]

which data is transmitted to a portable unit known as the sensing unit that processes
the data extracted. This presents a clear advantage as it enables data centralisation
into a single unit from different sensors to ensure remote processing. Moreover, it
enhances the synchronization, control, programming and scheduling of the entire
system based on the environmental and body conditions. Further, wireless commu-
nication is regarded as a key asset towards ensuring that the system is ubiquitous and
mobile [65].

The data logger (or portable unit) is a user interface box that collects all the
information from the sensors and other portable devices. Literature highlights two
approaches to facilitate communication between the data logger and the sensors.
The most simple and cheap technique is the use of wires. Some variations in this
technique involve the wires woven into fabrics generally termed smart clothes to
avoid loose wires and are considered favourable due to the ease of movement and
increased comfort. Another approach is the use of biological channels, an innovative
technique that utilizes the human body as a transmitter for electrostatic fields. The
data collected through these approaches are received in the form of raw analogue
data, which is amplified and converted into digital signals to be processed. The
processing of data involves extracting individual features from the data to determine
the subjects’ health, detect disease, detect anomalies and determine support. The
processed can be transmitted via a wireless network protocol or stored within an SD
card [65]. Generally, the wearable relies on wireless communication standards such
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as Bluetooth low energy (BLE) with other devices to ensure data synchronization
[66].

Wearable devices rely on several communication standards, as shown in Table 1.
For example, Bluetooth is a low-power, short-range and low-cost radio frequency
connectivity standard used for communication in fixed or portable devices. It oper-
ates on a 2.4 GHz spectrum with a frequency hopping technique across 79 different
channels. This standard allows for up to 3 Mb/s data transmission rate over a 100 m
distance. Specifically, this functions in wearable technologies using alternative proto-
cols such as Bluetooth low energy (or BLE), an ultra-low powered technology to
maximize the battery capacity, and Bluetooth 3.0 specification, which utilizes proto-
cols similar to Wi-Fi physical (PHY) layers for increased data throughput. Another
standard, arguably the most commonly used, is based on Body Area Network (or
BAN), i.e. Zigbee. Zigbee is a low data-rate and low-cost standard that focus on
the communication of devices with longer battery life. Zigbee operates at 868 MHz
bands on a single channel, 915 MHz on 10 channels, and 2.4Ghz on 16 channels.
The standard operates on a phased shift keying modulation at an offset of 250 Kb/s,
with a maximum transmission range of 75 m [67]. Another popular standard adopted
is Wi-Fi which allows for high data throughput of about 54—150 Mb/s between the
ranges of 2.4-2.5 GHz for 35-120 m and 5.725-5.85 kHz for 70-250 m. The Wi-Fi
standard focuses on providing a large bandwidth at low energy consumption, gener-
ally used when distance communication is required [65, 67]. One of the most recent
standards is the IEEE 802.15.6, which focuses on a low-powered transmission with
scalable rates, i.e. from 1 kb/s to over 100mb/s. This was developed for short-distance
communication between 2 to 5 m and can allow up to 100 devices to connect simul-
taneously. This standard consists of three physical (PHY) layers distributed across
a complex trans receiving hardware. The layers include ultrawideband, narrowband
and human body channel [67].

Data transferred through the different wireless standards can be either stored
or analysed in real-time to diagnose and predict health issues. For example, data
collected from sleep sensors could be used to determine sleep issues such as sleep
apnoea. A medical professional could use this data to improve the quality of care
provided to the patient. In addition, the system could provide real-time monitoring
and support to the patient to manage the physiological problem outside the medical
environment as long as the patient has a stable internet connection [65].

4 Context-Aware and User Adaptive Smart Home
Ecosystems

There is an increasing demand for healthcare technologies such as smart home
ecosystems to dynamically adapt their behaviour in real-time based on user require-
ments, preferences, the underlying infrastructure and operational environments.
Hence, several research approaches are currently being considered in developing



223

Context-Aware and User Adaptive Smart Home Ecosystems ...

eIpowInnW
I0J 91eI-yS1Y puk UOTENUI)JE JIQAIS

ZHD 90I-T¢

‘aBuer-)I0ys ‘YIpIMpueq 93Ny 1+ L21| ZHO S$'8-STLZHD 8TV wol—¢| s/9N 08-S amn
Ipimpueq pajiwi] pue

wnoads popmoId ‘BUUIUE AFIe] | QW) B Je SPeal + (00T ZHIN €€+ w00 | S/QINIOSOT ALY 2AN0Y
Yipimpueq pajiuiy pue

uoneSedoid poo3 ‘euuojue ofre| own & Je peal duQ ZHIN 096—098 w €—( S/qY 898 ALY 2AIssed

V/N ZHD S'CT¥'C woe—0l S/AN T INV

UONENUANE IAJS ZHD $8'G—CTL'S (W) wosz-0L

PUE (IpIMpUEQ TIE] ‘BUUIUE [[EWUS 34 ZHD S'THT | (8/a/8) W OTI-SE | S/AN 0ST—+S | (W/3/9/RT1°708) NV TIM

pajwiuy ZHD S'T¥'C woor-0I1 $/49 0T ('S1T'208) 20gS1Z

[+L ZHO ST¥T wQr-1 /AN T (1'$1°208) 314
wnnoods popmoId

pUE YIPIMpUEq dFIE] ‘BUUIUE [[LWS IT+L ZHD S'T¥'C wor-1 S/AN €1 (1°S1°208) yrooenig

sqInquE I12YI0 SQJON] JO ToquunN Kouanbaig a3uey ey ereq K3o[ounyo9) SSI[AIIAN

[£9] S9O1ASD S[qeIBIM IO SIISO[OUYDJ) SSA[AIIAN | J[qeL



224 E. H. S. Lobo et al.

systems that adapt based on individual contexts and/or requirements. The two primary
approaches implemented are context-aware and self-adaptive systems [68].

A context-aware system can be defined as a software system that can under-
stand the context of a particular system and shares its context with other systems
or provide a response by itself [69]. Over the years, there have been several defini-
tions for the context term. Most authors define the context based on location, time,
identity, temperature, noise, desires, beliefs, intentions and commitments of the user
[70]. For example, Brezillon [71] defined it as an interaction between humans, appli-
cations, and environments. While Brown [72] defines context as elements within a
user environment that the computer knows about. Despite the numerous definitions,
as highlighted by Dey [73], the most formal definition of context is “... information
that is characterized by a situation or entity, where an entity may include a person,
place or object”.

Context can be classified based on instances involving different context dimen-
sions. Prekop, Burnett [74] and Gustavsen [75] termed these dimensions as internal
and external, where the internal dimensions are specified mainly by the user or
captured through user interactions (i.e. user tasks, goals, processes, emotional states
and work contexts), and external dimensions include context measured through hard-
ware sensors (i.e. light, sound, movement, temperature, touch, air pressure etc.).
Most context-aware systems use these dimensions to provide its user with relevant
information or services [76].

Context-aware systems offer numerous different advantages that allow systems
to act more autonomously to provide users with their needs and wants. In the past,
context-aware systems have been implemented in healthcare to create dynamic envi-
ronments to address specific research challenges using concepts such as data acqui-
sition, interpretation, data modelling, reasoning and so on [77]. For example, Lee,
Kwon [78] modelled individual contexts within a smart home environment using
different ontologies including user domain, social context, home domain and func-
tion management to personalize healthcare services fully. Gémez et al. [79] proposed
an Internet of Things (or IoT) monitoring system that senses the activities of older
people with severe chronic conditions within their homes to enhance their quality
of life. Park et al. [80] designed a context-aware simulation system that collected
information from various virtual sensors and devices within the smart home domain
to generate context-aware information. Neyja et al. [81] developed an IoT-based
eHealth monitoring system that utilizes ECG signals to facilitate timely intervention
and promote real-time monitoring of cardiovascular diseases.

Context-aware systems, in most cases, work with self-adaptive systems [82]. Self-
adaptive systems have been increasingly used to manage problems related to contexts,
which are subject to change over short periods and are poorly understood [83].
This is because self-adaptive systems have the potential to improve the systems
by responding to issues in real-time to change context [84]; thereby improving the
quality of service. Therefore, such a system enables the system to be technically
and economically feasible that can provide autonomous changes to the tasks, loads,
topology, and logical network characteristics [83].
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Self-adaptive systems, in the past, has been conceptualized based on several
different aspects, such as user requirements, environmental characteristics and
system properties [85]. Salehie, Tahvildari [86] described several mechanisms
adopted by self-adaptive systems to manage these aspects, including monitoring
software entities and environment (i.e. context awareness), analyzing the changes,
developing a plan to react to the changes and execute the plan to ensure the decisions
take effect. For example, Alhafidh, Allen [87] developed a smart home system that
adapts based on the stakeholders’ lifestyle and anticipated activities to optimize the
interface between the user and the household appliances. The system included.

i.  numerous sensors to coordinate and control the smart home system to satisfy
the users’ behaviour,

ii.  learn the behaviour of the different users and create a model to support their
activity,

iii. determine the relationships between the user behaviour and heterogeneous
smart nodes,

iv.  manage resources to reduce wastage and maximize efficiency,

v.  utilize cloud storage to store identified activities thereby enhancing long-term
analysis of user behaviours,

vi.  utilize agent-based systems to promote interoperability between components
and sub-systems, and

vii. integrate security and privacy of user data within the system.

5 [Issues in Implementation

In the past, several studies have been conducted in smart homes and context-aware
systems. These studies have provided a roadmap regarding potential issues that may
occur with its implementation to support the needs of the resident. These issues can
be classified into four categories, which include: (i) interoperability, (ii) connectivity
and (iii) context-aware architecture, (iv) security and privacy.

5.1 Interoperability

Smart homes rely on several smart nodes connected with sensors in a home area
network to provide its resident with an intelligent living environment [88]. Most
sensors (or devices), however, are built with different standards or communication
protocols [44] that may affect their ability to ensure easy integration with a generic
smart home system, which leads to the main issue of interoperability [89].

Several studies and solutions have been proposed in the past to limit issues related
to interoperability. For example, Perumal et al. [90] proposed using a web-service
and Simple Object Access Protocol (SOAP) framework that exchanges information
and maintains operation between different smart home devices. Krishna, Verma [91]
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proposed the inclusion of a framework that considers several devices to communicate
with one another to promote collaboration between smart devices and transfers this
data to a centralized server where the smart home system can acquire, analyse, coordi-
nate and monitor user activities. Furthermore, several leading companies are working
towards achieving complete interoperability of devices that can ensure generic smart
home systems development. An example of this change is evident in the Z-wave
products, where Zigbee 3.0 considers interoperability with its previous versions [89].

5.2 Connectivity

Connectivity is one of the most important factors for the proper functioning of the
smart home system [92]. Connectivity issues are common amongst various devices
from different manufacturers and may exist because of the different standards and
protocols [39]. According to Rehman et al. [93], the issues related to connectivity
can be mitigated by including a unique identifier for all communication devices
that allows for the development of an effective addressing policy. This would allow
for the system to identify the device and ensure the quality of service. However, it
may result in challenges with traffic characterization due to the inclusion of several
different devices interconnected with the smart home device. To mitigate this issue,
the authors discussed using a routing protocol that prevents packet loss and ensures
energy efficiency, which creates an IoT system that is energy-efficient, scalable, and
reliable.

5.3 Context-Aware Architecture

Context-aware computing systems utilizes heterogeneous data sources [94] to gather,
process and store context data in real-time [69, 82], thereby providing services
according to user needs, interaction with the environment and their localization [94].
The integration of such systems provides the user with an immersive experience that
contributes to emotional, social and physical meaning throughout their daily actions
and activities [94]. Hence, context-aware systems are considered a crucial part of
ubiquitous or pervasive computing technologies [95]. However, when dealing with
these devices, the system has to deal with different challenges. In a study by Bang,
Rao [96], the authors described several issues with implementing context-aware
systems. These issues include:

i.  Obtaining accurate information: For the context-aware system to function effi-
ciently, it needs to get precise information from the devices to derive future
inferences. For health monitoring, information is personal and sensitive data
such as vitals, schedules, contact lists, health status etc.
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ii.  Dealing with dynamic information: Context-aware systems function in a real-
time environment that is expected to deal with dynamic information such as
position, vitals, actions, emotional and physiological states, observable objects
and orientations.

iii.  Understand proper and relevant contexts: It is critical for context-aware systems
to utilize data gathered through connected devices and hardware to provide
information based on relevant contexts, addressing user requirements. Failure
to support user requirements may affect system performance.

iv.  Storing, Updating and Privacy of Context Information: The system would need
to store data either locally or on the network. However, due to the generation
of large amounts of data, there is a significant concern regarding the storage
requirements and issues related to the security and privacy of user information.

v.  Deciding Minimum Service that Context-Aware System should provide: The
user needs are constantly changing. As a result, the system needs to consider
these changes and provide contexts based on the user requirements.

vi. Handling Errors: Handling errors is critical for context-aware systems as infer-
ences drawn must be accurate for the system to meet user requirements and
ensure user security.

5.4 Security and Privacy

The smart home system is associated with connecting different devices via the
internet and home shared networks [88]. In the past, researchers have highlighted
several issues related to the security and privacy of smart home systems, which
include aspects such as traffic analysis, eavesdropping, node compromise, denial of
service (DoS), physical attack, masquerade attack, sinkhole and wormhole attacks
and so on [51]. Hence, the smart home system should provide a security policy
involving crypto-primitives to ensure authenticity (data does not consider mali-
cious objects), integrity (data transmitted is identical to the data received) and
confidentiality (data is inaccessible to unauthorized users) [89].

6 Conclusion

In this chapter, the concept of context-aware and user-adaptive smart home ecosys-
tems using wearable technology is presented. Context-aware and user-adaptive
systems can play a key role in developing smart home ecosystems by integrating
numerous smart sensors such as wearables that can detect user activity based on
different contexts. Therefore, including such a system can create a more responsive
and active environment to meet user needs and requirements. As aresult, several orga-
nizations worldwide are continuously looking at such practices to support monitoring
and care.
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The potential of context-aware and user-adaptive smart homes are threefold; (i)
it can promote effective monitoring to its residents and provide improved feedback,
(ii) adapt in real-time to meet the user requirements, (iii) provide at-home support to
ensure changes in behaviour using wearable technologies and other devices. More-
over, in the future, with the growth and adoption of Al-powered edge computing
and improved wearable hardware, it would be possible to promote better resource
efficiency and thereby promote better health and behaviour outcomes.
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Wearable Tracking: An Effective )
Smartwatch Approach in Distributed L
Population Tracking During Pandemics

Gurdeep Singh, Robin Doss, and Sasan Adibi

Abstract The recent trend among diverse groups and industries is towards adopting
smart devices, comprising smart watches (wearable and miniature smart gadgets).
These intelligent objects can serve as economical gadgets capable of regularly
observing individuals and patients with various health-related ailments. This chapter
highlights a generalised approach for designing and developing wearable internet
of things (wloT) with enabled health technology solutions. These solutions can
act as predictive and real-time mechanisms to issue alarms and execute notifica-
tions, enhance context-aware location features, and promote contact tracing of the
subject to respond with early management procedures. Big data generated, by these
devices can also be used for semantic analysis, generating and examining predictive
health analytic insights and developing artificial intelligence applications that utilise
machine learning methodologies. We cover motivational factors for developing wloT
solutions, their relationship and the role of ambient intelligence and the internet of
things to serve diverse healthcare scenarios, such as self-health and home-based care.
We also discuss the methodology for wloT solution applicability, reviewing some of
their benefits during pandemics and the underlying challenges concerning security
and privacy issues regarding robust design and the development and implementation
of health technology systems that serve distributed populations during pandemics,
including COVID-19.

Keywords Wearable IoT System - Context-aware location *+ Semantic analysis -
Machine learning in Healthcare - Self-care Technology + Smartwatch applicability

1 Introduction

Over the past decade of the expansion of the internet of things (IoT) platform, its
widespread implementation has enhanced its computing capabilities to also address
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healthcare needs. It has guided emerging ambient assisted living (AAL) technolo-
gies, associated systems, solutions, and ubiquitous technologies. It has extended its
presence in smart monitoring, e-health, and other healthcare applications to observe,
regularly monitor, and update the patient or resident’s condition and health in a
real-time environment. Potentially these intelligent or AAL concepts can be used to
diagnose, prevent, cure, or improve the health-associated needs of the aged or those
most in need [26], 579-590.

Moreover, loT-related paradigms of wearable devices and the internet of medical
things with pervasive capabilities have efficiently provided a new dimension to
modern computing technologies to serve the healthcare industry. AAL includes
complex systems such as smart home environments, robotics, other intelligent moni-
toring, and detection systems with multiple functionalities [7], 78, [15], 74-92,
[33], 17. In addition, ambient solutions including RFID tags, wearable, and smart-
watch solutions can be attributed to assisted living having revamped procedures
that can handle healthcare needs and responses for patients, medical personnel, and
other associated staff. e-health or mobile health applications used within a real-
time environment to support daily living have contributed economically and widely
to better healthcare promotion and practices. Furthermore, the evolution of wear-
able devices with wireless communication capabilities, wireless sensor networks
(WSNs) and body area networks (BANs) have grown rapidly and has been adopted
in a variety of industry sectors. The healthcare industry has widely implemented
these technologies for elderly care, promoting daily living activities, chronic disease
management, cognitive care, and monitoring patients in emergency care through
smart environments [21], 1947-1960, [4], 719-724. However, the use of these solu-
tions, in addition to the integration of multiple technologies, can be successfully
implemented for monitoring a population during pandemics ranging from different
healthcare scenarios such as self-health or home care to aged care centres, effectively
securing vulnerable population groups, frontline staff and other health and related
stakeholders.

2 Background

There are many prevalent AAL technologies in healthcare and, potentially, smart-
watches or wearable [oT solutions for populations or patients during pandemics such
as COVID can be presented on specific grounds. Firstly, we present some facts that
co-relate and establish the reasons for the AAL development of these solutions for
healthcare centres and self-health management. Some questions require attention,
highlighting the need to explore and successfully implement ambient solutions to
address future healthcare facts and requirements [13].
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2.1 Facts & Figures

In this section, some of the statistics suggest the social demographics and health trends
among future populations. Moreover, these statistics can highlight the potential for
developing IoT solutions aimed at specific health targets and disorders.

(1) Ageing population: This represents an alarming global concern e.g. approx-
imately 20% of the population will be 60 years or older by 2050 [26], 579-590.

(2) Health trends: In the USA, the ageing population projection by 2030 stands at
70.3 million and 18.6 million people over the age of 65-80, respectively. The current
incidence rates anticipate nearly 2 million new cases of congestive heart failure
annually among people over 65 by 2030. Congestive heart failure is a costly medical
illness involving a $40 billion annual expenditure comprising 5.4% of the healthcare
budget. The societal impact of this expanding epidemic in the next 30 years is truly
alarming [27], M88-M96.

(3) People living in isolation: In the study [28], 16-20, almost 50% of patients
with heart failure reported social isolation, which is strongly associated with heart
failure rehospitalisation. Further [22], 80-83 have investigated the time lapse between
death and discovery. Older people living in isolation are not easily monitored or
assisted in critical situations, and some are only discovered after death.

2.2 Pandemic-Related Health Targets

This section covers health targets that can potentially impact populations with
direct and indirect outcomes of infection and disease. We have covered studies
concerning cardiac disorders with routine or underlying issues. Moreover, the impact
of pandemic-related infections is highlighted with direct or indirect outcomes,
specifically covering studies associated with COVID-19.

221 COVID-19

The COVID-19 pandemic has led to increased fatality and concern for people
suffering with cardiovascular disorders. Moreover, acute cardiac injury and abnor-
mality directly impact 8—12% of patients with COVID-19. This can therefore increase
myocardial injury and systemic inflammation as a result of underlying cardiovascular
disorders or impacts during the course outcome of the COVID infection [9], 247-
250. However [10], 1439-1444 have evaluated the risks related to cardiac arrest
and arrhythmias and their relationship towards mortality and conclude that it is a
consequence of systemic illness rather than from the direct effects of COVID-19.
Many of the cases during the COVID-19 pandemic involve cardiovascular failure
or deaths related to cardiovascular failure, which can be heart attacks or strokes [8].
Wadhera et al. [31], 159-169 refer to an increase in deaths due to heart and related
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hypertensive diseases during the onset of the COVID-19 pandemic in the United
States. The presented findings explain the indirect cause of death of patients with
cardiovascular disease. Banerjee et al. [8] investigates cardiovascular diseases that
have an increased mortality risk through COVID-19, along with the impact or reduced
supply and demand for cardiovascular-related disease services that can reduce the
mortality rate during and after the pandemic. Some specific cardiac disorders and
definitions are covered in the next section.

2.2.2 Cardiac Disorders

Apart from the common health disorders, heart rate disparities range across many
diseases. Some of the specific health-related disorders targeted by IoT solutions are
highlighted in this section. In many cardiac-related disorders, monitoring functional
heart parameters is very important for appropriately diagnosing health-related condi-
tions. Further, detecting irregularities, timely diagnosis, and health advice provision
can add value to health services and promote wellbeing. Health disorders or targets
are covered as follows:

(1) Cardiac or heart arrhythmias: Lack of coordination of electrical impulses
causes an irregular heart rate. Heart arrhythmias can be a life-threatening condition
and can lead to stroke and heart failure. They comprises tachycardia and bradycardia,
which are fast and slow heart rate conditions, respectively.'

(2) Cardiac asthma: Heart rate beats per minute (bpm) is an essential underlying
factor in this condition, and increased heart rate and blood pressure are some of
the main signs and symptoms of cardiac asthma.? To support the argument, the [32],
942-946 study explored cardiac arrhythmias in adult patients to determine the asthma
risk associated with cardiac arrhythmias and electrocardiographic characteristics. It
concluded that adult patients with asthma more commonly presented with tachycardia
and premature ventricular contractions on ECG than non-asthmatic patients. In [24],
6-10, heart rate as arisk factor for cardiovascular disease presented the risk associated
with an increased heart rate was comparable to the observed risk with high blood
pressure. Therefore, an increase in 10 heartbeats per minute is associated with a 20%
increase in cardiac deaths.

(3) Stroke: Stroke is another condition whereby the blood supply to the brain is
interrupted. An irregular pulse and high blood pressure are underlying factors that
can be managed to prevent stroke. Another critical feature with this condition is a
timely response or emergency assistance.’

Uhttps://www.mayoclinic.org/diseases-conditions/heart-arrhythmia/symptoms-causes/syc-203
50668.

2 https://www.mydr.com.au/asthma/bronchial-asthma-and-cardiac-asthma.

3 https://strokefoundation.org.au/en/About-Stroke/Prevent-Stroke.
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2.3 Ambient Intelligence

Ambient intelligence is an information technology paradigm with the capability to
equip or empower populations with digital environments that are adaptive, sensitive,
and responsive to human needs [14], 344-352. Proposed in [17], 804-809, the AAL
paradigm can be established through IoT combined with pervasive technology or
smart objects serving as a communication channel among different stakeholders for
closed-loop healthcare services. Thus AAL is the [oT platform powered by artificial
intelligence to address ageing and health compromised people’s healthcare needs.
Ambient intelligence technology leads to IoT, which also has a strong relationship
with AAL [17], 804-809, [20], 678-708.

2.4 Internet of Things

IoT [5], 2787-2805 is a novel paradigm in which various things and objects interact
and cooperate with neighbours through unique addressing schemes to reach a
common goal, including RFID tags, sensors, smart devices and mobile phones.
Atzori et al. [5], 2787-2805 presented IoT-oriented visions for things, the internet
and semantic applications. We have identified a service-oriented vision towards real-
time monitoring and semantic analysis among diverse industries, businesses, and
user-specific domains related to service customisation preferences and relative use
(Fig. 1).

IoT has diversified m-health platforms to deliver real-time services beyond urban
or controlled healthcare environments. IoT platforms, combined with ambient intel-
ligence, can implement imperative healthcare solutions and promote health services
on a large scale.

3 Healthcare Scenarios

Do different healthcare settings describe how IoT solutions can be efficiently applied
to different healthcare settings to fulfil imperative requirements such as monitoring
devices? We cover the self-health use case study to portray the effectiveness of
wearable or pervasive computing methodology and its contribution to control the
transmission of infection during pandemics such as COVID-19.
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Fig. 1 Atzorietal. [S], 2787-2805 presents an IoT-oriented vision involving components, interac-
tion, integration, and communication within the network to support ambient solutions for pervasive
implementation or smart monitoring. We have provided a new service-oriented vision and service
execution in addition to previous IoT-oriented visions

3.1 Self-Health Care and Home-Based Care

This is another recent trend that originated in the healthcare sector. Patients are indi-
cating an increasing preference to practise self-health or home-based care instead
of entering aged care homes or other smart homes or rehabilitation facilities. Even
the elderly prefer home-based care. Some of the reasons attributed to this can be the
high admission costs and difficulty in adjusting to the environment. Moreover, many
non-elderly patients suffering from cardiovascular disorders, asthmatic conditions
and obesity problems prefer self-health care rather than regularly visiting a clinical
setting, and a similar situation applies to people living in rural communities. Perhaps
around-the-clock observations of people or patients specifically for physiological
monitoring, including for heart rate disparities, can be achieved through wearable
smartwatches in real-time, along with detailed interaction-related activities under-
taken at any given time of the day. Thus an everyday record of health-related data
can be stored for future predictive diagnoses and directions. wloT solutions can
effectively promote self-health management, around the clock or for constant obser-
vation and can respond in a timely manner in an emergency, even for groups of
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patients. Other reasons, such as the associated cost of expensive monitoring systems,
the service cost of doctors attending to patients when needed and patients isolation
needs can be taken care of to prevent the further spread of infection during commu-
nicable disease pandemics. Every step or precautionary step can be planned ahead
of time, along with context-aware locations or detection services.

3.2 Methodology and Solution Applicability

This section will cover the study’s methodology, which includes the relevance of
wearable IoT, smartwatch or pervasive device applicability for specific causes in
more detail, including semantic analysis, activity tracking and context-aware location
services to support implementation during pandemics.

3.2.1 Solution Applicability

Aced Lopez [1], 133-144 anticipate a user study to support hospital caregivers
and healthcare staff. Corno et al. [14], 344—352 present an appropriate solution for
assisted living facilities (ALFs—a system to support the routine activities of health-
care staff working with disadvantaged inmates of ALFs with cognitive or physical
impairments.

We have devised the usage and application of wloT solutions within diverse
scenarios with integrated adoption and applications in distributed networks. These
solutions can involve smartwatches as an integral component in order to observe phys-
iological parameters and the activity tracking of individuals in real-time. Machine
learning enabled applications can monitor and respond effectively with automated
responses on configured and adaptive thresholds. In addition, the enhanced features
of machine learning embedded applications can also promote notifications, alarms
and context aware location inputs for the subject or individual in real-time. These
solutions or applications can also be used to undertake semantic analysis on data
generated via these platforms with certain user-specific domains or requirements to
observe and develop health insights for future analysis and wellbeing. This approach
to health technology systems can be effective for populations during pandemics such
as COVID-19 for advanced and enhanced health observation and promotion.

3.2.2 Semantic Analysis of the Data or System

This is an important aspect and will present a considerable contribution whereby
machine learning and artificial intelligence methods or applications undertake a lead
role in solving and providing real-time solutions. However, constructive results are
drawn based on data gathered, generated, and analysed. To present an example,
consider the Fitbit smartwatch that can generate a large amount of data that includes
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Fig. 2 Cardiac parameters during different activity zones, presenting cardio maximum, cardio
minimum, peak maximum, peak minimum, and resting heart rate. The above scenario validates
the different activity zones and heart rate bpm parameters. User data adopted through the Fitbit
smartwatch is presented for activity and heart rate parameters

BMI, food logs, water intake or hydration, activity recognition, exercise goals and
heart rate zones. Such data collection, experimentation and the resulting analysis can
lead the way to improve the health and wellbeing of the wider community. It can
raise red flags or monitor activities or the derailment of wellbeing among the wider
population on a broader scale. Moreover, as highlighted earlier, considering all the
categories or user inputs, it can promote real-time solutions and further effectiveness
to benefit the general or specific population with semantic applications (Fig. 2).

3.2.3 Activity Tracking

Smartwatches embedded with sensors and algorithms help track the different activ-
ities related to daily wellbeing. These range from sleep, physiological parameters,
physical activities related to wellbeing and fitness, food logs or calorie intake proce-
dures, water intake or hydration information. So, overall, multiple activities are
derived and divided into zones to promote fitness and wellbeing. However, a large
amount of data generated through these devices gives rise to pervasive applications
development. Multiple data features and insights can be created through an enor-
mous amount of data generated for different activities. These features can result in
ambient and IoT-related applications that can effectively monitor a patient or indi-
vidual physiological performance that can act as crucial information relating to the
state and condition of the patient during pandemics (for instance, if the person has
been infected and is undergoing isolation, or is healthy without any infection, or
has presented a positive result). Therefore, these applications or solutions can be
beneficial and decisive in controlling and managing pandemics (Fig. 3).
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Fig. 3 This represents a box plot distribution of data for different features extracted for the imple-
mentation of healthcare solutions. It represents different activities and their parameters during
different time zones during the day. Activities parameter values relate to physiological signals for
minimum, maximum, resting and sleeping heart rate values extracted through a wearable smartwatch

3.2.4 Context-aware Location Service

Furthermore, a smartwatch-oriented solution or platform can also act as a GPS
tracking device, along with subsidiary devices or networks to guide emergency
services and stakeholders to a person’s location. In the case of an emergency event it
can indicate the onset of abnormal disparities. Specifically, this method can be very
beneficial for people living in rural and urban areas who require observation under
self-health management or rehabilitation for any postoperative cardiac surgery and
other cardiac conditions.

For example, if someone in rehabilitation or under clinical supervision is alone
or without support and an emergency event occurs, this solution can act to initiate
procedures to contact associated stakeholders, family, or friends. This decreases the
emergency response time for paramedical services or related staff. It will also be
effective in the event of pandemics breakouts to monitor and observe the location-
based activity of patients or populations to address and control situations well in
advance (Fig. 4).

3.3 Technological Advances in Healthcare

This section highlights the use of technological advances or technology-based solu-
tions to help disadvantaged people, support assisted living, cater to specific vulnerable
groups such as people suffering from impairments, people living in isolation, and
people with obvious user requirements, in order to deal with certain health condi-
tions. A wide range of solutions and applications is applied to support individual
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Fig. 4 This presents a context-aware location service or GPS tracking through Fitbit activity or GPS
location dashboard. A real-time activity tracking service is also available for tracking purposes. This
can be implemented or installed on the design side of health systems to monitor patient movements
or activities. Also, GPS coo