
Springer Series on Bio- and Neurosystems 15

Sasan Adibi
Abbas Rajabifard
Sheikh Mohammed Shariful Islam
Alireza Ahmadvand   Editors

The Science behind 
the COVID Pandemic 
and Healthcare 
Technology 
Solutions



Springer Series on Bio- and Neurosystems

Volume 15

Series Editor

Nikola Kasabov , Knowledge Engineering and Discovery Research Institute,
Auckland University of Technology, Penrose, New Zealand

Editorial Board

Shun-ichi Amari, Mathematical Neuroscience, RIKEN Brain Science Institute,
Wako-shi, Saitama, Japan

Paolo Avesani, Neuroinformatics Laboratory, University of Trento, Trento, Italy

Lubica Benuskova, Department of Computer Science, University of Otago,
Dunedin, New Zealand

Chris M. Brown, Department of Biochemistry, University of Otago, North
Dunedin, New Zealand

Richard J. Duro, Grupo Integrado de Ingenieria, Universidade da Coruna, Ferrol,
Spain

Petia Georgieva , DETI/IEETA, University of Aveiro, Aveiro, Portugal

Zeng-Guang Hou, Chinese Academy of Sciences, Beijing, China

Giacomo Indiveri, Institute Neuroinformatics, University of Zurich and ETH
Zurich, Zürich, Switzerland

Irwin King, The Chinese University of Hong Kong, Hong Kong, Hong Kong

Robert Kozma, University of Memphis, Memphis, TN, USA

Andreas König, University of Kaiserslautern, Kaiserslautern, Rheinland-Pfalz,
Germany

Danilo Mandic, Department of Electrical and Electronic Engineering, Imperial
College London, London, UK

Francesco Masulli, DIBRIS, University of Genova, Genova, Genova, Italy

JeanPhilippe Thivierge, School of Psychology, University of Ottawa, Ottawa, ON,
Canada

Allessandro E. P. Villa, Universite de Lausanne, Lausanne, Switzerland

https://orcid.org/0000-0003-4433-7521
https://orcid.org/0000-0002-6424-6590


The Springer Series on Bio- and Neurosystems publishes fundamental principles
and state-of-the-art research at the intersection of biology, neuroscience, informa-
tion processing and the engineering sciences. The series covers general informatics
methods and techniques, together with their use to answer biological or medical
questions. Of interest are both basics and new developments on traditional methods
such as machine learning, artificial neural networks, statistical methods, nonlinear
dynamics, information processing methods, and image and signal processing. New
findings in biology and neuroscience obtained through informatics and engineering
methods, topics in systems biology, medicine, neuroscience and ecology, as well as
engineering applications such as robotic rehabilitation, health information tech-
nologies, and many more, are also examined. The main target group includes
informaticians and engineers interested in biology, neuroscience and medicine, as
well as biologists and neuroscientists using computational and engineering tools.
Volumes published in the series include monographs, edited volumes, and selected
conference proceedings. Books purposely devoted to supporting education at the
graduate and post-graduate levels in bio- and neuroinformatics, computational
biology and neuroscience, systems biology, systems neuroscience and other related
areas are of particular interest.

All books published in the series are submitted for consideration in Web of
Science.



Sasan Adibi · Abbas Rajabifard ·
Sheikh Mohammed Shariful Islam ·
Alireza Ahmadvand
Editors

The Science behind
the COVID Pandemic
and Healthcare Technology
Solutions



Editors
Sasan Adibi
School of Information Technology
Deakin University
Burwood, VIC, Australia

Sheikh Mohammed Shariful Islam
Institute for Physical Activity and Nutrition
Deakin University
Burwood, VIC, Australia

Abbas Rajabifard
Department of Infrastructure Engineering
University of Melbourne
Melbourne, VIC, Australia

Alireza Ahmadvand
Princess Alexandra Hospital
Queensland Health
Brisbane, QLD, Australia

ISSN 2520-8535 ISSN 2520-8543 (electronic)
Springer Series on Bio- and Neurosystems
ISBN 978-3-031-10030-7 ISBN 978-3-031-10031-4 (eBook)
https://doi.org/10.1007/978-3-031-10031-4

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature
Switzerland AG 2022
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-031-10031-4


Foreword by The Series Editor

The Science behind the COVID Pandemic and Healthcare
Technology Solutions

The COVID world pandemic started in 2019, allegedly from a wild animal at an
animal market in the city of Wuhan, China, and by mid-2022, there were already 6
million deaths and more than 600 million cases worldwide (https://coronavirus.jhu.
edu/map.html).

Scientists were puzzled as they did not know much about the virus which caused
COVID and theywere also puzzled by the rate ofmutations of the virus. In themiddle
of 2022, there were still hundreds of thousands of new cases every day, despite the
high rate of vaccination of the population (by mid-2022 there were 12 trillions of
doses administered). With the use of the urgently developed vaccines, in some parts
of the world people have been vaccinated even four times.

Many questions were raised during this pandemic, such as

– Why such an advanced Civilization, inhabiting the Earth, became suddenly
threatened by a simple virus?

– How can Science help understand the genetic code and the mutations of it, and
can, in turn, develop means to save the Planet?

– What new technologies need to be developed for this purpose?-What would be
future consequences of a “weakened” world population?

– As humans share theEarthwith other humans andwith animals, both domesticated
and wild, do they need to change the way of coexistence?

– The human body hosts millions of viruses and trillions of bacteria, still in a
peaceful way, do we need to worry about that in the future?

Humans live on this Planet with millions of other species of animals, viruses,
bacteria, plants, and fungi in a symbiotic way and each of these species exist in their
own genetic and behavioral space. The main question of all is how do we preserve
this symbiosis for the future generations? And the answer is through advancement
in Science and Technology.

v
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vi Foreword by The Series Editor

Those andmore other questions are raised and addressed in thisworld-first system-
atic and comprehensive volume, revealing the Science behind the COVID and the
Technologies that can be used to study and overcome the pandemic. Issues and topics
covered in the volume include contact tracing, machine learning for automatic detec-
tion of respiratory symptoms, telemedicine, using wearable and smart technologies,
using mobile phones, non-invasive thermal technologies, radiographs, and Artificial
Intelligence in diagnosis.

And most importantly, this volume discusses the concept of “new normal life”
and how societies and individual will be affected by this “new normality”.

Prof. Nikola Kasabov
Life Fellow IEEE

Fellow RSNZ
Fellow INNS College of Fellows

Nikola K. Kasabov is Professor of Knowledge Engineering and
Founding Director of the KEDRI at Auckland University of
Technology (AUT), New Zealand and also George Moore Chair
Professor at Ulster University, UK. He is Life Fellow of IEEE,
Fellow of the Royal Society (Academy) of New Zealand, Fellow
of the INNSCollege of Fellows,HonoraryProfessor at theTeesside
UniversityUKand theUniversity ofAucklandNZ,DoctorHonoris
Causa from Obuda University, Hungary. He holds a Master’s
degree in Engineering and Ph. D. in Mathematics from TU Sofia,
Bulgaria. He has published more than 700 works in the areas
of neural networks, computational intelligence, evolving connec-
tionist systems, neuro-informatics, and bioinformatics. He is a Past
President of the INNS and APNNS (Asia-Pacific Neural Network
Society). He is the Editor-in-Chief of the Springer Series on Bio-
and Neurosystems.
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Solutions: An Introduction
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Abstract Since December 2019, with the emergence of a new family of coron-
aviruses named SARS-CoV-2 a global outbreak took the whole world by surprise. It
soon started overwhelming the global healthcare systems, with its numerous waves
and the emergence of new virus variants, making the management of the pandemic
extra challenging. The fast-changing dynamics of COVID-19 pandemic gave us the
opportunity to assess our healthcare infrastructure in a systematic way. There was
also a growing need and desire for technology-assisted interventions to keep us
safer in public spaces. To address the challenges presented by COVID-19 pandemic,
this book aims to present the latest technology advances tested and utilized for the
management of the current global pandemic. It further aims to propose a poten-
tial roadmap on how to move forward, develop new technology-driven paradigms
and solutions, and elucidate the roadmap towards normalcy, with hopes to continue
living gracefully with the help of technology while accepting the existence of this
virus in our societies. In this introductory chapter, we aim to provide insights into the
topics presented in various sections and chapters of this book, which is comprised of
the following sections: Technology-driven pandemic monitoring applications, Non-
invasive COVID-19 detection and diagnostic systems, Decision-making analytics for
COVID-19, Psychological and educational interventions in COVID-19 pandemic,
Location intelligence and community resilience in pandemic situations, and Future
directions and roadmaps.
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In December of 2019, a new family of coronaviruses, labeled as “novel coron-
avirus” or SARS-CoV-2 emerged. The appearance of this new outbreak took the
whole world by surprise and soon started overwhelming the healthcare systems
globally by a sudden influx of patients requiring urgent medical assistance.
Since then, the COVID-19 pandemic has gone through numerous waves and the
emergence of new virus variants has made the management of this pandemic extra
challenging.

The fast-changing dynamics of COVID-19 and the resulting pandemic have
given rise to the important opportunity of looking at our healthcare infrastructure
in a systematic way. In some areas around the globe, cities have gone through
multiple waves of COVID-19 and there has been a growing dire need and desire
for technology-assisted interventions to keep us safer in public spaces. This can be
achieved by assessing the well-being of the technology users as well as receiving
constant updates from public health and government agencies, plus incorporating
predictive mechanisms to issue a warning at times of possible outbreaks. In addi-
tion, while global communities and businesses are trying to adapt to the COVID-
19 pandemic, location mapping tools and information are widely used by health
departments, safety and emergency management authorities and wider professionals
worldwide for gathering and analyzing data for supporting informed decisions.

To address the challenges presented by COVID-19 pandemic, this book aims to
present the latest technology advances tested and utilized for the management of
this global pandemic. It also aims to propose a potential roadmap on how to move
forward, develop new technology-driven paradigms and solutions, and elucidate the
roadmap towards normalcy, with hopes to continue living gracefully with the help
of technology while accepting the existence of this virus in our societies.

This book is comprised of the following sections:

• Technology-driven pandemic monitoring applications
• Non-invasive COVID-19 detection and diagnostic systems
• Decision-making analytics for COVID-19
• Psychological and educational interventions in COVID-19 pandemic
• Location intelligence and community resilience in pandemic situations
• Future directions and roadmaps.

In this introductory chapter, we aim to provide insights into the topics presented in
various sections and chapters.

1 Section I: Technology-Driven Pandemic Monitoring
Applications

During the firstwaves ofCOVID-19, and before the availability of approved vaccines,
monitoring the status of transmission and severity of the infection throughout
different geographical areas was managed through regional and distributed contact



The Science behind the COVID Pandemic and Healthcare Technology … 5

tracing approaches, including QR code check-ins and updating the list of hot spot
infection sites or super spreader locations.

The first section of this book reports on the healthcare technologies used for
contact tracing, testing, and pandemic control based on smartphone applications.
This section includes 8 chapters describing contact tracing tools and techniques for
proximity tracing, outbreak response, and symptoms tracking:

Chapter 2. Pandemic’s Behavior of One Year in Six Most Affected Countries using
Polynomial Generated SIR Model.

In this chapter, the behavior of the pandemic is studied in six most COVID affected
countries of the world with the focus on the effectiveness of recovery rates, rate of
infection of the virus, total active cases, deceased cases and recovered cases.

Chapter 3. Digital Contact Tracing for COVID 19: A Missed Opportunity or An
Expensive Mess.

Despite the rapid adoption of digital contact tracing worldwide, there have been
several causes for disparity in utilization of the technology, including privacy and
accuracy concerns, which are discussed in this chapter.

Chapter 4. A Re-configurable Software-Hardware Convolutional Neural Networks
(CNNs) Framework for Automatic Detection of Respiratory Symptoms.

This chapter addresses the early diagnosis of respiratory conditions using low
power scalable software and hardware involving end-to-end convolutional neural
networks (CNNs). This is achieved by proposing a scalable multimodal CNN
software-hardware architecture.

Chapter 5. A Comprehensive Telemedicine Service in Hong Kong Provided Through
a Mobile Application.

This chapter highlights the experience of developing a telemedicine program for
public healthcare services in Hong Kong.

Chapter 6: Adapting to Live in the Global Pandemic Era: Case Studies.

This chapter illustrates applications and solutions that can aid the adaptation
processes of living in the global pandemic era, with case studies of security concerns
and how quickly a new business can be introduced to cope in the era of the pandemic
we are currently living in.

Chapter 7:Towards QR Code Health Systems Amid COVID-19—Lessons Learnt from
Other QR Code Digital Technologies.

This chapter features the possibility of utilizing the QR code technology for health
information systems to monitor the migration patterns of people, and to validate
COVID-19 test results and vaccination certificates.

Chapter 8: Optimal Testing Strategies for Infectious Diseases.
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In this chapter, six main guidelines are established, dictating estimated variance
of prevalence and associated risk for inflow quotas allocation between population
groups, as well as optimal posterior updates via classic confidence intervals and
Bayesian methods.

Chapter 9: Contact Tracing in Healthcare Facilities Using Bluetooth.

This chapter describes a Bluetooth-based framework consisting of a heterogeneous
architecture that supports contact tracing and exposure notification in hospitals and
nursing homes, while meeting the required level of accuracy and privacy.

2 Section II: Non-Invasive COVID-19 Detection
and Diagnostic Systems

In the context of COVID-19 detection and diagnosis, non-invasive methods refer to a
class of intervention systems used formanaging COVID-19 pandemics byminimally
engaging with the subjects in a physical sense, such as utilizing image, video, and
other types of waveforms. This is very convenient for the subjects (the people being
monitored) as well as in public health scenarios, where scalability may be supported
through such non-invasive approaches.

The second section of the book focuses on non-invasive technologies for diag-
nosis and detection of COVID-19, and also on preventive measures. It includes four
chapters covering the topics of: smart materials, non-invasive physiological markers,
bedside gadgets, and patient-centric wearable devices.

Chapter 10: Monitoring the Health and Movement of Quarantined COVID-19
Patients with Wearable Devices.

In this chapter, a prototype wearable device and a cloud-server solution are proposed,
which were tested for their usability. The findings suggest that this device can assist
in the remote monitoring of the location and health condition of quarantined people.

Chapter 11: Context-Aware and User Adaptive Smart Home Ecosystems Using
Wearable and Semantic Technologies During and Post COVID-19 Pandemic.

This chapter provides evidence-based applications and a comprehensive under-
standing of the use of wearables and smart home ecosystems during and after
COVID-19 pandemic for health care providers, researchers, students, and technology
developers.

Chapter 12. Wearable Tracking: An Effective Smartwatch Approach in Distributed
Population Tracking During Pandemics.

This chapter highlights a generalized approach for designing and developing wear-
able internet of things (wIoT) with enabled health technology solutions, which can
act as predictive and real-time mechanisms to issue alarms and execute notifications,
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enhance context-aware location features, and promote contact tracing of the subject
to promote early pandemic management procedures.

Chapter 13. Making the Invisible Visible—A Science and Society View of Developing
Non-invasive Thermal Technology.

This chapter describes the development of a prototype for health intervention. It
highlights the necessity to include interdisciplinary working practices between engi-
neering and social sciences, and building an integrated body of knowledge, particu-
larly in circumstances that require rapid response to global problems, such asCOVID-
19. It highlights socially-relevant topics such as ethics of health measures, privacy
in surveillance situation and social equity in pandemic management.

3 Section III: Decision-Making Analytics for COVID-19

Decision-making analytics is a very diverse and multifaceted topic, which involves
a number of key technical buzz phrases and disciplines, such as: data analytics,
machine learning, artificial intelligence (AI), deep learning, and big data. These key
technologies have been assisting researchers in almost any research areas to gather,
classify, categorize, and make sense of the captured information. In the context of
COVID-19, these key technologies have shown very promising results for impor-
tant decision-making models and practices, such as contact tracing, vaccination,
community assistance, and healthcare supports.

The third section of the book focuses on decision-making analytics for detection
and management of COVID-19 interventions, and includes the following chapters:

Chapter 14.EMD and Horizontal Visibility Graph-Based Disease Tagging for Covid-
positive Chest Radiographs.

This chapter describes preliminary steps in the ongoing implementation of horizontal
visibility graphs (HVG) and related Hamming-Ipsen-Mikhailov (HIM) network
similarity (distance) metric to provide automatic disease tag for normal and
COVID-positive chest radiographs.

Chapter 15. Mobility Analytics and COVID-19 in Greece.

This chapter presents threemain aspects of epidemicmodelling in detail, withGreece
and its SARS-CoV-2 outbreak during 2020–2021 as a use case. Epidemicmonitoring
and predictive analytics are discussed through the underlying system dynamics, as
well as the limited availability of timely and reliable epidemic data.

Chapter 16. Dynamical Modeling of Outbreak and Control of Pandemics: Assessing
the Resilience of Healthcare Infrastructure under Mitigation Policies.

This chapter introduces three dynamical methods applicable to the modeling of
various aspects in healthcare infrastructures. The described model is applied to the
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analysis of the COVID-19 outbreak and mitigation strategies in the city of Izeh in
Iran.

Chapter 17. COVID-19 Diagnosis with Artificial Intelligence.

This chapter briefly introduces Artificial Intelligence, its strong potential, and its
capability of making manual procedures faster and more accurate during pandemics.

Chapter 18. COVID-19 Features Detection using Machine Learning Models and
Classifiers.

In this chapter, different machine learning techniques are implemented to detect
the features of COVID-19, including chest X-Ray and compuetd tomography (CT)
medical images to identify lung infections.

Chapter 19. Cough Detection using Mobile Phone Accelerometer and Machine
Learning Techniques.

This chapter focuses on investigating workable methods for automatic detection and
classification of cough, which allow both identification of COVID-19 patients and
their long-term monitoring.

4 Section IV: Psychological and Educational Interventions
of COVID-19

Two hardest hit-areas by the COVID-19 pandemic have been the psychological and
mental health of individuals and the larger societies, as well as the education sector.
It is no surprise that the mental well-being of people has been impacted very early
on in the pandemic, due to the extended lockdowns and limitations in social gath-
erings. The same impact was felt in the education sector as schools and universities
rolled into online learning mode with little to no prior preparation, leaving millions
of students off-guard to deal with the online education challenges.

The fourth section of the book discusses technologies to mitigate the negative
psychological effects of pandemics and its impact on education.

Chapter 20: Mental Healthcare in the ‘New Normal’: Digital Technologies for
Pandemics.

This chapter offers an overview of digital technologies to support mental health
during the current and future pandemics. It analyses the mental health effects
observed during the Covid-19 pandemic, highlighting social groups that are vulner-
able to those effects and showing how digital technologies can help, now and in the
future.

Chapter 21. Innovations in Surgery—How Advances in the Delivery of Surgical Care
and Training can Help Hospitals Recover from COVID-19.
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This chapter discusses how adopting technological innovations might help reduce
the backlog of unmet surgical care. It examines how the shortfall in surgical training
could be mitigated through technology-enhanced learning (TEL), based on extended
reality (XR) tools.

Chapter 22: A Biomarker-Based Model to Assist the Identification of Stress in Health
Workers Involved in Coping with COVID-19.

This chapter describes a theoretical study concerning the health of professionals who
work on the front lines. It proposes amodel based on some biomarkers for identifying
and classifying stress levels. It discusses the possibility of integrating the model in
a recommender system aiming at proactively proposing mitigation actions in the
surveillance of occupational stress of those professionals.

Chapter 23: Diagnosis and Management of Oral Maxillofacial Surgery and Dental
Education During the Pandemic.

This chapter deals with two topics: maxillofacial surgeons being prone to infec-
tions through respiratory droplet transmissions and close contact with their patients,
and ways to deal with this problem, and e-learning dental training tool that can
help to educate clinical staff, for example, to reduce such an exposure risk. It
reviews different e-learning software and 3D environments for dentistry education
and reviews different measures for patient management during pandemics.

5 Section V: Location Intelligence and Community
Resilience in Pandemic Situations

Currently businesses are being tasked to push towards recovery post pandemic and
take positive steps towards developing the agility required to stay on top ofCOVID-19
reemergence.

To that effect, location intelligence and spatial analytics are absolutely essential
to strategically enable the leading enterprises to mitigate associated challenges and
unlock invisible opportunities.

Therefore, the fifth section of the book covers the spatial and location intelligence,
as well as community resilience, which are discussed in the following chapters:

Chapter 24. Digitizing Pandemic Response Operations in a Resource-Poor Setting.

This chapter demonstrates the possibility of digitizing the pandemic response
management for effective control of the pandemic, in a resource-poor and logistically
challenging environment. It examines the information and data flow concerning the
business processes of the pandemic response, the technologies adopted and used in
these processes and how these were used in the operations and decision making in
the Maldives.

Chapter 25: Resilience to COVID-19 Pandemic.
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This chapter defines a health resilience score to compare the performance of the
countries in handling the COVID-19 outbreak. In addition, the causes and effects
of stress on mental health and immune system during a pandemic are addressed.
Techniques and strategies that reduce stress and increase resilience are also explained.

Chapter 26: Use of Remote Sensing and GIS Techniques for Adaptation and
Mitigation of COVID-19 Pandemic.

In this chapter we discuss the use of advanced tools, such as Geographic Informa-
tion Systems (GIS) and Remote Sensing (RS) to devise adaptation and mitigation
strategies to control such pandemics. Case studies from various states of India are
discussed to explain the controlling strategies which can be developed from these
tools and techniques.

Chapter 27: Mapping Blockchain Technology Prospects and Solutions in the
Healthcare Industry for Pandemic Crises.

This chapter covers fundamental aspects of blockchain technology and its applica-
tions within the healthcare industry, particularly targeting smart monitoring systems
based on wearables that can provide updates about the individual’s health-related
conditions (e.g., blood pressure, temperature, location, etc.) to physicians and
monitoring agencies.

6 Section VI: Future Directions and Roadmaps

The COVID-19 pandemic was the biggest global challenge we have faced in
recent years and graceful emergence from this dire strait, requires a multifaceted
international harmony, collaboration, and participation.

The sixth and last section of the book covers lesson learned from the current
approaches to manage the pandemic and the roadmap to tackling the next gener-
ation pandemic management systems, which are discussed in the following final
five chapters:

Chapter 28: The Role of Healthcare in the Post-Pandemic Era—“COVID Normal”.

This chapter discusses the impact of the pandemic on healthcare industry and how
to adapt to the post-pandemic era by modifying the current healthcare management
to enable a smooth transition and enhance the healthcare system to combat future
pandemics.

Chapter 29: Scenario Assessment for COVID-19 Outbreak in Iran: A Hybrid
Simulation-Optimization Model for Healthcare Capacity Allocation.

This chapter investigates the effect of spatial units and factors affecting the preva-
lence of the COVID-19 and reaching an optimal capacity allocation in the health
care centers by intervening in government decisions in Iran on disease control. This
research is the first to analyze and develop a healthcare capacity allocation strategy
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by considering the mutual effects of disease outbreaks and government actions as
decision aiding tools via a hybrid simulation–optimization framework.

Chapter 30: Ensuring a Superior Level of Preparedness and Readiness by adopting
a Knowledge-based Network-Centric approach Leveraging Information Systems for
Emergency and Disaster Management.

This chapter offers a new approach to emergency and disaster management such
as the COVID-19 pandemic grounded in information/knowledge needs based on the
combination of the doctrine of network-centric operations. The presented framework
provides appropriate guidance and support for decision-making in real-time, facil-
itates the flow of factual information and knowledge among all stakeholders, and
assists in eliminating disinformation as a factor in decision-making.

Chapter 31: mHealth Systems and Applications in Post-Pandemic Healthcare.

This chapter discusses the available contact tracing apps and their technical specifi-
cations. Several mobile health (mHealth) apps are discussed, including an overview
of the opportunities and challenges of mHealth systems dealing with pandemics.

Chapter 32: Synergistic Effects of Environmental Factors on the Spread of Corona
Virus.

This chapter investigatesworkablemethods for automatic detection and classification
of cough for long-term activity monitoring and identification of patients. An early
diagnostic tool in the form of a mobile phone application is used to identify the
severity of the disease and to indicate the need and urgency for hospitalization.

Chapter 33: CFD Analysis of COVID-19 Dispersion via Speaking, Breathing,
Coughing, and Sneezing.

This chapter investigates the mechanism by which, majority of respiratory diseases
spread, which is typically based on droplet production and associated physical
processes, including fluid instability, breakup, and droplet conversion. The feasi-
bility of this study is achieved using Computational Fluid Dynamics (CFD) tool
through accurate simulations. The outcomes of this study can be extended to study
future pandemics driven by other respiratory illnesses.

Chapter 34: COVID-19 Pandemic: Lessons Learnt and Roadmap for the Future.

This is the final chapter of the book, which discusses the key technological steps
towards future post-pandemic directions.



Pandemic’s Behavior of One Year in Six
Most Affected Countries Using
Polynomial Generated SIR Model

Monika Verma and Phalguni Gupta

Abstract In this chapter, the behaviour of the pandemic has been studied for the six
mostCOVIDaffected countries of theworld. The time period considered for the study
is one year between April 1, 2020 and March 31, 2021. At the times of uncertainty,
the mathematical models play a decisive role in shaping and designing the policies
of the government. The characteristics of the pandemic are primarily measured with
respect to the number of positive cases, deceased cases, recovered cases, active cases
and test cases per day. On this set of data, polynomials of different degrees are
plotted to obtain the best fit model of the data. The fitted models are analysed using
three statistical parameters namely Root Mean Square Error (RMSE), χ2, and R2

Error. It has used Polynomial Generated SIR Model to determine various epidemic
parameters like the basic reproduction number, recovery rate, rate of infection of the
pathogen and the likes. The comparative tests are done and they reveal the accuracy
of the developedmodel. The behaviour of the pandemic is observed to be different for
different countries according to the recovery rates of the infectives, rate of infection
of virus, total active cases, deceased cases and recovered cases.

Keywords Coronavirus · Mathematical modelling · SIR model · Beta · Alpha and
delta parameters · Root mean square error · χ2 · R2 error

1 Introduction

New challenges always lie a step ahead of human thinking. Right from the Plague of
Justinian to 2019-nCoV, human race has been encountered with numerous emerging
pathogens of various orders. Zoonotic diseases are a health hazard if not controlled.
The continuing threat of the spread of 2019 n-CoV would change the history of
mankind to new normal (social distancing, mask wearing, changing patterns of
education, altering the nature of jobs etc.). The epidemic of COVID-19 has the
origin in Wuhan, China in December of 2019 in a “wet market” where live animals
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were being sold such as bats, dogs etc. Within few months the contagious virus has
set its foot almost everywhere in the world. As per the World Health Organisation
(WHO), almost the entire population of the world has been affected by the said virus.
On February 12, 2020, WHO has officially named the disease caused by the novel
coronavirus as COVID-19.

The 2019-nCoV (novel Corona Virus) is one of the seven members of coron-
avirus family that causes respiratory disorders ranging from mild infection to even
death in humans. The four members of the coronavirus family, viz. 229E, OC43,
NL63 andHKU1, cause common cold symptomswhile the two other strains—severe
acute respiratory syndrome coronavirus (SARS-CoV) and Middle East respiratory
syndrome coronavirus (MERS-CoV) are zoonotic in origin and are fatal. Bats and
camels are the potential hosts of MERS-CoV whereas racoon dogs, ferret badgers
carry SARS-CoV. The coronaviruses are extensively spread over the entire planet and
their genomes frequently combine to form new variants resulting in the periodical
arrival of the infections [1].

Either through direct transmission from infected persons or through the contact
from inanimate objects or through an airborne transmission, the SARS-COV-2 coro-
navirus can enter the susceptible persons and make them infectives. The symptoms,
diagnosis, management, treatment (SDMT) is looked after once a person contracts to
the disease [2]. As the infections caused by the virus is exploding at a fast pace, the
different phases of SDMT post a challenge to the all the concerned subjects whether
it be the infective persons or the susceptible persons or the hospitals or the govern-
ment. The preventive methodology of vaccinating the entire population or isolation
of infected persons or curbing the disease at the containment zone offers a large
challenge till now.

The re-emerging lethal zoonotic diseases of these orders are conforming to the
future where the pandemics would become more common and the preparedness of
the governments and the concerned authorities would play a major role in handling
the intervention approaches. One of the key roles in this preparedness depends on
the mathematical models.

2 Mathematical Models

To predict the future of 2019-nCoV worldwide for each and every country, quite a
good number of mathematical models have been proposed in the literature. They can
prove to be helpful for governments to stop or minimize the spread of the pandemic
and also to see the effects done by the epidemic. The government can then take
proper measures for controlling the impact of the virus in general on the public and
can reduce the dreadful consequences of the same. Mostly these epidemiological
models are a boon in the crisis which the world is currently facing at present.

The main issue of concern is what needs to be estimated through these models.
The predictions can be made on a wide variety of subjects. The projections which
these models can predict would help the health care department to look into the
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various issues like the number of ICU beds, the number of ventilators, the number
of health care persons needed in the hospitals, the medical instruments needed for
curing the patients, the medicines required, when would the next peak of coronavirus
expected, when would the offices, schools and the colleges be opened and when they
will be in working condition. The short-term projections are better in comparison
to long term predictions as the parameters change unexpectedly in each upsurge of
the wave of COVID-19. If we want to predict/analyse the parameters for different
countries, the mathematical models cannot predict accurately as:

1. The strictness of social distancing norms which are considered for one country
cannot be applied for another country

2. There may be the parameters which are true in the first wave of some country
but are not applicable for the second wave of same country

3. Data is not properly reported and the data is underreported
4. Models do not consider a possibility of the second wave [3].

With all these considerations, two types of models are used for predictions and they
are simple mathematical models and complex mathematical models. The simple
mathematical model does not take into consideration some of the parameters like the
ways inwhich the virus is continuously upgrading itself to spread itself in an effective
way, the way in which human population behaves when there is no lockdown, the
undetected test cases, whether government policies are followed or not and so on.
They simply work on the data that is statistically provided such as the number of
positive cases, the number of active cases, number of death cases and test cases.

At the same time, the complex mathematical models are dependent on a more
detailed account of the pandemic and they can create the impression of reality as
they are considering many parameters such as which age group is getting affected,
comorbidity factors such as diabetes, cancer, the risk factors as smoking, pollution
levels at a particular place, the population distribution and the likes.

The possibility of correct outcomes in a complex model is also rare because the
input are dependent on various factors that are difficult to manage in a particular time
as well as the parameters required by the complex model is quite difficult to count
and tally. With changing times, the collected input may not be accurate and valid
in the near future and that is why instead of calculating single numbers and also to
encompass the variations, the range must be given as the results predicted cannot
have accurate input.

The assumptionsmade in themathematical epidemiological model should be very
evident and those parameters that are known but not as such are encompassed in the
model should be described with their qualitative implications. The model should be
such that it should be able to incorporate the accuracies when the data is uploaded as
it keeps on becoming better and better with time. Lastly the models should be such
that they should give appropriate warnings to avoid the misinterpretations arising
from the forecasts that the model depicts.

As the epidemic does not follow exactly the same trends everywhere, the models
should take some local considerations also. The mathematical models are becoming
important for predictions as the number of deaths is increasing at an alarming rate
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globally. Earlier the models predicted the areas in which the pandemic is likely to
spread, for how much duration the virus circulated in a particular community, the
number of death cases, all these predictions are found to be helpful before the onset
of the spread.

In the current scenario, the mathematical models play a vital role in forecasting
the seriousness of the disease, at which scale the pandemic is spreading, how to use
the limited resources, the way the government policies are getting changedwith time,
as the duration of lockdown, banning the public gatherings, going to the temples,
restricted people’s movement keeps on changing. If one follows the predictions of
the mathematical modelling then it is expected that the number of death cases can
be reduced, overall scenario can be made better.

Epidemiological mathematical models are best when they are using an adaptive
science approach to include the sociological as well as anthropological work. A
triangulation approach of the three needs to be developed. In this approach, the input
is attuned to the contexts of many factors like ethnography, social conditioning and
the local expertise. The output of the models should map to the new context inputs.
As the effects would be seen socially and materially the parameters of predictions
also include the way in which n-CoV spreads in a given area, which age group is
being affected, whether the people are following the social distancing norms properly
or not, whether the number of persons who needs the hospital is on the upsurge trend
or is there a diminution in the trend of hospitalization.

The longer the time of the pandemic, the better the raw data obtained through
which better predictions can bemade. First of all, there should be a numerical stability
and reliability in these predictions which is quite difficult to achieve due to numerous
factors including the speed at which the virus is mutating, the general health of the
public, which age group is being looked at and the likes, this output should be traced
when they become a part of public life or they form an important part in forming the
policies of the locality/government. While following the adaptive science approach,
wehave to lookwhat is the impact of the use ofmodels in contextwith the intervention
of the government with respect to the general health of the public, the forecasting
of the diseases. As the stakeholders are there in every scenario, the models should
comply with developing concerns through changing times of the pandemic. Local
matters are also a part of concern when there is causality so the modelling using
adaptive approach should also pay attention to these things of apprehensions [4].

Telles et al. [5] have recommended that social distancing of 1–2 m and usage of
masks with the disinfectants are useful measures for preventing and controlling the
pandemic behaviour. In [6], Khalid et al. have focused on the implication of using
zinc as the immune function. In [7], the authors have shown the possibility of using
wavelets to measure the effect of COVID-19.

In this chapter a model has been used to calculate and analyse the different param-
eters for six, countries so that the different aspects of the pandemic can be seen clearly
and based on it some standpoints can be taken.
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2.1 Susceptible-Infected-Recovered (SIR) Model

SIR (Susceptible-Infected-Recovered) model and its variations are used by many
authors around the world to predict the forecast of the said disease. The model in
combination with genetical algorithm has been proposed by Rodrigues et al. [8].
Considering the age-related information, Singh and Adhikari [9] have studied a
hybrid SIRmodel. Hybridmodel of SIRwith three phases is used byChaves et al [10]
to determine the reproduction number. To forecast the Pandemic in India, Dhanwant
and Ramanathan [11] have worked on a SIR approach by using the SciPy software.
SIR model with statistical machine learning has been used by Das [12] to predict the
pandemic in China and India.

An approach of Bayesian methodology together with SIR is used for prediction
of cases in Brazil by de Oliveira et al. [13]. Postnikov [14] SIRmodel combined with
logistic Equation using theMATLAB software has been used to guess the COVID-19
spread in different countries. Using SIR model, Deo et al. [15] have predicted the
subtleties of COVID-19 epidemic in India, Hazem et al. [16] have done the same in
six countries of the world, while Jakhar et al. [17] have analysed and calculated the
pandemic cases for 24 different states of India. Mujallad and Khoj [18] have studied
COVID-19 cases in Makkah and Saudi Arabia.

Lopez and Rodo [19] have used SEIR (Susceptible-Exposed-Infectious-
Removed) model by enlisting multiple scenarios in Spain and Italy. SEIR with arti-
ficial intelligence approach is employed by Yang et al. [20] to forecast outbreaks in
China with the time-slice data. Stochastic SEIR model is used by Engbert et al. [21]
to forecast the spread of COVID-19 in Germany. A general SEIR model for COVID-
19 cases has been employed by Godio et al. [22] to compare cases in Italy, Spain
and South Korea. SEIR with regression is analysed to predict the COVID-19 cases
in India by Pandey et al [23]. SEIR has emphasized the operative contact rate of
pandemic cases in India and has related the results with six other countries. With
SEIR, Bonnasse-Gahot et al. [24] have monitored the bed obtainability in France.
Using three features of regression, smoothing and age structure, throughSEIRmodel,
Dixit et al. [25] have predicted the pandemic. SEIR model of the pandemic for
twelve countries is employed by Kohanovski et al [26]. A time dependent SIER
modelling has been developed by Teles [27] for the country of Portugal. SEIR with
auto regression is studied for epidemic cases in India by Wagh et al [28].

Ray et al. [29] have used extended SIR model for studying the lockdown in
India to predict the role of interventions. Cruz and Cruz [30] have modelled SEIR-
A (Susceptible-Exposed-Infected-Recovered-Asymptomatic concentration) for the
analysis of the COVID-19 outbreak in one of the states of Brazil. Using the SS-
SIR (State-Spate-Susceptible-Infected-Recovered)model, Kobayashi et al. [31] have
analysed the intervention effect of the Pandemic in Japan. By means of SEIARD
(Susceptible-Exposed-Infected-Asymptomatic-Recovered-Dead) model, de Leon
et al. [32] have predicted the pandemic results of Mexico. SIR(D) dynamical model
is used by Rajesh et al. [33] for the analysis of data in India. SEIAR model for
COVID-19 cases in India has been predicted by Khatua et al [34].
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In the SIR model, the population is split into three categories: Susceptible, Infec-
tives and Removed. All those persons who have contracted the n-CoV are termed
as infectives, the public who has not yet been exposed to coronavirus are termed
as susceptible, and all those who have been either recovered or dead are termed
as removed. The removed people cannot cause any infection to the susceptible and
therefore are not a hazard to the pandemic.

In this model, the basic reproduction number is an important number which is
denoted by the alphabet R0. Right from the way in which the infection grows in the
body to the way the infection spreads in the society, the basic reproduction number
captures all these features and then allows the health care persons towork accordingly.
In any outbreak this reproduction number holds an important value. If the value of
R0 is less than one then the assumption is that the disease would wane out of its own,
but if the number is greater than one then it signifies that the spread of the disease is
exponential and necessary measures are needed to curb the spread. Larger the value
of R0, the worst is the situation for the public.

The estimates of the basic reproduction number at the beginning of the outbreak
are found to be lying between 1.5 and 4.0. That means the entire human population
could have been exploded with the disease if measures are not taken properly with
time.

Figure 1 shows the cumulative number of positive cases for the six countries.
As actions are taken, practically the exponential growth of the pandemic cannot
continue its pace as there would be lesser interaction between the infectives and the
susceptible. If no action is taken to control the spread of CoV then only 2% of the
population would remain uninfected. The population size, the rate of infection and
the death rate are the three components of the basic reproduction number. So, to
control the spread of the pandemic, either rate of infection has to be reduced or the
population has to be less or the number of recoveries have to be more. The difference
between the basic reproduction number and the effective reproduction number is that
the effective reproduction number is the average number of infections that are caused
by the primary infected people. In either case, the number has to be less than one in
order to wane out the outbreak.

The total fatality rate is not dependent on the basic reproduction number as it does
not tell the degree of dangerousness of the disease for an individual. Measles, for
example, has a basic reproduction number which has an average value of 15 but is
not deadly but the epidemic of EBOLA which has a reproduction number of 1.5 has
caused more (approximately 60% of the total infected persons) number of deaths
due to the disease.

In the case of COVID-19, the demographics of the population affected is worst
in the case of older people. If the infection rate is high and fatality is low then
the pandemic may end up killing more people but if the case fatality rate is high
during pandemic, then it might create fear but it is less infectious as it might not get
sufficient chance of spreading to the other people. The need to control the outbreak is
best achieved when the number of susceptible are directly removed without having
infection, i.e., by vaccination drive. It’s often unfeasible to have vaccine in a suitable
timeframe if it is spreading in full swing. So, isolation of infective patients and the
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Fig. 1 Diagram of
exponential rise of the
pandemic of six countries

(a) Cumula ve Posi ve Cases against Number of Days
in three countries: Brazil, Russia and France  

(b) Cumula ve Posi ve Cases against Number of
 Days in three countries: USA, India and UK 

quarantine of healthy people is used effectively to curb the spread. This chapter
considers a simple model of SIR with polynomial generation for comparing the
statistics of various countries. Comparison of various parameters of SIR model has
beendone.Themodel calculates the basic polynomial fitting of each country followed
by SIR model to calculate the graphs.

The mathematical model SIR has been proposed by Kermack and McKendrick,
in 1927 [35]. It has explained the dynamics of the communicable disease spreading
amongst the susceptible persons in a very simple way which is diagrammatically
shown in Fig. 2.

The SIR model describes three classes of the population as depicted in Fig. 2.
They are the susceptible, the infectives and the removed. During any disease, people
fall in any of these categories. The total population M is the summation of all the
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Suscep ble(S) 

Infec ves(I) 
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En re Popula on of the People

β α

Fig. 2 SIR Model

infectives (I), susceptible (S) and removed (R). In the model, the rate at which the
susceptible person changes into the infected person with respect to time is defined
by Eq. (1). The rate depends on the susceptible as well as the infected persons. In
this Equation, beta is the infection rate of the virus. With the increase of time, the
number of susceptible would decrease; hence Eq. (1) has a negative value.

dS

dt
= −

(
β

M

)
∗ S ∗ I (1)

Equation (2) defines the rate of change of infection which is dependent on the
rate of change of susceptible persons and the recovered patients. The rate at which
the patients are recovered needs to be subtracted.

dI

dt
=

[((
β

M

)
∗ S ∗ I

)
− (α ∗ I)

]
(2)

It can either increase or decrease with time. Alpha is the recovery rate of the
infected persons. The rate of change of recoveries is shown in Eq. (3).

dR

dt
= (α ∗ I) (3)

Initially, when there is no infection, the entire population is susceptible (S = N).
This is depicted in Eq. (4)

dI/dt ∼ (I ∗ (β − α)) (4)

while Eq. (5) shows the result after integration where I0 is the number of infected
patients at the time t and is a constant of the pandemic [36].

I = I0e
(β−α)∗t (5)
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If m has the value of (β-α) then Eq. (4) can be written as

d I

dt
∼ m ∗ I (6)

And Eq. (5) can be written as

I (t) ∼ I0 ∗ em∗t (7)

Integrating the Eq. (7), m is calculated. It is shown

I ogI = (m ∗ t) + (I ogI0) (8)

The recovery rate of the infected persons is given by Eq. (9) at time t of the
pandemic. I0 tells the number of infectives at time t.

d R

dt
= (α ∗ I0) (9)

By integrating Eq. (9), we obtain

R(t) = (α ∗ t ∗ I0) (10)

Suppose, it takes t = T time for a patient to recover then R(T) = I0or α.T = 1.
Thus,

α ≈ 1/T (11)

For a small change x in time the following two equations are obtained fromEq. (3)

R(t + x)

x
= α I (12)

α ≈ R(t + 1) − R(t)

I (t)
(13)

The recovery rate (Alpha) can be found out directly from Eq. (13). In order to
find out the maximum number of infected patients, we first divide Eqs. (2) and(3) as
shown below

d I

dt
/
dS

dt
= α

β
M

(
1

S

)
− 1 (14)

d I

dS
= α

β
M

(
1

S

)
− 1 (15)
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Integrating Eq. (15), one gets the maximum infected persons as.

I = −S +
(

α

β

)
MlnS + C

Or

I = N − S + α

β
Mln

S

M
(16)

To simplify Eq. (16), the assumptions S = Ms, I = Mi, R = Mr are made (s is
the part of total susceptible, i is the part of total infected and r is the part of total
recovered) to obtain following equations

di

dt
= i(βs − α) (17)

I = 1 − s +
(

α

β

)
ln s (18)

During the highest number of infection rate di/dt = 0, s is now obtained shown
in Eq. (19). If we substitute the value of s in Eq. (18), we get Eq. (20). Maximum
number of infected patients can be found from Eq. (20).

s = α

β
(19)

imax = 1 + α

β

[
ln

α

β
− 1

]
(20)

Equation (18) can also be written as Eq. (21) at the end of the infection (I = 0),
solving which we get the value of s. Equation (22) defines the Basic Reproduction
number R0 which is the ratio of spread of disease (alpha) and recovery rates.

1 − s +
(

α

β

)
ln s = 0 (21)

R0 = β

α
(22)

Hence, the different parameters of SIR model can be found out.
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2.2 Polynomial Fitting Model

This section has used information on the number of test cases along with the number
of positive cases, the number of deaths and the number of recoveries of the patients
suffering from the COVID-19 which is available in [37]. If Ti and Pi are the number
of test cases and that of positive cases on the ith day then the relative positive cases
on the ith day, RPi, is given by

RPi = Pi
Ti

(23)

Again, if Di, Ai are the number of deceased cases and that of active cases on the
ith day then the relative deceased cases on the ith day, RDi, is given by

RDi = Di

Ai
(24)

And if Ri, Ai are the number of recovered cases and that of active cases on the ith
day then the relative recovered cases on the ith day, RRi, is given by

RRi = Ri

Ai
(25)

And the active cases Ai are defined as

Ai = Ai−1 + Pi − Di (26)

Given the above defined relative data of the pandemic for n days, polynomial of
various degrees has been obtained to find their best fits. To determine the best fitted
polynomial for each case, we have used three statistical parameters, namely RMSE,
R2 and χ2 and smaller the value of the error in a given polynomial, better the fit of
the polynomial.

A. RMSE (Root Mean Square Error)

The root mean square error is the difference between the observed data against
the predicted data after fitting on a polynomial over number of days [38]. If Oi

and Ei are the observed and the predicted data on a polynomial in the ith day,
respectively, then RMSE is defined by

RMSE =
√∑n

i=1 (Oi − Ei )
2

n
(27)

B. R2(R squared)
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R2 is another statistical parameter, known as the Coefficient of determination,
is the relative variance in the dependent variable that is predictable from the
independent variable(s). It is a measure to see how best the observed data are
replicated by the model, based on the relative variation of data [39]. For a given
set of n data,O1,O2, …,On, let Pj be the polynomial of degree j fitted on these
data and Ei be the estimated value obtained from the polynomial Pj for the data
Oi. Then the coefficient of determination, R2, is defined by

R2 = 1 − SSR

SSV
(28)

where SSR, sum of squares of residuals and SSV , sum of squares proportional
to variance, are

SSR =
n∑

i=1

(Oi − Ei )
2 (29)

SSV =
n∑

i=1

(Oi − O)
2

(30)

where O = ∑n
i=1Oi .

It can be seen that in the best case, the estimated values are exactly same as
the observed values for all dayswhich results SSR = 0 andR2 = 1. A polynomial
which always predicts O finds its R2value as 0. Thus, larger the value of R2,
better the prediction polynomial. Some of other important properties of the
coefficient determination, R2, are

1. It helps to determine the ratio of how the expected value varies with respect
to the observed data.

2. It helps to show the expected variation against the total variation.
3. It helps to show the relative association between observed and expected

data.

C. χ2 (Chi-square)

Pearson’s χ2 value is also used to see the goodness of fit of the polynomial for
a given set of observed data. Smaller the value the better is the probability that
the observed data fits the expected data well [40]. Suppose, there is a set of n
data, O1, O2, …, On. Let Pj be the polynomial of degree j fitted on these data
and Ei be the estimated value obtained from the polynomial Pj for the data Oi.
The formula for the same can be written as

χ2 =
n∑

i=1

(Oi − Ei )
2

Ei
(31)
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2.3 Polynomial Generated SIR (PG-SIR) Model

Polynomial Generated SIR (PG-SIR) model has been presented. First, the data of
affected areas under study are used to obtain the best fit curve using the polynomial
model and these polynomials are used to interpolate and extrapolate to obtain various
data, like recovered cases, test cases, deceased cases, positive cases or the active cases.
According to the statistical tests and calculations of various errors and the correlation
between the two sets of data of various classes, corresponding polynomial fit are used
in the SIR model to analyse the basic reproduction number, the maximum number
of infected patients, the infection rate, contact rate and their corresponding graphs
are plotted for all the affected areas considered for the study. One year is divided
into three parts, each having four months. Comparison is done within the areas for
different waves as well as amongst the different areas for different parameters. The
PG-SIR model can predict the peaks/waves with great accuracy even with small
amount of data of starting months. So, this model is used to analyse the peaks and
to make policies in accordance with the predicted peaks. Steps of PG-SIR model are
as follows:

1. Get total positive cases, recovered cases, test cases, deceased cases, active cases.
2. Calculate the relative positive, relative deceased and relative recovered cases.
3. Find the coefficients of the polynomials of various degrees.
4. Obtain the values of different errors RMSE, R square, Chi square error.
5. Obtain the best fitted polynomial to be used in the SIR model.
6. Calculate the various parameters such as Beta, Alpha, R0, m, s.
7. Use these parameters to predict the next peak by PG-SIR model.

The results and analysis of the Polynomial Generated SIR (PG-SIR) model show the
correct representation of the pandemic infection rate, recovery rate, the maximum
number of infected persons, the fraction of susceptible persons, the difference
between the transmission and the recovery rates and the basic reproduction number.

3 COVID-19 Scenario in Six Countries

This chapter considers six countries which have faced the extreme impact and major
breakdown due to coronavirus. These countries are USA, India, Brazil, Russia,
France and UK. The impact of vaccination among the citizens of any country has
not been studied. The breakdown relates to the deteriorating health of the public, the
increasing number of deceased cases in the various countries, the maximum number
of peaks/waves of the deadly infection hitting these areas, the economic shattering
of the nations, the devastating effects on education and the likes.
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3.1 USA

In USA, the total population is 332,644,518 whereas the population density is
33.86/km2. The area of USA is 9,161,923 km2. The first case in USA is found
on January 19, 2020 where a 35-year-old man is depicted with the symptoms of
Corona Virus in Washington. SARS-COV-2 in United States of America has created
havoc resulting in more than 601,000 deaths. Since January 2020 it has confirmed
over and above 33.5 million confirmed cases [41]. COVID- 19 cases of USA are
shown in Fig. 3.

Many cases have gone undetected together with 114.6 million infections which
have covered almost one third of theUnited States population. The number of positive
cases in USA has become the highest. And one fifth of the total worlds, confirmed
cases and deaths are also reported to have occurred in USA. After heart disease and
cancer, the infection caused by the coronavirus has become the third leading cause
of death. The life expectancy has also dropped from 78.8 years to 77.8 years during
the early months of 2020.

After thefirst case, the president ofUSAhas declared the outbreak asPublicHealth
Emergency. All measures have been taken to control the spread of the disease amidst
the mess created by the sudden spread of the infection caused by the Virus. Measures
like travel restrictions as well as the social distancing, lockdown, school closures
and testing have become the goals with highest priority. Even though the health care
system has been completely focused on the infected patients that are coming in large
numbers, it could not prevent the mortalities that happened. Death toll has kept on
increasing starting from February 2020. From the side of the government colossal,

Fig. 3 COVID-19 cases per 100,000 people by state, as of May 1, 2020
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amount of money has been used during the outbreak of the pandemic just to make
situations under control. During the mid-March of 2020, a National Emergency has
been declared and a bulky amount of medical equipment are purchased in order to
fight back with the impacts the deadly virus on the public. There are cases of violence
against the Asian Americans also as the great deal of unexpected changes has caused
people to suffer mentally also.

All the fifty US states have been affected by the coronavirus by mid-April 2020
and all the territories have confirmed cases by November 2020. This is the first wave
that has created confusion amidst disappointment. The second rise of the coronavirus
infection has begun in June 2020 as many restrictions have been removed after the
number of cases is controlled after the first wave. The daily positive cases are found
to be more than 60,000 in the second wave. Once again, the restrictions have been
imposed. The third rise in the infections has begun during the October 2020, where
the number of cases has been approximately reaching 100,000 daily. The fourth
rise has begun during March 2021 and is continuing at present also. Vaccinating the
public has been started on December 14, 2020 but Vaccine hesitancy also is restricted
the efforts of the government.

3.2 India

In India, the first case of the epidemic COVID-19 has been reported on January 30,
2020. Three students from Kerala who have returned form Wuhan are contracted to
the disease. It has taken less than five months for the COVID-19 to spread to all the
states and territories of India. After United States, the largest number of corona virus
cases is in India only. Since the country is very large in sizewith the population of 134
million it is quite a challenge to control the uncertainties due to the pandemic. Figure 4
shows the cumulative positive cases for India. The country consists of 28 provinces
and 8 Union Territories. The population densities of India are 424 person/km2 [2–4]
whereas the area is 3,287,590 km2 [42].

Lockdown has been announced soon after the spread of the disease. End ofMarch
of 2020, the lockdown started. Half of the total country’s cases are reported in only
five cities. Mumbai, Delhi, Ahmedabad, Chennai and Thane. The recovery rate has
been seen better from June 10 2020 but the peak first wave has come around the
mid-September 2020, with over 90,000 cases per day. In January 2021, the first wave
has waned with approximately 15,000 cases per day. In India, the reported number
of cases is 29.3 million and the deadly virus has caused third highest number of
fatalities in the world. The number of deaths as onMarch 31 2021, has been reported
as 162,920.

The second wave has been started in March 2021. Delta (B.1.617.2) variant is
primarily responsible for the second wave. The second wave of the deadly virus has
exploded like never before. Almost every home has the patients affected with the
infection of the said virus. There is a shortage of the hospital beds, oxygen cylinders
and like this amidst many discrepancies and disappointments deaths at a very large
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Fig. 4 COVID-19 cases in India

scale have hampered the development of the country as a whole. The impacts of the
virus are adverse and beyond imagination. The very infectious delta variant is now
spreading all around the world. In some countries, it has become a dominant variant.
It has been found in 85 countries and is mutating at a very high speed. The future still
remains a challenge. Vaccination program in India has been started on January16,
2021 and until March 31, 2021 millions of doses have been given to people. Many
vaccines are being used in the country such as Covishield, Covaccine, Sputnik V.

3.3 United Kingdom (UK)

In UK, the total population is 68,207,116 whereas the population density is
279.98/km2. The area of USA is 241,930 km2. In late January 2020, the pandemic
has reached within the bounds of UK. Figure 5 shows the cumulative positive cases
for UK. The testing of the susceptible has begun in the early months of the year 2020
(February and March). A four-pronged strategy by government has been followed
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Fig. 5 COVID-19 in UK

in UK: contain, delay, research, mitigate. In the end of March 2020, lockdown has
been imposed in the country. Everything from schools to travel to large gatherings
has been banned by the government. Mostly people have been told to self-isolate
leaving the once who are having illness, they are hospitalized. Social distancing is a
new normal during the spread of the pandemic. Even the police are given the rights
to impose the laws which are then recently defined by the government. There have
been 4 million cases confirmed and more than 128,191 fatalities in the country. Due
to lockdown, people have gone into depression and suffered mentally also [43].

Due to the proper measures taken to curb the spread of the virus, the cases have
gone down till June 2020; the exponential rise is getting flattened. By early September
the country has started to retract the steps of lockdown, schools are reopened and as
soon as the country has tried to return back to normal, suddenly there is an upsurge in
the number of cases, depicted as the second wave there is commotion again. All the
restrictions have been imposed back again. Stepwise restrictions are followed inmany
places during October 2020 while in November 2020 the country has been imposed
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Table 1 Peaks/waves in different countries

Countries Waves Months

USA 3 May 2020, August 2020, January 2021

India 2 September 2020, May 2021

Brazil 5 August 2020, December 2020, January 2021, April 2021, June 2021

Russia 2 May 2020, January 2021

France 3 April 2020, November 2020, April 2021

UK 2 May 2020, January end/February 2021

the second lockdown. During Christmas there is a certain relaxation following which
the country has gone for lockdown. The first country to have vaccination drive is UK
only. In the early 2021, UK has the largest vaccination drive which is highest in
Europe. Schools have been reopened in the month of March 2021, together with the
quarantine rules. By June 2021, the delta variant has caused a third wave in UK.
Table 1 shows the peaks of the active cases in different countries.

3.4 Russia

In Russia, the total population is about 145,912,025 whereas the population density
is 9/km2. The area of Russia is 17,098,242 km2. The ongoing Pandemic in Russia is
caused by the coronavirus 2019. The first case of the SARS-COV-2 hits the country
on January 31, 2020. The borders have been tightened with China and the number
of testing has been increased, these are the early measures taken at the time of the
outbreak of the pandemic, during the month of March 2020, the infections spread
from Italy causing the government to take themeasures of lockdown, school shutting,
borders are sealed, large gatherings and events are also cancelled till mid May 2020.
[44]. Figure 6 shows the cumulative positive cases for Russia.

By the end of September 2020, the wave has reached the peak, every month saw
an increase of million people, 2 million in November, 2020, 3 million in December
2020, 4million in February 2021.DuringDecember 2020, the no of positive cases has
reached to 3.2million and the death toll has reached 100,000 during the end ofMarch
2021. The difference between the number of deaths said by the government and the
real figures are enormous, the number of fatality cases is greatly underestimated.

3.5 France

In France the total population is 65,426,176 whereas the population density is
119/km2. The area of France is 551,695 km2. On January 24 2020, the first case
of the disease has been found out. The very first five cases are those persons who
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Total confirmed cases by federal subjects as of March 24, 2021 
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Fig. 6 COVID-19 pandemic in Russia

have returned from China. The first COVID death outside Asia is in France itself
where a Chinese tourist has died due to COVID pandemic on February 14. Between
February 17 and February 24, 2020 there is a large gathering of almost 2500 people.
Half of them contracted to the virus after which the horrors of the pandemic have
begun. Figure 7 shows the cumulative positive cases for France. Strict measures
are taken by the government authorities like banning of gatherings and schools and
Universities closing, restaurants, cafes, cinemas followed by the compulsory home

Fig. 7 COVID19 in France
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lockdown for 15 days starting from March 17, 2020. The usage of face masks is
made a compulsion and the lockdown is continued till May 11, 2020 [45].

In August 2020, again the same scenario has been seen to popup. There is an
increase of number of infections. Consequently, France has to enter the second lock-
down on October 28, 2020. 2.8 million people have got infected during the same
time. The third lockdown has been imposed on March 31, 2021. It continues till
April 3, 2021 where all the non-essential shops are closed down, all the domestic
travel has been banned and a curfew has been imposed from 7 pm till 6 am.

3.6 Brazil

In Brazil the total population is 213,993,437 whereas the population density is
25/km2. The SARS-COV-2 sets its foot on February 25, 2020. Figure 8 shows
the cumulative positive cases for Brazil. By late March 2020 the disease spread
throughout the country. On June 19, 2020 cases hit by onemillion and approximately
49,000 deaths have been reported [46].

During March 2020, Brazil has proclaimed a ban on the travellers who have
come from outside. All the prevention measures have been taken to stop the very
rapid explosion of coronaviruses infection. As on May21, 2021, 15 million cases are
confirmed and the death toll has reached 425,000. Brazil has been repeatedly hit by
the waves of coronavirus. Five peaks have been observed since last year. In Brazil,
summer is the major season which lasts approximately the whole year round. It may

Fig. 8 Map of outbreak in
Brazil
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be the reason that the virus has got adjusted quickly to come back again and again
causing great deal of commotion in the entire country.

3.7 Summary

Table 2 shows the population density, population, area, predominant variants of
coronavirus in different countries. The uncertainty during the pandemic has a worse
impact on the patterns of education, the economy and the politics as well. UK stands
on number three, first and second being USA and India. Being toddlers in the under-
standing when would the epidemic end, the infection is of coronavirus is hitting the
countries every now and then with its mutant variant. The type of consequences of
the new variants is an unanswered question.

4 Experimental Results

To understand the behavior of the pandemic COVID-19 in six countries, a number of
statistical tests has been considered. To see whether or not there exists any similarity
among these, three statistical errors viz. RMSE, R2 and χ2, are considered. These
errors are studied on the basis of number of positive cases, number of deceased,
number of recovered cases, and total number of test cases [47], for the said 365 days.

This section has considered three types of cases (relative positive cases, relative
recovered cases, relative deceased cases) of the six countries of India, USA, UK,
Brazil, France and Russia. We have collected the data for 365 days starting from
April 1, 2020. The relative positive cases, relative deceased cases, relative recovered
cases are considered for our study. It analyses the behavior of pandemic COVID-19
across the six countries. On the pandemic, the information available are the total
number of positive cases, total number of death cases, total number of recovered
patients and total number of tests that are carried out daily. The behavior of pandemic
is studied over the six countries using this set of data. Since the pandemic covered

Table 2 Different variants of six countries

Countries Density Population Area Waves Prominent variants

India 424.00/km2 1,393,409,038 3,287,590 km2 2 Delta

USA 33.86/km2 332,644,518 9,161,923 km2 4 Alpha, beta, delta

Brazil 25.00/km2 213,993,437 8,515,767 km2 2 Alpha, delta

Russia 9.00/km2 145,912,025 17,098,242 km2 2 Alpha, beta, delta

France 119.00/km2 65,426,176 551,695 km2 3 Alpha, delta

UK 279.98/km2 68,207,116 241,930 km2 3 Alpha, delta
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the entire countries by April 1, 2020, we have considered the data the period from
April 1, 2020 to March 31, 2021; that means, our study is restricted for 365 days.

Figure 9 depicts the relative number of deceased cases for the six countries. The
graph shows a blue curve which is the data. The x axis is the number of days while the
y axis is the number of relative deceased cases. Each polynomial is represented by a
color line segment. Purple color line segment is obtained by fitting the polynomial of
degree 2 on the set of data and the green color line segment represents the polynomial
of degree 3 while that of degree 4 on the dataset is represented by the blue color line
segment andmaroon for degree 5. Figure 10 depicts the graphs of the relative positive
cases of six countries respectively for 365 days starting from April 1, 2020. Each
figure also shows polynomial of degree 2, 3, 4 and 5 fitted on the set of data. In
Fig. 11 the x-axis of the graph shows the number of days while the y-axis represents
the number of relative recovered cases in the given days.

Tables 3 and 4 depict the coefficients of polynomials for the six countries of USA,
India, UK, France, Brazil, Russia. Three different cases are relative recovered cases,
relative deceased cases and relative positive cases. Tables 5 and 6 depict the values
of the RMSE, R2 and χ2 of the six countries.

The values shown are for the quadratic, cubic, fourth and the fifth-degree polyno-
mial fit curve. The values are calculated once the polynomial curves are made from
the given data set. Lower the value of RMSE the better the results and lager the value
of R2 better is the polynomial fit. Once these data are fitted in the polynomial it is
given as an input to the SIR model.

4.1 Comparative Study

In this section, different parameters for six different countries (USA, India, Brazil,
France, UK, Russia) are calculated. A year is divided into three equal parts, each
consisting of four months. The parameters tell us the current scenario of COVID-19
in the six most affected countries of the world. The parameter Beta is the rate of
infection, Alpha depicts the recovery rate and R0 tells number of secondary cases
caused by a single infected case where as m is the slope or the difference between
transmission rate and the recovery rate and s is the fraction of total susceptible.
Tables 7, 8 and 9 along with Figure provide different parameters and graphs of the
same of the six countries, each of four months.

It is clear from Table 7 that the highest rate of infection is in India while that of
U.K is the lowest in the Ist Part of the year, i.e., fromApril to July 2020. The recovery
rate for the Ist Part of the year is the highest in France and it is lowest in USA. The
basic reproduction rate is the highest in Russia and France stands the lowest in R0.

The recovery rate (Alpha value) of the six countries is shown in Fig. 12 which
compares the value of recovery rate for six countries for three different parts of the
year. It can be seen that for different countries, no trend is being followed by the
recovery rate. For some countries, it is always on the higher side, for another set
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(a)  Rela ve Deceased Cases against Number of Days in USA

(b) Rela ve Deceased Cases against Number of Days in India

Fig. 9 Relative deceased cases against number of days in six countries
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(d) Rela ve Deceased Cases against Number of Days in France 

(c) Rela ve Deceased Cases against Number of Days in Brazil 

Fig. 9 (continued)
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(e) Rela ve Deceased Cases against Number of Days in UK

(f) Rela ve Deceased Cases against Number of Days in Russia 

Fig. 9 (continued)
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(a) Rela ve Posi ve Cases against Number of Days in USA 

(b) Rela ve Posi ve Cases against Number of Days in India 

Fig. 10 Relative positive cases against number of days in five countries
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(c) Rela ve Posi ve Cases against Number of Days in Brazil 

(d) Rela ve Posi ve Cases against Number of Days in UK 

Fig. 10 (continued)
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(e) Rela ve Posi ve Cases against Number of Days in Russia 

Fig. 10 (continued)

it is low. Depending upon the immunity and the speed with which the infection is
spreading, the graph has calculated the different values of Alpha.

Values in I part of the year (April 2020–July 2020)

In the IInd Part of the year, once again the rate of infection is the highest in USA
and the lowest in Russia. Brazil showed much improvement in controlling the rate
of infection compared to beta of France which increased from Ist Part of the year to
IInd Part of the year. Beta values of USA, India, Brazil have decreased compared
to the Ist Part of the year while it has increased for France, UK and Russia. India
remains at number one in the average number of secondary infections caused by an
infected individual while UK has recorded the lowest number according to the graph.
Comparing the countries in the IInd Part of the year, the highest recovery rate is in
USA while the lowest is in Russia.

The different parameters of six countries are shown for the IInd Part of the year in
Table 8. The IInd Part of the year shows the value of the basic reproduction number
is the highest in France and the lowest in Brazil. The infection rate is the highest in
India and the lowest in USA while the recovery rate of the IInd Part of the year is
the highest in India again and the lowest in UK.
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(a) Rela ve Recovered Cases against Number of Days in USA 

(b)  Rela ve Recovered Cases against Number of Days in India 

Fig. 11 Relative recovered cases against number of days in six countries
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(c) Rela ve Recovered Cases against Number of Days in Brazil 

(d) Rela ve Recovered Cases against Number of Days in France 

Fig. 11 (continued)
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(e) Rela ve Recovered Cases against Number of Days in UK 

(f) Rela ve Recovered Cases against Number of Days in Russia 

Fig. 11 (continued)
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Table 5 RMSE, R2 and χ2 for USA, Brazil and India

Case Country Polynomial RMSE R2 χ2

Relative positive cases USA Quadratic 1.2211 0.0534 14.1590

Cubic 1.1073 0.2216 17.6048

4th degree 1.1097 0.2425 13.9746

5th degree 1.0900 0.2458 13.5174

Brazil Quadratic 1.7260 0.1056 16.9490

Cubic 1.3970 0.4136 10.3380

4th degree 1.3450 0.4564 09.2280

5th degree 1.3190 0.4774 08.9400

India Quadratic 0.5427 0.3795 13.1563

Cubic 0.3909 0.6780 03.3540

4th degree 0.3738 0.7055 02.2849

5th degree 0.3581 0.7299 01.9976

Relative deceased USA Quadratic 1.2370 0.6370 28.6715

Cubic 0.8280 0.8380 21.5605

4th degree 0.6280 0.9070 06.5000

5th degree 0.5270 0.9340 02.9739

Brazil Quadratic 4.0030 0.6130 58.6410

Cubic 3.7220 0.6650 25.3350

4th degree 3.6970 0.6700 21.0690

5th degree 3.6140 0.6840 22.6700

India Quadratic 0.0150 0.5798 0.0917

Cubic 0.0144 0.6093 0.0909

4th degree 0.0142 0.6193 0.0873

5th degree 0.0141 0.6241 0.0931

Relative recovered USA Quadratic 15.0100 0.0557 155.8301

Cubic 14.7800 0.0845 142.7590

4th degree 14.7400 0.0895 141.7840

5th degree 14.6900 0.0955 139.8890

Brazil Quadratic 9.6940 0.0010 183.1410

Cubic 9.6930 0.0010 184.8410

4th degree 9.6930 0.0010 184.3670

5th degree 09.6920 0.0010 184.7580

India Quadratic 16.7400 0.8715 40.7939

Cubic 16.7300 0.8717 40.5237

4th degree 16.6200 0.8734 40.2154

5th degree 16.6200 0.8734 40.1602
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Table 6 RMSE, R2 and χ2 for Russia, UK, France

Case Country Polynomial RMSE R2 χ2

UK Quadratic 1.4240 0.1630 29.8600

Cubic 1.0110 0.5781 69.3739

4th degree 9.2210 0.6491 23.9506

5th degree 9.1290 0.6560 51.4326

Russia Quadratic 0.4286 0.1771 4.0854

Cubic 0.4092 0.2500 3.6575

4th degree 0.3837 0.3406 3.2122

5th degree 0.3712 0.3828 3.0197

Relative deceased France Quadratic 6.4300 0.5521 202.3048

Cubic 5.0170 0.7273 83.3179

4th degree 4.5760 0.7732 56.8438

5th degree 4.2900 0.8007 400.3171

UK Quadratic 5.8520 0.4746 58.4880

Cubic 4.3870 0.7074 42.3198

4th degree 3.3020 0.8327 24.0224

5th degree 2.5140 0.9030 31.3106

Russia Quadratic 0.4470 0.4479 2.2054

Cubic 0.4087 0.5383 1.7635

4th degree 0.3873 0.5854 1.5936

5th degree 0.3855 0.5892 1.5665

Relative recovered France Quadratic 0.0643 0.5521 94.7581

Cubic 0.0502 0.7273 0.6593

4th degree 0.0458 0.7732 87.1453

5th degree 0.0429 0.8007 2.4662

UK Quadratic 43.1200 0.1591 62.3700

Cubic 33.8900 0.4805 37.6237

4th degree 33.88 0.4807 6.7785

5th degree 33.87 0.4811 181.4085

Russia Quadratic 24.4000 0.2715 170.5692

Cubic 24.3825 0.2724 171.6270

4th degree 22.6200 0.3738 155.9504

5th degree 22.6041 0.3747 168.5115

*Test data is not available in Our World in Data Total COVID−19 tests (http://www.ourworldinda
ta.org)

http://www.ourworldindata.org
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Table 7 Parameters for I part of the year

Numbering Country Beta m Alpha R0 s

X1 USA 0.028789 0.016085 0.016085 1.789838 0.558710

X2 India 0.090292 0.039697 0.050595 1.784597 0.560351

X3 Brazil 0.081628 0.028335 0.053293 1.531671 0.652882

X4 France 0.040008 −0.016730 0.056738 0.705130 1.418178

X5 UK 0.020190 −0.003047 0.023238 0.868865 1.150926

X6 Russia 0.052377 0.024813 0.027564 1.900180 0.526266

Table 8 Parameters for IInd part of the year

Numbering Country Beta m Alpha R0 s

X1 USA 0.021094 0.004910 0.016184 1.303414 0.767216

X2 India 0.087290 −0.003081 0.090370 0.965912 1.035291

X3 Brazil 0.051264 −0.006157 0.057421 0.892776 1.120101

X4 France 0.072561 0.030447 0.042114 1.722965 0.580395

X5 UK 0.046789 0.035169 0.011629 4.024239 0.248494

X6 Russia 0.043153 0.010087 0.033067 1.305038 0.766261

Table 9 Parameters for IIIrd part of the year

Numbering Countries Beta m Alpha R0 s

X1 USA 0.018272 0.001470 0.016802 1.087496 0.9195440

X2 India 0.088344 −0.006967 0.955311 0.926905 1.078859

X3 Brazil 0.061002 0.005037 0.055965 1.090010 0.917423

X4 France 0.045608 0.006467 0.039141 1.652220 0.858206

X5 UK 0.025227 −0.003773 0.029000 0.869894 1.149565

X6 Russia 0.040165 −0.005396 0.045562 0.881559 1.134354

Values in IInd Part of the year (August 2020–November 2020)

Figure 13 shows the values of Basic Reproduction Number that is the number of
cases which are infected by an infected individual. From the graph it is clear that the
countries of USA, Russia and India have basic reproductive rate on the lower side as
the time increases. But the other countries do not follow the same trend.
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Fig. 12 AAlpha values for all the three parts of the year of the five countries viz. USA, Brazil,
France, UK and Russia. Note that plot of India is not shown because of high variation which leads
the problem of graph readability
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Fig. 13 Basic Reproduction Number for all the three parts of the year of the five countries viz.
USA, India, Brazil, France and Russia. Note that plot of UK is not shown because of high variation
which leads the problem of graph readability
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Fig. 14 Beta values for all three parts of the year of the six countries

Values in IIIrd Part of the year (December 2020–March 2021)

Table 9 shows the parametric values of different countries for the IIIrd Part of the
year. The IIIrd Part of the year begins from the month of December 2020 till March
2021. The infection rate as well as the recovery rate for India and USA became the
highest and the lowest respectively in the IIIrd Part of the year i.e., in the months
of December 2020 to March 2021. UKs Basic Reproduction Number reached the
lowest while France number reached the highest.

Figure 14 shows the rate of infection which is spreading in these six countries for
individual three parts of the year. For Russia, the rate of infection is seen to be the
highest in the Ist Part of the year but has decreased in the IInd Part of the year and
still has come to a lower value in the IIIrd Part of the year. In the rest of the countries,
the infection rate has not followed any order.

4.2 Next Peak Prediction

The predicted peaks for all the three countries are shown after July, 2020. The same
can be done for other countries too. This prediction has been done based on the data
observed up to 31st March 2021. However, these predictions may not be appropriate
if one considers the successfulness of vaccination.

Brazil

It can be seen from Fig. 15a (taken from worldometer) there are 5 peaks in the active
cases since April 2020. The peaks are in July end/August starting 2020, December
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(a) Ac ve Cases in Brazil (Worldometer) 

 

(b) PG-SIR Model of Brazil  

Fig. 15 Comparison of true peaks of Brazil

2020, January 2021, March end/Starting April 2021 and June end 2021. The PG-SIR
model could predict all the five peaks from the data of first four months starting from
April 1, 2020 to July 31, 2020. For Brazil, the 4th degree fit is taken for relative
deceased cases, the quadratic fit is taken for relative recovered cases and the 5th
degree fit has been considered for relative positive cases.
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Table 10 Calculation of the
predicted values of the next
peak for Brazil

Peak Calculation from Graph Month

1 July (120 days) + 13 days August, 2020

2 July (120 days) + 130 days December, 2020

3 July (120 days) + 180 days January, 2021

4 July (120 days) + 230 days March, 2021

5 July (120 days) + 320 days June, 2021

Table 11 Comparison of SIR and PG-SIR model for Brazil

Brazil Beta Slope Alpha R0Basic
reproduction
number

s0

1st part of the
year

SIR 0.08163 0.02833 0.05329 1.53167 0.65288

PG−SIR −0.08929 0.03044 −0.00972 0.74575 1.01706

2nd part of the
year

SIR 0.05126 −0.00616 0.05742 0.89278 1.12010

PG−SIR 0.039483 −0.004629 0.04411 0.89507 1.11724

3rd part of the
year

SIR 0.061002 0.005037 0.055965 1.090010 0.91742

PG−SIR 0.07391 0.013373 0.06053 1.22092 0.81905

The next peak after June, 2021(the sixth peak), is predicted to be 408 days ahead
of July 31, 2020 i.e., in mid-August, 2021. Results were calculated on the basis of the
data available. The parameters of the SIR model and the PG-SIR model are shown
in Table 10.

India

It can be seen from Fig. 16a (taken from worldometer) that there are 2 peaks in the
active cases since April 2020. The peaks are in September 2020 and May 2021. The
PG-SIR model can find the peaks from the data. The 4th degree fit has been taken
for relatively deceased cases while for the relative positive and relative recovered
cases 5th degree fit has been chosen as it has maximum correlation. 41% of the total
population of India are the applicants which are having less than 18 years of age and
those have not been vaccinated. Therefore, it is assumed that the third wave may hit
the children the most.

As India has a huge population, the peaks that have come actually and the predicted
peaks have some variations. In May 2021, the cases for the next peak have been
increasing exponentially. The parameters of the SIR model and the PG-SIR model
are shown in Table 12.

France

In France, there are three peaks in total as shown in the worldometer diagram of the
active cases. The first one is in April 2020, the second in November 2020 and the
third is in April 2021. The data of the 1 year has been fed into the program and based
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(a) Ac ve Cases in India (Worldometer) 

(b) PG SIR Model of India 

Fig. 16 Comparison of true peaks of India

Table 12 Calculation of the
predicted values of the next
peak In India

Peak Calculation from graph Month

1 July (125 days) + 44 days September, 2020

2 July (125 days) + 270 days May, 2021

3 July (125 days) + 519 days September, 2021
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Table 13 Comparison of SIR and PGSIR model in India

India Beta Slope Alpha R0 s0

1st part of the year SIR 0.09029 0.03970 0.05060 1.78460 0.56035

PG-SIR 0.04744 0.02261 0.02483 1.91045 0.40869

2nd part of the year SIR 0.08729 −0.00308 0.09037 0.96591 1.03529

PG-SIR 0.07067 0.000826 0.06984 1.01183 0.98831

3rd part of the year SIR 0.08834 −0.00697 0.95531 0.92691 1.07886

PG-SIR 0.12292 −0.02424 0.14716 0.83527 1.19607

on it, we have obtained the best fit of the polynomial. For total positive cases, the
quadratic fit is the best one while for relatively deceased it is 4th degree fit and for
relatively recovered cases, it is cubic polynomial fit.

Then after July 2020, three peaks are detected from the PG-SIR model as shown
in Fig. 17 a. And the third peak of the model is the predicted one. From the data fed
into PG-SIR model, the next peaks are predicted, as can be seen from the graph the
PG-SIR model is able to detect the two peaks correctly and the fourth peak of France
is expected to come in July end/August starting 2021. At July end/August starting
2021, next peak is predicted as shown in Table 14. The comparison of the SIR and
PG-SIR model is shown in Table 15.

5 Conclusions

This chapter has studied the pandemic behaviour for the one year. There exist several
models which are being used to analyse the behaviour of the pandemic COVID-19.
The chapter has discussed in detail Susceptible-Infected-Recovered (SIR) model
along various modifications suggested on the model. This chapter has presented
another modified version of SIR model, named PG-SIR (Polynomial Generated
Susceptible-Infected-Recovered) model, to study the behaviour of the pandemic.
Accordingly, we have considered six mostly affected countries due to COVID-19
to see the effectiveness of PG-SIR model on these countries. It is seen that even
though PG-SIR model is a simple model but it has the capability to predict results
with accuracy like any complex mathematical model available for the prediction.
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(a) Ac ve Cases in France (Worldometer) 

(b) PG-SIR Model of France 

Fig. 17 Comparison of true peaks of France

Table 14 Calculation of the
predicted values of the next
peak for France

Peak Calculation from graph Month

1 July (100 days) + 140 days November,2020

2 July (100 days) + 272 days April,2021

3 July (100 days) + 401 days July end/August starting,
2021
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Table 15 Comparison of SIR and PG-SIR model for France

France Beta Slope Alpha Basic
reproduction
number

s0

1st part of the
year

SIR 0.040008 −0.016730 0.056738 0.705130 1.418178

PG-SIR 0.190744 0.011969 0.178775 1.066952 0.887327

2nd part of the
year

SIR 0.072561 0.030447 0.042114 1.722965 0.580395

PG-SIR 0.051655 0.007438 0.044217 1.168220 0.856004

3rd part of the
year

SIR 0.045608 0.006467 0.039141 1.65222 0.858206

PG-SIR 0.055214 0.003527 0.051687 1.068245 0.936115
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Digital Contact Tracing for COVID 19:
A Missed Opportunity or an Expensive
Mess

Syed Imran Ahmed and Sheikh Mohammed Shariful Islam

Abstract Digital contact tracing is one of the critical components for managing the
COVID-19 pandemic adopted by many countries. Individuals with a certain level of
exposure are identified using digital technologies like low-energy Bluetooth signals,
GPS, and wifi combined in a smartphone application. Despite its rapid adaptation by
many countries and heavy investment in developing this technology for rapid control
of disease transmission, results have been mixed. Scientists have identified several
causes like disparity in smartphone usage, a diverse adaptation of contact tracing
protocols, the geographical disparity in the use of technology, and lack of adaption
with low adherence responsible for this inevitable failure. Though digital contact
tracing missed achieving its anticipated goals, it has provided extensive information
to design a better technique in future outbreaks. Key approaches to resolving these
problems include eliminating privacy concerns, improving protocol to achieve better
signal with higher accuracy, feeding background data in the application for machine
learning and adopting advanced technology like blockchain. Overall, the geograph-
ical disparity in technology adoption should be considered before investing in any
digital intervention.
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1 Introduction

Infectious diseases are also known as transmissible or communicable diseases
resulting from an infection. Many infectious agents, predominantly viruses, bacteria,
and protozoa, are responsible for spreading infection [1]. In a few cases, the infection
spreads rapidly and reaches an epidemic stage even before developing the prophy-
lactic measures. Therefore, controlling such diseases as Severe Acute Respiratory
Syndrome (SARS), influenza, and COVID-19 are way too tricky than a disease with
lower infective capabilities [2]. Concentrating control measures among the observed
cases using all resources may not be adequate to control the disease with higher
spreading capabilities. Often health authorities suffer in a dilemma that some infec-
tious agents of carriers are yet to be observed, which creates a critical situation
to control contagious diseases like SARS, MARS, and COVID-19. On contrarily,
directing entire resources to prevent the disease for the population (mass vaccination,
prophylactic treatment, preventive culling) will contain the disease at a higher cost
and a longer duration [3]. Therefore, despite aiming towards a pharmacological solu-
tion to control these highly contagious diseases, pre-emptive culling can successfully
prevent the infection at the earliest [4]. Among many approaches, control measures
with specific target groups have dramatically increased in efficiency [5, 6].

Contact tracing is a critical component in preventing infectious diseases by iden-
tifying people who encountered an infected individual for a certain period [7]. Tradi-
tionally, dedicated individuals called contact tracers are appointed to perform the
tracing, and the length of the contact tracing by these individuals depends on disease
type and severity. In contact tracing, follow-up with cases and subsequent isola-
tion has shown a better reduction in community transmission. It is a recommended
policy for tackling outbreaks of new or reemerging infections and has been used
in the past to eradicate diseases [8]. Conventionally, contact tracing starts with the
identification of new cases of an infectious disease. Patients are then interviewed to
identify their contacts in the recent past (from the recall of the last 2–3 days before
symptoms onset). Afterwards, those identified contacts are notified about their expo-
sure status and requested to self-isolate or seek institutional isolation, followed by a
possible self-test. This enormous procedure is undertaken to interrupt viral transmis-
sion chains [9]. However, such manual contact tracing has some fundamental issues
like time delays, is resource-intensive and limited by the recall bias of the infected
individuals. In addition, by nature, people tend to avoid confrontation and are afraid
of isolation [10, 11]. Therefore, interview-based contact tracing can fall short of the
required capacity when the infection becomes widespread.

The current scenario of COVID-19 has surpassed everything we have ever expe-
rienced and outsmarted the capacity of every government to contain this pandemic
throughmanual contact tracing [12]. As of mid-May 2021, nearly 160million people
were infected by COVID-19, and over 3 million deaths were caused by this deadly
virus, with a case fatality rate of 3% in 219 countries [13]. Given the high trans-
mission capacity of COVID-19 and the high number of asymptomatic cases (59%
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reported by CDC), manual contact tracing is unlikely to be sufficient to control this
pandemic [14].

2 COVID 19 and Digital Contact Tracing

Coronavirus disease 2019 is a highly infectious, aggressively spreading disease
caused by severe acute respiratory syndrome coronavirus 2 or SARS-CoV-2, a
member of beta coronavirus and successor of SARS-CoV-1 or SARS virus [15].
After the first appearance of this virus inWuhan, China, in late 2019, it rapidly spread
throughout the world in such a way that the World Health Organization (WHO) had
to announce it a global pandemic on 11 March 2020, just after three months of
the first appearance [16]. This deadly virus has caused many deaths, disabilities,
affected lifestyle behaviours [17–19], Muhammad Aziz [20, 21], psychologiocal
health and impacted health systems throughout the world [20, 22, 23, p. 19, 24, 25].
Besides its lower-case fatality rate, almost 5% of the total cases require intensive
care support, which is exceptionally challenging for the health systems when clut-
tered by non-communicable diseases [26, p. 19]. Unlike other infectious diseases,
the management of COVID-19 is far complicated for requiring personal protective
equipment and ensuring a complex decontamination method which is expensive and
has a worldwide shortage [27]. Fatality rates are likely higher among the older popu-
lation and low resource settings where critical care management is lacking [28].
Since it emerged, COVID-19 has brought the world to its knees. The rapid esca-
lation of contamination forced countries to impose drastic measures like imposing
travel bans, closure of educational institutions, industries, offices, shopping malls to
achieve social distancing [29]. In the absence of proven pharmacological interven-
tions to provide absolute prevention or treatment, contact tracing remains a critical
component to contain this global pandemic. As countries struggle to cope with the
current health care systems, the WHO and several governments have explored an
alternative pathway to addressing this crisis using a technology-based solution.

Contact tracing, explicitly identifying people who encountered an infected indi-
vidual, is one of the proven components among all control measures generally
adopted for the infectious disease. The existingmethod of contact tracing is resource-
intensive, sluggish in nature, subject to recall bias, and impractical for a disease like
COVID-19. For example, identifying possible contacts of an infected individual in
New Zealand takes dedication for three to five-person for several days, and only 80
cases per day vanquished/crushed the entire system. In contrast, the United States
(US) exhibited more than 0.3 million daily cases in early January 2021. Therefore,
a better way to identify cases and impose isolation was mandatory. In response
to the crisis, several countries and technology giants came forward to accelerate
contact tracing through digital methods using mobile devices, electronic data servers
and machine learning technology. However, this technology-driven solution might
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provide solutions to relax the lockdown and keep the transmission in check by identi-
fying possible exposure followed by testing and isolation. However, its effectiveness
is yet to be understood where transmission and infection continue at a higher rate.

Though none of the countries has revealed their actual cost of developing and
maintaining these apps yet, the report suggests they cost a fortune for each country.
Numerous reports surfaced from different continents indicating the approximate
expenditure behind these apps; for instance, the NHS reportedly cost 35million USD
behind their NHS Covid-19 app [30]. The German government expended approxi-
mately 22.5 million USD [31], which is undoubtedly higher than any means. After
initial rapid adoption, most of the apps had been abandoned or not been used. We
can understand from the example from India, where apps received the highest down-
loads, but resurgence occurred due to relaxation and less vigilance in monitoring the
COVID-19 situation [32].

3 Issues that Have Obscured the Efficacy of Digital Contact
Tracing

Theoretically, contact tracing should work like a samurai sword against such conta-
gious diseases as COVID-19 by cutting down the spread of the disease by preventing
human-to-human transmission. The current advanced technologies and extensive use
of smartphones have created a vast opportunity to use this app-based contact tracing
as a powerful tool to limit disease transmission during the pandemic [33]. However,
the current scenario does not translate the aim of this extensive initiative into a
reality in all cases [34]. Countries have undertaken numerous approaches to correct
the pathway of contact tracing and readjusted the methods.Many technology compa-
nies have come forward to support this initiative by creating their tracking system
[35]. This intervention resulted in different ways in different places. For example,
South Korea and Singapore have successfully created their digital contact tracing
system and rapidly cut the transmission [36]. In contrast, India and the United States
(US) have failed to use this approach despite having numerous efforts behind this
intervention [34, 37]. There are multiple causes suspected of its failure. The possible
reasons that hinder its outcomes are discussed below.

3.1 Privacy Concerns

Inherently, contact tracing concerns individual privacy by sharing data with the
contact tracer or the central authority. In manual contact tracing, individuals share
personal information with the contact tracers, eventually sharing it with the central
authority. In contrast, automated apps do not require sharing those data directly to the
individual tracer or central authority but possess other privacy concerns [38]. Some
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of the apps use global positioning systems (GPS) data to track down the movement
of the infected individuals. Personalized data collected from the apps are promised
to be encrypted and secured by an authorized body [39]. However, evidence suggests
that nothing is breach-proof in the modern world, and personalized data can be used
for business or as a weapon if it falls to the wrong hand (Du et al., 2018).

Organizations working for digital rights worldwide have been vocal about the
need and technique of contact tracing technology to safeguard civil liberties and
their privacy [40]. In an ideal world, adopting any such technology with tracking
features like contact tracing must be conducted under voluntary participation and
should be adopted based on informed consent after having necessary trust in the
efficacy of the technology and governing institutions [41]. To achieve this trust in the
general population, we must ensure transparency, legality, and well-enforced data
protection.

In reality, we have observed that governments have rushed to implement tracing
apps using a centralized data collection system where servers are maintained by
the government [42]. Many initial attempts have suffered from mission creep; tech-
nologies were designed and operated by private organizations with a lack of public
oversight, no legal framework and sketchy privacy protectionmeasures, and account-
ability [40]. Therefore, the overall situation is threatened by a lack of public trust
and low adaptation of the tracing apps. A survey conducted in April 2020 in the
US showed that people have a very low level of trust in tech companies, educational
institutions, insurance companies, and government health organizations [43]. Conse-
quently,many appswere created in theUSby both government and private authorities
and shallow adoption of these apps combinedly than other developed countries [44].
However, the scenario for privacy concerns does not apply as it should be for low-
and middle-income countries. Low education levels among the general population
and sub-optimal human rights practices provoke this privacy issue [45].

3.2 Technological Disparity

The implementation of this technology-based solution largely depends on the level
of penetration of smartphones. While developed countries have excellent penetra-
tion required for contact tracing, only 42–45% of worldwide own a smartphone [46].
Only about three-quarters of the devices support the necessary low-energy Blue-
tooth technology, which is essential for digital contact tracing [47]. This translates
to even lower availability for those vast numbers of people living in developing
countries, where smartphone penetration is insufficient. There is a staggering differ-
ence between smartphone owners in different countries. It correlates with the Gross
Domestic Product (GDP) per capita and the percentage of smartphone users in a
country shown in Fig. 1. In low-income countries, one in every 10 people use a smart-
phone, wherein in the wealthier countries, this ratio rises to nine in every ten people.
This number is eight to nine times higher in the high-income countries meaning only
one or two out of 10 people do not have one [48]. For example, in Tanzania, only
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Fig. 1 Comparative analysis of smartphone penetration and per capita GDP [51]

13% of people use smartphones [49], whereas 97.13% of people in South Korea own
at least one smartphone [50].

On the contrary, low penetration of mobile internet is also a significant imped-
iment to this intervention. Global System for Mobile communications Association
(GSMA), a representative of the worldwide mobile operators, uniting over 750 oper-
ators, has shown in the latest report, 26% of the population is connected via mobile
internet subscription, whereas 76% of people living in Europe have subscribed to
mobile internet. Internet connectivity is necessary for the contact tracing apps towork
(to upload data personalized data to the server), is similarly unevenly distributed,
abandoning half of the entire population, 3.5 billion without access to the internet
[52].

The disparity in access to the usage of smartphones and mobile internet remains a
global problem. It seems the authority often overlooks this digitally divine scenario
within the countries. For instance, the elderly population is more vulnerable to
COVID-19 because the specific group with the lowest smartphone and internet
usage compares to the younger counterparts. According to the independent survey,
smartphone penetration in Europe is above 75%, higher than the global average.
However, the disparity is observed among different age groups where young adults
(18–35 years) own smartphones are 1.5 times than those aged more than 50 years
[12]. This difference is incredibly high in countries with low general smartphone
ownership. In India and Indonesia, where penetration levels are generally low, young
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people are as much as five times more likely to own a smartphone than those over
50 years, shown in Table 1.

A significant difference is observed between the different demographics in the
US, where overall usage is higher than the global standard. According to a recent
survey, only 53 out of 100 people aged 65 years or older use smartphones, whereas
this number is staggeringly high at 96% among the people aged between 18–
29 years. Therefore, 24 million people are left behind when a nationwide campaign
is conducted for smartphone-based digital contact tracing [51]. Survey also reported

Table 1 Disparity in smartphone use among different age groups [51]

Countries Total Age Youngest-oldest gap

18–34 35–49 50+

South Korea 95 99 100 91 8

Israel 88 91 94 80 11

Netherlands 87 99 98 74 25

Sweden 86 98 92 77 21

Australia 81 97 89 68 29

The U.S 81 95 92 67 28

Spain 80 95 93 60 35

Germany 78 98 90 64 34

The UK 76 93 90 60 33

France 75 97 91 53 44

Italy 71 98 91 48 50

Argentina 68 84 77 42 42

Canada 66 90 85 43 47

Japan 66 96 93 44 52

Hungary 64 92 84 35 57

Poland 63 93 87 35 58

Greece 59 95 83 29 66

Russia 59 91 76 26 65

Brazil 60 85 63 32 53

South Africa 60 73 59 35 38

Philippines 55 74 50 27 47

Mexico 52 66 53 30 36

Tunisia 45 75 35 18 57

Indonesia 42 66 32 13 53

Kenya 41 51 27 18 33

Nigeria 39 48 31 20 28

India 24 37 21 8 29
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that household incomeorwealth capacity is a decisive factor for owning a smartphone
because of the popularity of user-friendly basic phones among the older population.

The scarcity of data from the low-and-middle-income countries often makes it
difficult to understand the ultimate scenario of the intervention as we can for the US
or Europe. For instance, only 18.5% of people in Bangladesh are using smartphones
[53]. There are 94 million mobile internet subscribers in Bangladesh, with a higher
number of sim card users, indicating that most use the internet on non-smartphones
or feature phones [54]. The non-smartphones cannot install 3rd party apps and lack
low-energy Bluetooth technology.

Data also illustrates the gender inequality in access to technology. In Iraq, regard-
less of the wealth disparity or geographical divergence between urban and rural
areas, most households own at least one mobile phone. However, less than half of
the women in the poorest household have access to that mobile phone when it comes
to actual usage. A Pew research conducted in 2018 showed that less than half of the
women in India have access to a smartphone than men (15% compared to 34%) [51].
In Bangladesh, due to the lack of education and low affordability, only 30% of males
and 13% of females use mobile internet regularly among mobile users [55].

The geographical disparity in technological distribution is another bottleneck for
this kind of advanced intervention. There is lower penetration of smartphones in the
rural areas in the US compared to their urban counterparts (71% vs. 83%) [51]. This
disparity climbs to an alarming rate in low andmiddle-income countries due to lower
education and income facilities in rural areas. This problem shines further when a
majority of the population resides in rural areas. For instance, 62.5% of people living
in rural Bangladesh have insufficient infrastructure and tremendous educational and
socioeconomic disparity compared to urban society [56]. Additionally, major cities
also suffer from the rapid growth of densely populated slums with a lack of social
distancing and no meaning of isolation. Nearly one billion people live in such a
condition with a short supply of sanitation service, waste management, clear water,
and necessities. As a result, a significant number of the population can be left behind
to implement this intervention. These places have emerged as a hot spot for COVID-
19 transmission [57]. In addition, they are also connected with the other parts of the
cities through work and other daily services. Keeping them out of this intervention
makes can it more plan vulnerable than ever.

Epidemiologists suggested that to succeed in smartphone app-based digital
contact tracing, at least 60% of the population must be covered for identifying and
isolating infections within a few days [58]. This ratio will vary depending on the
percentage of affected people and what isolation and distancing measures are placed
for further assistance. Effective contact tracing cannot be achieved if 60% of coun-
tries population does not own a smartphone regardless of gender and geography.
Rolling out contact tracing apps without taking gender, age, wealth, ability, race,
and class aspects of the digital divide into account can be disastrous and exacerbate
problems for the most vulnerable.
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3.3 Epidemiological Scrutiny

Despite major impediments, many developed countries have already deployed their
digital contact tracing apps using different protocols. The low-energy Bluetooth
technology protocol using the Receiver Signal Strength Indicator (RSSI) is the most
popular with better safeguards against individual privacy [59]. Following the foot-
steps of the developed countries, low and middle-income countries also launched
their apps (Table 2). Though we agree this is the best possible technology to date,
it does not assure its adequacy to correctly identify the exposure to gain proper
epidemiological impact [60].

To contact tracing app needs to be downloaded from a specific app store (Apple
or Google app store mostly) or designated website before use. While using the app,
it must be enabled on the phone to broadcast a short burst of data using a Bluetooth
signal every few seconds. Other phones having similar apps around that phone will
detect this signal using RSSI and measure its strength. To reduce power wastage, it
broadcasts low energy signals. The smartphone receives these signals, and in theory,
a strong signal means that the devices are near each other; the further they are, the
weaker the signal [59].

In an ideal scenario with enough smartphones at play, transmitted Bluetooth
signals are the most powerful that other smartphones can pick up to 100 m (330
ft). This is way above the recommended 2 m (6 ft) distance to avoid person to person
infection. Current apps depend on two major mechanisms:

(1) lowering the power of transmission to avoid misidentification of exposure
through such long-distance signals

(2) relying on Bluetooth signal strength measurement to identify short-distance
proximity events—they assume a strong signal means a short distance. In
contrast, a weak signal means two people were further away from each other.

However, during contact tracing, these two methods do not work as expected. For
instance, the human body can absorb these transmission signals or be obstructed by
nearby objects, weakening the signal strength. This means which signal strength can
vary significantly between two people depending on the presence of the smartphone
at their front or back pocket or their hand. Simultaneously, Bluetooth signals can pass
thin walls of a household and be picked by people using the same app, staying on
another side of the wall and identified at exposure. Additionally, studies have shown
this Bluetooth technology was unable to differentiate 1-m versus 3-m distance using
the same protocol currently using those contact tracing apps. This brings the question
of eligibility for this method to achieve an epidemiologically important measurement
[48, 62].

This problemmentioned above will amplify when used in different phone models
with other networking capacities and people carrying different places regarding their
body while travelling [48]. However, this problem can be toned down if there is
tight integration with the Apple and Google API, where signal strength will be kept
different depending on the capability of the respective smartphone. The code that
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Table 2 Contact tracing app downloads from Google Play Store by countries [61]

Name of the Country Name of the app Downloads Population

Australia COVIDSafe 1,000,000+ 25,365,740

Austria Stopp Corona 100,000+ 8,879,920

Belgium Coronalert 1,000,000+ 11,502,700

Brazil Coronavirus-SUS 5,000,000+ 211,049,530

Tô de Olho 10,000+

Canada COVID Alert 1,000,000+ 37,593,380

AbTrace Together 100,000+

Czech Republic eRouška 1,000,000+ 10,671,870

Denmark Smitte|stop 500,000+ 5,814,420

Ecuador ASI 500,000+ 17,373,660

Fiji CareFIJI 100,000+ 889,950

Finaland Koronavikku 1,000,000+ 5,521,610

France TousAntiCovid 5,000,000+ 67,055,850

Georgia Stop Covid 1,000,000+ 3,720,160

Germany Corona-Warn-App 10,000,000+ 83,092,960

Gibraltar BEAT Covid 10,000+ 33,760

Greece DOCANDU Covid Checker 1000+ 10,717,170

Hong Kong LeaveHomeSafe 1,000,000+ 7,507,400

Iceland Ranking C-19 100,000+ 360,560

Ireland COVID Tracker Ireland 500,000+ 4,934,040

Israel Hamagen 1,000,000+ 9,054,000

Italy Immuni 5,000,000+ 60,302,090

Japan COCOA - COVID-19 Contact App 5,000,000+ 126,264,930

Malaysia Gerak Malaysia 1,000,000+ 31,949,780

Netherlands CoronaMelder 1,000,000+ 17,344,870

New Zealand NZ COVID Tracer 1,000,000+ 4,979,300

Norway Smittestopp 100,000+ 5,347,900

Poland ProteGO Safe 1,000,000+ 37,965,470

Portugal STAYAWAY COVID 1,000,000+ 10,286,260

Singapore TraceTogether 1,000,000+ 5,703,570

South Korea Corona 100 m 1,000,000+

South Africa COVID Alert South Africa 1,000,000+ 58,558,270

Spain Radar COVID 5,000,000+ 47,133,520

Switzerland SwissCOVID 1,000,000+ 8,575,280

United Kingdom NHS COVID-19 10,000,000+ 66,836,330

United States Covid Watch 10,000+ 328,239,520

(continued)
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Table 2 (continued)

Name of the Country Name of the app Downloads Population

NOVID 10,000+

Private Kit: Safe Paths 10,000+

COVID Defense 50,000+

COVIDDaware MN 100,000+

AlohaSafe Alert 50,000+

Jersey COVID Alert 10,000+

SlowCOVIDNC 100,000+

India Aarogya Setu 100,000,000+ 1,366,417,750

Bangladesh Corona Tracer BD 500,000+ 163,046,160

Pakistan Covid-19 Gov PK 500,000+ 216,565,320

Nepal Hamro Swasthya 100,000+ 28,608,710

Srilanka Slef Shield 5,000+ 21,803,000

Indonesia PeduliLindungi 5,000,000+ 270,625,570

Vietnam Bluezone 10,000,000+ 96,462,110

Ghana GH COVID-19 Tracker App 10,000+ 30,417,860

translates signal strength to distance will need to be further calibrated for different
scenarios. This translation will be different outside vs inside, for phones carried in
front pockets vs back pockets, backpacks vs purses, and so on [48]. This demands
a more challenging job for the entire app developed team, where Android, the most
used platform for smartphones, has thousands of models with varying capacities.
However, there is no unified app for all people; somewhat different countries are
making their version, even these apps varies by region within the country [63].
Therefore, depending on a specific app is difficult when there is limited information
documented on their accuracy.

In addition, to work perfectly, these apps require Bluetooth to be kept on for the
entire time, a major battery drainer [64] Both Apple and Android have auto power-
saving features, which will be activated during the lower power mood and can switch
those signals. Individuals can also switch them off manually to extend the remaining
battery life. That can create an additional obstacle for the apps to work correctly [65].

Lastly, viral transmission pathways cannot be captured through these apps. For
instance, viral transmission in airconditioned restaurants or hotels works on a whole
different level. Even though the infected person sitting at a proper distance or staying
in different rooms does not ensure complete safety despite being undetected by the
app. This contamination can transfer through the air duct or used utensils [66].

Every technology used to diagnose or identification are subject to two kinds of
errors: False-negative and False positives. Bluetooth-based contact tracing faced
similar issues like failure to report a potential exposure or contact via miscalculation
in the distance, low or empty charged battery, or lack of smartphone or apps to the
infected person. False-positive is reported when a person is on another side of the
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wall, tightly sealed room or staying above the roof. Both scenarios can drive the
person to take the opposite action, like being confined in quarantine or avoiding it
accordingly. False-positive will happen commonly in a densely populated area, in
public transport or the shared working space. Both scenarios will provoke trust issues
among the population regarding the app [48].

Despite having numerous flaws, it is still the best digital option we have currently
to fight against this pandemic. Bluetooth is more accurate than GPS-based solutions
andworks faster thanGPSwith insufficient data and energy requirements.Most of the
data generated by the researcher to back this intervention are taken from simulation
tests to calculate the spreading dynamics.

3.4 Adoption of Tracing Apps

Experience from different countries deployed this app-based intervention signifi-
cantly varies. Data regarding the adoption rate is sketchy. None of the governments
released their active number of users for their respective apps. Between the two
popular platforms, Apple does not release the download status of any apps, and
Google provides only a rough estimation [48]. Still using the download numbers, a
rough estimate is shared in Table 2. These numbers do not reflect the apps actual
usability or adaptation, and they can only share the possible number of people who
got in touch with the app.

The first country that has successfully launched the application was Singapore
called “Trace Together” which failed to keep up with the promises of data mini-
mization and privacy safeguards and the opening of the app source code. Only 1.1
million (or less than one in five) residents installed it six weeks after deployment.
That is far below the minimum goal of 75%, set by their national response team [67].
The Australian App COVIDSafe reached the initial 2 million download very fast,
then stalled [68]. Two weeks after the deployment, contact tracing apps had 860,000
downloads in Norway, covering only 16% of the population [69]. In Figure 2, we
can see the overall adoption of the contact tracing apps in different countries, reflect
how this intervention lacked the necessary intake among people to curve down the
pandemic.

In terms of developing countries, this scenario turns into a nightmare. Corona
Tracer BD, an app developed by the Bangladeshi government, was launched in late
May 2020with a skyrocketing expense. To date, it has just over 0.5million downloads
which are negligible for a country having a population above 163 million. It is
the same for the rest of the developing world except India. “Arogya Setu” an app
developed by the Indian government, wasmandated by law for download and became
the fastest downloaded apps among all tracers and reached 182,800,000 downloads
[71, 72]. However, the current resurgence of COVID-19 in India does not support
this enormous downloading status. It indicates that Indians did not adhere to the app
after downloading and observed the worst COVID-19 outbreak in history [73].
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Fig. 2 Adoption of government-endorsed contact tracing apps in different countries [70]

4 Contact Tracing Could Not Be Done Alone

Contact tracing effort is most effective at the start of the epidemic curve when such
measures are more manageable in terms of cases. In the hypothetical scenario, every
case will be identified quickly through further testing and identified contacts are
notified for self-quarantine or institutional approach. These targeted tactics could
stifle local epidemics. However, relaxing strict isolation measures before developing
the required infrastructure, which are prerequisites to ensure proper social distancing
through contact tracing, is not recommended, specifically in those countries where
health care is still decentralized and fragmented [74]. Contact tracing is also not
recommended for those communities with the sustained ongoing transmission with
a high infection rate [7].

Comprehensive contact tracing measure requires proper forethought, coordina-
tion, communication and social acceptance of the outcomes.Many countries failed to
keepupwith their efforts for contact tracing,where therewas a lackof testing facilities
and proper quarantine measures [75]. Countries with a low level of education prevent
them from understanding the need to contact tracing and high density of population
drives for the sure failure of quarantine measures. The lack of synchronized public
health systems with legal authority also drives this intervention as a failure. Very few
countries like South Korea have drawn a successful example for these contact tracing
measures. South Korea experienced severe acute respiratory syndrome (SARS) and
the Middle East respiratory syndrome (MERS), which helped them modify their
legislation after those outbreaks to prepare themselves for prompt response against
this kind of epidemic. Therefore, South Korea could integrate patient interviews,
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medical records, GPS frommobile phones and track their movement, facial recogni-
tion using closed-circuit television (CCTV) footage, and credit card transaction data
to enrich the tracing mechanism [75]. They also motivated people for the COVID-19
case tracing beforehand when the world is just observing new cases surging every-
where. In the case of Taiwan, their health system managed to integrate data from the
health insurance records, previous medical data from online servers, travel history,
and data from both an app and a toll-free hotline set up for the public to report
suspected cases [76, 77, p. 19]. Such methods will not be applicable for all countries
where privacy is a big concern or lack of technology and data synchronization.

5 Recommendations

At present, health systems globally are overwhelmed by the extra burden enforced by
this pandemic. Countries like India, Brazil, and the United States struggle to provide
necessary care for the patients even if oxygen requirements cannot be maintained
[78, 79]. The proper contact tracing effort could have curtailed down the transmission
cycle and allowedmanaging this at the earliest. However, uncoordinated sporadic app
development with minimum to no confidence among the general population resulted
in fewer adaptations followed by failure of the intervention [34]. To overcome these
backlashes, we recommend a few approaches to be applied which might eventually
influence its wide acceptance and adaptation:

There have been several methods developed to secure the price in contact tracing
efforts. First, there shouldbe anoptimumbalancebetweenuser privacy and thebenefit
of society while using user-specific data curated from contact tracing apps. Many
experts recommend decentralized Privacy-Preserving Proximity Tracing (DP-3 T)
for contact tracing [80]. This backend server system can block the use of location data
by the main server. Data identifying the participants and location should be stored
locally on devices and not sent to a central server. Records that are to be shared with
the authority must be encrypted. Data collected for this methodmust be used only for
public health purposes. The source code of the app should bemade publicly available
to further analysis by other experts. Participation in such an extensivemeasure should
be voluntary, and every user should give proper consent to understand the possible
outcomes. It is suggested to build an independent non-biased technical committee
with legal, health, and privacy experts to oversee the entire procedure. Data collected
throughout this pandemic must be deleted when the pandemic is over [81].

Second, all security-related issues should be handled with the uppermost priority
andmust be solved before rolling out the final version and taking prompt action for the
already rolled out ones. The experts recommend that BLE signals must be regulated
in all standardizedmanners [82]. Legislation should be put to rollout software related
issues specifically for android mobiles with Bluetooth vulnerability due to lack of
OS update among the older devices [42].

Third, to extend the epidemiological acceptability, the current technique of contact
tracing using the BLE signal should be updated. Proximity accuracy can be solved
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using machine learning technology, keeping in mind all the different smartphones
with variable capacity. BLE is the current best low-cost technology at our hands.
There is still room for improvement in the efficiency of using newer refined protocols
for BLE signal calibration [59, 83].

Fourth, at present, there are very few surveys and studies to understand the general
perspectives on contact tracing. Therefore, there is a gap between the implementer
and the user of this intervention. We need to understand the psychological factors
that would prevent or motivate them to adopt contact tracing at present [84, 85].
This would give us a pathway to design a social campaign that will encourage
people to adopt the intervention with a proper understanding of possible scenarios of
contact tracing. Studies suggest that people would respond positively if their secu-
rity concerns were handled at the highest priority, emphasizing their autonomy and
clearly describing the social benefits. Finally, people need to realize their overall
societal advantages before rolling out any mass contact tracing measures [86].

Fifth, it has been evident that the inclusion of previous records, medical reports,
and advanced technology can boost the effort of contact tracing. However, extensive
use of technology can harm a privacy issue that many experts have already identi-
fied. Therefore, we need to find a middle ground where we can include additional
monitoring technology with minimum to no risk of privacy breach, which will ulti-
mately increase the accuracy of the tracing effort. In addition, studies have proven
that wearing a mask can and maintain personal hygiene can reduce the transmission
of infection. Having a vaccine is shown to have a much better impact than any of
the other measures. However, none of the vaccines can prevent the disease entirely
[87]. Therefore, social distancing still needs to be intact, and information regarding
vaccination and personal hygiene can be added to the application as a reminder.

Sixth, the introduction of Blockchain-based digital contact tracing can be a
pathway to solve the issues for privacy and security of the users. Blockchain-chain
apps can play a significant role in contact tracing bymaintaining peer-to-peer connec-
tivity and allowing data sharing while preserving privacy [12]. The current prac-
tice of a centralized network for data management systems is subjected to data
breaches and manipulation [88, 89]. A brief description of the default properties of
blockchain-based contact training is mentioned in Table 3.

Finally, contact tracing app could be integratedwith other smartphonebasedhealth
applications for disease screening, covid-19 vaccination passports, which could
provide additional benefits [90, 91]. Furthermore, these apps could also integrate
with machine learning approaches to screen for possible infection with COVID-19
[92–97].

In blockchain-based system allows deidentifying the users’ information right at
the beginning. Due to the uniqueness, data accessibility, and traceability, blockchain-
based can be used in cross-country intervention and connect globally. This can
remove one of the significant drawbacks of app variability.

Finally, contact training is suggested for those communities where the infection is
at a lower rate. It is also proven towork if supported by the increased number of testing
facilities followed by proper isolation of the infected person [34]. In many places
where the testing kit remains rare, only contact tracing will not provide sufficient
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Table 3 Application of different features of blockchain-based technology in the digital contact
tracing [98]

Feature Application

Decentralized network The management of the data is user-centric, which gives the power of
data ownership to the users

Data security The data within the blockchain is kept after applying encryption, which
an authorized user can only decrypt

Data provenance The information is entered in the blockchain is stamped with the digital
signature of the source, which proves the legitimacy of the source as
well as the data

Data availability The data are distributed among all the nodes within the network, which
makes them available all the time to every user

Data immutability The information in the blockchain is immutable, which means once the
detail is entered, it can never be modified. This provides reliability and
transparency to all users

Timestamping The data within the blockchain network is time-stamped, which
eliminates the chances of discrepancies being present

impact to curtail the curve [99]. However, recent evidence suggests that regardless of
a different variety, with proper fit, simple measures like wearing a mask can reduce
spread deal [100, p. 19, 101].

6 Conclusion

As a consequence ofCOVID-19, there are unprecedented challenges for public health
authorities and require numerous changes to adapt to the scenario. This enormous
pressure has brought radical changes to both individual life and organizational proce-
dure. In order to stop the viral transmission and manage the pandemic, governments
worldwide have taken many steps and contact tracing app is one of the significant
ones.Amid a pandemic, any interventionwith such cost that turns intomassive failure
can hurt the country’s economy in a pretty brutal way. Although an enormous failure
in Brazil and India, South Korea and Hong Kong showed a clear example of how
contact tracing could be a fruitful intervention for the mass population. However,
for these app-based contact tracings to succeed, it is important to gain trust among
people and address privacy concerns and improve the accuracy of its findings.
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A Re-configurable Software-Hardware
CNN Framework for Automatic
Detection of Respiratory Symptoms

Hasib-Al Rashid, Haoran Ren, Arnab Neelim Mazumder,
Mohammad M. Sajadi, and Tinoosh Mohsenin

Abstract Detection of respiratory symptoms has long been an area of extensive
research to expedite the process of machine aided diagnosis for various respiratory
conditions. This chapter attempts to address the early diagnosis of respiratory condi-
tions using low power scalable software and hardware involving end-to-end convo-
lutional neural networks (CNNs). We propose RespiratorNet, a scalable multimodal
CNN software hardware architecture that can take audio recordings, speech informa-
tion, and other sensormodalities belonging to patient demographic or symptom infor-
mation as input to classify different respiratory symptoms. We analyze four different
publicly available datasets and use them as case studies as part of our experiment
to classify respiratory symptoms. With regards to fitting the network architecture
to the hardware framework, we perform windowing, low bit-width quantization,
and hyperparameter optimization on the software side. As per our analysis, detec-
tion accuracy goes up by 5% when patient demographic information is included in
the network architecture. The hardware prototype is designed using Verilog HDL
on Xilinx Artix-7 100t FPGA with hardware scalability extending to accommodate
different numbers of processing engines for parallel processing. The proposed hard-
ware implementation has a low power consumption of only 245 mW and achieves an
energy efficiency of 7.3 GOPS/Wwhich is 4.3 better than the state-of the-art acceler-
ator implementations. In addition, RespiratorNet TensorFlow model is implemented
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on NVIDIA Jetson TX2 SoC (CPU+GPU) and compared to TX2 single-core CPU
and GPU implementations to provide scalability in terms of off-the-shelf platform
implementations.

Keywords Multimodal CNN · Scalable respiratory symptoms detection · Low
power embedded · Audio detection · FPGA

1 Introduction

Most of the people are not that much of conscious with breathing and respiratory
health and overlook the fact that their lungs are important organs that are susceptible
to infections and damages.Acute respiratory infections, aswell as chronic respiratory
illnesses such as asthma, chronic obstructive pulmonary disease, and lung cancer, are
examples of respiratory diseases. Because the symptoms of respiratory diseases are
frequently quite similar, this may lead to confusion and misinterpretation. Making
a prompt and correct diagnosis is critical for the treatment of the respiratory related
diseases. This may have disastrous effects if the virus spreads further, especially
during pandemics like the COVID-19 pandemic. The outbreak of highly contagious
COVID-19 and other respiratory infections have placed tremendous strain on the
healthcare system. COVID19 causes symptoms such as dry cough, fever, fatigue,
dyspnea, and shortness of breath that vary in severity at various stages of the devel-
opment of the disease and correspond differently with certain races, genders, and age
groups. In combination with dry cough, fever was registered by over 70% of COVID-
19 confirmed patients [1]. Clinical case studies indicate that the young population
is less likely to experience related symptoms of COVID-19 in contrast with the
elderly, which is the most affected group [2]. However, as mentioned 5earlier, these
respiratory related symptoms are not unique for only present threat COVID-19. A
wide range of chronic and infectious diseases include pulmonary disorders and they
develop respiratory symptoms due to the essential organ that they affect, the lung,
whose auditory signals detected by various diagnostic instruments are among the first
to be studied by a medical expert. As a result, establishing a diagnostic differentiator
is critical for determining a fast and accurate diagnosis of respiratory symptoms and
taking necessary measures.

Cough is a common sign of respiratory illnesses [3]. Cough is a common lung
illness sign and a normal human defensive mechanism to protect the respiratory
system Korpáš and Tomori [4]. During treatment, analyzing the cough sound may
provide useful information about the coughing pathophysiological processes that lead
to specific cough patterns Korpáš et al. [5]. Changes in cough sound are regarded
as a crucial indication of the progression of respiratory illness and the efficacy of
treatment Korpáš et al. [5]. Because coughs are often seasonal, a cough classifier or
detector must have a very low false alarm rate to be regarded clinically trustworthy.
Furthermore, this systemmust be very sensitive to variations in cough noises in order
to identify any unusual occurrence [6].
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Our previous works show promising results on detecting various respiratory
diseases from cough sounds and respiratory sounds [7–9]. This chapter introduces
RespiratorNet, a scalable and multimodal deep Convolutional Neural Network
(DCNN) model running on tiny processors (e.g. tiny FPGAs and processors on
cell-phones and tablets) to assess patients similar to what doctors do at triage and
telemedicine, using passively recorded cough audio, speech, and self-entry informa-
tion (such as age, gender and fever). The proposed software and hardware framework
is scalable and can potentially have a great impact by bringing proactive healthcare to
users’ finger tips and to estimate the necessity of whether they need to attend clinics
and have themselves further examined with the use of more specialized test-kits or
facilities. This chapter is extensive extension from our previous work [8]. The main
contributions of this work include:

• ProposeRespiratorNet, a scalablemultimodalCNNsoftware hardware framework
that can take audio recordings and speech recordings from individuals along with
demographic information and other entries of the subject and be configured for
classifying respiratory symptoms. RespiratorNet allows the software and hard-
ware to quickly integrate new sensors data that are customized to various types
of scenarios.

• Perform input audio window size tuning, network architecture optimization and
extreme bitwidth quantization, with the goal of reducing computation complexity
and memory size for low power hardware implementation while meeting the
accuracy requirements.

• Design a parameterized and flexible hardware in verilog HDL for different
input modalities and numbers of processing engines (PE) that replicate the
RespiratorNet architecture for low power deployment.

• A comprehensive FPGA hardware implementation and benchmarking of the
proposed work with different three case studies, and comparisons with the
state-ofthe-art FPGA implementation results.

• Implement the TensorFlow model of RespiratorNet on embedded Nvidia Jetson
TX2 board and measure its implementation characteristics for various CPU and
GPU configurations.

2 Related Work

Audio based medical diagnosis has recently become an active area of research with
the advancement of different machine learning and deep learning algorithms. Convo-
lutional Neural Network (CNN) and Long Short Term Memory (LSTM) Networks
have shown impressive performance in image and time-series classification tasks
[10–12] as well as audio recognition tasks [9, 13, 14]. Using chest-mounted sensors,
Amoh and Odame [15] used both DCNNs and recurrent neural networks (RNNs) to
classify cough sound. Deep learning was used to detect sleep apnea in Nakano et al.
[16]. DCNNs showed promising performance in the heart sound classification in Ryu
et al. [17]. Lung sounds were classified using DCNN in Aykanat et al. [18] and RNN
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[19]. Although the reported accuracy is quite high, these researches were done on
unpublished data set which limit the reproducibility and further improvement of the
work on this domain. The 2017 InternationalConference onBiomedicalHealth Infor-
matics (ICBHI) [20] presented a benchmark respiratory audio data set to promote
research into the classification of respiratory sound systems. Since then, researchers
proposed various algorithms [21–24] using different deep learning techniques to
classify respiratory cycle anomalies such as the precise locations of wheezes and
crackles within the cycle of each respiratory sound recording. That dataset helped
the researchers to propose a number of algorithms to identify respiratory cycling
irregularities such as the exact position of the wheezes and crackle within the cycle
of every sound recording in the respiratory system. Acharya and Basu [25] proposed
Log quantized deep CNN-RNN based model for respiratory sound classification for
memory limited wearable devices. Recently, a research group from MIT already
showed Covid-19 diagnosis using cough recording with high accuracy Laguarta
et al. [26]. Two different datasets [27, 28] were published to classify multiple envi-
ronmental sound which include cough sounds among the other classes. Recently, a
group from EPFL published one of the biggest crowd sourced cough datasets [29].
These dataset help researchers to address audio classification based healthmonitoring
systems which is in demand now-a-days due to Covid-19 pandemic.

3 RespiratorNet Framework

The high level overview of the proposed RespiratorNet framework is presented in
Figure 1. RespiratorNet can take any kind of audio recording from the user and clas-
sify accordingly. RespiratorNet can also process human speech and classify whether
there is any sign of shortness of breath in the speech. Moreover, to fine tune the clas-
sification accuracy, RespiratorNet can take numeric information as input related to
demographic or symptoms vectors. We evaluated RespiratorNet with human cough
sounds, recorded speech, and respiratory sounds integrated with demographic infor-
mation which is explained in the following section. The detailed architecture of
the RespiratorNet framework is presented in Fig. 2. As the input is in the form of
audio recordings, it is divided into window frames to extract features, since the right
windows to distinguish between static and continuous signals are crucial.Windowing
involves first standardizing the independent variables and then creating sliding T
windows with S growing over the results. If the channels are referred by M in the
multimodal signals, then window images of shape 1T M are created with a label
assigned to each window image as the label of the current time step. As a result, a
window image at location Tt has previous states for each data point from (t T + 1)
… t where t is represented as the timestep. Then the window frames are forwarded
into the CNN layers for necessary feature extraction and classification.

Our CNN layers are flexible in terms of number of layers.We can decide particular
number of CNN layers based on the evaluation case studies. To extract the correlation
between the one-dimensional audio signals, we used one-dimensional CNN layers in
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Fig. 1 The proposedmultimodalRespiratorNet framework to classify respiratory symptoms. Some
of the input information is auditory, such as the sound and frequency of coughing and speech that
can detect patient’s shortness of breath. Other input data can be sensed or entered manually such
as demographic information. RespiratorNet is flexible and scalable in the sense that it allows the
device to quickly integrate new sensors data that are customized to various types of scenarios, such
as home appointments, hospital visits or even identification of symptoms in public settings with
non-contact sensors

Fig. 2 The detailed architecture of the proposed flexible RespiratorNet in which end-to-end CNN
is implemented that can be used for cough detection, dyspnea detection, and respiratory sound
detection with/without the integration of other input vectors such as demographic information. The
input and computation will differ according to the audio window size selected

the beginning of the model. The feature map size reduction is done by striding in the
CNN layers. When we get the required small feature map size, the output is flattened
and then forwarded to a number of fully connected layers to isolate sufficient window
frame information with interconnections between nodes. At the end, the output is
seen in the form of the probability distribution of the last fully layer with Softmax
activation function.

In previouswork, authors showed that if the domain specific knowledge is concate-
nated with the deep learning model, it improves the model accuracy. Based on this
intuition, we have given flexibility to ourmodel to process numeric information in the
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form of input vectors in parallel to the feature extraction. After the audio processing
with the CNN layers, these input vectors containing numeric data is concatenated
with the flattened output from the convolution framework of the classificationmodel.
This concatenated output is further processed through the fully connected layers to
finalize the output label.

4 Experimental Results and Analysis

In this section, RespiratorNet is evaluated using three respiratory symptoms bearing
case studies including Cough detection, Dyspnea Detection and Detection of Respi-
ratory Sound with Demographic Information and in depth analysis and experimental
results are provided.

4.1 Case Study 1: Cough Detection

We evaluated RespiratorNet for cough detection on three different datasets: ESC-50
Piczak [28], FSD Kaggle2018 [27], and Coughvid [29].

ESC-50 The ESC-50 dataset contains a total of 2,000 audio recordings of normal
environmental sounds. It has 50 equally distributed classes including “coughing”, so
that each class has 40 audio recordings. All the audio recordings are 5 s in length,
and are stored as single-channel audio waveform files at 44.1 kHz sampling rate.
The dataset is originally divided into 5 folds with 400 audio recordings per fold. For
each cross-validation round, we use 3 folds as train set, onefold as validate set, and
onefold as test set.

Input sound duration is a key factor here to better distinguish sounds across the
50 classes. During preprocessing, we first load each audio recording with the default
44.1 kHz sampling rate and apply initial audio-wise regularization to the range of−
1 to 1. Next, we crop the audio recording into windows, and discard silent windows
if the window-wise maximum amplitude is less than a certain threshold. Each extract
window has the same label as the audio recording which it is cropped from. At last,
we apply the (−1, 1) regularization again to each window individually.

We consider awindow and its label as one instance ofmodel input. However, since
the sound of an audio recording may only exist in some of the extracted windows, we
evaluate the predictions at audio recording level by probability-voting Piczak [28].
Specifically, we sum up all the softmax model outputs for every window extracted
fromone test audio recording, andmake a prediction based on the summed-up output.

Models are trained using stochastic gradient descent (SGD) with a momentum
of 0.6 for 100 epochs under the categorical cross-entropy criterion. The learning
rate is initially defined as 0.01, and then it is decreased according to the convergence
performance. For silent window removal, the amplitude threshold is 0.2. Thewindow
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stride is always 0.25 s. We used Tensor-Flow Abadi et al. [30] for implementation
of the models and associated methods and Librosa [31] for audio processing.

Figure 3a shows the accuracy results for this applications with respect to window
size. As evident in Fig. 3a, all the experiments show similar performances on overall
accuracy metric. As for the performance on cough detection, 1 s windows show good
and balanced performance of extracting distinctive feature. Thus, a window size of
1 s is chosen for our implementation scenario.

FSDKaggle2018 Similar to ESC-50, the FSDKaggle2018 dataset contains 41 sound
classes and cough is one of them. There are 11,073 audio recording samples, where
each of the audio recordings is an uncompressed PCM 16 bit, 44.1 kHz, mono audio
file. The dataset is separated into a train set with approximately 9.5 k samples and a
test set with about 1.6k samples. The audio recordings spread unequally amongst the
41 classes for both the train set and the test set, with a similar category distribution
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between them. Out of the 9.5k samples in the train set, 3.7k were listened by human
participants and were annotated with ground truth label. The rest 5.8k samples have
non-verified annotationswith. The estimated accuracyof the non-verified annotations
for each class is at least 65–70%. In contrast to the train set, the test set contains only
manually-verified annotated samples.

To take fully use of both verified annotated audio recordings and non-verified
annotated audio recordings, we handle them differently during training. Firstly, we
train the model with verified annotated audio recordings only for initial convergence.
Then, we use the entire train set to fine-tune the model. However, before each fine-
tune round, we relabel the non-verified annotations. The new label is generated by
mixing up the non-verified annotation and the prediction of the audio recording by
the current model, with a mix-up ratio same as the ratio between the non-verified
annotations quality and the test accuracy of the current model.

Same as our work on the ESC-50 dataset, we use 44.1 kHz sampling rate and same
window extraction method. Meanwhile, we apply normalization and silence filtering
during preprocessing and sliding window probability-voting at testing. The model
hyper-parameters are also the same except training epoch number and learning rate
decay. We consider the overall top-3 accuracy and recall score of the cough class as
our metrics to assess the proposed architecture on cough detection. Figure 3b shows
the accuracy results for this applications with respect to window size. As evident in
Fig. 3b, all the experiments show similar performances on overall top-3 accuracy
metric. As for the performance on cough detection, 2 s windows show good and
balanced performance of extracting distinctive feature. Thus, a window size of 2 s is
chosen for our implementation scenario.

CoughVID CoughVID is a crowdsourced dataset for machine learning researchers
aiming to find the connections between COVID-19 diagnosis and cough sound
features. It provides over 20,000 cough recordings donated by participants, as well as
a wide range of other subjects such as ages, genders, geographic locations, and espe-
cially, COVID-19 statuses. As a quality check, the dataset organizers include a ML
based cough detection result for each audio recording as well, which is a probability
of how likely the audio recording contains at least one cough sound.

As an initial step of taking fully advantages of this dataset for COVID-19 research,
we evaluate our previous work on cough detection with it. In details, we use models
trained on the ESC-50 dataset to predict cough existence, and compare with an
assumed ground truth based on the affiliated probability. We consider two cough
existence prediction schemes here. For the first one, we predict the audio recording
contains cough if cough class is among the top-5 predictions of the sliding-window
probability-voting results. For the second one, if at least one window gives a cough
prediction among the top-5 predictions, we consider the audio recording has cough.
As recommended by the dataset organizer, the assumed ground truth labels are gener-
ated by whether the affiliated cough existence probability is greater than 80% or not.
Figure 3c shows the results for both schemes by different input window sizes, in
accuracy of exist and non-exist binary prediction.
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4.2 Case Study 2: Dyspnea Detection

We also assess the efficiency of RespiratorNet on dyspnea detection, with a dataset
collected from our participants. For each participant, we record two audio recordings.
One is the sound of reading an article paragraph normally, and the other one is reading
the same paragraph after some strenuous exercises, so that some gasp sounds would
be included. We label the two audio recordings as normal and dyspnea accordingly.
The recordings are recorded by various devices and then re-sampled at a sampling
rate of 44.1 kHz. Each recording has a length between 30 and 60 s. After window
extraction with different configurations, we could have about 3000 windows to be
divided into train, validation, and test sets, while making sure that no window in the
test set is overlapped with any window in the train set.

Most of the model configurations are the same as the previous work. One differ-
ence is that we do not apply silence filtering for this case study, due to the fact
that audio recordings may include gasps. The other one is that we use window-wise
prediction at testing, since we are doing a binary classification on the relatively small
dataset. It is obvious from Fig. 3d that the window size of 5 s and 7 s works better for
the model of dyspnea detection. The number of computation would be increased by
a higher window size. We therefore chose to use the 5 s window for this application.

4.3 Case Study 3: Detection of Respiratory Sound
with Demographic Information

In Sects. 4.1 and 4.2, we evaluate the performance of RespiratorNet only with audi-
tory input. In this one, we also include demographic information. The dataset [32] we
use for this case study comprises 920 recordings collected from 126 participants with
annotations unequally disperse among 8 forms of respiratory conditions, including
Upper Respiratory Tract Infection (URTI), Asthma, Chronic Obstructive Pulmonary
Disease (COPD), Lower Respiratory Tract Infection (LRTI), Bronchiectasis, Pneu-
monia, and Bronchiolitis. The length of each recording varies from 10 to 90 sonds,
often be controlled with 20 s samples.

While the majority of this dataset are COPD-diagnosed participants, by taking
only audio recordings captured by Welch Allyn Meditron Master Elite Electronic
Stethoscope, one of the four devices used for this dataset,wegenerate a randomsubset
encompassing 63 participants. We split it into a semi-balanced train and a test set of
52 and 11 participants that include 5 types of pulmonary classes. In consequence,
we eliminate Asthma, Pneumonia, and LRTI.

Each selected audio sample is cut into 5 s windows with a stride of 1 s for data
augmentation. Therefore, about 1600 windows are generated from the total 2000s of
the training dataset, and 368 windows are generated from the total 460 s testing data.

The selection of the 5 swindow is empirically inferred from the experience varying
from 1 to 10 s.
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Table 1 Respiratory sound classification accuracy and model complexity with and without taking
the demographic information into account

DCNN characteristics Sensitivity (%) Accuracy (%)

URTI Healthy COPD Bronchiec Bronchiol Test

Without demographic
info

21 66 96 88 4 78

With demographic info 16 72 100 88 15 83 (+5%)

We performed a series of experiments, from audio input only, to merging the age
group information with auditory signal. Table 1 contrasts the two sets of studies,
suggesting that the COPD and healthy conditions are diagnosed with higher accu-
racy and resulting in a total test accuracy increased by 5% when the demographic
information is taken into account.

5 Hardware Architecture Design

The hardware architecture must be built with special care for accurate processing
and functionality in order to incorporate RespiratorNet for the detection of cough
and dyspnea along with the classification of respiratory sounds with demographic or
symptoms details. This applies to basic design needs such as parallel calculation and
effective memory sharing. This architecture is also modeled mainly to comply with
the latency requirement with a low area and utilization overhead. In order to achieve
the required performance and power efficiency requirements, the hardware archi-
tecture thus implemented here is reconfigured to any number of filters, processing
engines (PEs) and layers for any model.

5.1 FPGA Design Flow and Framework

The main blocks that dominate the logic flow and memory footprint in terms of
computation and resources are explained below:

The Convolution module performs 1D and 2D convolution depending on the
software architecture requirement. The control unit defines the functionality of the
convolution by using the address generator to address the convolution process dynam-
ically, involving stride and corner case scenarios. The Fully Connected module
represents the functionality of the fully connected layers where all the neurons are
connected to each other. The block is also guided to a matrix vector multiplication
with proper addressing by the control unit and an address generator. The gener-
ated data are collected in the PE array. The PE array uses uses a multiplier and an
adder with ReLu activation feature to duplicate the MAC process. This module also
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spreads the data into various arrays to allow parallel processing, depending on the
number of PEs initialized in the parameters. All the necessary modules have been
integrated in the Topmodule. Furthermore this block also maintains a logic flow and
controls the data path to PE array, Convolution and the Fully connected modules.
The demographic/numerical information used in the case study 3 is provided in
Symptoms/Demographic Vector block. The numerical information shall be stored
as an one dimensional vector which after processing, is concatenated to the feature
map memory. The control unit supervises this concatenation process, while the state
machine controls the layer flow after the concatenation.

The finite-state machine (FSM) controls the process flow and logic for convolu-
tional and fully connected layer operation. The address generated through the layer
functionality is sent to the on-chip Block RAM (BRAM) memory instantly where
each of the memory locations has a data width of 8-bits. Consequently, the input
data from the feature map passes through the multiply-accumulate unit inside the PE
array, and the product of the computation is saved on the output memory through
ReLu activation logic. The PE logic is implemented only through a pipeline of an
adder, a multiplier, and an accumulator which saves resources. The PE array ensures
parallel execution of the convolution setup as evident from the Fig. 4, where 8-bit
values are read from the feature map memory but n 8 values are processed from
weight memory for parallel operation where n is equal to the numbers of PEs in the
array. The output from each PE continues storing these values until all values are
received. As a result, the PE arrays are completely independent of each other in terms
of data dependency.

5.2 Effect of Parallelism

One of the goals of this work is to introduce scalability in the hardware with regards
to serial and parallel operation as per the requirement of different applications. Espe-
cially, in deep convolutional neural networks, convolutional layers dominate the
computation overhead which directly affects the latency and throughput of the hard-
ware. Hence, it is imperative to find the sweet spot for efficient parallelism existing
within the convolutional layers. Among all the parallelism mechanisms studied
in [33], output channel tiling provides the best throughput in FPGA fabric which
performs convolution across multiple output channels for a given input channel,
simultaneously. As a result, we also design the parallelism based on output channel
tiling in our hardware. The outcome of the parallelism approach is illustrated in
Fig. 5, in terms of the energy efficiency of our hardware accelerator under different
data width precision. Our RTL (Register Transistor Level) design can achieve an
energy efficiency up to 12.7 GOPS/W when implemented for 8 PEs. Similarly, the
performance threshold for 2 and 4 PEs go up to 5.7 and 7.3 GOPS/W, respectively.



96 H.-A. Rashid et al.

Fig. 4 RespiratorNet hardware architecture designed for the case studies that includes feature
map memory and weight memory addressed by the convolution and fully connected modules to
fetch data into the Processing Engine (PE) array. The PE array conducts MAC operations and
temporarily saves data to the output memory. The control logic of the top defines the functionality
of the convolution and fully connected modules. The symptoms vector are only used in Case
Study 3 where demographic information and audio samples are supplied to the model. This data
is concatenated to the feature map memory to process the finishing fully connected layers of the
model. In the top module, finite-state machine manages the concatenation logic

5.3 Quantization: Fixed Point Precision Analysis

All the case studies explored in this work use the quantization level of 8 bits. Going
below this level does not provide an appropriate trade-off in terms of hardware
performance and model accuracy which is clearly visible from Fig. 6. In the software
side, the quantization is applied on kernel weights, bias, and activations for all the
convolution layers and fully-connected layers, other than the first layer and the last
layer. According to Fig. 6, our model shows acceptable performance while shrinking
the model size even to 1/8 of the original 32-bit model. Thus, our proposed hardware
architecture has been implemented using a data width of 8-bit fixed-point precision
for all four case studies. Even though the change of the data width does not amount
to any variation in functional behavior, it affects the operating frequency and power
consumption which in turn alters the energy consumption of the hardware. So, it
is pivotal to figure out an operating frequency that is consistent with different data
width precisions to properly analyze the effect of changing bits over the on-chip
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energy consumption. In this case, our hardware framework runs at a frequency of
80MHz to investigate the variation in energy consumption ranging from 16-bit down
to 8-bit fixed-point precision as shown in Fig. 7a. As evident in the plot, an 8-bit
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implementation over its 16-bit counterpart results in an energy saving of 4.5%without
much deviation in themodel classification accuracy for the respiratory sounds dataset
network. The proposed hardware utilizes 8 PEs to implement all the different model
configurations explored in this work. With a configuration setting of 8 PEs and 8-bit
fixed-point precision, most of the on-chip dynamic power is dedicated to BRAMs
with only a fraction of the total dynamic power being utilized in clocks, signals,
logic, and other areas as highlighted in Fig. 7b. Also, per our analysis, as the number
of processing engines increases, the power consumption of the BRAMs and DSPs
increases to accommodate the parallel processing of the framework.

6 Hardware Implementation and Results

6.1 FPGA Implementation

On the Artix-7 100t FPGA (Field Programmable Gate Array), the previously
mentioned software frameworks are implemented at a clock frequency of 80 MHz.
The design of the RTL (Register Transistor Level) is defined in Verilog HDL and
synthesized using the Xilinx Vivado 2018.2 tool for the FPGA portion. The option
for the Artix-7 100t FPGA comes from the fact that the applications are targeted for
embedded implementation of low power, making this component ideal for our objec-
tive, with only 135 BRAMs as onchip memory. The results tabulated in the 2 table
represent the output of the hardware in this work for the various case studies. In terms
of computation, the model with the highest overhead is the one that detects diseases
from respiratory sound analysis. The energy consumption of 836 mJ is considerable
in this case, with 6 billion operations. Depending on the calculations and size of the
model, our RTL design has different results, with energy efficiency varying from 4.1
GOPS/W to 7.3 GOPS/W.

TheTable 2 compares various recent hardware designs aimed atCNNacceleration.
Ma et al. [34] offers a scalable hardware platform that demonstrates the versatility to
deploy CNN architectures in high-level synthesis and optimization. In Huang et al.
[35] implementation of a 23 layer, SqueezeNet is introduced. In addition to this on
Jafari et al. [10], a low-power multimodal CNN system is accelerated using the same
Artix-7 FPGA component used in our work. Our proposed system, when compared,
is and 4.3 more energy efficient than the [10, 34] implementations. Although the
design is marginally ahead in terms of energy efficiency in Huang et al. [35], with a
consumption of less than 33, our work draws significantly low power.
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Table 3 Deploying the RespiratorNet model to commercial off-the-shelf devices including a dual-
core Denver CPU, a quad-core ARM A57 CPU, and a combination of ARM CPU+Pascal GPU
from the NVIDIA TX2 board

Configuration CPU
Freq
(MHz)

GPU
Freq
(MHz)

Power
(mW)

Latency
(s)

Performance
(GFLOP/s)

Energy
(J)

Energy
efficiency
(GFLOP/s/W)

Denver CPU 345 – 881 10.0 0.019 8.81 0.021

2035 – 3170 0.9 0.215 2.85 0.068

ARM A57
CPU

345 – 1168 3.7 0.052 4.32 0.045

2035 – 4425 0.6 0.322 2.66 0.073

TX2
CPU+GPU

2035 1300.5 9106 0.1 1.935 0.91 0.210

6.2 NVIDIA Jetson TX2 Implementation

The trained TensorFlow model of RespiratorNet was implemented on embedded
NVIDIA Jetson TX2 platform for evaluating the energy-latency trade-off. Trading
off between the computation complexity and the classification accuracy, trained ML
models can be deployed to tiny processors and edge devices (e.g. tiny FPGAs, a
cell-phone, tablet). At least two hardware-level characteristics are attributed to all
DCNN models: the model size and the number of operations per inference, all of
which are upper-bounded by the platform resources to which they are deployed or
by the inference deadline. Both the hardware resource constraints and the diagnostic
latency should follow the application objectives while bringing all the components of
the system together. After setting the batch-size to 1, two mobile CPUs like Denver
(dual-core) and ARM-Cortex A57 (quadcore) as well as an embedded CPU+GPU
implementation with different frequency settings are deployed on the trained model
of RespiratorNet. The TX2 development board has been used to calculate all of the
parameters as it provides precise on-board power measurement. Table 3 summarizes
the implementation. From the Table 3 it can be seen that Denver CPU with a low
frequency setting dissipates the least power and takes 10 s to classify one frame.
However, the most energy efficient implementation, ARM CPU+GPU, dissipates
approximately 10 more power compared to Denver to classify the same frame in
0.1 s. For both the cases, we provided a 5 s frame of recording to the memory.

7 Conclusion

In this chapter, to identify various respiratory symptoms,we proposeRespiratorNet, a
scalable multimodal CNN software hardware architecture that can take audio record-
ings, speech information, and other sensor modalities from patient demographic or
symptom information.Weevaluate anduse four distinct publicly accessible databases
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as case studies to identify respiratory symptoms as part of our experiment. The
hardware prototype for RespiratorNet is also scalable and flexible to accommodate
different input modalities, data width bit precisions and parallel processing engine
numbers. The proposed implementation of hardware has a low power consumption
of o 245 mW and achieves an energy efficiency of 7.3 GOPS/W that is 4.3 times
higher than the implementations of state-of-the-art accelerators. Furthermore the
RespiratorNet TensorFlow model is implemented on the NVIDIA Jetson TX2 SoC
(CPU+GPU) toprovide scalability in termsof off-the-shelf platform implementations
and is compared to TX2 single-core CPU and GPU implementations.
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Abstract On January 23, 2020, the index case of COVID-19 was diagnosed in
Hong Kong. Since then, the number of cases has risen at an alarming rate. In antic-
ipation of an outbreak, the Hospital Authority in Hong Kong actively reduced the
number of clinic sessions in February 2020 to reduce clinic attendance and hospital
admissions and thus reduce the risk of cross-infection among patients. The Hospital
Authority is the official government body responsible for public healthcare in Hong
Kong.Every year, approximately 13.5million patients attend outpatient clinics across
seven clusters in the Hospital Authority. However, COVID-19 has severely disrupted
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public healthcare services, leading to accumulating clinical caseloads and substantial
delays in diagnosis and treatment. The United Christian Hospital and Tseung Kwan
O Hospital, which were pioneers of the Hospital Authority Smart Hospital Project,
were the first hospitals in Hong Kong to pilot the use of telemedicine during COVID-
19 to mitigate service disruptions. While the Zoom videoconferencing platform was
adopted as the official app for telemedicine in the early phase of implementation,
there were concerns about the potential vulnerability of patients’ privacy when using
this platform. A series of security assessments of the Zoom client was performed
to ensure that patients’ data were encrypted and vulnerabilities were resolved. The
Zoom client was subsequently incorporated into HA Go, the official patient mobile
app of the Hospital Authority. Patients can attend teleconsultations through this
app, which enables a comprehensive range of functions, including making future
appointments, viewing prescription and medication-dispensing records, delivering
educational videos, sendingmedication collection reminders to patients as push noti-
fications and making payments. The system allows patients to bring their prescrip-
tions to regional pharmacies to obtain their medications and thus avoid traveling long
distances to the hospital, which may expose them to the coronavirus. This chapter
highlights the experience of developing a telemedicine program for public healthcare
services in Hong Kong.

Keywords Head and neck · Otolaryngology · Hong Kong · COVID-19 · Cancer

1 Introduction

The 2019 novel coronavirus disease (COVID-19) pandemic has affected over 182
million people worldwide [1] and has severely disrupted healthcare systems in
various countries since its onset. Being the most densely populated city in southern
China, the Hong Kong Special Administrative Region (HK) faced the first confirmed
COVID-19 case on January 23, 2020. The first case was imported from mainland
China, but evidence of community spread through local transmission followed on
February 2, 2020. The number of cases in Hong Kong rapidly increased in March
2020, with a large proportion of cases being imported from Western countries [2].

In Hong Kong, healthcare is delivered via a dual-track system. The public health-
care sector, which is under the administration of theHospital Authority, is responsible
for 90% of inpatient services, whereas the private healthcare sector is responsible for
the remaining 10%. The Hospital Authority is a statutory government body estab-
lished in 1990 in Hong Kong [3]. It is responsible for managing public hospital
services and formulating health policies for over 7.55 million people in Hong Kong.
In 2019, therewere 2.16million accident and emergency department attendances, 7.9
million specialist outpatient clinic attendances and 6.37 million primary care clinic
attendances in the seven Hospital Authority regions in Hong Kong, which are known
as “clusters” [4]. During the COVID-19 pandemic, in anticipation of a potentially
rapid increase in the number of confirmed cases and given the limited resources in
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the public healthcare system, there was tremendous pressure to reduce the number
of hospital admissions and clinic attendances in early February 2020 [5].

2 Smart Hospital Initiatives

Hospitals under the Kowloon East Cluster of the Hospital Authority were the pilot
sites for the “Smart Hospital Initiatives”. Through proactive application of infor-
mation technology and the development of smart hospital projects, the Hospital
Authority aimed to improve the quality of healthcare services. The Smart Hospital
Initiatives involved the development of smartwards, smart clinics and smart operation
theatres, which collectively aimed to enhance the efficiency of healthcare services,
reduce costs and provide greater convenience to patients and their families [6].

3 Utilization of Telecare to Mitigate Service Disruption

To reduce the number of clinic attendances while avoiding delays in diagnosis and
treatment, the Telecare Task Force was officially launched in the Kowloon East
Cluster of the Hospital Authority in February 2020 to explore feasible options for
utilizing technological advances to substitute in-person patient visits with telecare.
The Telecare Task Force was responsible for analyzing the need for telemedicine in
various specialties and supporting the implementation of telemedicine programs.
Administrators, team leaders and frontline staff who were willing to initiate
telemedicine programs for their teams were invited to join the program. Technical
support was provided by the hospital’s Information Technology Department. To
ensure the sustainability of the telemedicine program, funding was provided at the
hospital administration level. The applications and the frequency of use of this type
of telemedicine in clinical care were regularly reviewed.

To accomplish these telecare sessions, in the early stages the Zoom videocon-
ferencing platform was adopted by the Hospital Authority as an app that complied
with the Health Insurance Portability and Accountability Act [7–9]. This platform
was endorsed for telecare by the Central Credentialing Committee of the Hospital
Authority of HK. To enable the use of Zoom for telecare, a dedicated hardware
setup was required at the clinic (Fig. 1). An encrypted wireless network was set
up, and additional mobile devices, such as tablets or laptops with high-resolution
webcams, speakers, and microphones, were purchased. The setup was designed to
simulate a typical face-to-face consultation where doctors could record the consul-
tation summary using the Clinical Management System (CMS) on a desktop work-
station and, at the same time, eye contact between doctors and patients could be
maintained. Proper lighting was essential, and thus each camera was set up so that it
was not facing a window, as that may have caused extreme backlighting [10, 11].

A dedicated telecare website was launched to introduce this new service to
patients, including the workflow for enrollment and instructions on how to install
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Fig. 1 Hardware setup during tele-consultation

Zoom and establish a teleconsultation (Fig. 2). Patients were required to read infor-
mation regarding the potential pitfalls of telecare [12], including potential breaches of
their privacy; suboptimal consultation quality due to network and software issues; and
the inability to conduct a physical examination, which, if necessary, would require
rescheduling the appointment. Patients were also required to sign an online elec-
tronic consent form to enroll in this new telecare service. An appointment was then
assigned to the patient through SMS and email.

Fig. 2 Telecare website for enrollment and technological support
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4 Medicolegal and Safety Concerns

Prior to the launch of the telecare service, a proportion of frontline doctors were
reluctant to adopt telecare. Multiple questions were raised during a meeting,
including:

• Does it work? Is it safe?
• Will there be any medicolegal consequences for misdiagnosis if a physical

examination is not performed?
• Will teleconsultation be covered by medical insurance?
• Is it accepted by the community?

Tomitigate these concerns about privacy and potential medicolegal consequences
of the use of telemedicine, the Medical Council of Hong Kong published a guide-
line for telemedicine highlighting doctors’ obligations to meet all legal and ethical
requirements when practicing telemedicine [13]. Specifically, standards of care
that protect patients during face-to-face medical consultations apply equally to
telemedicine. The doctor must ensure that a telemedicine interaction is suitable for
the patient and that the standard of care delivered via telemedicine is reasonable,
considering the specific context. Any advice delivered to the patient by the doctor
should be documented in detail. Doctors must ensure that the patient’s confidentiality
and data integrity are not compromised. Information obtained from the teleconsulta-
tionmust be secure and encrypted to prevent access by any unauthorized third parties.
The patient’s identity must be verified before sending sensitive information by elec-
tronic means. The contravention of ethical guidelines may render a doctor liable to
disciplinary proceedings. The ethical guidelines should not be construed to autho-
rize a doctor to engage in medical practice outside Hong Kong or to regulate doctors
from other countries who practice telemedicine on patients in Hong Kong. Medical
practitioners who practice telemedicine on patients in Hong Kong must be registered
with the Medical Council of Hong Kong. Doctors should adhere to well-established
principles and standards guiding privacy, records security, informed consent and safe
prescribing. If the quality of a telemedicine consultation is affected by technical or
environmental limitations, the consultationmust be terminated and alternativemeans
must be considered [13].

The doctor-patient relationship is the cornerstone of providing propermedical care
to patients. The establishment of a doctor–patient relationship may not be easy, espe-
cially when the doctor and patient are in separate locations and/or have no existing
in-person relationship. Thus, it is advisable to practice telemedicine onlywhen a prior
in-person relationship exists between a doctor and a patient. Moreover, a doctor–
patient relationship is based on trust and mutual respect. It is therefore essential that
the doctor and the patient are able to identify each other reliably when telemedicine
is used. In case of doubt, the doctor should advise an in-person consultation with the
patient [13].

In addition, there were concerns during the early phase of implementation of
telecare about the potential vulnerability of Zoom to “Zoombombing”, or hijacking,
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during video conferencing [14] and to privacy breaches. The Hospital Authority
in HK underwent a series of security assessments on the updated Zoom client to
confirm that data sharing with social media platforms was no longer allowed. The
analysis showed that these vulnerabilities were resolved and end-to-end encryption
was enforced.Toprotect patients, the InformationTechnology andHealth Informatics
Department of the Hospital Authority recommend that clinicians and patients use the
latest version of theZoomclientwith a corporate account to enable enterprise security
features. Furthermore, it is recommended that a password be set for every meeting
and that the meeting details and password be exclusively disclosed to participants.
Finally, recommendations suggest enabling the “lock” function once all participants
have joined the meeting to avoid intrusion.

To ensure that the correct patient is seen at the right time using Zoom teleconsul-
tation, the appointment date and time, Zoom conference ID and password are sent to
the patient by email and SMS. Two-way ID verification is then adopted. Patients are
asked their date of birth or the last three digits of their HK identity card number and
they are asked to show their unique outpatient appointment slip to the web camera
[15]. Doctors and nurses engaging in a teleconsultation session also need to be clearly
identified by their full names and titles [8]. After each consultation, a new appoint-
ment slip and prescription sheet are simultaneously mailed and sent to the patient by
e-mail. Patients may then visit the pharmacy at a dedicated hospital within 7 days to
obtain the prescribed medications, with payment made on site at the pharmacy [15].

5 Streamlining Telecare Using a One-Stop Mobile App
“HA Go”

Awell-planned and structuredprogram is essential for the large-scale implementation
of telemedicine across Hong Kong. The Information Technology and Health Infor-
matics Department of the Hospital Authority, therefore, developed an official app
called “HAGo” for all patients in the Hospital Authority. HAGo is a one-stopmobile
application that aims to enhance patients’ experiences and improve health outcomes.
HA Go allows patients to submit an application for an appointment at a specialist
outpatient clinic and review upcoming appointments, past attendance records and
clinical records, such as drug dispensing and allergy records and dispensed drug
information. Moreover, healthcare professionals can prescribe educational materials
and exercises for patients to access via HA Go. All the information is documented
and encrypted in the HA Go app. In addition, HA Go facilitates online payment of
consultation fees and drug charges using various methods, namely credit cards, bank
transfers, Apple Pay, Google Pay, Alipay and WeChat Pay (Fig. 3). It also supports
teleconsultation via embedded Zoom and thus provides a one-stop service to patients,
such that they do not need to install a separate app. Appointment reminders are sent
automatically to the patient’s HA Go app. With a few clicks, patients are able to
join teleconsultations with their physicians (Fig. 4). As the app requires activation
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Fig. 3 Patients’ perspective in using “HA Go” app for tele-consultation

Fig. 4 Electronic payment
for tele-consultation

in person, patients’ identities are verified and unique to each account. Each time
the app is used, the patient must log in using biometrics (e.g. fingerprint) or a pass-
word, which ensures that the right patient is seen, the correct clinical information is
discussed and patients’ confidentiality is not violated.

During the writing of this book chapter, hospitals in the Kowloon East Cluster
were undergoing a trial for home delivery of prescribed medications to obviate the
need for patients to go to the hospital pharmacy to obtain theirmedications.Under this
system, the prescription order is sent to the pharmacy and the patient simultaneously
through HA Go. Patients receive a QR code on their HA Go app. They can then
decide to obtain their medications by visiting the hospital or local pharmacy or
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have the medications delivered to their home by courier. This precludes patients
from queuing in hospital pharmacies and reduces the chance of cross-transmission
of the coronavirus. It is of the utmost importance that the correct medications are
prescribed and dispensed to the right patients; thus, the courier checks the barcode
of each medication against the QR code sent to the patient’s HA Go app to confirm
the identity of the patient and verify the prescription.

Using the HA Go app, health education materials, such as videos and leaflets,
can be delivered to patients. This is particularly useful for home-based exercises.
Patients can follow the instructions and demonstrations on the videos to perform their
exercises at home during the COVID-19 pandemic. The app also allows physicians
or therapists to confirm their patients’ compliance with their prescriptions at home
or in the community. After each time the prescribed video is played, the time and
duration of the video is logged. In addition, this serves as a diary to remind patients to
exercise at home. To ensure corporate-wide usage of HA Go and implementation of
health education via telemedicine, all educational information has been endorsed by
the coordinating committees of different specialties, which comprise the department
heads of all seven clusters of the Hospital Authority. Videos and pamphlets were
proof-read and approved before they could be uploaded to the platform.

6 Future Work in Patient Empowerment Using “HA Go”

MyHealth module of the HA Go app is currently under development. Soon, patients
can record their own health-related parameters, such as body weight, body mass
index, body temperature, blood pressure, pulse, blood glucose levels, dizziness score,
pain score, peritoneal dialysis information and uterine contraction times. The data
can be plotted as a chart locally within the app for self-monitoring and evaluating
treatment efficacy (Fig. 5). The data will also be uploaded to the Hospital Authority’s
cloud server to allow doctors to view the patients’ recorded data during consultations
on theCMSandadjustmedicationswhennecessary. In the foreseeable future, patients
will also be able to use Apple Health or Android-compatible Internet of Things
health-monitoring devices to measure their heart rate, blood pressure, temperature
and blood glucose level. These measurements will be synchronized automatically to
the Hospital Authority’s cloud server. This will provide an easy and reliable method
for documentation and self-monitoring.

During the COVID-19 pandemic, various countries have implemented
telemedicine to bring medical care to patients while minimizing the risk of trans-
mission of COVID-19 among patients and clinicians. Clinicians from University of
California, San Francisco (UCSF) utilized telemedicine to care for palliative care
patients in the ambulatory settings. Apple FaceTime, Facebook Messenger, Google
Hangouts and Skype were used [16]. In Italy, telemedicine service was designed for
heart failure patients, and the service was based on phone calls. This eliminated the
possible social disparities (e.g. accessibility of clinical service was only available to
people with available technological device and/or capacities to use the service) [17].



A Comprehensive Telemedicine Service in Hong Kong … 115

Fig. 5 MyHealth module
for patients’ self-monitoring
of health parameters



116 Z. W. C. Yeung et al.

In India, telemedicine was limited by the low internet penetration. Only 36% of the
overall population had access to internet [18]. In Chennai, southern part of India,
teleconsultations were conducted to 2864 patients with diabetes mellitus. Patients
were enquired about their symptoms and diabetic control. After the consultation,
prescriptions were sent to patients by email [18]. In Western part of China, WeChat
was used to offer online consultations. 31,905 patients with chronic diseases received
tele-consultation to reduce the number of patient visits in the outpatient clinics and
internet-based drug delivery service was provided for this group of patients. 5G Dual
Gigabit Network was also utilized in areas where there were a limited number of
radiologists. 5G Network was used by radiologists to remotely interpret Computed
Tomography (CT) films which were undertaken over 300 km (Range 20–1191 km)
away from the central node at the West China Hospital of Sichuan University. Web-
based and real time video conferencewas held to discuss cases of coronavirus disease
in rural areas of Western China [19].

In Hong Kong, telemedicine was implemented for patients in the public sector
during the COVID-19 panedemic. The HA Go telecare app was designed to provide
a one-stop service for patients in Hong Kong. It provides an easy, yet secure, method
of teleconsultation. It was designed to be simple for patients and frontline users and
to be incorporated into the typical clinical workflow. It includes a wide range of func-
tions, such as delivering educational videos and e-prescriptions, sending medication
collection reminders as push notifications, and settling payments. Over the past year
in Hong Kong, telemedicine has been adopted in isolation wards to reduce the risk
of infection transmission to nurses and physicians. It has also been used successfully
in otorhinolaryngology, ophthalmology, psychiatry, clinical psychology, orthopedics
and traumatology, family medicine, hepatology, respiratory and pain clinics. Its use
was subsequently expanded to nurse clinics, outreach programs, allied health depart-
ments catering for outpatient wound care and palliative home care and for seminars
on oromyofunctional therapy for obstructive sleep apnea. In the future, the applica-
tion of telemedicine may extend to providing services to elderly or disabled patients
to minimize the hassle and cost of traveling between institutions.
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Adapting to Live in the Global Pandemic
Era: Case Studies

James Jin Kang

Abstract The COVID-19 Pandemic (Pandemic) has had a dramatic impact on soci-
eties around the world affecting every aspect of people’s lives. In one particular
example, it has changed the way work is perceived and attitude towards working
lives, such as an increased adoption and greater acceptance of working from home.
From the perspective of IT networking, such changes have caused network capacity
issues in relation to internet speed and capacity. The changes are so significant that
humans have adapted to a new way of living in the realm of businesses, jobs, health-
care, education, trades, politics, economics, families and relationships. This chapter
illustrates some applications and solutions that can be used to aid the adaptation
processes with case studies of security concerns such as privacy as well as how
quickly a new business can be introduced to cope in the era of the pandemic.

Keywords Adaptive methods · Privacy · Security · Authentication · Health data ·
Patient monitoring · Health data for identification · Internet speed enhancement ·
Self-driving Vehicle · TikTok privacy threats

1 Introduction

One of the most significant changes experienced after the arrival of the Pandemic
was the ways in which people work in order to avoid being close to others (i.e.,
social distancing). This instantly caused network access issues as internet services
providers could not cope with the rapid changes and demand in service location.
Whilst corporate or government organizations have fast internet access capacities,
most residential users have a best effort plan, which is designed for reasonable use.
When entire households simultaneously use the internet for work, entertainment,
education or video meetings, internet speed has diminished capacity to serve all of
these purposes at once. Internet service providers cannot simply move the corporate
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capacity to home users instantly on demand due to logistical and contract matters
despite it being technologically possible.

To track the spread of the virus within the population, The Australian Govern-
ment initially introduced a location tracking app called ‘CovidSafe’ along with other
countries who developed their own apps that served similar purposes. In some cases,
however, these apps led to privacy issues by sharing and uploading personal infor-
mation along with social media platforms such as TikTok, which has been more
prevalent amongst the younger generation (particularly as they were unable to attend
school in person).Arguably, the app has been used to access and retrieve personal data
by unauthorized parties. Some security concerns arose in relation to the tracking app
and some social media apps, which will be discussed in this chapter as case studies.
To avoid direct contact with others in public transportation networks, a driverless
taxi service was launched in the United States. Passengers sit in the back while the
car is driven by a robot. While the service had been planned for some time, it was
launched early tomeet the demands caused by the Pandemic situation. Finally, health
data-based identification [1] is briefly discussed to illustrate how it can be used to
identify a user of equipment such as smartphones. Currently it is possible to track the
location of the smartphone and even raise alarms [2–4], however there is no way to
verify the owner of the phone, which is easily given to others. Using the health data
along with IoT network for location tracking system [5], it is feasible to track down
the whereabouts of the user who may have contracted coronavirus. This idea could
also be used in many other areas such as proving alibis in legal cases, authentication
of devices, firearm authentication via health data and biometrics to improve security.

This chapter will explore the various applications that were either developed
during the Pandemic or were otherwise used with more frequency to assist people to
adapt to the new ways of living, in addition to analyzing some issues that arose.

Security issues of real-time tracking and observation of potential infectious
people to verify self-quarantine

It is crucial froman epidemiological and public health perspective to be able to rapidly
identify and monitor patients who are infected as seen in the COVID-19 pandemic.
Mobile health technologies can provide information on individuals who may be
unwitting carriers or who may have been exposed to an outbreak. In certain cases,
technology can flag those who may meet criteria to be considered for quarantine.
Political issues such as forcing suspected virus carriers to an isolated location for
quarantine can be eased by mobile Health (mHealth) technology which can track
and provide real-time monitoring of potential patients.

Governments or agencies can have better visibility of population metrics, use
modelling to predict likely distributions of pathogens and develop control and
management capabilities in a manner which is transparent to the public—avoiding
the risk of generating panic.

Educating the public will be key to preparing for future virus outbreaks, in
the future it will be feasible to pinpoint geographic areas and regions to prioritize
monitoring targets using algorithms.
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With the advent of any technological developments, there will be both positives
and negatives. It will be essential to consider issues relating to security, in particular,
being aware of the risk of privacy breaches given the highly sensitive nature of such
incidents.

There have been various tracking apps across countries that have been used along
with other vaccination tracking apps to track down locations of users who have been
exposed or infected. Several issues relating to these have arose, using the Australian
Government’s CovidSafe app as an example.

The tracking app collects anonymous IDs from other people who are also using
the app that users come into short distance range with by coupling each other’s
phones over Bluetooth. If an individual tests positive to COVID-19, they can share
the logged period of time, e.g. last 21 days’ worth of contacts stored on the app,
and the data will be sent to a server. Health officials can then use this information
to trace and inform possible contacts that they may have been exposed to the virus,
depending on how close that contact may have been e.g. within a radius of 1.5 m for
15 min. This involves a transfer of data when users exchange anonymous ID with
other people using Bluetooth, as well as when the data is transmitted to government
servers.

There are several areas in which vulnerabilities can exist:

• Data can be intercepted between a phone and the national data store.
• Bluetooth is required to be kept on all the time, which gives a chance for eaves-

dropping. The tracking app is not the only app which uses Bluetooth, and other
apps may have access to it. It increases the risk of security as those apps may have
access to personal information.

1.1 What are Some Issues With Apple iPhones?

The iPhone operating system (iOS) depending on the version, will not allow back-
ground running of the app, which needs to always be on and active to work. This can
drain the phone battery and cause some people to be reluctant to install the app.

If the iOS version allows for background app functionality using features such
as Background App Refresh [6], it should be checked that it works for the tracking
app. The Australian Government has released the source code of the app in order to
maintain transparency. A report [7] says that tracking app running in the background
had aminimal impact on the battery life, although it did not disclose the specifications
such as the phone model or OS version such as Android or iOS which they tested it
with.
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1.2 Vulnerabilities to Data Interception

Data that is sent to national storage includes your name, mobile phone number, age
range and postcode. Regardless of this, the transmission could include sensitive infor-
mation such as possible confirmation of the virus. Knowing that a person associated
with a certain mobile phone number could be diagnosed with COVID-19 can lead to
privacy issues. The phone number itself causes ‘privacy’ issues and can be used to
verify a target by an attacker. Multi-Factor Authentication (MFA) systems such as
the ones used in online banking requires authentication with a code sent to a phone
number, and there is potential for an attacker to clone a phone. When pairing up with
Bluetooth, users are potentially opening a door to others who may gain access to
their phones in public places such as shopping centres, public transport, restaurants
and so on.

1.3 Bluetooth Needs to Be Always on, So Users Should
Check Bluetooth Status of Other Apps

Many apps require Bluetooth connection to track your location. Apps can log loca-
tions users have visited or passed through and may transfer the information to their
servers for marketing purposes. By installing the tracking app, users are opening a
door for all apps which have Bluetooth permissions. The only way to manage this
is to check the app permissions individually. Alternatively, users may have a second
phone installed with the tracking app only, though this would not be practical. Some
app developersmight have ulteriormotives to track the location of users, whichmight
not need users to have the app open at the time nor ask for consent. As a solution,
users could deny Bluetooth permission for all apps from the start, and grant permis-
sions manually in the settings (e.g., Settings > Privacy > Bluetooth for iPhone) one
by one for essential apps only.

1.4 Where Data is Sent to and Stored?

Location and uploaded data are likely to be stored on a centralized cloud-based server
in addition to a secondary storage location to house close contact information. It offers
an opportunity for attackers to target a single point to attack, like putting all eggs
in one basket. Distributing data across multiple locations helps to prevent the risk,
however, it increases maintenance and management requirements. Granting access
to state governments may be useful for the states to be able to see statistical data,
though it causes further vulnerability risks by giving access to more users. It could
be more appropriate or easier to process the data centrally and provide information
to state governments as needed as an alternative.



Adapting to Live in the Global Pandemic Era … 123

1.5 Use of Apps for Patient Monitoring in Disease Outbreaks

A tracking app can be used to identify the previous and current location of the user for
diseases or self-quarantine purposes.Mobile health technologies have the potential to
identify individualswhomay have been exposed to a disease, flagging thosewhomay
meet criteria to be considered for quarantine. Governments or agencies can use this
data to more comprehensively inform population metrics, develop modelling and to
intelligently implement a public health response that can be objective and transparent
to the public—avoiding the risk of generating panic. Educating the public will be
key in public health responses to future disease outbreaks, and mHealth technologies
with algorithms could allow for a localization of public health response to specific
geographical areas of need. However, it has potential for privacy issues as well as
the efficiency and validity of data depending on how the user can comply with the
consent and policy such as terms of use.

2 Privacy Issues on Social Media Platform Tiktok
in Pandemic Era

TikTok has been chosen in particular as it caused controversial concerns from media
by its privacy breaches accessing and retrieving personal information [8]. In the age
of isolation, with friends and family craving social contact, TikTok has emerged as a
bonding force. From dance videos to hints and tips for fitness and exercise; TikTok
videos are created, uploaded, and viewed across the world. But what is TikTok;
who is using it; why is it so controversial; and, why is the Australian government
concerned with the app so closely?

2.1 What is TikTok?

TikTok has been around since 2016 and was relatively unknown outside of China
where it was developed by the Beijing based company ByteDance. It became a
global sensation after its release in global app stores in 2017 with a reported 2
billion downloads globally. The Australian market is significant with an estimated
1.6 million regular users. While the users are typically considered to be in the 16–24
age range, there is substantial use within older generations.

TikTok is a simple concept, users generate short video sequences that are shared
through the app. This simplicity is reinforced by their own mission statement [9]:

TikTok is the leading destination for short-form mobile video. Our mission is to inspire
creativity and bring joy.
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Lockdowns implemented in response to the Pandemic allowed TikTok to rise in
global popularity as forced quarantine isolated social groups. Sharing TikTok experi-
ences allowed friends and family to reconnect with celebrities and politicians joining
in. Social media is an important tool in keeping families and friends connected, but
often has a negative side. Recent examples have included zoom-bombing and an
increase of concerning online behaviors.

2.2 What Information Can Be Collected and How are They
Transferred?

According to a lawsuit [10] filed in the USA, TikTok is allegedly gathering users’
phone numbers, emails, location, IP addresses, and social network contacts. Concerns
have been raised that companies purportedly conceals the transfer of user data, and
continues to harvest user and biometric data even after the app is closed. For example,
when a user shoots a video and clicks ‘next’, the video is automatically transferred
to servers in China without the knowledge of the user. Even if the user does not save
or publish the video, the app transfers the data regardless.

2.3 The Dark Side of TikTok

Like all apps, TikTok is a data gathering service hiding behind a social media facade.
Its parent company, ByteDance, has been accused of secretly taking user content and
information without consent and transferring data to servers located in China. It has
also been accused of concealing the transfer of this data and continuing to record
information even when the user would not intend. For example, when a user records
a video but does not save or publish the video, it is still transferred to the servers
without the user’s knowledge.

2.4 What Features and Information Can Be Accessed
by TikTok?

TikTok requests a number of permissions on a device during installation, and with
the permissions given, it has full access to the camera, microphone, the device’sWiFi
connection, and the contacts list. This allows the app to do the following:

• take pictures and videos, record audio and sound
• keep the device turned on and start automatically when starting up the phone
• collect GPS and location data along with detailed information of other apps which

are running
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• read and write to the storage, install and remove shortcuts, and request installation
packages.

One critical feature is that the app can access other apps which are running at
the same time, such as banking apps. This can give permission to access the data of
banking apps for example.

2.5 Where is the Data Stored?

It is widely suspected that data from TikTok may ultimately end up in China. While
the company is headquartered in Beijing, a recent quote from the Australian general
manager (Lee Hunter) indicated that the data for Australian users is actually stored
in Singapore [11] and stated that:

TikTok does not share information of our users in Australia with any foreign government,
including the Chinese government, and would not do so if asked. We place the highest
importance on user privacy and integrity.

A bigger challenge is perhaps that of defining data. While the details of users and
their videosmay be stored in Singapore, there is potential for data to be extracted from
the video content. Perhaps generating biometric data to identify people using facial
recognition, or mapping rooms using feature extraction from videos generated by
users in senior positions. Fake videos could even be generated using deepfake tech-
nology. While this may seem far-fetched, there have already been pre-emptive bans
within certain organizations to ensure sensitive information is not leaked through
shared videos on TikTok. Examples of bans include in Defence forces such as
Australia’s ADF [12] and the US Department of Defence [13], and even entire
countries with the Indian government [14] announcing a ban across its nation.

2.6 ByteDance and Its TikTok Server Location

ByteDance claims that its data are stored in servers in theUnitedStates andSingapore,
however it is unclear where they store what data.

“We store all TikTok US user data in the United States, with backup redundancy
in Singapore,” the company said. “Our data centres are located entirely outside of
China, and none of our data is subject to Chinese law” [15]. ByteDance operates a
separate service called Douyin to serve the Chinese market. ByteDance is based in
Beijing, and TikTok says that no data is stored in China. The company announced
that they would build a data centre in India, however it is uncertain as India banned
TikTok along with other Chinese apps in India allegedly citing reasons to “national
security and defence of India, which ultimately impinges upon the sovereignty and
integrity of India” [14].



126 J. J. Kang

2.7 What Privacy Issues Does TikTok Potentially Have?

TikTok’s privacy policy is ambiguous and as of October 2019 states that “You should
understand that no data storage system or transmission of data over the Internet or any
other public network can be guaranteed to be 100 percent secure”. From the user’s
privacy perspective, TikTok has access to device location and personal information
such as contact details. Whilst their servers appear to be located outside of China,
it is impossible to confirm nor deny where this data could end up and what the data
could be used for. If a user decides to delete their content from their device or if there
is a ban, data cannot be retrospectively erased and any information that has already
been transferred would be impossible for users to retract.

2.8 Can the Australian Government Actually Ban TikTok?

Enforcing a ban on TikTok is not as easy as it sounds. While the Australian govern-
ment could request for the removal of the app from App Stores (Apple App Store,
Google Play Store), they could only do this for Australian regions and marketplaces.
Users would still be able to simply download from another geographical store or a
third-party source, and thiswould also not remove the app fromuserswho already had
it installed on their devices. Blocking access to TikTok servers could be implemented
in partnershipwith Internet Service Providers, but, just aswith other attempts to block
access to services, users can use proxies or VPNs to circumvent these controls. Even
in the event of a ban, the vast amount of data already collected on Australian citi-
zens would still be stored and potentially accessible to Chinese authorities for the
foreseeable future.

3 Health Data for Identification and Authentication

Biometrics such as voice recognition, retina or fingerprints have been used in various
applications for authentication purposes. This however cannot be used in remote
applications as the verifications physically require to be close to the sensors. As
privacy, which can be improved by protecting personal information using algorithms
[16] is a key requirement in eHealth and IoHT technologies, health data can be
used for user identification purposes. Whilst one type of health data such as heart
rate may provide no identifying information, it could in combination with others
represent a unique pattern that is specific to an individual, especially as a trend over
time using machine learning. The major expected outcomes for such an application
could include (1) assessment of health data traits with measurable and standardized
accuracy, (2) building amodel of structured attributes that can affect the effectiveness
of the health data being used for identification.
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Health data can also be used to provide whereabouts of individuals with veri-
fied time and location. For example, providing a reliable alibi (proof of absence) is a
crucial factor to prove one’s innocence. Verifying a person’s true identity and location
has always been an issue, but now it can be done by personal health devices, which
provides identification of individuals via health data of the user along with trusted
real-time–space technology. Proving the whereabouts of a person is not always reli-
able as they rely on witnesses’ own descriptions, which is weakened as humans are
forgetful and can easily be affected by factors such as fatigue, alcohol or drugs.
Using wireless body area network and internet of health things (IoHT) technology, it
is possible to identify a person using health data of the user [16–19]. It is also able to
provide tracking of location on a time basis using a trusted-time–space server [20],
which provides exact locations at a certain time. Whilst a smartphone can prove
the location of the device, it cannot prove the true owner of the device is on the
location as the phone can be moved to others. Using the health data for identifi-
cation, it is now possible to prove the owner is holding the device. In addition to
biometrics, health data can also be used for authentication to enhance the accuracy.
Passwords can be stolen. Even some biometrics such as fingerprints may be stolen.
However, it is impossible to steal real-time physiological health data unless the user
has been kidnapped. In this sense, authentication of using health data combined with
biometrics can enhance the security and authentication.

4 Conclusion

The Pandemic has showcased the resilience and adaptability of human societies.
People have rapidly adjusted their lifestyles and have evolved with innovative ideas
and changes to make their lives more endurable. This chapter illustrated some appli-
cations that gained momentum during the Pandemic such as TikTok and autonomous
vehicles, and some issues that arose during the course of this period. However, there
is no doubt that those issues can be ironed out and optimized over the course of time.
The crisis caused by the Pandemic will be soon over with the rollout of the vaccine
currently being deployed across the globe. It is clear that if future pandemics emerge
(which have already been predicted), humans will continue to adapt as they have
done in the era of COVID-19.
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Abstract The novel coronavirus disease (COVID-19) continuously crippling
healthcare systems globally and disrupting movements of people which led to the
temporary closure of schools, colleges, universities, industries, and businesses. To
reduce the catastrophic impact of the new variant of COVID-19, governments in
collaboration with World Health Organization (WHO) emphasize on vaccination of
populations. However, several countries witnessed a rapid increase of new infections
and deaths which are linked to relaxation of regulations, fake COVID-19 certificates,
resistance to adoption of health digital technologies, overburdened health system,
lack of personal protective equipment, social risk behaviors, poor policies and stan-
dards for immigrants and lack of standardized and synchronized regional and inter-
national health information system that facilitates the regular sharing of COVID-19
data, test results and vaccination certificates. Also, accessing COVID-19 data and
patient health history data remains a challenge for many health systems. Therefore,
we propose the use of secure regional and international quick response code-based
health systems to monitor the migration patterns, validate COVID-19 test results
and vaccination certificates to facilitate safe regional and international movement of
people during the pandemic.
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1 Introduction

In December 2019, a new infectious respiratory disease emerged in Wuhan, Hubei
province, China and was named by the World Health Organization as coronavirus
disease 2019 (COVID-19) [1]. The outbreak of COVID-19 continues to burden
health systems, globally, disrupting movements of people exacerbated by the tempo-
rary closure of schools, colleges, universities, industries, and businesses. As part of
the response to reduce the catastrophic impact of COVID-19 and emerging vari-
ants, governments in collaboration with World Health Organization (WHO) imple-
mented infection control and preventive measures such as social distancing, face
masking, regular temperature checking, contact tracing, quarantine and self-isolation
[2]. This follows enacted stringent COVID-19 restrictions and guidelines such as
maintaining social distancing in public spaces, wearing of face masks, recursive
national lockdowns, and regular checking of temperature in strategic entry points
[3]. More recently, several countries started loosening travelling restrictions to allow
the swift reopening of economic activities after the successful development of WHO
approved COVID-19 vaccines [4], which subsequently intensified the vaccination
of populations [5]. Unfortunately, some countries like India, United Kingdom and
South Africa witnessed COVID-19 surge partially linked to relaxation of regula-
tions [6], resistance to adoption and use of health digital technologies, overburdened
health systems [7], social unrest, poor sanitation [8], poor adherence to COVID-19
preventive measures, poor vaccines efficacy, insufficient vaccines, fake COVID-19
certificates [9] and dearth of medical equipment such as the testing kits, personal
protective equipment, masks, and ventilators [10].

To alleviate these impediments, several digital technologies have been imple-
mented to monitor, trace, track people and enhance the implementation and adher-
ence to COVID-19 infection control and preventive measures. Digital and emerging
technologies such as big data, cloud computing, geographical information systems,
Internet of Medical Things (IoMT), 5G technology, blockchain [11], artificial intel-
ligence, Internet of Things (IoT) and fog computing have been adopted to develop
social distancing applications (apps), contact tracing apps among others to fight
against COVID-19 pandemic [12]. However, despite relying on emerging digital
technologies, several countries developed varying applications for surveillance,
screening, quarantine, and self-isolation which led to varying data formats, data
management, security, and privacy. This has led to data synchronization and standard-
ization problems [13] which subsequently affect international and regional sharing
of COVID-19 data.
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1.1 Contribution of the Study

COVID-19 brought transformative shifts in healthcare service delivery by integrating
digital technologies to promote effective sharing of health information, remotemoni-
toring, and virtual care. Among digital technologies, quick response code has been
extensively adopted in developing COVID-19 contact tracing applications and vacci-
nation certificates or immunity passports. This has been necessitated to alleviate
issues emanating from paper-based vaccination cards. Notably, the authenticity and
reliability of COVID-19 test results, immunity passports or vaccination certificates
are vulnerable to forgery [14], counterfeits, issued corruptly and they can easily tear
[15], get lost and potentially violate individual’s privacy [16]. Despite all these chal-
lenges, vaccination certificates or immunity passports and negative-COVID-19 test
results are slowly becoming mandatory for travelling, therefore, there is a need to
synchronize, authenticate, sharing and provide remote access to vaccination informa-
tion. In such circumstances, the adoption of QR code health systems amid pandemics
like COVID-19 is inevitable. Such QR code health systems may be used to validate
COVID-19 certificates and accessing COVID-19’s patient history remotely as well
as vaccination information and subsequently facilitate contact tracing and improve
healthcare service delivery. Currently, individual’s COVID-19 history data is not
easily accessible regionally and internationally as people travel from one place to the
other [17]. However, the recent advances in QR code technology in health systems
could alleviate such impediments. Therefore, this study proposes the potential inte-
gration of quick response code in health information system tomonitor the migration
patterns, validate COVID-19 certificates and tracking people’s COVID-19 health
status to facilitate regional and international travel amid the COVID-19 pandemic.
The study sought to address the following research objectives:

• Identify QR code-based applications deployed to tackle COVID-19.
• Identify digital technologies that could facilitate the integration of QR technology

in health systems.
• Highlight compounding challenges, threats and impediments that could hinder

the implementation of the QR code health system.

2 Related Work

2.1 Quick Response Code in Healthcare

Quick response codes are two-dimensional barcodes presented in black and white
mosaic patterns that stores information read by smartphones or devices with in-built
cameras [18]. QR Code carries data both horizontally and vertically, unlike barcodes
which are in 1-D. This allows information encoded to be scanned in any direc-
tion, as well as enabling the storage of large amounts of information. Data can be
restored even if the symbol is partially unreadable or damaged. QR code technology
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to transmit information through its higher data storage capacity, lower implemen-
tation cost, technical simplicity, widespread use, and availability [19]. Access to
the encoded information in QR code technology is through free programs and the
decoding is done using camera-equipped smartphones. Authentication procedures
are relatively easier to implement using QR code technology, which provides secu-
rity to users against unauthorized access. Authentication can be done with the use of
a password and a QR code encrypted string consisting of the International Mobile
Equipment Identity (IMEI) number of a user and digital watermarking [20]. QR
code technology can access information in offline print media such as posters, cards,
signs among others. This allows the transmission of information from one source to
another at any time, with minimal restrictions.

QR codes are not a new concept, but not yet widespread in the medical world,
but it is gaining attention. Most recently, QR code has been used to develop contact
tracing applications and to maintain social distancing [21]. Most recently, Australia
implemented contact tracing applications based on QR codes [22]. In Myanmar,
QR code technology is used to monitor its citizens’ health status and be able to
inform the public about accurate information concerning the coronavirus [23]. QR
code technology by its nature implements social distancing as information can be
encoded, and it only requires a user to have a smart camera-equipped phone to
decode the message thus minimizing human interaction. In China, a quick response
code system was implemented to develop an electronic survey to check individuals’
symptoms and record body temperature to minimize physical contact and interaction
time between healthcare professionals and patients [24]. In addition, in China, QR
code serves as a COVID-19 health status certificate and travel pass, with colour-
codes representing low, medium, and high risk; individuals with green codes are
permitted to travel unrestricted [25], whereas individuals with red codes are required
to self-isolate for 14 days. Thus, the implementation of QR codes in healthcare
serves as a powerful solution in improving communication, transparency between
healthcare providers, caregivers, and care recipients. Also, QR codes have been
implemented in healthcare through education and training to increase participant
engagement, promote just-in-time learning, simulation, and training support [26].
The increase of participants’ engagement can be in the form of anatomy teaching,
formative assessment, case-based learning. For instance, in the case of anatomy
teaching, medical student’s experience an anatomy specimen museum where QR
codes are attached to a particular specimen and provide ease of access to additional
contextual information.
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2.2 Application of Emerging Technologies for QR Code Apps
in Healthcare Services Delivery During COVID-19

a. Blockchain in QR Code technology

Blockchains are distributed digital ledgers of cryptographically signed transactions
that are grouped into blocks, where each block is linked cryptographically to the
previous one after being validated and undergoing a consensus decision [27]. This
technology allows a decentralized environment or data management that has no
central authority. It allows simultaneous secure transactions due to the use of cryp-
tographic principles. Blockchain can be in the form of a record that continues to
grow into a block, which is connected and secured using cryptographic techniques
[28]. Blockchain technology uses both distributed ownership and distributed phys-
ical architecture involving a large set of computers. Distributed systems are used
by several users, in which blockchain users can maintain their copy of a ledger (a
collection of transactions in the blockchain). Its distributed design also means nodes
are dispersed widely and geographically. However, a validation key is required in
blockchain, to build a new block, there must be a reference to a previous block (how
the actual blockchain is made), if a reference is not included in the new block, other
nodes will reject it [29]. For instance, Cheng et al. [30] proposed a system that solves
the problem of counterfeiting education certificates by creating digital certificate
systems that were based on blockchain technology.

Blockchain andQR technologies have been used to develop applications in health-
care. For instance, blockchain technology has been applied to manage patients’
medical data where each patients’ data can have an audit trail of the permissions,
authorization and data sharing between healthcare systems to ensure the integrity
of medical data [31]. Patients’ data are linked with their blockchain-based identity.
Blockchain can also add security to data access for QR code-based applications to
ensure security and improve remote access to medical data [32]. Blockchain can
facilitate the data verification process on the data encoded on QR codes. QR code-
based applications are structured almost same the way as the implementation of
blockchain, and this is ideal for security in a transactional process of a decentralized
and transparent network [33]. Although blockchain technology sometimes experi-
ences some technical barriers related to data storage and distribution, data can be
re-identified or compromised even though blockchain can encrypt data. The speed
and scalability of a completely distributed system might be affected by blockchain
[34].

b. Artificial intelligence in QR technology

This technology has the potential to improve hypothesis generation and hypothesis
testing tasks within a system by revealing previously hidden trends in data. Machine
learning expands on existing statistical techniques, utilizing methods that are not
based on prior assumptions about the distribution of the data, and can find patterns in
the data [35]. Also, Idrees et al. [36] proposed a navigation technique for the visually
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impaired to efficiently move around indoors using QR codes to find both the optimal
path as well as the shortest path to a destination deduced from the current location
the user might be in. QR codes have also been used as artificial landmarks where
it exists as a localization system for mobile robots. For example, smart wheelchairs
for indoor navigation and these landmarks are detected by a webcam oriented to
the ceiling, each QR code contains the coordinates of the landmark in the working
environment. QR-code-based positioning is a push service rather than a pull service,
thus, the user and application ask for a position whenever needed rather than being
constantly tracked [37]. The QR codes are affixed to a landmark where mobile phone
users can scan and access data.

c. 5G technology in QR code-based apps

5G technology is the current evolution of wireless connectivity, which uses
microwave frequencies to accommodate many simultaneous users [38]. 5G is char-
acterized by low latency, high speed, enhanced high-resolution bandwidth, superior
reliability, and less energy consumption. The speed of 5G is about 10–30Gps, while
4G is 300Mbps. 5G latency is said to be as low as 1 ms [39]. 5G allows an increasing
number of remote-end applications that requires a communication network powerful
enough to connect patients, healthcare professionals, medical equipment, and infor-
mation sharing effectively. This can enhance the decoding and redirection of QR
encoded information, this means retrieval and access to information on the internet
would be fast for QR code-based systems due to the connection speed. 5G technology
capability to connect devices remotely at a high speed, has enabled medical devices
to become real-time connected devices used in different sectors in the health systems,
such as wearable sensors to remotely monitor COVID-19 patients [40]. 5G has made
it possible for virtual devices and virtual systems in health care, connected to the cloud
to help patients with their treatments in real-time in things such as rehabilitation,
remote operations as well as diagnosis. Immersive data traffic and system config-
uration, through high-speed technology, speeds up the process of decision making
and location access. For instance, in China, 5G technology significantly transformed
its response mechanism to the COVID-19 pandemic by providing better assistance
to the frontline staff and facilitating improved virus tracking, patient monitoring,
data collection, analysis and health care services [41]. Health care services delivered
through 5G technology in China include online surveys, QR code prevention and
control apps [42] as well as online mental health services to manage psychological
health problems such as anxiety and depression, home delivery services and services
for patients with chronic diseases [43].

d. Internet of Things (IoT) in QR code-based apps

The Internet of Things is defined as a scheme of interconnected computing tactics,
digital, and mechanical devices possessing the capability of transmission of data
over the defined network without having any human involvement at any level [44].
The IoT gateway utilizes security tokens to authenticate devices and services. Since
QR technology is widely used for the authentication of users, IoT has the capa-
bility of encrypting transmitted data between the devices and IoT gateways and from
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there to the cloud. These devices capture, monitor, and transmit data to a public or
private cloud to facilitate a new level of convenient and efficient automation [45].
IoT supports secure authentication between the scanning device and the device being
scanned through QR codes. Since QR code is used to transmit encoded information.
IoT facilitates such devices to share information via a wireless connection through
the QR code-based mutual authentication protocol for the Internet of Things [46].
During COVID-19, there are several QR code-based applications deployed in the
IoT environment to tackle the pandemic. For instance, QR code-based system, e-
Class system was developed and deployed in IoT setup to ensure that students attend
classes consistently, as well as keeping track of student academic performance [47].

e. Internet of Medical Things in QR code-based apps

Internet of Medical Things (IoMT) has been utilized for collecting diversified types
of emotional and physical health-related data using smart wearable devices. Such
smart sensory devices have been significantly used to remotely collect patients data
such as body temperature, blood pressure, motion, and blood glucose during the
COVID-19 pandemic [48]. These devices use sensors such as ECG sensor and EEG
sensor to perform multiple functions including tracking COVID-19 patients [39],
remote health monitoring and exigency warning [49]. In Japan, Hong Kong and
Singapore hospitals have adopted the QR code technology where patients’ data and
hospital location are encoded in a QR code printed on a wristband [50]. Test tubes,
medical equipment and drug packages, prescriptions are printed with QR codes for
authenticity. In China, QR code-based health system was developed and first used
in Hangzhou as an electronic voucher to grant permission for an individual to enter
or exit a populated public space as well as permission to move from one area to the
next within the region [51]. However, the implementation of the health QR code has
increased the risk of social isolation with the population of China considered as old
people [52]. The system relies heavily on smartphones which probably leave out
older people without access to smartphones. Another QR code system that has been
prominently used in China is the symptom checker. Each QR code (for an individual)
is a health status certificate that is color-coded to serve the purpose to easily identify
a person that should be in quarantine or isolation facilities [25].

f. Big data in QR code-based apps

Big data are complex data sets that traditional data processing systems cannot effi-
ciently and economically store, manage, or process. Big data technology supports
variety of healthcare services such as health data collection, disease monitoring,
developing clinical decision support systems, and health management [53]. In the
context of COVID-19, several digital tools including contact tracing apps and smart
wearable devices continuously collect a vast amount of health data that could be
used for mapping purposes, visualization, and most importantly, for effective deci-
sionmaking. For instance, big data togetherwith computational algorithms have been
used for modelling virus transmission, aiding infection control measures and emer-
gency response analyses required during local or international disease outbreaks
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[54]. QR technology has been used to develop vaccination certificates or immu-
nity passports as well as contact tracing applications that generate massive data for
aiding infection prevention and control measures in many countries including China,
Taiwan, New Zealand and South Africa [11, 55].

g. Fog computing in QR code-based apps

Fog computing is an architecture that brings closer to the end-user the distribution of
computation, communication, control and storage services [56]. This technology is
based on remote cloud servers that are used to store and process large data collected
from sensor nodes. Fog computing acts as an intermediary between cloud computing
and end-users. It provides storage and computing services closer to end devices
for real-time analysis. Fog computing’s latency can enhance QR code’s real-time
processing because of instant access of services to end-users, while cloudlets enable
improved privacy and reduced latency, bandwidth, scalability, reliability, and energy
efficiency [57].

3 Issues Around the Use of QR Code-Based Apps
in Healthcare Service Delivery

As mobile technologies increasingly becoming ubiquitous and pervasive, the adop-
tion of QR code technology increases rapidly. This is evident by the adoption of
the QR codes which grows rapidly during past years and the number of users
increases exponentially, due to its features like high data storage capacity, fast scan-
ning, error-correction, direct marking, and ease of use. Quick response technology
has been adopted in various application domains including medical education and
training [26], digital payment systems, digital marketing, and healthcare applica-
tions. For instance, QR code has been used to store case histories in maxillofacial
radiology [58], safer use of medications by elderly patients [59] and patient instruc-
tions following orthopaedic cast application [60]. However, QR code is not immune
to security threats and other factors that influence their adoption. There are several
factors influence how the public accepts or refrain from using QR code-based apps.
These factors include the adhesion of the population, regulatory policies, digital
inequality, and ethical issues [61]. Acceptability depends on how leaders mobilize
the new knowledge acquired with the shift in technological advancements to fight
COVID-19.

a. Data Regulations

Concerns such as whether COVID-19 related data collected using QR code-based
apps during the pandemic will be deleted or kept for other purposes after COVID-19
raises issues pertaining to regional and international health regulations [62]. This
calls for a clear, legal and regulatory policy as well as frameworks for regional and
international health data sharing post-COVID-19. However, the data captured during
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the pandemic can be used in future for developing robust and feasible health solutions
to prepare for other pandemics in the future. Data regulations should specify data
ownership, security, standards, format, and storage (centralized and decentralized)
[63]. For instance, in centralized applications, data is collected, pseudonymized and
send to a central database managed by an administrator or agency [64]. The decen-
tralized application, however, makes use of users’ storage to keep the collected data.
Liability between the two is the access to the information, for example, the central-
ized approach means data is “owned” by or rather goes through the agency with
which it is stored. In such circumstances, strict transparency about where the data
are drawn from, public scrutiny of the process, and strong legislative protections
against misuse like in South Korea [65].

b. Scalability

In the post-deployment of theQR code-based system, some parameters determine the
scalability of a system. These can be summarized as; the number of users adopting
the system, adding system features as well as system performance under severe
workloads. These parameters summarize things like traffic, the number of computa-
tions done on both users’ phones and the backend upon QR code requirement. Amid
COVID-19, the system needs to be highly scalable to incorporate adding features,
for example, some countries improved contact tracing apps to generate vaccination
certificates or immunity passports [66]. If a system is not used or adopted, it is
rendered as not scalable to the public and/or to users. Users adopt a system that has
been reviewed as secure, therefore, scalability is also dependent on technical limita-
tions such as highly skilled manpower to ensure data security and encryption while
developing, deploying, configuring and maintaining a system [13]. A system should
win users trust in terms of usability and privacy protection [67].

c. Security and privacy

QR codes require data encryption to ensure data protection and security. The fact that
devices communicate through codes generated rather than the actual transmission of
data is an upside for security reasons related to QR codes. Moreover, humans cannot
read the code or decode it by simply looking at it, they can only get access to the
information through QR code reader software. However, QR codes can be manip-
ulated and compromise the security of data encoded in the code through phishing,
fraud, and attacking the reader software [68]. QR code manipulation can be used
to redirect users to sites or information and possibly tamper with the integrity of
data encoded in the QR code leading to vulnerabilities and malicious attacks [69].
Also, the interconnectedness of digital solutions makes the systems vulnerable to
passive and active attacks. Therefore, security standards, data and communication
link encryption should be clearly defined to ensure data confidentiality, integrity
and availability of the systems. Also, data standardization and health data protec-
tion should be clearly defined. Regulators should encourage the development of
consent-based QR code-based digital solutions such as COVID-19 contact tracing
apps, immunity passports and digital vaccination certificates that can be accessed in
a secure, verifiable, and privacy-preserving way.
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d. Policies and regulatory frameworks

The adoption of QR code-based health apps could be affected by different health
policies and regulatory frameworks and policies in different countries. The absent
framework, global standards and policies guiding the international and regional inte-
gration and synchronization of digital solutions for sharing of COVID-19 health
data [9] such as vaccination certificates retards the adoption of QR-code systems in
healthcare. There is a need for setting up global standards as a roadmap to guide the
development and deployment of effective digital solutions in case of public health
emergencies such as COVID-19. Regional and international regulatory authorities
should be involved in public and private sector initiatives, policies, guidelines and
develop a framework guiding the implementation of COVID-19 digital certificates.
Regular consultationwith end-users, governments, and technology solutionproviders
through regional public–private sector initiatives.

e. Technology

There is a huge technological gap between developed and developing countries in
healthcare services delivery through digital health technologies [70]. The digital gap
is exacerbated by various factors including low budgetary support [71], lack uniform
and regular funding for technological innovations and robust e-health policies [72].
This may affect scalability, interoperability, data management of health data at the
regional and international levels. To alleviate some of these challenges, there is a
need for private and public partnerships and investments to improve technological
infrastructure.

4 Ethical Issues Emanating from QR Code-Based
Applications

Digital applications linked with the recent combat against COVID-19 have posed
ethical and legal challenges to suspected and infected individuals [13]. Tracking
the population’s location data has fed into insecurities that the public has in mass
surveillance, which could lead to ethically unjustified measures and stigmatization
[61]. However, the QR code health system is not immune to ethical issues such
as security, privacy, monitoring, over-surveillance, and discrimination. Surveillance
of individuals has been a major issue, since the advent of highly individual and
contextualized surveillance methods during public emergency [73]. For instance, the
use of contact tracing apps and issuance of COVID-19 vaccination certificates pose
considerable scientific, practical, equitable, ethical and legal concerns. Among other
challenges, the issuance and sharing of COVID-19 data raised ethical concerns since
data will be accessed by many regulatory authorities in various jurisdictions without
predefined international standards and regulations. This may violate ethical values
such as honesty, truthful consent, transparency, security and privacy. Therefore, the
use of QR code apps (contact tracing and vaccination information) in health systems
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raises the following ethical concerns such as; will the privacy protection of people be
guaranteed? and COVID-19 data collected through QR code-based contact tracing
apps and vaccination certificates, or immunity passports be used for their intended
purpose?

Due to the existing socio-economic disparities among different populations espe-
cially in developing countries affect the adoption and rolling out of digital technology
to tackle COVID-19 due to poor internet connection and speed, infrastructure, and
computing devices. Disadvantaged communities might not have access to QR code-
based apps because of the digital divide. Rolling out of COVID-19 digital solu-
tions should not assume that the whole global populations have universal access to
digital technologies, yet the gap still exists between technology access and utilization
among vulnerable populations [73]. Thus, socio-economic inequalities contribute to
healthcare disparities.

5 Conclusion

Quick response technology has been gaining attention and adopted in many disci-
plines from education, banking and finance, and recently in healthcare services.
Therefore, it seems that it is quite promising in health and solves many issues to
do with authentication and security of patient data as well as patient data distribu-
tion amongst stakeholders. From the discussion done in this chapter, it seems very
possible that the QR code technology can be applied in health information systems
to monitor the migration patterns of people, validate COVID-19 test results and
vaccination certificates. However, care and measures should be taken into considera-
tion to avoid misuse and protect users’ data. Future work should focus on developing
feasible digital tools to cater for feature phones andmost importantly, alternativeways
of providing services to the populace without access to digital devices is required.
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Optimal Testing Strategies for Infectious
Diseases

Harris Georgiou

Abstract Screening tests for infectious diseases is a problem typically addressed
in the field of Medicine and Epidemics. However, as the SARS-CoV-2 pandemic
emerged, it became clear that there is no globally accepted strategy for optimizing
such procedures, e.g. in international transportation and border checks, which policy
makers can employ. In this study, the general problem of developing optimal testing
strategies for infectious diseases is explored under the scope of Game Theory, sam-
pling and estimation methods from classic Statistics, as well as Bayesian methods
for the proper treatment of posterior updates, leading to the benefits of employing
Machine Learning for data-driven structural risk minimization. Six main guidelines
are established by this work, dictating estimated variance of prevalence and asso-
ciated risk as the main minimization target, in terms of both a criterion for inflow
quotas allocation between population groups, as well as optimal posterior updates
via classic confidence intervals and Bayesian methods. As a result, it is established
that minimum infection risk, not optimal resource allocation, is the real challenge
and top priority in formalizing optimal screening strategies for such risk mitigation
policies.

Keywords Epidemics · SARS-CoV-2 · Screening methods · Testing strategies ·
Game theory · Machine learning · Bayesian methods

1 Introduction

The SARS-CoV-2 pandemic that characterized 2020 was the most crucial factor
in revisiting common practices and re-establishing risk-mitigation policies in terms
of population screening for infectious diseases. As of September 2021, world-wide
statistics [10] show that a third pandemic surge is at its peak and there are more

H. Georgiou (B)
Data Science Lab, Department of Informatics, University of Piraeus, Piraeus, Greece
e-mail: hgeorgiou@unipi.gr
URL: https://www.datastories.org

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
S. Adibi et al. (eds.), The Science behind the COVID Pandemic and Healthcare
Technology Solutions, Springer Series on Bio- and Neurosystems 15,
https://doi.org/10.1007/978-3-031-10031-4_8

145

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10031-4_8&domain=pdf
mailto:hgeorgiou@unipi.gr
https://www.datastories.org
https://doi.org/10.1007/978-3-031-10031-4_8


146 H. Georgiou

than 219 million confirmed cases, with more than 4.55 million deaths directly asso-
ciated with the COVID disease. This is perhaps the most severe health emergency
since the Spanish flu a century ago. Although this virus seems to exhibit patterns of
droplet rather than aerosol transmission, its rate is very high and it combined with
an incubation period of 4–7 days [24]. Due to international flights, this ‘window of
opportunity’ is extremely crucial for the virus to spread undetected in asymptomatic
carriers. The recent ‘delta’ variant seems to exhibit even longer incubation period,
perhaps up to 7–8 days, while the virus itself is more contagious than the original
strain, making it even more dangerous.

Testing strategies is perhaps the single most valuable tool for the containment of
the virus spread, especially between countries and when international travel bans are
to be lifted. However, there are theoretical and practical aspects that make perfect
screening impossible, leaving the decision makers with the crucial but ill-defined
challenge of how to introduce risk-mitigation plans, based on imperfect information,
time delays and limited resources.

With the SARS-CoV-2 pandemic still surging almost two years after its first
appearance inWuhan (November 2019), the current focus in testing strategies world-
wide is towards long-term epidemic monitoring within a country, i.e., as part of
mitigation policies for restoring normal economic activities and avoiding strict lock-
downs. There are numerous guidelines from the international health organizations
like CDC (USA), ECDC (EU) and WHO [11–14, 43], as well as from the research
community [6, 28, 36]. However, there are only few works addressing the challenge
of optimizing testing in border checks, i.e., very short-term screening human flows
(travellers, within 1h at most) using only limited resources (number of test kits per
day per entry point). These approaches include mostly adaptations w.r.t. incidence
rates [2, 21, 33], statistical models on prevalence [9, 20], bandit formulations for
‘hit’ rate optimization [5, 27], etc. There are only few game-theoretic approaches
for modelling the evolution of the outbreak, the effects of the individual behaviours
and the mitigation policies [3, 7, 35]. However, none of these approaches address
the challenge of combining incidence rates, inherent cost for ‘missed’ cases and the
posterior (after testing) probabilities for healthy/infected individuals, specifically for
very short-term screening human flows in border crossings between countries, which
essentially is the driving factor for turning national-level epidemics into a global pan-
demic. Moreover, no such approach is available as a well-defined framework based
on mathematical foundations and derived strategies.

In this work, the challenge of optimal testing strategies for infectious disease
screening is treated in a unifiedway. Beginning from the problemunder the viewpoint
of Game Theory, the decision-making authority has to optimize its testing strategy
for groups of individuals, partitioned on the basis of some inherent property, e.g.
the country of origin, demographics, etc. Assuming a fixed capability on the base
task of selecting ‘safe’ and ‘non-safe’ individuals, the game setup of player-against-
Nature and the goal is to minimize the loss from improper allocation of increased
and decreased rates of flow, which is typically associated to what is happening in
screening gates between countries or between regions within the same country.
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On top of the game-theoretic formalization of the testing strategies for the
decision-making authority, their capability is further explored within the context of
Sampling Theory and Estimation Theory. Since all estimations are based on sampled
data and not perfect ‘Oracle’ view of the entire population, proper adjustments should
bemade to the properties that define the game-theoretic optimizations.Moreover, the
inherent limitations and ‘static’ nature of the standard confidence interval methods
are compared to the more rigorous and intuitive view of the Bayesian methods for
optimal posterior updates of the corresponding probabilistic models.

Aggregating all these aspects of the screening tests during an epidemic, this work
presents a proper formalization of each step in a constructive way and clearly defines
their constraints. Section2 defines the main task, which is the problem of optimizing
the policies for screening tests; Sect. 3 provides the general game-theoretic frame-
work, solution concepts and evidence-based adaptations; Sect. 4 extends this frame-
work tomultiple ‘experts’, also providing solution concepts and application to testing
strategies; Sect. 5 describes the related theory for sampling, estimation and evidence-
based posterior updates, including point statistics, confidence intervals and Bayesian
methods; finally, Sect. 6 discusses further complications from having to cope with
time-varying uncertainty in the evidence and counter-intuitive testing strategies for
prompt containment of the disease, as well as some concluding remarks in Sect. 7.

2 Problem Statement

First of all, let us define the exact optimization task, which in general terms can be
described with the two equivalent statements:

– Minimize the risk margin of not identifying infected individuals in a target group,
i.e., the cost expectancy.

– Maximize the safety margin of identifying infected individuals in a target group,
i.e., the gain expectancy.

In the first statement, ‘cost’ is referring to the probabilistic expectancy of the overall
negative impact for the group from missed cases of infected individuals, which is
associated to a risk margin, i.e., a ‘miss’ probability. Similarly, in the second state-
ment, ‘gain’ is referring to the probabilistic expectancy of the overall positive impact
for the group from detected cases of infected individuals, which is associated to a
safety margin, i.e., a ‘hit’ probability. The two definitions can be considered equiva-
lent in the sense that detecting and isolating infected individuals is always beneficial
for the group. Hence, in the following analysis they are used interchangeably as
needed, with complementary probabilities and outcomes.
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3 Game-Theoretic Formalization

Avery generic approach in formalizing the definition of this optimization setup is via
Game Theory [18, 31, 34] . Specifically, a zero-sum game can be designed between
‘Nature’ that defines the (unknown) infected individuals and the checking ‘authority’
that tries to identify and isolate them, i.e., mitigate the negative impact of missed
cases. In this setup, ‘Nature’ is typically the ‘negative’ player and the ‘authority’
is the ‘positive’ player; since ‘Nature’ is the stochastic factor out of any immediate
control, ‘authority’ is of the main interest here and is typically associated to the
positive-valued outcomes of the game. Hence, the second statement in Sect. 2 is the
one that is preferred by default when defining probabilities (‘hits’) and outcomes
(‘gain’).

Let C be the zero-sum ‘checking’ game according to the previous generic
description of Sect. 2. Let N be the total number of individuals, either ‘safe’ (not
infected) or ‘non-safe’ (infected), partitioned according to L = 〈�k〉, N = |⋃ �k | ,
k ∈ {1, . . . , |L|}, and with corresponding subset sizes nk , N = ∑|L|

k=1 nk . If psk is
the probability of an individual in group k being ‘safe’, then pnsk = (1 − psk) is the
associated probability of an individual being ‘non-safe’ in that same group. With nk
being the size of group k, csk ≥ 0 is the marginal gain from each ‘safe’ individual and
−cnsk ≤ 0 is the marginal cost from each ‘non-safe’ individual, then the probabilistic
expectancy (game value) from each group outcome is:

vk(C) = nk(p
s
kc

s
k − (1 − psk)c

ns
k ) (1)

where csk and c
ns
k can be considered as common for all subsets in L , thus can be used

as cs and cns , respectively, with k omitted.
Besides the psk probability, nk is the other crucial factor for determining the overall

outcome of the game. In practice, there are two extreme options for the checking
authority: (a) admitting all the nk individuals in the group or (b) not admitting anyone
of them. If subsets �k are fixed and cannot be partitioned further, then only these
two extreme options are available and the task becomes discrete (combinatorial),
i.e., selecting or discarding each �k from L . Option (b) is the pure strategy that
always guarantees a non-negative outcome, but in practice this also comes with an
associated cost of not admitting the ‘safe’ individuals. In terms of game C , there
are two pure strategies for each player and four outcomes in total, as illustrated in
Table1. However, since the main interest here is to estimate the optimal strategy for
the checking authority (rows) and the two extreme options can be merged taking
nk ≥ 0, the corresponding target function for maximization is Eq.1 restated as:

vk(C) = nk(p
s
kc

s − (1 − psk)c
ns) (2)

The optimization task defined by Eq.2 is considered against all the subsets �k
in partitioning L , i.e., for some fixed total sum N = ∑|L|

k=1 nk and the combined
expectancy v(C) = ∑|L|

k=1 vk(C), regarding the partitioning into subsets �k ∈ L and
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Table 1 Zero-sum ‘checking’ game C in complete 2-by-2 form

psk 1 − psk
nk > 0 +cs −cns

nk = 0 −cs +cns

their corresponding sizes nk . The exact aggregated maximization of v(C) against
partitioning L with subsets of sizes nk is stated in Definition 1 for arbitrary sizes nk
and in Definition 2 for fixed sizes nk (selection of indices k).

Definition 1 (Optimal partitioning in game C with subsets of arbitrary sizes) Let
C be a zero-sum ‘checking’ game as described in Eq.2, with 0 ≤ psk ≤ 1, {cs, cns} ≥
0, L = 〈�k〉 �= ∅, N = | ⋃ �k | = ∑|L|

k=1 nk . Then the combined expectancy v(C) =
∑|L|

k=1 vk(C), regarding the partitioning L into subsets �k of corresponding sizes nk ,
is maximized with a specific set 〈nk〉 = {n1, . . . , n|L|}:

〈nk〉 : argmax
nk

|L|∑

k=1

vk(C) (3)

If the partitioning L defines subsets of fixed size, then the problem becomes a
discrete optimization task, with the target being the selection of a combination of
�kinL that exhibit the maximum overall payoff, as Definition 2 states:

Definition 2 (Optimal partitioning in game C with subsets of fixed sizes) Let C
be a zero-sum ‘checking’ game as described in Eq.2, with 0 ≤ psk ≤ 1, {cs, cns} ≥
0, L = 〈�k〉 �= ∅, N = | ⋃ �k | = ∑|L|

k=1 nk . Then the combined expectancy v(C) =
∑|L|

k=1 vk(C), regarding the partitioning L into subsets �k of corresponding fixed
sizes nk = �k , is maximized with a specific combination of indices k in the set
〈nk〉 ∈ {n1, . . . , n|L|}:

〈k〉 : argmax
k

|L|∑

k=1

vk(C) (4)

Definitions 1 and 2 formalize the optimization task for the checking authority
(‘max’ player) regarding the game C . In the first case the authority is free to adjust
〈nk〉 freely with the only constraint being nk ≥ 0, i.e., enlarge or reduce each subset
in the partitioning L . In the second case the subset sizes nk are fixed and the authority
can only adjust the selection of indices in 〈k〉 ∈ {1, . . . , |L|}. In both cases, the subset
sizes nk are constrained by the partitioning L , i.e., N = ∑|L|

k=1 nk .
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3.1 Solution Concepts

As stated previously, the obvious strategy for the checking authority in order to
ensure v(C) ≮ 0 is to set nk = 0,∀ k ∈ {1, . . . , |L|}, if there is such a valid option
available. However, the most usual case is that the total sum N = ∑|L|

k=1 nk > 0 is a
fixed constraint, i.e., cannot be avoided or maybe not even reduced. This essentially
makes the overall task for v(C) against 〈nk〉 a convex optimization problem in a
continuous (Definition 1) or a discrete (Definition 2) space.

In order to see how v(C) is maximized against nk given psk taking into account
all k, Eq. 2 is applied to Eqs. 3 and 4 for the arbitrary or fixed sizes nk , respectively.
Intuitively, we expect that for ps1 ≥ ps2 ≥ . . . ≥ ps|L|, the obvious choice for k ∈
{1, . . . , |L|} is such that it maximizes the corresponding subset sizes, i.e., n1 ≥ n2 ≥
. . . ≥ n|L| while satisfying the constraint N = ∑|L|

k=1 nk > 0. Lemma 1 and Theorem
1 provide the formal proofs for this optimizer.

Lemma 1 Let C be a zero-sum ‘checking’ game as described in Definition 1, with
0 ≤ psk ≤ 1, {cs, cns} ≥ 0, L = 〈�k〉 �= ∅, N = | ⋃ �k | = ∑|L|

k=1 nk. Let Θ be the
indices defining the descending ordering of 〈psk〉, that is psθ1 ≥ psθ2 ≥ . . . ≥ psθ|L| .
Then Θ also defines the same descending ordering for 〈γk〉, where γk = pskc

s −
(1 − psk)c

ns as in Eq.2.

Proof See [19]. �

Theorem 1 (Optimal mixture of arbitrary-size subsets in game C) Let C be a zero-
sum ‘checking’ game as described in Definition 1, with 0 ≤ psk ≤ 1, {cs, cns} ≥ 0,
L = 〈�k〉 �= ∅, N = | ⋃ �k | = ∑|L|

k=1 nk. Let qk ≥ nk be the upper limit (quota) for
the size of the corresponding subset �k . Let Θ be the indices defining the descend-
ing ordering of 〈psk〉, that is psθ1 ≥ psθ2 ≥ · · · ≥ psθ|L| . Then the combined expectancy

v(C) = ∑|L|
k=1 vk(C), regarding the partitioning into subsets �k ∈ L of corresponding

sizes nk = |�k |, is maximized with:

r : NΘ =
θr∑

j=θ1

q j ≤ N <

θr+1∑

j=θ1

q j (5)

〈nk〉 = {qθ1 , . . . , qθr , N − NΘ, 0, . . . , 0} (6)

Proof See [19]. �

What Theorem 1 provides is a proof of the intuitive approach from everyday
practice: when facing a set of |L| choices associated with different rewards and a
total sum N of selections, it is normal that the most logical thing to do is maximize
the selections from the top rewards, then do the same for the second-best rewards,
etc., until N is completed.

The same approach for the optimal strategy can be applied when the selections are
of fixed subsets, which essentially makes the overall problem a discrete optimization



Optimal Testing Strategies for Infectious Diseases 151

task. Based on Theorems 1 and 2 proves that it reduces to selecting the subset of the
best-reward options.

Theorem 2 (Optimal mixture of fixed-size subsets in game C) Let C be a zero-
sum ‘checking’ game as described in Definition 2 with 0 ≤ psk ≤ 1, {cs, cns} ≥ 0,
L = 〈�k〉 �= ∅, N = | ⋃ �k | = ∑|L|

k=1 nk. Let nk = qk = |�k | be the size and its upper
limit (quota) for each subset �k ∈ L, i.e., fixed for each k ∈ {1, . . . , |L|}. Let γk =
pskc

s − (1 − psk)c
ns as in Lemma 1. Let Θ be the indices defining the descending

ordering of 〈nk, γk〉, that is nθ1γθ1 ≥ nθ2γθ2 ≥ . . . ≥ nθ|L|γθ|L| . Then the combined

expectancy v(C) = ∑|L|
k=1 vk(C), regarding the partitioning into subsets �k ∈ L of

corresponding sizes nk = |�k |, is maximized with:

r : NΘ =
θr∑

j=θ1

q j ≤ N <

θr+1∑

j=θ1

q j (7)

〈k〉 ⊆ Θ : 〈k〉 = {θ1, . . . , θr , θ̂r+1, 0, . . . , 0} (8)

where q̂
θr+1

= N − NΘ ≤ qθr+1 .

Proof See [19]. �

Remark 1 For the last subset in position θr+1 ∈ Θ the value nθr+1 = N − NΘ may
not be a valid option if it is not compatible with the fixed-size �θr+1 or, equivalently,
the total sum may not be satisfied, i.e.,

∑|L|
k=1 nk < N . This depends on the exact

partitioning L in relation to N and the defined quotas 〈qk〉; this does not invalidate
the general solution provided by Theorem 2.

It is worth noting that the descending ordering Θ in Theorem 2 is now strictly
defined for 〈nkγk〉 and cannot be deferred to 〈psk〉 according to Lemma 1. This is
because nk = qk = |�k | is now fixed and, thus, cannot be arbitrarily set to zero for
the lower-ranked positions in 〈nk〉. In that sense, Eq.2 can be rewritten as:

vk(C) = δkqk(p
s
kc

s − (1 − psk)c
ns) (9)

where δk ∈ {0, 1} ∀ k ∈ {1, . . . , |L|}.
It should also be noted that the discrete case as stated in Definition 2 it is loosely

related to the subset sum problem [25], which explores the different ways that a
positive integer can be expressed as the sum of other positive integers. Another way
to state the subset sum problem is: given a set of positive integers and a target sum
N , does any subset of the numbers sum to precisely N ; or more loosely, find a subset
whose sum is as close as possible to N - this is precisely what Eq.7 in Theorem
2 indicates regarding the selection of �k ∈ L . However, the main difference here is
that there is only one |�k | positive integer to use from each ‘class’ k in the sum, i.e.,
it is purely a matter of selection of singletons rather than combination of (possible)
repetitions of numbers.
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Based on Theorem 1, Algorithm 1 provides a baseline constructive procedure for
calculating the optimal solution of Eqs. 5 and 6. Input |L| defines compartments �k but
not their sizes and inputs cs, cns are not strictly necessary, they are only referenced for
proper definition of the argmax equation. This algorithm also applies to the discrete
case as described by Theorem 2, i.e., optimizing against 〈k〉 instead of 〈nk〉, provided
that: (a) the sorting statement for getting Θ is applied to 〈nkγk〉; and (b) the last if
statement also includes a validity check with regard to the value N − NΘ .

From Algorithm 1 it is obvious that the constructive procedure outlined is quite
acceptable in terms of complexity. In fact, the most complex part is the sorting step,
typically in the order of O(n log n). The iteration in the main loop is clearly linear
at O(n), since the two summations inside the loop are actually temporary variables
stepwise-increased (no loops). This low-complexity property of the solution is partic-
ularly important for Theorem 2, showing that even though the discrete optimization
task is combinatorial, the optimal solution can be constructed generally inO(n log n),
or even O(n) if the input vectors are already sorted.

Algorithm 1: Optimal mixture of partitioned pool
Result: Maximize the expected gain in mixing partitions of different success rates:

〈nk〉 : argmax
nk

|L|∑

k=1

nk(p
s
kc

s − (1 − psk)c
ns) (10)

Input:
– partitioning: L = 〈�k〉 �= ∅, k = {1, . . . , |L|}
– constraint: N = | ⋃ �k | = ∑|L|

k=1 |�k |
– success rates: 〈psk〉 = {ps1, . . . , ps|L|}, 0 ≤ psk ≤ 1
– subset quotas: 〈qk〉 = {q1, . . . , q|L|}, |�k | ≤ qk
– marginal gain/cost: {cs , cns} ≥ 0

Output:

– subset sizes: 〈nk〉 = {n1, . . . , n|L|}
1 sort 〈psk〉 → Θ : psθ1 ≥ psθ2 ≥ . . . ≥ psθ|L| ;

2 〈nk〉 ← 0 ;
3 r ← 0 ;
4 f inished ← False ;
5 while ¬ f inished do
6 r ← r + 1 ;
7 nθr ← qθr ;

8 f inished ←
(∑θr

k=θ1
nk ≤ N

)
∧

(∑θr+1
k=θ1

nk > N
)
;

9 end

10 if
∑θr

k=θ1
nk < N then

11 nθr+1 ← N − ∑θr
k=θ1

nk ;
12 end
13 return 〈nk〉;
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3.2 Evidence-Based Soft Partitioning

The game-theoretic formalization explored previously addresses a setup of ‘compart-
mentalized’ pool of N individuals according to some partitioning L , while having
only one ‘expert’ with success rate psk per subset �k ∈ L . This essentially reduces
the problem, in both continuous and discrete cases, to a convex optimization task as
defined in Definitions 1 and 2, respectively. However, in the general case there may
be no strict partitioning L and, hence, N may be one single pool of individuals -
this is actually the generalization of having L defined by some evidence that updates
the inclusion to some �k ∈ L and exclusion from the other |L| − 1 partitions of each
individual, according to a posterior probability that is not strictly equal to unity. Addi-
tionally, there may be more than one ‘experts’ per such partition �k , each evaluating
the individuals with a different success rate psk and, hence, an aggregation scheme
has to be applied for the final evaluation of ‘safe’ or ‘non-safe’ labelling. Equation11
describes the Bayesian posterior probability of Oj ofm mutually exclusive outcomes
given an observed evidence E :

P(Oj |E) = P(E |Oj )P(Oj )
∑m

j=1 P(E |Oj )P(Oj )
= P(E |Oj )P(Oj )

P(E)
(11)

Exploiting evidence for posterior updates and combining aggregated experts is a
highly challenging and multi-aspect research area that has been explored for many
years from different disciplines, ranging from Evolutionary Biology and Sociology
to Game Theory and Ensemble Learning [17, 23, 42]. In Sect. 4 the problem of
optimal testing strategies for infectious diseases is restated in this general context,
providing a proper analytical solution and proofs for combining multiple experts and
with arbitrary posterior updates.

4 Weighted Majority Games

In collective decision-making, the individual outputs in an ensemble of experts with
moderate performance levels are aggregated in order to produce a collective deci-
sion in an optimal way [18]. According to the Condorcet Jury Theorem [8], if the
experts’ individual decisions are independent and their corresponding estimations
are more likely to be correct than incorrect (p > 0.5), then an increase in the collec-
tive performance of the ensemble is guaranteed when the individual estimations are
combined with a plurality voting scheme. Moreover, this increase in performance
continues to increase asymptotically as the size of the ensemble increases, i.e., as
more independent experts are added.

Although the experts within such an ensemble can be viewed as competitive players each
trying to impose its own choice upon the output of the ensemble, in reality this depends on
the coalitions that each choice forms regarding these sub-groups. In other words, each expert
is relevant to the collective output only if it participates in the sub-group that dictates this
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final decision, e.g., via majority voting. This cooperative type of games is well-studied within
the context of Coalitional Gaming [31], a natural extension of the non-cooperative setups in
classic Game Theory. In coalitional games, the optimality of the collective decision-making
depends on the exact aggregation rule and the parameters or weights that are assigned to each
member of the ensemble, typically in association to each competency level for the specific
task at hand [17, 23].

The case of a having K options to choose from, using (weighted) plurality voting
as aggregation rule, is defined as aWeightedMajority Game (WMG) [34]. It has been
proven by Nitzan and Paroush [32] and Shapley and Grofman [38] that the optimal
decision rules, in terms of collective performance, are the Weighted Majority Rules
(WMR); this is in fact a different name for the well-known weighted majority voting
schemes [26], which are often used in Machine Learning for combining hard-output
classifiers. The same assertion has also been verified by Ben-Yashar and Nitzan [4]
as the optimal aggregation rule for committees under the scope of informative voting
in Decision Theory.

Within this context, Definition 3 and 4 formalize the Weighted Majority Voting
(WMV) as the aggregation scheme for WMG, respectively. Furthermore, Definition
5 formalize the WMR as the optimal aggregation rule for such WMG setups.

Definition 3 (Weighted Majority Voting (WMV)) Let G be an ensemble of K
decision-making ‘experts’ {D1, . . . , DK } with individual outputs si ∈ Ω against
labels ω j ∈ Ω and corresponding accuracies {p1, . . . , pK }. Then the voting sup-
port g j (x) for label ω j given the input x is defined as:

g j (x) =
∑

i∈K j

wi , K ⊇ K j : {si = ω j } (12)

where the voting weights wi are typically defined as 0 ≤ wi ≤ 1 and
∑K

i=1 wi = 1.

Definition 4 (Weighted Majority Game (WMG)) Let G be an ensemble of K
decision-making ‘experts’ {D1, . . . , DK } in a WMV setup according to
Definition 3. Then the Weighted Majority Game (WMG) of the ensemble defines
the winning coalitions Kwin ⊆ K with regard to their corresponding output label as
the ones having support g j (x) no less than a pre-defined lower threshold or decision
quota qwin:

i ∈ Kwin : g j (x) ≥ qwin , Kwin ⊆ K (13)

Definition 5 (WeightedMajority Rule (WMR)) LetG be an ensemble of K decision-
making ‘experts’ {D1, . . . , DK } in a WMG setup according to Definition 4, but with
qwin = 0 and the largest support g j (x) always defining a single winning coalition.
Then the Weighted Majority Rule (WMR) of the ensemble under these constraints
is according to the output label with the maximum support g j (x):

i ∈ K : argmax
j

g j (x) (14)
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In the case where there are |Ω| available choices for each expert, it is sufficient to
define the decision threshold as qwin = 1

|Ω| in order to ensure well-defined collective
decisions in the sense of bothDefinitions 4 and 5, i.e., selecting themaximum-support
option and satisfying the decision threshold at the same time.

4.1 Solution Concepts

As mentioned previously, WMR has been proven [4, 32, 38] as the theoretically
optimal aggregation rule for WMG. This means that in any ensemble with K voting
experts a set of voting weights 〈wi 〉 can be defined so that the corresponding WMR
produces the optimal aggregation producing their collective decision. This is a par-
ticularly important result, since it only depends on the aggregation itself and not the
design or the internal properties of each individual expert in the ensemble. Hence, the
complexity of defining the optimal aggregation completely is reduced to the convex
(see Definition 3) optimization task of defining vector 〈wi 〉, i = {1, . . . , K }.

In the restricted case of having independent experts and (possibly) fractional
weights wi ∈ R, the optimal design of WMR has been studied extensively and inde-
pendently in a wide range of disciplines. Specifically, instead of the intuitive linear
mapping of the experts’ competencies 〈pi 〉 to corresponding voting weights 〈wi 〉
in WMV, the logarithm of the odds or logodds rule is applied. According to [22,
38], the logodds rule has been proposed for mixtures of experts as early as 1961 in
[37]. In Machine Learning, the logodds rule re-appeared in the formulation of the
Adaptive Boosting or ‘Adaboost’ algorithm [15] for robust ensemble meta-learning,
which gave its creators Yoav Freund and Robert Schapire the 2003 Gödel Prize.
In the last two decades the logodds method has used repeatedly in various meta-
learning approaches as an analytical solution for optimal weighting in ensembles of
experts, e.g. in classifier combination [23, 44], with proven performance over real-
world problems and experimental datasets, very close and sometimes even higher
than fully trained (non-analytical) weighting approaches [1, 16, 22].

Theorem 3 formally defines the logodds rule optimality for WMRweighting pro-
files, given conditionally independent decision-makers, and provides a short proof via
Bayesian formulation. Next, Lemma 2 specializes it for the simple case of dichotomy
choice situations.

Theorem 3 (Log-odds Optimality (general)) Let G be an ensemble of K decision-
making ‘experts’ {D1, . . . , DK } in a WMR setup according to Definition 5 and being
conditionally independent, i.e., P(s|ω j ) = ∏K

i=1 P(si |ω j ), ω j ∈ Ω . Then the accu-
racy of the ensemble (Pw

maj ) is maximized by assigning weights:

wi ∝ log
pi

1 − pi

Proof See [19]. �
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Lemma 2 (Log-odds Optimality (dichotomous choice)) Let G be an ensemble of
K decision-making ‘experts’ {D1, . . . , DK } in a WMR setup according to Definition
5 and being conditionally independent, i.e., P(s|ω j ) = ∏K

i=1 P(si |ω j ), with si , ω j ∈
Ω = {−1,+1}. Then the accuracy of the ensemble (Pw

maj ) is maximized by assigning
weights:

wi = log
pi

1 − pi

and the optimal binary discriminator of the ensemble is:

g±(x) = (− log P(ω−) + log P(ω+)) +
K∑

i=1

siwi (15)

Proof See [19]. �

Taking into account the definition of 〈wi 〉 from Lemma 2 for the binary choice
‘safe’ or ’non-safe’, target range w′

i ∈ [0, 1] via Eq.?? and the convexity constraint
∑K

i=1 ŵi = 1, Eq.16 presents the final definition for the weighting profile 〈ŵ〉 in
WMR:

〈ŵ〉 : ŵi = w′
i/

∑K
i=1 w

′
i = wi−wmin

wmax−wmin/
∑K

i=1
wi−wmin

wmax−wmin
(16)

What the WMG approach provides is a generalized approach to formulate the
combination of K decision-makers, perhaps pooled into soft partitions by a Bayesian
posterior update based on somemembership evidence according toEq.11. TheWMR
is the theoretically optimal way to do this and the optimal combination weights for
the decision-makers can be analytically defined based on their individual competen-
cies according to Lemma 2 and Eq.16. Given the fact that in the WMG approach
the partitions are soft and not distinct as in Sect. 3, the game value is now defined
across the entire set of N individuals and for all the decision-makers. Again, for the
dichotomous choice of ‘safe’ or ‘non-safe’ individuals, this can be defined as:

v(G) = N
K∑

i=1

(
psi c

s − (1 − psi )c
ns

)
ŵi (17)

where psi is the competency of expert i on choice ‘safe’ and may be an updated
Bayesian posterior according to Eq.11.

4.2 Application to ‘Checking’ Games

Following the problem definition of Sect. 3, the optimization task here is how the
entire set of N may be partitioned into |L| subsets, where each expert may exhibit sig-
nificantly increased competency and, hence, get a largerWMRweight that the others
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in the ensemble. In other words, instead of assigning each partition to a single expert
as in Sect. 3, enable a combined decision according to WMG, but with Bayesian
posterior updates that effectively introduce soft partitioning via the corresponding
competency updates and, hence, the WMR weighting profile langlew〉.

For any such partition number k ∈ {1, . . . , |L|}, Eq. 17 can be redefined as:

vk(G) = nk

K∑

i=1

(
psi,kc

s − (1 − psi,k)c
ns

)
ŵi,k (18)

where psi,k is the competency of expert i in partition number k on choice ‘safe’,
an updated Bayesian posterior according to Eq.11 that effectively defines the soft
partitioning into (non-distinct) subsets of sizes nk with

∑K
k=1 nk = N .

The difference of Eq.18 with Eq.2 is that the game value is estimated for each k
of the partitions, employing K > 1 instead of only a single expert as in Sect. 3. Thus,
for each partition number k, if only expert o (‘oracle’) is assigned with ŵo = 1 and
zero weight for every other expert in the ensemble, Eq.18 reduces to Eq.2.

Equation18 can be explored in terms of optimality conditions against both com-
petencies 〈psi,k〉 and weights 〈ŵi,k〉. The following Lemma 3 proves that the ordering
of the competencies of the decision-makers also define the ordering of the expected
payoffs for any partition.

Lemma 3 Let G be a WMG ‘checking’ game of K decision-makers as described
in Definition 4, with 0 ≤ psi,k ≤ 1, i in{1, . . . , K }, {cs, cns} ≥ 0, L = 〈�k〉 �= ∅, N =
| ⋃ �k | = ∑|L|

k=1 nk. Let Θk be the indices defining the descending ordering of 〈psi,k〉
for each k, that is psθ1,k ≥ psθ2,k ≥ . . . ≥ psθK ,k

. Then, if psi,k ≥ max{ cns

cs+cns ,
1/2} and ŵi,k

as defined in Eq.16,Θk also defines the same descending ordering for 〈ζi,k〉, where
ζi,k = (

psi,kc
s − (1 − psi,k)c

ns
)
ŵi,k .

Proof See [19]. �

Lemma 3 is a generalization of Lemma 1 with the inclusion of WMR weighting.
Based on this, Theorem 1 can now be reformulated accordingly for K decision-
makers in an ensemble:

Theorem 4 (Optimal mixture of arbitrary-size subsets via WMG G) Let G be
a WMG ‘checking’ game of K decision-makers as described in Definition 4, with
0 ≤ psi,k ≤ 1, i ∈ {1, . . . , K }, {cs, cns} ≥ 0, L = 〈�k〉 �= ∅, N = |⋃ �k | = ∑|L|

k=1 nk.
Let qk ≥ nk be the upper limit (quota) for the size of the corresponding subset �k . Let
Θ be the indices defining the descending ordering of 〈maxi psi,k〉 against k, that is
psθ1 ≥ psθ2 ≥ . . . ≥ psθ|L| , with psi,k ≥ max{ cns

cs+cns ,
1/2}. Then the combined expectancy

v(G) = ∑|L|
k=1 vk(G), regarding the partitioning into subsets �k ∈ L of correspond-

ing sizes nk = |�k |, is maximized with:
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r : NΘ =
θr∑

j=θ1

q j ≤ N <

θr+1∑

j=θ1

q j (19)

〈nk〉 = {qθ1 , . . . , qθr , N − NΘ, 0, . . . , 0} (20)

Proof See [19]. �

What Theorem 4 states is that the logic of Theorem 1 is still valid for maximizing
the overall payoff against a partitioned pool of N individuals to be tested. That
is, even when an ensemble of K decision-makers is available for each partition,
the subset sizes can still be maximized towards their corresponding quotas taking
into account the maximum-position in the descending ordering of logodds-weighted
marginal payoffs from the ensemble, instead of the single-expert assignment per
partition. Of course, this approach is valid only when nk is to be maximized against
a single decision-maker that is to be selected as ‘active’ from the logodds-weighted
ensemble. Instead, if all K decision-makers are considered ‘active’ in parallel and
for every partition, then the generalized WMR in Definition 5 and the optimality
proof from Theorem 3 are applied. In practice, this means that in Theorem 4 the
descending ordering must be taken against the (generic) 〈ζ s

i,k〉 instead of replacing it
with 〈psi,k〉, i.e., optimizing each nk in Eq.18 for all k ∈ {1, . . . , |L|}.

5 Sampling, Estimations and Posterior Updates

In the previous sections, the problem of optimizing the allocation of N individuals
to be tested to K decision-makers was investigated under the assumption of distinct,
soft or no partitioning of the pool, namely in Sect. 4 for the second (more generic)
case and in Sect. 3 for the others. Based on the analysis above, it was proven that the
optimal allocation formaximumpayoff, i.e.,maximumexpectancy of selecting ‘safe’
individuals, depends on the ranking of the competency (or the logodds-weighted
transformation of it) of the decision makers regarding this task. In other words,
the performance of the members in the ensemble is the criterion upon which this
optimal allocation is defined. Furthermore, this optimal allocation can be constructed
analytically by employing Theorems 1, 2 or 4, according to the specific setup of the
task with regard to the partitioning and the decision-makers.

Although the aforementioned approach is solid and constructive, it has a severe
limitation in terms of actual real-world application. Namely, it assumes perfect
knowledge of the decision makers’ competencies, i.e., the corresponding vectors
〈psi,k〉. This is rarely the case, since almost always the competencies are simply the
best estimations we can get for the corresponding empirical success rates based on
finite sample sets. In other words, each of the psi,k elements is an estimate, with a
specific confidence interval and statistical significance value. Moreover, new sam-
pling data should be incorporated in these estimations to provide a better result, i.e.,
a narrower and/or shifted confidence interval, in the sense of iteratively updating the
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corresponding posterior probabilities. Finally, the measurements upon the sample
set may not be perfect, hence the estimation should also take into account this uncer-
tainty. All these issues introduce factors of progressive complexity to the estimation
of the competencies, not always easy to implement or even formulate as models.

5.1 Point Statistics and Confidence Intervals

The easiest option is to estimate the competencies 〈psi,k〉 via standard sampling theory.
From the problem definition and Table1 in Sect. 2, it is established that the task at
hand can be modelled as subsequent independent checks in a pool of ‘safe’ and ‘non-
safe’ individuals, i.e., a series of Bernoulli trials. Hence, the proper probabilistic
formulation of the corresponding random variable X of selecting ‘safe’ individuals
(‘hits’) is via a Binomial distribution [40]:

f (x) = P(X = x) =
(
n
x

)

pxq1−x = n!
x !(n − x)! p

xq1−x (21)

where n is the number of trials, x is the number of ‘hits’, p is the competency for ‘hits’
and q = 1 − p the complementary probability for the Bernoulli trials. According to
these definitions, themeanvalue and standard deviation can also bedefined asμ = np
and σ = √

npq , respectively.
The sampled values of mean μ and variance σ 2 are known to be unbiased esti-

mators, i.e., they both converge to the actual values as the sample size increases. For
the first this is true, for the second only approximately for large n:

E
[
X̄

] = μX̄ = μ (22)

E
[
(X̄ − μ)2

] = σ 2
X̄ =

(
N

N − 1

) (
n − 1

n

)
σ 2

n
≈ σ 2

n
(23)

where the approximation in Eq.23 is valid even when sampling n ≤ N without
replacement from a population of size N → ∞. In practice, the unbiased estimator
of σ is usually defined according to:

S2 = 1

n

n∑

i=1

(Xi − X̄)2 ⇒ E
[
S2

] = μS2 = n − 1

n
σ 2 (24)

Ŝ2 = n − 1

n
S2 = 1

n − 1

n∑

i=1

(Xi − X̄)2 ⇒ E
[
Ŝ2

]
= μŜ2 = σ 2 (25)

Hence, Ŝ is typically used instead of S as an unbiased estimator for small-sized sam-
ples. Based on these fundamentals from estimation theory, the confidence intervals
of the (sample) mean value for any given confidence level zc > 0 is given by:
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X̄ − zc
σ√
n

√
N − n

N − 1
≤ μ ≤ X̄ + zc

σ√
n

√
N − n

N − 1
(26)

for known σ and N , n as described above, i.e., the rightmost fractions are omitted for
sampling with replacement or as N → ∞. Similarly, if σ is unknown it is replaced
by Ŝ or S and the same definition is given by:

X̄ − tc
Ŝ√
n

≤ μ ≤ X̄ + tc
Ŝ√
n

(27)

The statistic zc is defined according to the Standard Normal distribution given a
specific significance level (two-tailed cummulative distribution function), e.g., for
α = 0.05 ⇒ zc = 1.960. Similarly, tc is defined according to the Student’s t distribu-
tion given a specific significance level (two-tailed cumulative distribution function)
and degrees of freedom (sample size), e.g., for n = 20, α = 0.05 ⇒ tc = 2.093. The
tc statistic provides a somewhat wider confidence interval due to the uncertainty of
having a small sample size and/or unknown σ . Evidently, for n > 30 the confidence
intervals provided by the two distributions are practically equal.

Using the previous formulation, the confidence intervals defined by Eqs. 26 and
27 can be specifically rewritten for the Bernoulli probabilities, i.e., the normal-
ized estimations or proportions p̂ and q̂ = 1 − p̂ in Eq.21. Specifically, setting
p̂ ∝ X̄ = k/n with k ‘safe’ individuals detected in n tests, i.e., X̄ is the relative
frequency in the current sample, and since for Binomial distribution μ = np and

σ = √
npq ≈

√
Ŝ2 → σ , then:

X̄ − zc

√
p(1 − p)

n

√
N − n

N − 1
≤ p̂ ≤ X̄ + zc

√
p(1 − p)

n

√
N − n

N − 1
(28)

for known σ and N , n as described above, i.e., with the rightmost fractions omitted
for sampling with replacement or as N → ∞. Here, p is used for replacing σ =√
p(1 − p), but in practice σ is also considered unknown (related to p̂) and, thus,

estimated via σ ≈ Ŝ according to Eq.25, while additionally using tc instead of zc
statistic if the size of the sample is small (n < 30). A more accurate definition of
Eq.28 is [40]:

p̂ = X̄ + z2c
2n ± zc

√
X̄(1−X̄)

n + z2c
4n2

1 + z2c
n

(29)

where for large samples (n > 30) both Eqs. 28 and 29 are reduced to:

p̂ = X̄ ± zc

√

X̄(1 − X̄)

n
(30)
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using the zc statistic with the Standard Normal distribution or, more properly for
unknown (estimated) σ ≈ Ŝ:

p̂ = X̄ ± tc

√

X̄(1 − X̄)

n
(31)

using the tc statistic with the Student’s t distribution.
Similar approaches can be employed for hypotheses testing regarding the preva-

lence level, i.e., accepting or rejecting a specific estimation p̂ ≈ X̄ based on zc or tc at
a specific significance level α [39]. Specifically, the zc statistic can be reformulated in
away that enables the significance testing of hypothesis H0 that the sample-estimated
X̄ is ‘close enough’ to the assumed mean value μ (H0 not rejected) at a significance
level α, or reject it otherwise:

H0 : −zc ≤ X̄ − μ

σ/
√
n

≤ zc (32)

where zc is defined for a specific significance level, e.g., for α = 0.05 ⇒ zc = 1.96.
Taking into account the properties of the Binomial distribution in Eq.21 and, again,
substituting for proportions X̄ = p̂,μ = p, σ = √

p(1 − p), Eq. 32 can be rewritten
as:

H0 : −zc ≤ p̂ − p√
p(1 − p)/n

≤ zc (33)

which has the meaning of testing whether an estimated p̂ is ‘close enough’ to the
assumed prevalence p for the global population or if the specific sample (testing
group) is α-significantly different. As previously described for the confidence inter-
vals, proper adjustments can also be employed here for small-sized samples, using
Ŝ instead of σ and tc instead of zc statistics.

5.2 Evidence-Based Posterior Updates

In Eq.11 the simplest and most common form of the Bayes rule [40] is defined
for m mutually exclusive outcomes Oj , using some evidence E to update their
corresponding posterior probabilities. This is the most fundamental and generic way
to express the fact that some prior probability is updatedwhen new evidence becomes
available, e.g., a supplementary or more recent testing sample, data related to another
property of the associated subject, etc. Bayes approaches have been applied for many
years as the basis for statistical modelling and empirical estimation of incidence rates
[9, 20].

Amore generic definition of Eq.11 is when the underlying probability distribution
is continuous, as it is in most cases. Let x = {x1, . . . , xn} be a sample of some
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random variable X , f (x) the corresponding probability density function that depends
on some unknown parameter θ and Θ the random variable associated with that
parameter θ having a probability distribution function π(θ). Then f (x) may be
described as the conditional density function of variable X given some Θ = θ , i.e.,
denoting it as f (x |θ) or ‘x given θ ’. Similarly, the joint probability of Θ given
some X = x is defined as π(θ |x). Then the joint probability of X and Θ can be
defined as f (x; θ) = f (x |θ)π(θ). Moreover, given a sample x of X , the joint density
function or likelihood can be written as f (x|θ) = f (x1|θ) · . . . · f (xn|θ) and the
density function of θ given x as π(θ |x). With these definitions at hand, Eq.11 can
be rewritten in its more generic form as:

π(θ |x) = f (x; θ)

f (x)
= f (x|θ)π(θ)

∫
Θ

f (x|θ)π(θ)dθ
(34)

where the integral is over the range of values for θ . In practice, calculating the integral
over the entire range of θ is not necessary, since the denominator is independent of θ

and the individual (exclusive) outcomes can be treated comparatively. This translates
to redefining Eq.34 in a simpler way as:

π(θ |x) ∝ f (x|θ)π(θ) ⇔ π(θ |x) = C · f (x|θ)π(θ) (35)

where C is a proportionality constant independent of θ .
Based on this generic formulation of the Bayes rule, likelihood f (x|θ) can be

interpreted as the updated or posterior probability of observing samples x from ran-
dom variable X given its conditioning parametrization by θ . Similarly, π(θ |x) can be
interpreted as the probability density of parameter θ for X after observing samples x.
This later case is very interesting when θ is to be ‘discovered’ optimally from sample
data in the sense ofmaximum likelihood. Although this task is similar to the approach
presented earlier with the confidence intervals, Bayesian approaches are entirely dif-
ferent, since they always treat the corresponding target parameters as continuous
probability distributions rather than spot statistics within some α-significance range
of values [40, 41].

The difference between these two approaches, i.e., the classic confidence intervals
versus the Bayesianmethods, can be describedmore clearly for the case of estimating
the proportion parameter p in the Binomial distribution of Eq.21. In themore generic
formulation, n is the number of trials and θ is the unknown parameter of the Binomial
distribution of random variable X . Then θ has a Beta-related probability density
function [40]:

π(θ) = θα−1(1 − θ)β−1

B(α, β)
, 0 < θ < 1 , {α, β} > 0 (36)

where B(α, β) is the Beta function:
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B(α, β) =
1∫

0

uα−1(1 − u)β−1du , {α, β} > 0 (37)

Ifα = β = 1 thenπ(θ) becomes the uniform density function on [0, 1], meaning that
no assumption can be made for θ ’s distribution. Using Eq.36 and the simplification
of Eq.35, the posterior density π(θ |x) given any observation x becomes:

π(θ |x) ∝ θ x+α−1(1 − θ)n−x+β−1

B(x + α, n − x + β)
, 0 < θ < 1 , {α, β} > 0 (38)

which is actually similar to Eq.36 but with parameters x + α and n − x + β. In
words, if a random variable X is Binomial with parameters n and θ , with the prior
density of θ being beta with parameters α and β, then the posterior density of θ after
observing some X = x is also beta with (updated) parameters α and β [40].

If more strict assumptions can be made for the prior density function of θ , two
other common options are Haldane’s prior with α = x , β = n − x in Eq.37:

π(θ) = 1

θ(1 − θ)
⇒ π(θ |x) ∝ θ x−1(1 − θ)n−x−1

B(x, n − x)
, 0 < θ < 1 (39)

and Jeffrey’s prior with α = x + 1/2, β = n − x + 1/2 in Eq.37:

π(θ) = 1√
θ(1 − θ)

⇒ π(θ |x) ∝ θ x−1/2(1 − θ)n−x−1/2

B(x + 1/2, n − x + 1/2)
, 0 < θ < 1 (40)

The definition in Eq.38 is particularly useful in the context of the ‘checking’ game
described in the previous sections. Specifically, it describes how the assumed preva-
lence p of the underlying Binomial distribution, associated to the probability psk of
selecting ‘safe’ individuals, is to be updated as new testing samples x become avail-
able. With confidence intervals this translated to increasing the sample size n and,
thus, narrowing the limits of the α-significant range. Here, the Bayesian approach
begins with little or no assumption (α = β = 1) regarding the prior distribution of
parameter θ = p̂ and after observing x the density function gets updated, with the
posterior distribution being ‘reshaped’ more narrowly around the maximum likeli-
hood ‘best guess’ of θ , while still remaining a continuous density function.

In order to see how the Bayesian approach exploits the evidence in x and improves
the estimation of θ , theBinomial distribution of can be treated viaNormal distribution
approximation as described earlier, in order tomake the analysis of X posteriorsmore
tractable. In particular, for a random sample of size n for X drawn from a Normal
distribution with unknown mean value θ (X̄ in the sample) and known variance σ 2,
as well as a prior distribution of θ that is Normal with mean value μ and variance v2,
it can be proven [40] that the posterior distribution for θ is also Normal with mean
value μpost and variance v2post given by:
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E[θ ]post ≈ μpost = σ 2μ + nv2 X̄

σ 2 + nv2
(41)

Var [θ ]post ≈ v2post = σ 2v2

σ 2 + nv2
(42)

In words, Eq.41 defines how μ prior for the mean value of θ is updated after
observing X̄ in the current sample of size n, provided that the corresponding variances
σ 2 and v2 are both known. Similarly, Eq.42 defines how v2 prior for the variance of
θ is updated based on that same sample. For better understanding, the comparison
of prior versus posterior for the variance can be made in terms of the reciprocal of
it, thus defining the precision:

ξprior = 1

v2
⇒ ξpost = 1

v2post
= 1

v2
+ n

σ 2
= ξprior + ξdata (43)

where the second term in ξpost can be considered as the precision of the observed
data, denoted by ξdata . It is clear that according to Eq.43, the smaller the variance of
a distribution, the larger is its precision value. Then Eqs. 41 and 42 can be rewritten
as:

E[θ ]post ≈ μpost = ξpriorμ + ξdata X̄

ξprior + ξdata
(44)

Var [θ ]post ≈ 1

ξpost
= 1

ξprior + ξdata
(45)

What Eqs. 44 and 44 describe under the Bayesian scope is fundamental: As the
sample size increases, so does the precision of the (posterior) variance, while the
estimated mean value gets weighted more and more towards the sample (data) mean
instead of the its prior. In words, the larger the sample size, the better estimates
the posteriors provide for the mean and variance over their corresponding priors.
Not surprisingly, this is similar to what happens with the range of their confidence
intervals for spot value estimations, as noted earlier. However, the Bayesian context
provides a more intuitive way of viewing this effect on parameter θ as transitioning
from a state of little information (wide prior distribution) tomore specific information
(narrower posterior distribution).

Besides confidence interval estimation, the Bayesian framework also enables the
analytical calculation of conditional distributions for future observations based on a
currently available observed sample. Although the approach is similar, the difference
is that instead of the overall posterior density function, the probability of a specific
outcome is now estimated, hence the name Bayesian predictive distributions for this
family ofmethods.As an example, based onEq.38 for a beta distribution for a random
variable X , the joint probability of observing Y = y after obtaining a posterior for θ

can be defined as [40]:
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f (y, θ |x) = f (y|θ)π(θ |x) =
(
m
y

)
θ x+y+α−1(1 − θ)m+n−x−y+β−1

B(x + α, n − x + β)
(46)

where 0 < θ < 1, {α, β} > 0, y = {0, . . . ,m} and {n,m} the sizes of the first
(observed) and the second (future) sample sizes. Then, the predictive probability
function for Y is the marginal density obtained by integrating Eq.46 over θ :

f ∗(y) =
∫ 1

0

(
m
y

)
θ x+y+α−1(1 − θ)m+n−x−y+β−1

B(x + α, n − x + β)
dθ (47)

=
(
m
y

)
B(x + y + α,m + n − x − y + β)

B(x + α, n − x + β)
(48)

What Eq.48 provides is the point probability of observing y in a future sample
of size m, based on the posterior update as previously defined for θ . In a way, it is
much like hypothesis testing of whether the future sample’s distribution parameter
θ is consistent with its estimation on the currently available sample, but with the
Bayesian approach it is, again, a (predictive) distribution function rather than an
accept/reject outcome.

6 Further Complications in Real-World Testing

The description thus far in the previous sections was focused on three main aspects:

– Game-theoretic optimal strategies for ensuring risk mitigation.
– Optimal estimation of the critical probabilistic parameters.
– Optimal posterior updates for safety margin assurances.

For the game-theoretic strategies, only the general setup of the testing process is
necessary to define the optimal way to plan the risk-mitigation testing for infectious
diseases, given that the goal is to maximize the pool of ‘safe’ (or, equivalently,
minimize the pool of ‘non-safe’) individuals and provided that the capability of
the (one or more) decision-makers in selecting those from the general pool can
be accurately estimated. For this estimation, samples can be used for confidence
intervals or Bayesian methods, while subsequent observations can also be exploited
via posterior updates.

The issue that is prevalent in real-world testing and not covered by the afore-
mentioned framework is related to the evidence used, i.e., the observed samples.
Normally in statistics the observations are considered with absolute certainty, count-
ing different outcomes or properties in a pool of samples without any possibility of
measurement error or lack of information. However, in reality these measurements
are also subject of probabilistic functions that dictate their reliability and the certainty
of the outcome. If this certainty is adequately close to 100% it is usually ignored as
a factor, but the typical estimation models can not address situations where this is
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not a valid assumption. Instead, the evidence itself must be estimated via confidence
intervals or Bayesian methods, before it can be used as observation to subsequent
estimation procedures.

In testing for infectious diseases this situation is a very common case-specific
factor that needs to be taken into account. Neither of the two main categories of tests,
molecular or antigen ‘rapid’, exhibit perfect sensitivity or specificity and, hence, their
diagnostic accuracy is close but certainly lower than 100%. There are several ways to
assess the accuracy of these medical testing procedures and, hence, the certainty of
the evidence which they provide in statistical terms. More commonly, sensitivity and
specificity represent the two major factors in any empirical (data-driven) assessment
related to the confidence on the evidence regarding positive and negative hypotheses,
respectively. In addition, medical testing can also be characterized by the positive
and negative predictive value, which are related to the confidence on the evidence
regarding positive and negative test outcomes, respectively.

Regarding SARS-CoV-2, Table2 presents the corresponding numbers for five
commercially available antigen ‘rapid’ tests (2020), for different levels of sampled-
estimated prevalence [29]. It is clear that testing outcomes can not be assumed to
exhibit perfect certainty, hence the statistical evidence on ‘safe’ or ‘non-safe’ individ-
uals is strong but not absolute. This means that every priors estimation and posterior
updates should take this into account, leading to much more complex probabilistic
treatment than what was presented in the previous sections.

What Machine Learning provides is a data-driven view of these estimation tasks
and an abstraction level ‘above’ the underlying statistical complications that are
unknown or too complex to express analytically [23, 42]. At the same time, the theo-
retical foundations fromArtificial Intelligence and, more precisely, the structural risk
minimization of models that are trained with empirical evidence (datasets) ensure
that the final estimations are optimal w.r.t. some core criterion, which is normally
the maximum likelihood estimation for the ‘true’ parameters of these ‘unknown’
probabilistic models [41]. Two such typical examples are Support Vector Machines
(SVM) [42], which can be designed specifically to maximize the discrimination mar-
gin between predicted classes or, equivalently, to minimize the structural risk of the
empirical error of the trained model, i.e., generalized from a limited training dataset
to the global problem; and Bayesian Networks [41], which naturally incorporate the
notion of imperfect information (uncertainty) and cascaded propagation of evidence-
based probabilistic estimation of outcomes from node to node as a continuous flow.

One specific factor that caught the attention of researchers during after the initial
surge of the SARS-CoV-2 pandemic and the emergence of readily available ‘rapid’
test kits was the option of having lower accuracy but massive tests in the general pop-
ulation [30]. Low accuracy in testing translates to low sensitivity and/or specificity,
which in turn produces low positive and/or negative predictive value. After observing
the evolution of the national epidemic in several countries, especially after lifting the
international travel bans during the summer of 2020, researchers have argued that
in practice these policies may work much better than expected. Although this seems
counter-intuitive in statistical terms, ‘rough’ but massive screening in the popula-
tion can be a decisive pre-emptive contingency measure against the spreading of the



Optimal Testing Strategies for Infectious Diseases 167

Table 2 Indicative performance of antigen ‘rapid’ SARS-CoV-2 tests fromfive different companies
(2020), for different levels of sampled-estimated prevalence X̄ , based on n = 1000 sample patients.
[29]

X̄ =
0.02

STY (%) SPY
(%)

TP FP FN TN PPV (%) NPV (%)

Comp. 1 100.00 94.29 20 56 0 924 26.32 100.00

Comp. 2 95.00 98.47 19 15 1 965 55.88 99.90

Comp. 3 100.00 93.06 20 68 0 912 22.73 100.00

Comp. 4 90.00 97.24 18 27 2 953 40.00 99.79

Comp. 5 85.00 97.24 17 27 3 953 38.64 99.69

X̄ =
0.30

STY (%) SPY
(%)

TP FP FN TN PPV (%) NPV (%)

Comp. 1 100.00 94.29 300 40 0 660 88.24 100.00

Comp. 2 96,67 98.57 290 10 10 690 96.67 98.57

Comp. 3 98.67 93.14 296 48 4 652 86.05 99.39

Comp. 4 89.67 93.14 269 48 31 652 84.86 95.46

Comp. 5 85.33 97.14 256 20 44 680 92.75 93.92

virus. Having many false positives means putting into quarantine more individuals
than necessary, but this can be considered as acceptable cost during such a global
emergency. Having many false negatives means missing some individuals, but the
massive scale of tests overcomes this drawback by detecting much more ‘non-safe’
individuals in total. In words, both cases of low-performance testing may lead to
better overall mitigation strategies and contingency policies against a pandemic such
as SARS-CoV-2.

7 Conclusions

In this study, the general problem of developing optimal testing strategies for infec-
tious diseases like SARS-CoV-2was explored under the scope of Game Theory, sam-
pling and estimationmethods from classic Statistics, as well as Bayesianmethods for
the proper treatment of posterior updates. Overall, it is a very challenging research
topic that requires deep understanding and somewhat new point of view, combining
multiple aspects of crowd dynamics, risk management andMachine Learning, which
are usually employed individually by researchers depending on their main field of
expertise.

Six main guidelines have been established by this work:

1. The core task of any such screening process via testing in transit hubs and
gateways is minimizing the risk of introducing infectious individuals in the
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general population; there is no point in maximizing the ‘hit rate’ of the tests,
especially when the testing pool is very limited.

2. Risk minimization is inherently associated with (estimated) variance mini-
mization of incidence rates for each sampling group; hence, allocating testing
resources according to this principle must be the core screening policy.

3. When planning an inflow-allocation strategy for a specific capacity frommultiple
groups, riskminimization dictates that maximizing quotas towards lower-ranked
incidence groups is the optimal policy.

4. Multiple decision-making independent ‘experts’ (models) for detecting ‘safe’
versus ‘non-safe’ individuals can be combined optimally via analytical solutions
from Coalitional Games, specifically Weighted Majority Voting.

5. Estimated confidence intervals must be used instead of point means for proper
control of risk margins; even more, Bayesian methods provide a more intuitive
way for continuous posterior updates exploiting testing results.

6. In order to cope with the increased complexity of uncertainty in evidence (test
reliability), Machine Learning methods are appropriate for data-driven maxi-
mum likelihood estimation of parameters and structural risk minimization.

It is imperative to stress out the differences between common cost/benefit opti-
mization methods like bandit algorithms from Operational Research and the risk-
minimization target of the problem treated here: maximizing the detection value of
any single test does not minimize the posterior incidence risk for the population. If
tests themselves are put in the center of the optimization goal, there is no guarantee
whatsoever that the risk of infection propagation is minimized. In other words, min-
imum infection risk, not optimal resource allocation, is the real challenge and top
priority.

Under the scope of these core principles described above, any screening policy
designed by the decision-making authorities is guaranteed to minimize the risk of
introducing infectious individuals to the general population.
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Contact Tracing for Healthcare Facilities
Using Bluetooth

Piergiuseppe Di Marco, Pangun Park, Marco Pratesi,
and Fortunato Santucci

Abstract Bluetooth is seen as a key technology for contact tracing and exposure
notification applications, with the goal of monitoring and containing outbreaks of
the COVID-19 pandemic. However, the use of contact tracing apps has been limited
among the population as the technology still faces fundamental limits in terms of
proximity accuracy, resources, and privacy. Still, the potential benefits are evident
for scenarios such as critical healthcare facilities, where most vulnerable people
are present. The aim of this chapter is to present an architecture with heteroge-
neous devices that support contact tracing and exposure notification in hospitals and
nursing homes, while meeting the required level of accuracy and privacy. The frame-
work is based on standard Bluetooth mesh networking technology, and it accounts
for realistic propagation conditions. The impact of configuration parameters and
channel conditions is analyzed, alongwith proposals for research and standardization
directions.
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1 Introduction

COVID-19 is a high transmissible disease (before and immediately after symptom
onset) also suggesting that finding and isolating symptomatic patients alone may
not suffice to contain the epidemic. According to this, a recent study [1] analyzed
the impact of contact tracing in Belgium, estimating a potential average reduction
in hospital admissions of 57% with contact tracing services in place, assuming that
70% of the symptomatic cases are subject to contact tracing and comply with home
isolation. In this context, digital contact tracing is proven to be extremely efficient to
reduce the delay of intervention and to automate the tracing procedure compared to
human-based contact tracing. Since the start of theCOVID-19 pandemic, the research
community has worked intensively on the definition of reliable and secure apps for
digital contact tracing. Apple and Google built an opt-in and decentralized way of
allowing individuals to know if they have come into close contact with COVID-19
confirmed cases [2]. Apps developed for this purpose allow a device to scan for
other devices in the background, storing data locally. If tested positive, the user
may authorize the data to be provided to the health authorities, who can then trace
others who happened to be in proximity. The benefits of the use of contact tracing
apps on a smartphone rely on the assumption that the majority of the population
installs and uses the app regularly [3, 4]. As of June 2021, the adoption and use of
Governmental contact tracing apps among the population is unfortunately relatively
low (i.e., around 15% of population).The slow penetration rate of the technology is
not only due to the privacy but also due to fundamental limitations of the accuracy
of proximity detection. However, during the first wave of COVID-19 pandemic, the
Italian National Institute of Health (ISS) reported that more than 40% of analyzed
COVID-19 cases in Italy were linked to nursing homes and 10% of cases have been
related to outbreaks in hospitals.While extensive vaccination campaigns help prevent
the severe symptoms and the coronavirus disease, the containment of the spread of
the pandemic is not guaranteed with vaccination only. Therefore, the prevention and
control of this and future outbreaks can greatly benefit from the protection of critical
facilities through a targeted, efficient contact tracing solution. In these scenarios,
Bluetooth mesh networking [5] offers a low cost, flexible, standard infrastructure
that can be deployed to enable contact tracing, but it is compatible with additional
profiles and applications in use in the hospital (lighting, heating, and ventilation
control), without the need of deploying an ad-hoc infrastructure of devices that only
works for the purpose of the current pandemic.

In this chapter, we focus on the potential and the limitations of currently available
digital contact tracing solutions based on Bluetooth. As a major contribution, we
present a comprehensive framework for supporting contact tracing services for crit-
ical healthcare facilities. The envisioned infrastructure relies on a hierarchical archi-
tecture and the use of standardized protocols for collecting proximity data instead of a
typical peer-to-peer fashion using smartphone apps. The core idea and a preliminary
evaluation was published in [6]. In this study, we consider recent literature advance-
ments, and we take into consideration new discoveries in the past year regarding
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digital contact tracing. Furthermore, we explore an extended experimental evalua-
tion that includes also the joint impact of configurable application parameters, such
as the RSSI threshold, environmental conditions such as the duration of an exposure,
and network conditions in terms of advertising packet loss probability, on the correct
exposure notification probability in a densely deployed scenario.

The chapter is structured as follows. Section 2 introduces the digital contact
tracing scenario. In Sect. 3, we provide an overview of the Bluetooth technology. We
review the technical challenges associated to the existing contact tracing framework
in Sect. 4, and describe the proposed approach in Sect. 5. Extensive simulation results
are discussed in Sect. 5.1. Finally, we summarize our conclusions and future work
in Sect. 6.

2 Digital Contact Tracing

Contact tracing, along with vaccination, robust testing, isolation, and care of cases, is
a key strategy for interrupting chains of transmission of the coronavirus and reducing
mortality associated to COVID-19. Traditional contact tracing is practiced by the
Departments of prevention through interviewing cases and contacts made by phone
or with home visits and other ways to be able to identify all the contacts of a case,
depending on the context of exposure, test laboratory, contactmonitoring to verify the
possible onset of symptoms and application of quarantine and isolation measures.
Digital contact tracing makes extensive use of technological solutions for digital
health, with the effect of drastically reducing the personal contacts between public
health professionals and the population at risk.

The contact tracing scenario defined in this study aims at complying with the
guidelines from WHO, in particular when referring to healthcare environments [7].
There are strict protocols inmost of the hospitals and health care facilities for isolation
of patients that are tested positive toCOVID-19 in restricted areas. However, a critical
scenario for contact tracing and exposure notification is in the non-COVID areas and
gray areas, where patients that are not considered at risk later happen to be tested
positive. In this sense, a contact is a person who has had any one of the following
exposures to a probable or confirmed case:

• face-to-face contact with a probable or confirmed case within 1 m and for at least
15 min;

• direct physical contact with a probable or confirmed case;
• direct care for a patient with probable or confirmed COVID-19 disease without

the use of recommended PPE; or
• other situations as indicated by local risk assessments.

A person that is tested positive to COVID-19 must inform the public health
authority about all contacts from 2 days before and 10 days after symptom onset
(or positive test if asymptomatic). There are different risks associated to a contact
depending on the context where the potential exposure happens, whether people are
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vaccinated, and they use personal protective equipment (PPE). Any patient hospi-
talized in the same room or sharing the same bathroom as a COVID-19 patient,
visitors to the patient, or other patient in the same room or other rooms visited by the
COVID-19 patient (e.g., common dining facilities) is listed as a potential person at
risk. It is evident that the requirements are much stricter than in the general case for
contact tracing, as it is not sufficient to perform only seldom measurements in a time
frame of 15 min, as current exposure notification services do [2], but many critical
interactions that depend on location (people in the same room) need to be captured
by the digital contact tracing solution more frequently.

3 The Bluetooth Technology

An overview of the Bluetooth technology is provided in this section, starting from the
Bluetooth Low Energy specification [8] and then focusing on the Mesh networking
specification [5].

3.1 Bluetooth Low Energy

The primary use case for Bluetooth has been for a long time the wireless connec-
tion between a headphone and a headset. Bluetooth Low Energy was released in
2010 as a part of the Bluetooth 4 Core specifications, with the objective to extend
the Bluetooth ecosystem towards Internet of Things applications. Bluetooth supports
connection-oriented and connection-less data transfer modes. In connection-oriented
mode, devices negotiate dedicated channel and schedules for data transmission. In
the connection-less mode, denoted as advertising mode, short messages (i.e., adver-
tising packets, or beacon messages) are broadcast over random access channels.
Connection-less mode supports quick estimation of the position and proximity of
a device, using the received signal strength indicator (RSSI) of the received adver-
tising packets. Each advertising packet consists of a short header, followed by a small
payload, containing an identifier of the transmitting device plus a shortmessage (typi-
cally up to 31 bytes). This advertising payload is used to indicate that the packet is
associated with a particular service or app, e.g., a contact tracing app.

As a recent advancement of the Bluetooth Low Energy technology, the release
of Bluetooth 5.1 Core specification in 2019 defined improved localization services.
Combined with extended advertising capabilities and improved data transfer modes,
there has been a boost in the adoption and deployment of Bluetooth beacons and
location-based services [9, 10]. The increased data rates, in addition to the rather
obvious benefits of increased throughput and reduced latency, decreases the time on
air to save battery consumption and improve coexistence with other technologies
that operate in the same band and often coexist within the same device (e.g., Wi-Fi)
[11–13].
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The Bluetooth security architecture includes five distinct features: pairing,
bonding, device authentication, encryption, and message integrity: it is designed to
provide protection against passive eavesdropping and protection against man-in-the-
middle attacks. The standardized full stack architecture guarantees strong protection
at the device level, although there is no user authentication [14]. Furthermore, Blue-
tooth provides privacy by supporting a feature that reduces the ability to track a
device over a period of time by changing the Bluetooth device address on a frequent
basis.

3.2 Bluetooth Mesh Profile

Bluetooth mesh introduced networking specification on top of the Bluetooth tech-
nology to take additional market shares in the Internet of Things (IoT) connectivity
space. Formally, Bluetooth mesh is defined as a profile, that can run on top of any
device compatible with Bluetooth LowEnergy. Bluetooth profiles define the required
functions and features of each layer in the Bluetooth stack, from the physical layer to
the application. A profile defines the vertical interactions between the layers, as well
as the peer-to-peer interactions of specific layers between devices forming a mesh
network.

The design of Bluetooth mesh profile aims at creating a simple, efficient, and
flexible wireless mesh networking protocol solution. The Bluetooth mesh profile
standardizes a layered protocol architecture, as illustrated in Fig. 1. Each layer has
its own functions and responsibilities, and provides services to the layer above. The
access to the radio is handled by the Bluetooth core technology, with advertising data
format defined by the bearer layer. The network and transport layers are functional
to the network design and strategies for deployment. The network layer handles
aspects such as addressing and relaying of messages, as well as encryption and
authentication within the network. The lower transport layer handles segmentation

Fig. 1 Bluetooth mesh
layered architecture

Model / application

Access layer

Upper / lower transport layer

Network layer

Bearer layer

Bluetooth Core spec.
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and reassembly, and provides acknowledged or unacknowledged transport of data
end-to-end. The upper transport layer encrypts and authenticates access messages,
and defines transport control mechanisms, including the management of low power
nodes. The access layer is responsible for application-to-network trafficmanagement
and end-to-end data transfer. An application interacts with the protocol stack via stan-
dardized models, which define message format and configuration of the application
parameters [5].

With the introduction of Bluetooth mesh, potentially thousands of nodes can
interact with each other without establishing a connection. After provisioning the
devices in the network, there is no need for centralized algorithms, nor coordination
and, most importantly, there is no single point of failure in the network. A group of
nodes can be addressed with a single command, so that dissemination and collection
of information is efficient and reliable.

Currently, Bluetooth mesh is supported at a smartphone only through proxy
connections via a dedicated node of the network, which is called Proxy and takes
responsibility of injecting and collecting traffic in the network from and towards the
smartphone. Determining the correct number of proxies in a network, the number
of relays, and efficient solutions for interference mitigation is a challenging task
that is under discussion in the research community and standardization bodies. The
performance of Bluetooth Mesh has been evaluated through simulations in [15, 16]
and through a set of experimental campaigns in [17].

4 Key Challenges

There are major concerns about the feasibility of reliable and robust contact tracing
solutions based on the Bluetooth technology. The main challenges are classified
into four categories, namely, estimation accuracy, device resources, privacy, and
technology penetration rate.

4.1 Estimation Accuracy

Distance estimation is the baseline paradigm for digital contact tracing. Typically,
this is based on measurements taken by a Bluetooth receiver involving the signal
strength of incoming advertising packets. Thevariability ofwireless channel behavior
is not particularly severe for line-of-sight short range distance estimation, however,
the attenuation level of the signal may deviate even if the distance is constant due to
many environmental factors.Multipath propagation has a strong influence, especially
in closed environments with reflecting objects and surfaces. To overcome this, aver-
aging over frequent measurements is a solution in most cases. Other inconveniences
may arise from propagation without direct or clear electromagnetic visibility. As an
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example, a smartphone device in a pocket, with human body obstructing direct visi-
bility may experience higher attenuation with respect to a smartphone device carried
in hand; the smartphone itself may be protected by a more or less robust cover that
can also be built using non-plastic materials. Furthermore, a Bluetooth chip can be
employed by devices with different kind of materials: as an example, aluminum
frames may determine a larger electromagnetic attenuation than plastic materials.
Moreover, barrier protections and PPEs drastically reduce the risk of contagion, but
their impact on distance estimation measurements is not easy to account for.

For single-hop broadcasting, Bluetooth Core supports the so-called proximity
profile [8], which defines the behavior when a device moves away from a peer device
so that the connection is dropped or the path loss increases above a predefined level,
causing an alert. The proximity profile can also be used to define the behavior when
the two devices come closer together, but a connection is required to perform the
RSSI measurements associated to the profile. This is not sufficient to cover the use
case proposed in this paper.

In [18], the authors show the results of an experimental study to validate the
impact of various factors such as distance, orientation, obstacles, and time of the
day on the Bluetooth RSSI measurements, showing that a limited number of RSSI
measurements is not sufficient for the purpose of accurate distance estimation. The
authors of [19] study the impact of channels, distances, and user’s orientation in the
positioning phase on the accuracy of Bluetooth positioning. The accuracy obtained
is within 1.5 m and the precision is 90% within the range of 1.5–2.5 m.

Radio frequency fingerprinting in support of RSSI measurements has been
proposed in [20] as a means to enhance positioning accuracy of Bluetooth. Mackey
et al. [21] analyzes the performance ofBluetooth beacons in terms of their accuracy in
proximity estimation. Three Bayesian filtering techniques to improve the estimation
accuracy of BLE beacons are analyzed. With this approach, the achieved proximity
error is 0.27 m at a distance of 3 m, using 1000 RSSI measurements.

In [22], indoor localization measurements are conducted using Bluetooth mesh
device implementations. The study concludes that a careful design of the network
and interference management is important, as it affects the positioning accuracy of
existing algorithms. Similarly, an automated indoor localization system that relies on
low-cost Bluetooth localization with low data acquisition and network configuration
overhead is proposed in [23]. The proposed system incorporates a sophisticated
visual-inertial localization algorithm for a fully automated collection of Bluetooth
signal strength data. While several machine learning techniques have been proposed
to improve the proximity accuracy, most recent works still show the fundamental
boundaries of proximity estimation of devices off-the-shelf [6, 24, 25].

Recently, infield measurements in [26] have shown that a basic linear and loga-
rithmic model for the analysis of signal path loss of Bluetooth can provide sufficient
estimation accuracy for exposure notification in different scenarios. Furthermore,
exposure detection can be improved if knowledge about the user positionwith respect
to the device can be inferred.
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4.2 Device Resources

A device with Bluetooth connectivity enabled typically advertises the services it
supports roughly every 100 ms with little impact on the resources (i.e., battery,
computation capabilities) [8]. Therefore, transmitting short advertising packets peri-
odically to enable a contact tracing application should not be a problem even for a
resource constrained device. However, the main problem when performing distance
estimation measurements is that a device needs to keep its Bluetooth receiver contin-
uously on for sufficiently long time to collect unsolicited advertising packets from
other devices. This is critical for the battery consumption, as a Bluetooth receiver
consumes approximately 15 mA of current when it is turned on. If continuously
active during 24 h, it can impact the available capacity of a typical 3000 mAh battery
in a smartphone for about 12% [6].

Methods to optimize the scanning cycle of Bluetooth devices have been proposed
in the literature (e.g., [27]), but this is not always possible in the case of battery
powered devices such as smartphones since radio resources are shared among the
various active services, including active Bluetooth connections, and even the use of
Wi-Fi connectivity impacts the availability of the Bluetooth receiver [9].

For these reasons, apps running in the background on a smartphone are typically
allowed to scan for incoming Bluetooth advertising packets only for a few seconds
every 5 min [2]. Therefore, when compared to devices that have duty cycle close to
100% (e.g., relay nodes in a Bluetooth mesh), a smartphone may take more than 10
times to collect the samenumber ofRSSImeasurements for use in distance estimation
and contact tracing.

4.3 Privacy and Security

Contact tracing services handle critical data such asmedical condition and potentially
position of a user at any time. The user needs to trust the Central Authority and the
owner of the contact tracing service for preserving the privacy of the information, as
the system can be in theory always misused for mass surveillance or unclear scopes,
beyond the original purpose of pandemic containment. Indeed, a relevant problem for
some contact tracing apps available for our smartphones is third-party information
sharing [28]. Several contact tracing apps analyzed by [28] mention outsourcing data
to third parties, and it is not clear what data is shared to whom and how it is processed
by these parties.

Both centralized and decentralized approaches have been proposed for privacy
preserving contact tracing. The recent Google/Apple solution implements a decen-
tralized approach, where each device protects its identity by using random temporary
exposure keys, and encrypted identifiers that are frequently refreshed [2]. Theoreti-
cally, nobody except the user can easily understand if two temporary codes have been
transmitted by the same device, not even the central authority. Each user connects
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periodically to the server and receives the entire list of infected users. At that point,
the user’s device can securely check if this list contains one of the previously observed
random identifiers and notify the user if at risk.

Although governmental contact tracing apps are designed to provide a certain
level of privacy, there can be intentional or unintentional risks for users, since also
apps designed with care to this aspect imply that positive users reveal all the codes
transmitted to the server during the vulnerability period [29]. This potentially allows
the server, or a malicious attacker, to make the person identifiable. Centralized
approaches for data storage suffer more from denial of service attacks. To over-
come this limitation, distributed approaches for preserving privacy are investigated
in the research community. Blockchain is currently evaluated as a method for data
logging and retrieval (e.g., as described in [30]), but the impact in terms of cost and
computation for these solutions is high in consideration of the scale of the application
[31].

Compared to general Bluetooth Low Energy, where security feature are optional,
and it is allowed to have a device with no security protections or constraints is
use, Bluetooth mesh has mandatory security features [5]. The network, individual
applications and devices are all secure and this cannot be switched off or limited.
In the Bluetooth mesh security, there are various types of security keys. Between
them, these keys provide security to different aspects of the mesh and achieve a
critical capability in mesh security, that of separation of concerns. The network
may be subdivided into subnets and each subnet has its own network key, which
is possessed only by those nodes which are members of that subnet. This might be
used, for example, to isolate specific, physical areas, such as each rooms in a facility.
Application data for a specific application can only be decrypted by nodes which
possess the right application key. Across the nodes in a mesh network, there may be
many distinct application keys, but typically, each key is possessed by a small subset
of the nodes, namely those of a type which can participate in a given application.
Therefore, the inherent security solution of Bluetooth mesh can provide a strong
substrate for the security in the digital contact tracing application.

4.4 Technology Adoption

The technology adoption is a critical factor, since a contact tracing service requires
that the majority (60%) of the monitored population must have the app downloaded
and active [3]. The Bluetooth technology has a great potential, as it is available in all
modern smartphones and there is a large ecosystem of compatible devices. 95% of
people in South Korea owns a modern smartphone. However, in Europe and US, this
percentage varies from 60 to 80% of the population and the number reduces drasti-
cally below 40% in developing countries. India has been hit severely by coronavirus
and the smartphone penetration is at 25.3% [32], smartphone app-based approachwill
not be sufficient. Low-cost wristband-based proximity detection solutions could be
used in low-socioeconomic areas with the cooperation of community health workers.
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Despite a high percentage of smartphone adoption in developed countries, there
is some skepticism around the potential success of contact tracing solutions among
the public, whenever it is not enforced, and it is only partially attributable to the
technical limitations discussed above. Indeed, the adoption and use of Governmental
contact tracing apps among the population is surprisingly low across the world (i.e.,
typically below 15% of population). This fact encourages a more focused effort and
targeted use of the technology in key areas, where the containment of the pandemic
is critical, and the use of the technology can be enforced.

5 Contact Tracing Architecture

In this section, we describe the system architecture and deployment guidelines for
building a Bluetooth mesh standards-based infrastructure to support the contact
tracing services for critical healthcare facilities.

The main elements of the proposed system architecture for digital contact tracing
are illustrated in Fig. 2. We define four different roles of devices in the architecture,
depending on functionality and resource capabilities, namely the beaconing tag, the
proximity detector, the mesh relay, and the gateway.

The beaconing tag is a relatively simple device that should work for years without
having to be recharged or having a battery replaced. Besides the model associated to
the contact tracing apps, it only implements the underlying Bluetooth Core imple-
mentation, with no need to implement states and behaviors associated to the mesh
profile stack. In healthcare facilities, the use of beaconing tags can be enforced to all
doctors and patients. The beaconing tags are programmed to transmit a short adver-
tising message every 250 ms. The frequency is in line with current recommendation
for notification exposure [2].

Model Model Model
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spec.

Bluetooth Core 
spec.

Bluetooth Core 
spec.
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spec.
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Network

Transport

Access

Network
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Beaconing tag Proximity detector Mesh relay Gateway

Fig. 2 System architecture for the proposed Bluetooth mesh infrastructure for contact tracing
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The proximity detector is the device that is configured to monitor and send
messages based on the presence, absence, or movement of the beaconing tag.
Contrary to the beaconing tag, proximity detector needs to have resources to scan the
advertising channels periodically and perform mesh procedures, thus implementing
the full stack, including the model associated to the contact tracing app. However, the
states and behaviors associated to the Bluetoothmesh relay feature are notmandatory
in the proximity detector. Proximity detectors and the Gateway may be smartphones
and existingBluetoothmesh-capable devices deployedwithin the facility. Each prox-
imity detector continually reports back to the proximity engine all tags it can hear
above a predefined RSSI threshold, as well as the RSSI measurement from each.

A relay node forwards messages received from other nodes over the advertising
channels. The relay node is the equivalent role of a generic relay in the Bluetooth
mesh networking protocol. Therefore, the relay node is provided with the network
security keys associated to the mesh network, but it does not need to implement
the higher layers of the Bluetooth mesh protocol stack and does not need to be
provided with the security credentials associated to the contact tracing application
to participate in the message collection. Mesh relays can be Bluetooth mesh relay
capable devices deployed within the facilities, with no software upgrade needed.

Finally, the gateway node is a generic mesh node that provides an interface with
the contact tracing server, where the advanced computation of the proximity data
is performed, and relevant data is stored. The gateway must be provided with an
implementation of the model associated to the contact tracing apps and must support
application-programming interfaces through a communication infrastructure with
the proximity engine at the contact tracing server. The proximity engine uses RSSI
information, as well as the known position of each proximity detector, to estimate
the position of tags based on trilateration.

An example of deployment scenario on a reference topology is illustrated in Fig. 3.
The main advantage of implementing this architecture in healthcare facilities such
as nursing homes and hospitals, compared to general purpose scenario, is that the
use of devices such as beaconing tags and proximity detectors can be imposed to
personnel and patients, and potentially to registered visitors, via internal regulation
or by the local authority, so that the adoption of the technology is enforced.

Privacy aspects and their implication are easier to handle in restricted scenarios for
contact tracing in healthcare facilities compared to other scenarios, since access and
presence of staff and patients is alreadymonitored and visitorsmay need to register to
access the premises. Different risk profiles can be attributed to people, based on role,
performed activity, diligence, and expertise in usage of PPEs, vaccination status, and
previous clinical conditions.

To improve accuracy and robustness to the presence of obstacles, patients, and
users may be provided with instructions on how to properly carry the tag. As an
example, a tag carried as a visible necklace (or a wristband) preserve high correlation
between electromagnetic visibility and face-to-face contact, which is a situation at
risk.
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Fig. 3 Bluetooth mesh infrastructure with example topology. Beacons are identified with small
colored circles. Nodes A and B are simple proximity detectors, as they can read and process
messages from beacons in their surrounding proximity area, which is limited by the dotted circles.
Nodes C, D, and E behave as proximity detectors with respect to surrounding beacons, but also
implement the relay feature of Bluetooth mesh to forward data received by proximity detectors and
othermesh nodes in the network. Nodes F andG only serve as relay nodes and gateway, respectively,
carrying traffic toward the contact tracing engine, but do not perform proximity detection

5.1 Performance Results and Discussions

We conducted extensive measurement campaigns using nRF Connect for mobile app
[33], running on two iOS smartphones, one acting as a beaconing tag, and one acting
as a proximity detector, placed at various distances. The advertising intervalwas set to
250ms and the total scanning period was set from 15 to 60min. A preliminary exper-
imental campaign with this setup was reported in [6]. Here, to reproduce a scenario
with multiple access interference given by the presence of multiple beaconing tags
and proximity detectors in the same network, we considered various levels of addi-
tional advertising packet loss probability artificially added at the receiver, and ranging
from 0 to 30%. The performance of the network was evaluated in terms of expo-
sure notification probability, i.e., the probability that the proximity detector receives
advertising packets determining RSSI measurements above a predetermined RSSI
threshold for a period of 15minwithin the observation period. The exposure notifica-
tion probability was obtained analyzing the RSSI trace at nRF Connect, and missed
RSSI measurements were not considered in the computation.

In Fig. 4, we report the probability of exposure notification by varying the obser-
vation period from 15 to 60 min. The probability is reported for various values of
the threshold in the interval from −57 dBm to −66 dBm, for a distance between
the beaconing tag and the proximity detector of 1 m in Fig. 4a and 2 m in Fig. 4b.
Basically, the exposure notification probability for a given threshold measures the
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Fig. 4 Probability of exposure notification vs. duration of the exposure at a proximity detector for
a beaconing tag at the distance of a 1 m and b 2 m

probability of correct notification of an exposure (true positive), whereas its comple-
ment to one measures the probability of missing the notification of exposure for a
beaconing tag that is in proximity (false negative). Similarly, by looking at Fig. 4b,
we can retrieve the probability of notification of exposure triggered by a beaconing
tag that is actually not in proximity (false positive) and its complement to one that
measures the probability that the exposure is not notified (true negative).

The probability of a false detection of proximity, which triggers an exposure
notification for a device that has not been actually in close contact, needs to be low
to avoid that a person is put in isolation and tested based on inaccurate information.
However, it ismore critical to have a device that has been in close contact that does not
exhibit long-term average RSSI capable of triggering an exposure notification (false
negative), as this is more dangerous for the purpose of monitoring and containing
the spread of the pandemics.

The range of thresholds presented in Fig. 4 considers only values that are signifi-
cant for the contact tracing scenario. Indeed, an RSSI threshold lower than−66 dBm
gives a significant probability that a device that is farther than 2 m is detected as
an exposure, whereas on the contrary a threshold above −57 dBm gives a very low
probability of correct exposure notification.

As a result observable in Fig. 4, the best performance in terms of exposure notifi-
cation probability for devices that are actually in proximity is obtained for the lowest
RSSI threshold of −66 dBm. However, a device that is at 2 m is incorrectly notified
with probability above 20% after 20 min of exposure, and the probability increases
to above 50% for longer exposures. Instead, an RSSI threshold at−63 dBm provides
a probability of correct notification of an exposure above 95% for an exposure of
25 min, and a probability of false notification of an exposure below 5% for the same
duration of the exposure, representing a reasonably good trade off that could be used
as a default value set by the Bluetooth model.

A high sensitivity of the results with respect to the threshold is also observed
in Fig. 4. This corresponds to a high sensitivity to inaccurate RSSI estimation and
scenario-dependent bias on the attenuation. As an example, a 3 dB constant bias in
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the measurement of the received power at 1-m distance may increase the probability
of false negative within 30 min exposure from 2 to 48%. Therefore, it is fundamental
that the threshold can be changed by the configuration manager based on the knowl-
edge of the deployment area. Walls can affect proximity measurements by 6–12 dB.
However, such additional path loss is not negative for proximity measurements, as
close contacts with a wall in between should not be counted.

While a higher sampling rate in transmission and a long scanning period in recep-
tion may provide high proximity accuracy, they considerably increase the cost of in
terms of energy consumption. Hence, there is a clear fundamental tradeoff between
proximity accuracy and device resources depending on the sampling rate and scan-
ning cycles. One of the main advantages of the proposed asymmetric architecture
with a combination of beaconing tags and a network of more proximity detectors is
that it can balance proximity accuracy and battery lifetime of constrained devices.
Repeated measurements within an interval give high accuracy in the detection of
close contacts. If the transmission interval is 250 ms and a smartphone can scan for
30 s every 5 min, the proximity detection can be based on 360 RSSI measurements.
A mesh node, such as a monitor, can scan the advertising channels with 100% duty
cycle, except when the device is occupied in re-transmitting messages. Therefore,
there are potentially 3600 measurements available at a proximity detector in 15 min
if scanning continuously.

The number of proximity detectors needs to be sufficient to detect beaconing
tags at any location within a few meters of distance, to perform accurate distance
estimation. Therefore, in an indoor healthcare facility, depending on the geometry of
the map, the recommended density of proximity detector is one node every 10 m2.
The number of relay nodes may be much lower, as it is sufficient that every node can
be reached via Bluetooth advertising. Therefore, depending on the geometry of the
map, the recommended density of proximity detector is one node every 50 m2.

To further validate the analysis in a general mesh scenario with multiple access
interference added by the presence of multiple beaconing tags, we included an addi-
tional advertising loss probability that is applied to the RSSI trace obtained with the
experimental campaign. In Fig. 5, we report the probability of exposure notification
for a duration of the exposure of 20, 25 and 30 min and distance 1 m, for increasing
advertising loss probability up to 30%.

As it can be seen in Fig. 5a for a duration of the exposure that is lower than 20min,
the impact of multiple access interference becomes relevant as the probability of loss
is above 20%. For a threshold of−63 dBm, the probability of correct notification of
exposure drops from 70 to 10% when increasing the additional advertising packet
loss probability from 20 to 30%. This is due to the difficulty to even obtain a sufficient
number of measures to correctly detect a 15 min exposures. However, as the duration
of the exposure increases above 25 min in Fig. 5b, the effect is less pronounced, and
the exposure notification probability becomes rather insensitive to the advertising
packet loss probability for the reference threshold at−63 dBm as the duration of the
exposure is at least 30 min in Fig. 5c.

In general, we can say that we tested very severe conditions for the additional
packet loss probability, in particular in the context of Bluetooth mesh networks. In
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Fig. 5 Probability of exposure notification versus advertising loss probability at a proximity
detector for a distance of 1 m and 20 min of exposure

fact, although the broadcasting nature of Bluetooth mesh may suggest that multiple
access interference is an issue for the reliability of the advertising data transfer, espe-
cially in a large-scale scenario, this is not entirely correct for a properly configured
mesh network, as experimentally validated for a 879 devices building automation
scenario in [16], with more than 99% of successful data transfers. This is due to the
short duration of mesh advertising packet transmissions (around 300us) and the use
of channel and spatial redundancy [8]. Indeed, with an advertising interval of 250ms,
the channel occupation for a beaconing tag is about 0.12%.

6 Conclusions and Prospected Directions

The Bluetooth technology has a key role in digital contact tracing applications, lever-
aging a large ecosystem of compatible devices and localization-based services. The
effectiveness of digital contact tracing in large scale scenarios such as hospitals and
nursing homes is potentially high, but limitations and concerns emerged about tech-
nology adoption, estimation accuracy, efficient use of device resources, and privacy
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of existing solutions. However, critical facilities can benefit from the deployment
of simple, flexible, cost-effective, local infrastructures to support contact tracing,
especially if based on a standardized networking solution. We proposed and eval-
uated a system architecture for contact tracing based on the Bluetooth mesh stan-
dard, addressing challenges and opportunities for its adoption in critical facilities.We
showed through experiments the sensitivity of the exposure notification service to the
RSSI threshold, multiple access interference and duration of the exposure, showing
that the configuration of parameters such as the RSSI threshold is the most crit-
ical component. Moving forward from the approach followed by the Google/Apple
solution, we believe that the RSSI threshold and the advertising interval should be
configuration parameters that are set by the configuration manager.

The framework proposed in this paper can provide relevant use case requirements
for specifying a suitable model that covers application in proximity detection and
contact tracing in critical facilities. In particular, the concept that introduces the role of
proximity detector that is separated from the beaconing tag role can be standardized,
with the possibility to separate the security domains between the beaconing tag and
the proximity detector, and the proximity detector and the rest of the mesh. The great
advantage of exploiting a standardized solution is that the facility manager will not
be forced to deploy a full-size infrastructure dedicated only to contact tracing and
proximity detection, but it can reuse existing Bluetooth devices already deployed
in the infrastructure as proximity monitors and can deploy Bluetooth mesh devices
such as luminaries and sensors that can be used for other purposes beyond the contact
tracing needs, which will be hopefully not necessary for long time. Applications
would even be able to perform different risk assessments for different pathology,
without being forced to rely on a “black-box” framework, specifically designed for
only one type of risk, whose parameters can not be set by applications built on top
of it. Furthermore, a deeper understanding of the mechanisms of contagion might
involve updates in the definition of exposure to risk and, in the future, profiles may be
updated considering different mechanisms of contagion, eventually not only related
to some safety distance and exposure time.
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Abstract This study explores the requirements and possibilities of wearable devices
for ensuring and supporting the home quarantine of suspected COVID-19 patients.
We adopted a design science research (DSR) approach and conducted a requirement
elicitation study through semi-structured interviews with 36 participants including
doctors, home quarantined people and local administrative personnel. Based on the
analysis of the interview data, we identified some design considerations for the
proposed system. Based on these results we developed a proto- type wearable device
and a cloud-server solution which we tested with regards to usability and how well
the system meets our design goals. The findings suggest the proposed solution to
be able to assist in the remote monitoring of the location and health condition of
quarantined people, relieving work load from medical doctors as well as quarantine
surveillance officials. The designed wearable device is reusable, meaning that once a
patient has recovered from the disease, the same device can be used by other patient.
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1 Introduction

The novel coronavirus disease (COVID-19) was first reported in December 2019 and
was declared a global pandemic on March 11th 2020 by the World Health Organiza-
tion [1]. As of 29 September 2021, there have been 232,636,622 confirmed cases of
COVID-19, including 4,762,089 deaths, reported to WHO [2]. The most common
symptoms of the disease are fever, cough and shortness of breath. Less common
symptoms are aches and pains, sore throat, diarrhea, conjunctivitis, headache, loss
of taste or smell, rashes on skin, and discoloration of fingers or toes [3, 4]. As the
virus is transmitted from human to human through contact as well as the main trans-
mission method is person-to-person [5], quarantine measures are an effective way to
prevent it from spreading [6].

As the time from exposure and symptom onset is generally between two and 14
days [3] (average of five days), most countries made it mandatory for all travelers
returning from foreign countries to stay in quarantine for twoweeks. In addition, indi-
viduals were advised to adopt personal health measures such as quarantining them-
selves to minimize the spreading of the disease [7, 8]. While most people obediently
stayed in home quarantine when instructed to do so, a proportion of people ignore
the rules. Because of this, some countries resorted into enforcing quarantine laws
with the help of the police or even the military. However, several countries have
limited resources to ensure people with suspected infections to stay at a designated
place with proper facilities [9–11]. Use of technology to monitor patients remotely to
ensure quarantine may ease the tasks of law enforcing agencies. One often suggested
and used method was remote surveillance through mobile phone data [12, 13]. Other
suggested measured included internet of things (IoT) device, data analytic, artificial
intelligence, machine learning, and robotic system [14–16].

The use of wearable devices and sensor based systems for pandemic control is
natural, for example: Quer et al. [17] investigated if personal sensor data ac- cumu-
lated over time can detect small changes that indicate infection, such as in COVID-
19 patients. Shubina et al. [18] provided a brief technical review of existing contact
tracing solutions and discussed the possible impact of wearable in combating the
spread of a highly infectious illness. In [19], the authors suggested a new intelligent
method for contact tracking and COVID-19 cluster prediction. Similarly, in [20],
authors proposed a wearable bracelet to track COVID-19 pa- tients in real time. In
another study, Tripathy et al. [21] proposed an Internet ofMedical Things basedwear-
able system for contact tracing to maintain social distancing to fight with COVID-19,
while Tavakoli [22] theoretically discussed how the wearable technology can be used
for healthcare during the COVID-19 pandemic; like augmented/virtual reality based
wearable systems may facilitate to collaborate with several doctors and patients for
remote diagnosis or treatment planning.
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Again, it can be found that similar solutions have successfully been used be-
fore the COVID-19 pandemic to monitor, for example, the movement of Alzheimer
patients and children [23], locating soldiers locations during a military operation
[24], and human (women) safety band to send the emergency message with location
details to the Police [25]. Again, inmany countries distant monitoringwith electronic
devices are used as a condition of pretrial release, or post-conviction supervision,
like probation or parole [26, 27]. Electronic monitoring has also been used to track
juveniles [28], immigrants awaiting legal proceedings [29], adults in drug rehabilita-
tion programs [30], and individuals accused or convicted of domestic violence [31].
Remote monitoring is used as a mechanism for reducing jail and prison populations
[32]. These solutions can include feedback and alarming systems that respond to
sensor input and the individuals’ movement.

However, very few studies have been conducted focusing on the wearable or
sensor based systems to fight against COVID-19 pandemic though a number of
digital initiatives have been taken to fight with COVID-19 pandemic [33–36]. Thus,
a sensor-based wearable device could be developed to assist and monitor people in
quarantine during the COVID-19 pandemic. One of the established requirements for
this kind of a system from the governments’ perspective is that it can be used to
monitor the quarantined patients. However, it remains unclear what the other major
requirements of such a system would be.

Therefore, the objectives of this research are to (1) identify the requirements that
need to be considered for developing a wearable device to monitor movement and
health of quarantined COVID-19 patients, and (2) propose a solution based on the
identified requirements. To address these research objectives, we interviewed 36 indi-
viduals including doctors, home-quarantined patients, and administrative personnel
and formulated a set of design objectives. A prototype of thewearable system consid-
ering the functional requirements was then implemented and evaluated to explore
the quality attributes of the proposed system.

2 Research Method

To address the research objective, we adopted a design science research (DSR)
approach as guided by Vaishnavi and Kuechler [37]. The overall research method
was adopted from prior similar DSR studies [38, 39] and included the following five
steps: (1) awareness of problem; (2) suggestion; (3) development; (4) evaluation; and
(5) conclusion. These steps are showed in Fig. 1. The process steps (first column) are
linked to corresponding methods and activities of the research (second column), and
the actual outcomes of the DSR are depicted in the last column. Next, we describe
each of these five steps.
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Fig. 1 Overview of the research methodology

The first step, awareness, refers to conceptualizing the situation and the problem at
hand. In our case we define it as how to use technology to control, monitor and assist
quarantined COVID-19 patients. Due to the novelty of the COVID-19 situation and
the nature of our study, we reviewed related published research papers, online news
articles, blog posts and website contents to better frame the problem [6, 40–43].

The next step is suggesting a solution to the problem. We propose developing a
wearable system that could monitor and assist quarantined patients. In order to iden-
tify the requirements for such a solution we created a requirement elicitation study,
interviewing 36 participants (doctors, quarantined patients and local administration
personnel). The aim of these interviews was twofold: (1) to under- stand the scope of
the imposed quarantines and quarantined patients’ problems that could be alleviated
with technology; and (2) to reveal the functional and design requirements of the law
enforcement for monitoring and controlling the imposed quarantine measures.

As a third step in the process is the development of the system. We developed a
rapid prototype in our lab based on the findings of step 2, and iterated the development
process following agile software development recommendations. In the fourth step,
we evaluated the feasibility of our solution in a laboratory environment. This process
included testing the usability of the solution as well as how it matched the design
goals set for the system. In the fifth and final conclusion step we present the main
outcomes, contributions and open issues for further investigation and research on
this topic.
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3 Requirement Elicitation Study

3.1 Participants Profiles

We conducted semistructured interviews with a total of 36 people, among them
five doctors, three professionals from Institute of Epidemiology Disease Control
and Research (IEDCR) of Bangladesh, 17 suspected patients and 11 people who
were working on local administration and had the responsibility to ensure quaran-
tine of COVID-19 effected people. The IEDCR professionals are responsible for
researching epidemiological and communicable disease in Bangladesh as well as
disease control. The patients’ average age was 36 years. Interviewed doctors worked
at a local hospital and community clinics, and among them three were directly in
charge of servingCOVID-19 patients. Considering the vulnerable situation, the inter-
viewswith patients were done through telephone. Local administrative personals and
professionals from IEDCR were interviewed physically.

3.2 Study Procedure

The interviews were semi-structured and were carried out in Dhaka, Bangladesh.
A separate set of questions were prepared for each group of participants (patients,
doctors, local administrator and personnel from IEDCR) keeping inmind the research
objectives.

Participants’ consent to ensure anonymity and confidentiality were collected
through email or in a printed form. The Research and Development wing of authors’
institute provided the ethics approval. Also, to record the audio of the interview
sessions, permission was asked directly from each participant at the beginning of
the interview situation. The audio recordings were later transcribed for analysis and
were kept securely on trusted servers on the authors’ institute.

3.3 Revealed Requirements

The transcribed interviews were analyzed qualitatively. Two researchers separately
read the transcribed interviewdata and coded the relevant pieces of information.After
the coding was completed, both researchers met together to compare the results
of their coding. The inter-coder agreement [44], calculated as the sum of all the
agreements divided by the sum of all agreements and disagreements was 0.89. The
disagreements were resolved by discussions.
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The themes revealed through the qualitative data analysis were clustered into four
broad categories as showed in Table 3 in Appendix A that represents the example
quotes after translation, the revealed codes and their associated categories. In the
following, we describe each of these categories in detail.

1. Need for a remote monitoring and assistant system—One of the most important
themes that emerged from the preliminary analysis as well as the interview
data was the need for a remote monitoring and assistance system for home-
quarantined people. The administrative personnel and doctors both stated that
there is an inadequate number of administrative personnel to monitor and assist
suspected patients, and that there is also a lack of sufficient number of resources
to ensure utilities in quarantine centers and hospitals. Because of these reasons
it is best for all, if suspected patients stay at home-quarantine rather than at
hospitals or quarantine centers.

2. Monitoring disease specific health related data: People affected by the COVID-
19 disease suffer respiratory and breathing problems [3]. The interviewed
medical doctors and IEDCR personnel stated that the continuous health assess-
ment of hospitalized and home-quarantined patients is mandatory. They stated
that it is important to monitor patients’ heart rate and body temperature even
if they stay at self-quarantine. Thus the ability to remotely and continuously
monitor patients’ healthwas deemed as an important requirement for the system.

3. Barriers to adopt the IT-based device: The participants saw several barriers that
might limit their adoption of the proposed IT-device. The two main issues were:
(1) the lack of experience with technology; and (2) privacy issues. The doctors
and IEDCR also raised a concern about the accuracy of health data, while the
administrative personnel were afraid of potential misuse of the technology.

4. Design and functionality considerations: The following ten considerations are
proposed based on the interviews: (1) accurate location tracking–an accu-
rate time-stamped location signal is important to ensure that the patients are
adequately quarantined; (2) unique identification—each quarantined person
needs to be uniquely identified via the system (3) data accuracy–health related
(e.g. heart rate and body temperature) data needs to be accurate and reliable to
afford the making of remote health diagnosis; (4) light-weighted device—the
wearable device need to be light-weighted to be comfortable to use and wear
at all times; (5) easy-to-use –the device needs to be easy to use to avoid tech-
nology stress and tomake using it as easy as possible; (6) easy-to-learn—similar
to the ease-of-use, the use of the device should not require extensive technical
know-how; (7) protect privacy—as the device is collecting sensitive informa-
tion such as health and time-stamped location data, maintaining data privacy
is paramount. The users’ should be made fully aware who has the ability to
view their data, where it is being sent and will it be deleted at some point;
(8) cost-effectiveness—the development costs of the system need to be reason-
able; (9) portability—the wearable system needs to be portable so that any
person wearing the device may continue normal movement in their home; and
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(10) reusability—the wearable system needs to be reusable, so that it can be
redistributed onward to the next patients after the quarantine period is over.

The first two themes indicate the importance of staying at home quarantine.
They also highlight the necessity of an assistant system for managing quarantine
and to monitor health related data. The third theme highlights the barriers of using
such systems by the end users. Finally, the fourth theme highlights the design and
functionality considerations.

4 Proposed Wearable Device Solution

To address the system requirements identified in the elicitation study, we de- signed
and built an internet-based wearable system. As a solution we propose a wearable
device with an inbuilt GPS and fingerprint scanner connected to a cloud server that
can provide live location to the central monitoring team. The wearable prototype
system contains a heart rate monitor, temperature monitor, an internet transceiver,
a display, and a feedback system, among other requirements. The system will be
inexpensive and implementable for large number of susceptible patients and this will
replace the need of physical monitoring.

4.1 System Architecture

Figure 2 displays overall architecture of the developed systemwhereas, Fig. 3 exhibits
a layered architectural view of system components that are used to develop the

Fig. 2 An overview of system architecture
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Fig. 3 A layered architectural view of system components

prototype of the system. The system consists of four sensors for measuring the
(1) heart rate; and (2) body temperature; of the patient as well as for (3) fingerprint
scanning; and (4) getting the user’s time-stamped location. The sensors are connected
to anArduinomicro-controller that also features anOLEDdisplay for visual feedback
to the user. The Arduino connects to the cloud database, synchronizing the sensor
data there. The medical and surveillance professionals can then access this data to
ensure guidelines are met and the patient remains in good health.

4.2 Workflow of the Proposed System

Figure 4 represents the work flow of the proposed system. The wearable device is
given an identification number so that in case of many devices, the surveillance team
will be able to monitor each person individually. For the device to work, at first
it needs to be registered with a person’s unique ID, home location and fingerprint.
Device will continuously capture real time location, heart rate and body temperature
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Fig. 4 System workflow diagram

of the quarantined person provided that user’s real time fingerprint matched with the
registered fingerprint. In case of a failure to detect a valid finger, the device will count
up to 10 minutes before sending an alert to Firebase cloud based database. Captured
data from the device (location, heart rate and temperature) will be continuously
compared to their expected values. If any of those differences exceed their respective
permitted threshold values, then the system will send the most recent data along with
an alert signal (if any) to the cloud based database. For example, if the difference
between quarantined person’s current location and home location exceeds a permitted
threshold value, a ”location change alert” along with current location will be sent
to the cloud. Also, in case there are systematic changes in the heart rate or body
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temperature, the system will send the current heart rate or body temperature to the
cloud.

Regardless, the device has any data (location, heart rate, temperature) or alert to
send to the cloud or not, the devicewill send an active signal to the cloud continuously
which will ensure that the device is active.

This device will run by DC (direct current) power supply supported by a battery.
So after a fixed time, the device needs to be charge. When charge the device has less
than 10% battery left, an emergency light associated with the device will turn on, and
it will remain on, until the device is plugged in with the charger. When the battery
life of the device goes extremely low (2%) the device will send an alert signal to
the cloud before turning off so that the surveillance team can be dispatched to look
into the situation. As charging the device is an issue, each person will be given two
wearable devices, so that while one is in charging, other one can be used. This way,
continuous monitoring of quarantined people will be ensured.

4.3 Prototype Development

The prototype development was divided into two parts: (1) the hardware device and
related software; and (2) the cloud monitoring system. In this section we present the
development of both.

Developing theHardwareDevice: The proposed system includes two bio- signal
sensors to obtain the health related data that includes: (a) pulse sensor (SEN-00162)—
a plug-and-play heart-rate sensor for Arduino to find the pulse rate as heart bit per
minute (bpm), and (b) a temperature sensor (GY-906 MLX90614ESF)—to measure
and send the body temperature. Similarly, other two surveillance related sensors
were used: (a) fingerprint sensor (AS608) having three levels of features like pattern,
minutiae points, and pores and ridge shape for recognition purposes; and (b) a GPS
sensor (GY-NEO-6M V2) to keep the track of the patients who are in quarantine.
For showing notifications to user, an OLED display (DIS-0091) is used. Apart from
these; an Arduino Mega (mi-crocontroller board) was used as a processing unit
that intelligently controls the other sensors. All the sensors are directly connected
with micro controller board in different pins. After recognizing the user through
the fingerprint sensor, the microcontroller takes analog data from GPS, temperature
and heart rate sensors. These data are then sent to the cloud-based database. A 9V
battery (MIS-00004) is used to give power to the device. The key functionalities of
the proposed system and associated logics to ensure proper data flow to the cloud
based surveillance system is shown in Algorithm 1.
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Algorithm 1: FingerCap
Initialization of sensors, display, counter;
while true do

if battery.charge() 10  percent then
display(“ALERT!! Low battery”);

end
if fingerprint.detect valid finger() then

if fingerprint.matched enrolled finger() then 
capture(location,heart rate,temperature,timestamp); loc 
difference=|location - home location|;
rate difference=|heart rate-std heart rate|;
temp difference=|temperature-std temperature|;
if loc difference loc threshold then

firebase.send data(ID, location, timestamp); 
firebase.send alert(ID,“location change”,timestamp);

end
if rate difference rate threshold then

firebase.send data(ID,heart rate,timestamp);
end
if temp difference temp threshold then

firebase.send data(ID,temperature,timestamp);
end
if battery.charge() 2 percent then

firebase.send alert(ID,“Battery low”,timestamp); 
break;

else
counter=0;

end 
else

firebase.send alert(ID,“fingerprint mismatched”,timestamp);
break;

end 
else

if counter 10min then
firebase.send alert(ID,“Device not wearing”, timestamp); 
break;

else
counter=counter+1;

end 
end

end

In the Algorithm 1, at first, battery charge of the device will be checked. In
case, battery charge is low, the user will get an alert through the Organic Light
Emitting Diode (OLED). Next, the fingerprint scanner will try to scan continuously
the fingerprint of user. If no fingerprint is detected, then the counter will stay on and
the device will count until 10 minutes has passed. After this, the device will send an
alert to the surveillance team that the device is inactive. If the fingerprint is detected,
the system will check whether it matches with the initially given fingerprint of the
user or not. If it does not match with the given fingerprint, the device will send an
alert to the surveillance team again. Next, the device will capture the present location,
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heart rate and temperature of the user and send it to the cloud server. This loop is
then repeated.

Dashboard for the surveillance team: A Graphical User Interface based dash-
board or system, which is connected with the cloud based database, is capable of
presenting all data received frommultiplewearable devices. A few prototypical inter-
faces of the dashboard are displayed in Figs. 5 and 6 in Appendix B. This interface
can be used by the surveillance team as well as medical doctors to access the sensi-
tive information of the patients. As such, it requires an authentication via a password
and a username. Through the monitoring interface personnel can look up statistics of
individual users as well as overall statistics of all who are followed with the wearable
sensors. The visual dashboard (Fig. 6) is complementary to the automatic warnings
that are sent out by the wearable devices in case they are disconnected or the patients
break quarantine.

5 Evaluating the Prototype

A lighted weighted evaluation study was conducted at Software Engineering Labo-
ratory at authors’ institute to measure the functional accuracy and the usability of
the proposed system. For each primary feature/function of the system, a test case
scenario was prepared and then conducted five times. The percent of the success rate
and the average delay in seconds are showed in Table 1. With the exception of the
fingerprint mismatch and the capturing the current location, all other functionalities
cleared the tests.

We then set out to evaluate the system’s usability. Five faculty members were
invited as a test subjects. During the evaluation study, firstly a brief presentation
about the objective of this study was given to the participants. Second, the proposed
system was demonstrated to them and they were given the opportunity to use the
system for roughly 5 minutes. Finally participants were asked to perform a set of
tasks with the system. Finally they were asked to provide their opinion about the
usability and effectiveness of the proposed system, and give any recommendations
they might have come up with. A brief summary of the recorded data is given in
Table 2.

The results showed that each participant was able to perform the designated tasks
with comparatively minimum number of attempts (see Table 2). For example, for
40% (4 out of 10 tasks) tasks participants did not ask any questions from the observing
researchers. A similar result was found for the number of at- tempts. Except for the
task number six, all other tasks took less than or around half a minute to complete.
The participants also viewed the graphical results generated by the tool during their
testing and generally said that it would be an efficient way for the doctors to remotely
monitor quarantined persons. All the participants were satisfied with this system, and
expressed that the overall usability of the system was good. According to them, the
system would be easy to learn for the surveillance team members as well.
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Table 1 Results of the evaluation study (functional accuracy test)

Task name Test-case description % of success Delay (Second) M ± SD

(a) Monitoring heart
rate

How the users data are
received/visualize in the
system’s dashboard

100% 10.0 ± 0.632

(b) Monitoring
temperature

100% 3.4 ± 0.8

(c) Capturing
location

80% 3.2 ± 0.74

(d) Fingerprint
mismatch alert

If the real time fingerprint
don’t match with the
quarantine person’s
fingerprint, it gives alert to
the dashboard

80% 3.6 ± 0.48

(e) Not wearing alert If the quarantine person is
not wearing the device, it
gives alert to the dashboard

100% 3.8 ± 0.78

(f) Low battery alert If the device’s battery is
less than 2%, it gives alert
to the dashboard

100% 2.0 ± 0.632

(g) Low battery
notification to user

If the device’s battery is less
than 10%, it gives alert to
the user (quarantine person)

100% 1.4 ± 0.4898

(h) Location change
alert

If the quarantine person
move outside the
designated area, it gives
alert to the dashboard

100% 5.0 ± 0.632

6 Conclusions

This study presented the empirical design and implementation of a wearable de- vice
for monitoring the health and physical location of quarantined COVID-19 patients.
UsingDSR,we first conducted a qualitative interview study for identifying the design
requirements of such a system. Then based on our findings, we iteratively developed
a prototype. We evaluated the prototype from two perspectives: (1) how well it takes
into account the design goals; and (2) usability. Based on our findings, the developed
wearable system coupled with the cloud-server connection is a practical and useful
solution for assisting health professionals and government officials in pandemic
control and situation monitoring.

Our study has the following limitations. First, the developed prototype was not yet
put in the form of an actual wearable device. While the basic system and usability
requirements were met, additional testing with the next phase of the prototype is
still needed before moving into production. Second, affordability of the device was
prioritized. The prototype was cost-effective, meaning that better results may be
achieved in case the cost of the system is not an issue. Third, some aspects of the
system such as using it while taking a shower or using it while sleeping were not
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Table 2 Results of the evaluation study (system usability)

Task Number of attempts
(M ± SD)

Task completion time
(second) (M ± SD)

Number of times
asking help (M ± SD)

T1: Log in to the
system using given
credentials

1 ± 0 10.2 ± 1.72 0 ± 0

T2: Find list of all
home quarantine
people in Mirpur area

1 ± 0 10.8 ± 1.46 0 ± 0

T3: Find statistical
information of all
home quarantine
people in Dhaka
region

1 ± 0 10.6 ± 1.85 0 ± 0

T4: Enroll a new
home quarantine
person in the system

1.2 ± 0.4 28.6 ± 2.57 0.2 ± 0.4

T5: Remove a
quarantine person
from the system

1 ± 0 5.4 ± 1.01 0 ± 0

T6: Contact a
quarantine person in
Mirpur area whose
location has been
changed

1.6 ± 0.8 131.8 ± 7.90 0.6 ± 0.8

T7: Notify doctor for a
person in Mirpur area
whose heart rate and
temperature is high

1.8 ± 0.74 31.2 ± 2.31 0.8 ± 0.74

T8: Notify nearby
police for a person in
Mirpur area whose
location has been
changed and who is
contacted previously

1.6 ± 0.8 39.6 ± 3.00 0.6 ± 0.8

T9: Find number of
persons in a particular
area who are not
currently wearing the
device

1.4 ± 0.48 11 ± 1.41 0.4 ± 0.48

T10: Save health
information graph of
Mr. X in pdf format
and e-mail it to a
concerned doctor

1.6 ± 0.8 28.2 ± 2.31 0.6 ± 0.8
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tested. The shower problem might be solved by simply asking users to take showers
that are shorter than 10 min, or by making the device waterproof. The problem with
sleeping with the device is the fingerprint scanning requirement. The device needs to
be fitted so that the fingerprints are scanned automatically at all times and does not
require any additional work from the user. Fourth, a central cloud based database is
used in the system which may get downed by receiving data from a large number of
devices. In future, for implementing the system for a large number of areas, separate
interconnected databases shall be maintained for each of the areas rather keeping a
central database. Finally, constant internet connection is a mandatory requirement
for this device to work. This means that continuous monitoring will not be ensured
in case of having no internet connection.

We regard our findings promising as in the interviews all stakeholders viewed the
idea as positive and the evaluation of the prototype was also considered a success.
Our future work will focus on developing the concrete version of the system along
with conducting an extensive evaluation study involving home quarantine people and
members of the surveillance team. The developed technology may be adopted to be
in use also after the COVID-19 pandemic is over in, for example, the monitoring of
the health and location of Alzheimer patients.

7 Example Interview Responses

See Table 3.

8 Prototype of User Interfaces

See Figs. 5 and 6.

9 Example Questionnaire

9.1 Questions to Patients

1. Tell us about yourself and your family.
2. Tell us about your IT resources at home (e.g., PC, smartphone, Internet

connection).
3. Have you ever used any kind of wearable device?
4. Will you be comfortable to use a wearable device while you are in home

quarantine?



206 M. N. Islam et al.

Table 3 The categories and codes with example quotes from interview

Categories Codes Example quotes (after translation)

Need for an IT based home
quarantine system

Quarantine “All returnees from abroad will be
checked and will remain under a
two-weeks mandatory quarantine”
[participant from IEDCR]

Distant surveillance “Maintaining proper quarantine at
home is very difficult in the social
context of Bangladesh. Distant
surveillance is required.”
[participant from IEDCR]
“Monitoring every home
quarantined person is very difficult
by current system
Distance monitoring system will
be very much useful” [local
administrator]

Lack of quarantine centers “Throughout the country there are
limited quarantine centers for
suspected persons
mainly due to the limited time and
resources” [local administrator]

Lack of administrative
personals

“It is not possible to effectively
monitor all the persons who are in
quarantine centers due to lack of
human resource.” [local
administrator]

Lack of resources “It requires a lot of resources to
ensure proper utilities to all
persons staying in quarantine
centers, In some cases, it may not
be possible to arrange the require
services in time” [local
administrator]

Monitoring disease specific
health related data

Body temperature “We need to check the body
temperature of COVID-19 patient
to understand the current health
status of the patient.” [Doctor]

Heart rate “Heart rate monitoring is
important to understand the
possibility of cardio vascular
disease that may take place due to
COVID-19′′ [Doctor]

Blood pressure “Patients with hypertension appear
to be at a higher risk of dying from
COVID-19” [Doctor]

(continued)
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Table 3 (continued)

Categories Codes Example quotes (after translation)

Blood oxygen level “COVID-19 is killing with silent
hypoxia: Patients’ oxygen levels
fall dangerously low but they don’t
have shortness of breath that
usually signals the life-threatening
condition; hence blood oxygen
level of the patients shall be
monitored” [Doctor]

ECG “ECG need to be monitored for
infected COVID-19 patients
having heart disease
It can be used to investigate
symptoms of a possible heart
problem, such as chest pain,
palpitations (suddenly noticeable
heartbeats), dizziness and
shortness of breath.” [Doctor]

Respiratory rate “Respiratory rate is one of the
most important metric to monitor
if someone is infected by
COVID-19′′ [Doctor]

Barriers to adopt the IT based
device

Lack of Technology
experience

“I am not familiar with using
wearable devices. That’s why it
will be very much difficult for me
to use that kind of wearable
device.” [Patient]

Wearing for long time “Wearing a device for a long time
will very much disturbing for me
and I will not be comfortable with
this while sleeping or in relaxation
time.” [Patient]

Charging “Due to a lot of load shedding in
my locality, it will be very much
challenging for me to charge the
device properly.” [Patient]

Internet connectivity “In my home I don’t have internet
connection. Also, it will not be
possible for me to be within
internet connected area all the
time.” [Patient]

Continuous monitoring “I will feel very much
uncomfortable if I know that I am
continuously being monitored by
local authorities for consecutive
days” [Patient]

(continued)
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Table 3 (continued)

Categories Codes Example quotes (after translation)

Design and functionality
considerations

Accurate position “We need to check whether the
infected patients are staying at
their respective home address or
not” [Local Administrator]

Unique identification “Each patient must have an unique
identification number, otherwise it
will not be possible for us to
monitor each patient uniquely”
[Local Administrator]

Data accuracy “Data collected from each device
must have to be accurate for
remote health diagnosis” [Doctor]

Light weighted device “If the wearable device is
light-weighted, then I will be
comfortable to use that device
continuously while staying in
home quarantine,“ [Patient]

Easy-to-use “System usability should be given
high priority for designing such
kind of monitoring system, so that
by little training a surveillance
team can be formed.” [Local
Administrator]

Easy-to-learn “System should be designed in
such a way that any new user can
easily learn the functionalities of
the system” [Local Administrator]

Protect privacy “No one should have access to the
patients’ health data except the
surveillance team and the
concerned doctors.” [Local
administrator]

Cost effectiveness “Development cost of the device
shall be considered for large scale
production” [Local administrator]

Portability “Device shall be portable so that
while wearing the device patient
can carry on his/her normal
movement” [participant from
IEDCR]

Reusability “Device need to be reusable so
that it can be given to another
person after fourteen days” [Local
administrator]
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Fig. 5 User interface to show the information of a quarantine person

5. How do you feel about the situation that you have been staying in home
quarantine and are constantly being monitored rather staying in isolation
centers?

6. How important it is for you that the surveillance team constantly monitors your
activity if you are infected with COVID-19?

9.2 Questions to Doctors

1. What are the challenges and limitations you feel serving in a pandemic situation?
2. What are the risks you have while you are treating patients affected by a highly

contagious virus?
3. If a COVID-19 infected patient is staying in home, what are the health

parameters that need to be checked frequently?
4. What do you think about remote health diagnosis? To what extent do you think

it is effective in a pandemic situation?
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Fig. 6 User interface to show the statistical information of a specific region

5. What are the criteria on which you classify condition of a patient as critical?
6. Why do you think temperature and heart rate need to be checked frequently?

9.3 Questions to Administrative Personals

1. Please explain the current challenges that you are facing to fight the pan- demic.
2. How do local administration ensure that all the suspected patients are main

taining home quarantine properly?
3. Towhat extent do you think that anywearable device can be helpful to constantly

monitor the activity of home quarantine people?
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4. What things shall be considered for developing a home quarantine surveillance
system for minutely monitoring the health and the movement of quar- antined
COVID-19 patients?

9.4 Questions to IEDCR Personals

1. What guidelines are you giving to the persons who return from abroad?
2. How do you monitor the health condition of a suspected person?
3. How useful the central surveillance system is to efficiently monitor the sus-

pected patients?
4. What functionalities the central surveillance system should have in order to

monitor the health and movement of quarantined COVID-19 patients?
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Abstract In recent years, technology-based health programs, including context-
aware and user-adaptive smart home ecosystems, have shown tremendous potential
to limit disparities in healthcare access and improve uptake in health programs,
thereby improving health outcomes. In this chapter, we review the potential use and
applications of context-aware and user-adaptive smart home ecosystems to support
the diagnosis, monitoring and management of health conditions. Further, we also
discuss the barriers and limitations of using wearable and smart home technolo-
gies, their facilitators, current gaps and future opportunities. The chapter provides
evidence-based applications and a comprehensive understanding of the use of wear-
ables and smart home ecosystems during and after COVID-19 pandemic for health
care providers, researchers, students, and technology developers.
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1 Introduction

COVID-19 has evolved into a pandemic with almost 14 million cases and 600,000
deaths worldwide [1]. Unsurprisingly, during this pandemic, governments and public
health authorities have implemented strict restrictions on movement to limit commu-
nity transmission and have implemented strict efforts to control the pandemic such
as hand washing, isolation, quarantining and social distancing [2]. Despite these
efforts, the pandemic has had a significant impact on healthcare systems’ capacity
to continue to deliver essential health services, especially to vulnerable populations
such as older adults, children, people living with chronic conditions, people living
with disabilities and minorities [3].

In recent years, technology-based health programs have shown tremendous poten-
tial to limit healthcare access disparities and improve uptake in health programs,
thereby improving health outcomes [4–10]. The success of technology-based
programs has been attributed to their ability to overcome many health and social
care challenges, as it generates new living spaces that combine the latest technolo-
gies with social environments to enhance the quality of life, independence, and health
outcomes [11]. Indeed, the successes of these programs can provide a roadmap to
people in desperate need to access healthcare services during the COVID pandemic,
especially at the comfort of the individual’s home, and hence been studied by several
researchers in the past few months [12–17].

There is a rising need to bridge the home and healthcare setting gap, considering
most individuals with chronic conditions and disabilities receive almost no care at
home, where they spend most of their time [18, 19]. One such technology that could
assist in providing care is Smart Home. The concept of Smart Home involves specif-
ically designed living spaces to offer unobstructed support systems and interactive
technologies to promote improved well-being, participation and independence that
otherwise cannot be afforded [20]. However, the challenge involved in smart home
technologies is ensuring it is safe and secure to disabilities, stress, falls, fear and/or
social isolation [20]. Hence, these technologies have been integrated with numerous
sensors to identify users’ activity andprovide a context-aware, user-adaptive anduser-
friendly function to support individuals without obstructing their normal activities
[21–23]. An example of such a sensor is based on wearable technology.

Wearable technologies have recently gained considerable importance in both the
application and researchfield as ameans tomonitor and track individuals andpromote
rehabilitation, surveillance and human–computer interaction [24]. Studies suggest
that these low-cost technologies have a great potential to helpmonitor human activity
and well-being in inherently noisy and complex environments to improve health
outcomes and Activities of Daily Living (or ADLs), especially for older people or
people with cognitive improvements [9, 25]. As a result, these technologies have long
been considered solutions to support and promote independent living and healthy
ageing [26], especially in smart home applications.

In this study, we defined a smart home ecosystem as ‘a an information tech-
nology system using a combination of context-aware and user-adaptive techniques
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that acquire data from wearables to support the individual’s healthcare needs both
during and post-pandemic’. The smart home ecosystem involves user modelling and
adaptation based on contextual awareness, including fuzzy personas and semanti-
cally linked models. This would enhance the individual’s ability to improve health
outcomes at home without obstructing independence and daily activities. More-
over, it would allow for efficient knowledge representation of the ecosystem using
semantic technologies thatmedical professionals can utilise tomake informed remote
decisions regarding their health needs.

In this book chapter, we reviewed the potential use and applications of context-
aware and user-adaptive smart home ecosystems to support the diagnosis, monitoring
and management of health conditions. Further, we also discussed the barriers and
limitations of wearable and smart home ecosystems, their facilitators, current gaps
and future opportunities.

2 Smart Home Eco-Systems in Healthcare

A smart home ecosystem refers to a home environment equipped with information
and communication technologies such as household devices, sensors and communi-
cation networks that can be remotely controlled, accessed and monitored to support
the residents’ needs [27]. This concept was initially designed to improve the users’
level of comfort, security and energy efficiency. However, over the years, smart
home ecosystems have been used to address a myriad of user needs such as comfort,
convenience and user-friendliness [28] with the introduction of modernized sensors
[29].

According to De Silva et al. [30] the smart home ecosystem can be divided into
three categories based on their application. The first category looks at detecting and
recognizing the actions of its resident to support their needs. The second category
looks at storing and retrieving data captured within the smart home. Finally, the third
category aims towards processing the data collected to forecast and alert residents
regarding upcoming disasters or concerns. These categories can be further extended
to reducing the overall energy consumption of the house by monitoring the activity
of the resident and controlling and rescheduling the operating times to reduce energy
supply and demand.

Several studies in the literature have implemented smart home ecosystems to
create a sense of well-being and high quality of life for its users. For example,
Arcelus et al. [31] developed an automated system of intelligent sensors that moni-
tors the health and well-being of the elderly to provide them unobtrusive support
with comfort and an independent lifestyle at an affordable cost. Chen, Pomalaza-
Raez [32] implemented a low-cost wireless body sensor system to monitor the vital
physiological signs of a person living at home, specifically human body movements
measured through a waist-mounted triaxial accelerometer. Pham et al. [33] devel-
oped a cloud-based smart home environment that collected data from non-invasive
sensors, including the residents’ location and daily activities. They stored data in the
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cloud as textual information, which healthcare professionals could access in real-
time. Jung [34] designed a smart home hybrid-aware model that collects data from
environmental and biosensors and stores the data on a cloud-based server. The server
analyses the data using machine learning algorithms to determine the activity of the
elderly and monitor factors that may impact their health. Giovani Rubert et al. [35]
and Freitas et al. [36] implemented a pervasive smart home system to monitor the
vitals of a sick person using sensors, which was stored and analysed on the cloud to
enhance medical services at home. Li [37] focused on limiting the obstacles faced by
out-of-home medical visits such as time, effort and cost to travel by using the latest
sensor technologies to collect vital patient data from the smart home environment.
Data were transferred via the internet to healthcare systems, where medical practi-
tioners can access them to provide real-time monitoring and intercept and respond
quickly to medical emergencies. Similar methods were implemented in numerous
other smart home technologies. These methods included capturing data from various
sensors, storing and processing the data in a remote server and providing necessary
feedback.

2.1 Benefits of Smart Home Eco-Systems in Healthcare

Smart home ecosystems have the potential to enhance home care for the elderly,
people with chronic conditions and people with disabilities [38] due to their ability to
maintain health and prevent loneliness amongst these individuals [39]. The power of
smart home ecosystems to maintain health has been attributed to the advancement in
intelligent systems [29] that enables monitoring, operational efficiency, management
and consultancy [40]. For example, remote health monitoring allows for immediate
health care and access to medical services within the smart home, or robotic devices
assists individuals with disabilities achieve long and healthy lives [39].

The benefits of smart home ecosystems are evident in the clinical outcomes of
the people living within these homes. Kelly [41] demonstrated the increased quality
of life, reduced hospital readmissions, reduced length of stay in the nursing home
and reduced length of stay in hospitals for individuals using smart home systems. In
the study by Skubic et al. [42], residents who utilized sensors within a smart home
ecosystem reported feeling safer. At the same time, their family members indicated
that they were satisfied knowing that someone was watching over their loved ones.
Further, Tomita et al. [43] reported better physical and cognitive status in older people
using smart home systems, with 91% recommending its use to others.

2.2 Challenges in Smart Home Implementations

While the smart home ecosystem has numerous benefits in healthcare, designing a
functional smart home is not without its challenges. Hence, additional research is
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needed to improve the overall performance and reliability of the system, thereby
improving market penetration and acceptance.

The literature highlights three critical challenges associated with smart home
systems. The first one is the need for interoperability. Smart home ecosystems rely
on connection with numerous devices, sensors and communication networks. Inter-
operability is one of the critical aspects to ensure all components smoothly function
together [44]. This is becausemost devices are built with different operating systems,
hardware, programming systems, standards and communication protocols that may
affect how data is exchanged. Therefore, there is a need for systems and devices to
have similar protocols to ensure the proper execution of tasks [9, 45, 46].

The second challenge of smart home systems is associated with the system infras-
tructure. The smart home system relies on sensors, actuators and other devices to
collect information, which is then processed and transferred to a remote server [47].
As the sensors, actuators and other devices collect large volumes of data [48], it
would require proper infrastructure, including hardware, communication protocols
and computations resources within a body area network and wireless area network
that facilitates delay less and seamless connectivity [49]. In the users ‘ homes, AI-
powered edge computing could be a key enabler here, providing data, analytics, and
processing power where it is most required. In addition, the infrastructure would
need to consider suitable evaluation metrics such as packet loss rate, handover delay,
algorithm encryption complexity and throughput to optimize the performance of the
smart home system [50]. However, the infrastructure for these systems should be
carefully designed to limit integration issues and loss of data. For example, using
edge computing to minimize data transfer volumes) while also focusing on low
maintenance and energy costs to significantly benefit the resident [49].

Finally, the third challenge includes issues with the security and privacy of smart
home systems. Researchers in the past have demonstrated several security threat
issues, including traffic analysis, eavesdropping, node compromise, denial of service
(DoS), physical attack, masquerade attack, sinkhole and wormhole attacks and so on
[51]. Smart home systems consist of several devices shared over an internet network
[52] to ensure a continuous flow of information. This allows the attacker to remotely
control the home or access private health and financial information [44]. Several
organizational leaders, in the past, have taken actions to limit the impact of security
and privacy issues at three levels, i.e. to anticipate and prevent cyber-threats prior to
their occurrence, continuously monitoring and neutralizing any threats to the system
that are currently operational and restoring regular operations as soon as a threat is
detected [53]. Hence, this approach can be considered to develop efficient security
and privacy mechanisms within smart homes to ensure the safety of the residents
while preventing privacy violations [44].
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3 Wearable Health Sensor Technologies in Smart Home
Ecosystems

Wearable sensors are devices that can be worn by residents [29] and are capable
of real-time physiological health monitoring such as electrocardiogram, heart rate,
electromyogram, body temperature, arterial oxygen saturation, respiration rate, elec-
trodermal activity and blood pressure. Additionally, these devices consist of micro-
electro-mechanical systems (orMEMS), which measure motion and activity through
accelerometers, magnetic field sensors and gyroscopes [54]. These devices, along
with remote monitoring systems, have the potential to increase access to healthcare
[55], reduce medical costs, minimize exposure to hospital-acquired infections [56],
create newopportunities for remotelymonitoring clinically relevant factors and allow
individuals to actively participate in their healthcare [57]. Thus, providing a massive
benefit to vulnerable populations with health issues [58].

Several studies have discussed the potential of wearable sensors in health
care. Khoshmanesh et al. [56] classified these sensors into three main categories:
mountable, skin-like sensors, and textile-based sensors. These three categories use
different sensingmechanisms such as resistive, optical, electrochemical, bioelectrical
impedance, piezothermic, triboelectric, piezoelectric, piezoresistive and capacitive
to acquire the target signals [56]. The target signal is processed within the wear-
able and transmitted to remote monitoring devices via a low-power radio signal.
Data from these devices can be collected and analysed to support disease monitoring
and treatment [59]. For example, Steele et al. [60] utilized a triaxial accelerom-
eter worn around the non-dominant arm to measure the daily physical activity of
COPD patients, intending to improve physical functioning. Varatharajan et al. [61]
considered analysing the continuous foot movement using a wearable motion sensor
positioned around the ankle to acquire gait signals that could be used for early
detection of Alzheimer’s disease. Dieffenderfer et al. [62] developed a wristband,
chest patch and handheld spirometer to identify environmental parameters such as
ambient ozone concentration, relative humidity and temperature towards supporting
asthma management. Sood, Mahajan [63] proposed a system that utilizes real-time
health, location, environmental, drug and meteorological sensors to diagnose the
chikungunya virus amongst infected users and take preventive measures on time.
Therefore, applying wearables in smart homes can significantly improve comfort,
health care and disease prevention amongst its residents [63, 64].

3.1 Architecture

The generic architecture of a wearable device can be divided into four modules, i.e.
body area network, data logger, data analysis and real-time monitoring (Fig. 1). The
body area network (or BAN) can be used in different wearable devices irrespective of
its architecture. It requires a network of sensors being placed on the human body from
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Fig. 1 Generic wearable device architecture [65]

which data is transmitted to a portable unit known as the sensing unit that processes
the data extracted. This presents a clear advantage as it enables data centralisation
into a single unit from different sensors to ensure remote processing. Moreover, it
enhances the synchronization, control, programming and scheduling of the entire
system based on the environmental and body conditions. Further, wireless commu-
nication is regarded as a key asset towards ensuring that the system is ubiquitous and
mobile [65].

The data logger (or portable unit) is a user interface box that collects all the
information from the sensors and other portable devices. Literature highlights two
approaches to facilitate communication between the data logger and the sensors.
The most simple and cheap technique is the use of wires. Some variations in this
technique involve the wires woven into fabrics generally termed smart clothes to
avoid loose wires and are considered favourable due to the ease of movement and
increased comfort. Another approach is the use of biological channels, an innovative
technique that utilizes the human body as a transmitter for electrostatic fields. The
data collected through these approaches are received in the form of raw analogue
data, which is amplified and converted into digital signals to be processed. The
processing of data involves extracting individual features from the data to determine
the subjects’ health, detect disease, detect anomalies and determine support. The
processed can be transmitted via a wireless network protocol or stored within an SD
card [65]. Generally, the wearable relies on wireless communication standards such
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as Bluetooth low energy (BLE) with other devices to ensure data synchronization
[66].

Wearable devices rely on several communication standards, as shown in Table 1.
For example, Bluetooth is a low-power, short-range and low-cost radio frequency
connectivity standard used for communication in fixed or portable devices. It oper-
ates on a 2.4 GHz spectrum with a frequency hopping technique across 79 different
channels. This standard allows for up to 3 Mb/s data transmission rate over a 100 m
distance. Specifically, this functions inwearable technologies using alternative proto-
cols such as Bluetooth low energy (or BLE), an ultra-low powered technology to
maximize the battery capacity, and Bluetooth 3.0 specification, which utilizes proto-
cols similar to Wi-Fi physical (PHY) layers for increased data throughput. Another
standard, arguably the most commonly used, is based on Body Area Network (or
BAN), i.e. Zigbee. Zigbee is a low data-rate and low-cost standard that focus on
the communication of devices with longer battery life. Zigbee operates at 868 MHz
bands on a single channel, 915 MHz on 10 channels, and 2.4Ghz on 16 channels.
The standard operates on a phased shift keying modulation at an offset of 250 Kb/s,
with a maximum transmission range of 75 m [67]. Another popular standard adopted
is Wi-Fi which allows for high data throughput of about 54–150 Mb/s between the
ranges of 2.4–2.5 GHz for 35–120 m and 5.725–5.85 kHz for 70–250 m. The Wi-Fi
standard focuses on providing a large bandwidth at low energy consumption, gener-
ally used when distance communication is required [65, 67]. One of the most recent
standards is the IEEE 802.15.6, which focuses on a low-powered transmission with
scalable rates, i.e. from 1 kb/s to over 100mb/s. This was developed for short-distance
communication between 2 to 5 m and can allow up to 100 devices to connect simul-
taneously. This standard consists of three physical (PHY) layers distributed across
a complex trans receiving hardware. The layers include ultrawideband, narrowband
and human body channel [67].

Data transferred through the different wireless standards can be either stored
or analysed in real-time to diagnose and predict health issues. For example, data
collected from sleep sensors could be used to determine sleep issues such as sleep
apnoea. A medical professional could use this data to improve the quality of care
provided to the patient. In addition, the system could provide real-time monitoring
and support to the patient to manage the physiological problem outside the medical
environment as long as the patient has a stable internet connection [65].

4 Context-Aware and User Adaptive Smart Home
Ecosystems

There is an increasing demand for healthcare technologies such as smart home
ecosystems to dynamically adapt their behaviour in real-time based on user require-
ments, preferences, the underlying infrastructure and operational environments.
Hence, several research approaches are currently being considered in developing
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systems that adapt basedon individual contexts and/or requirements. The twoprimary
approaches implemented are context-aware and self-adaptive systems [68].

A context-aware system can be defined as a software system that can under-
stand the context of a particular system and shares its context with other systems
or provide a response by itself [69]. Over the years, there have been several defini-
tions for the context term. Most authors define the context based on location, time,
identity, temperature, noise, desires, beliefs, intentions and commitments of the user
[70]. For example, Brezillon [71] defined it as an interaction between humans, appli-
cations, and environments. While Brown [72] defines context as elements within a
user environment that the computer knows about. Despite the numerous definitions,
as highlighted by Dey [73], the most formal definition of context is “… information
that is characterized by a situation or entity, where an entity may include a person,
place or object”.

Context can be classified based on instances involving different context dimen-
sions. Prekop, Burnett [74] and Gustavsen [75] termed these dimensions as internal
and external, where the internal dimensions are specified mainly by the user or
captured through user interactions (i.e. user tasks, goals, processes, emotional states
andwork contexts), and external dimensions include context measured through hard-
ware sensors (i.e. light, sound, movement, temperature, touch, air pressure etc.).
Most context-aware systems use these dimensions to provide its user with relevant
information or services [76].

Context-aware systems offer numerous different advantages that allow systems
to act more autonomously to provide users with their needs and wants. In the past,
context-aware systems have been implemented in healthcare to create dynamic envi-
ronments to address specific research challenges using concepts such as data acqui-
sition, interpretation, data modelling, reasoning and so on [77]. For example, Lee,
Kwon [78] modelled individual contexts within a smart home environment using
different ontologies including user domain, social context, home domain and func-
tionmanagement to personalize healthcare services fully. Gómez et al. [79] proposed
an Internet of Things (or IoT) monitoring system that senses the activities of older
people with severe chronic conditions within their homes to enhance their quality
of life. Park et al. [80] designed a context-aware simulation system that collected
information from various virtual sensors and devices within the smart home domain
to generate context-aware information. Neyja et al. [81] developed an IoT-based
eHealth monitoring system that utilizes ECG signals to facilitate timely intervention
and promote real-time monitoring of cardiovascular diseases.

Context-aware systems, inmost cases, workwith self-adaptive systems [82]. Self-
adaptive systems have been increasingly used tomanage problems related to contexts,
which are subject to change over short periods and are poorly understood [83].
This is because self-adaptive systems have the potential to improve the systems
by responding to issues in real-time to change context [84]; thereby improving the
quality of service. Therefore, such a system enables the system to be technically
and economically feasible that can provide autonomous changes to the tasks, loads,
topology, and logical network characteristics [83].



Context-Aware and User Adaptive Smart Home Ecosystems … 225

Self-adaptive systems, in the past, has been conceptualized based on several
different aspects, such as user requirements, environmental characteristics and
system properties [85]. Salehie, Tahvildari [86] described several mechanisms
adopted by self-adaptive systems to manage these aspects, including monitoring
software entities and environment (i.e. context awareness), analyzing the changes,
developing a plan to react to the changes and execute the plan to ensure the decisions
take effect. For example, Alhafidh, Allen [87] developed a smart home system that
adapts based on the stakeholders’ lifestyle and anticipated activities to optimize the
interface between the user and the household appliances. The system included.

i. numerous sensors to coordinate and control the smart home system to satisfy
the users’ behaviour,

ii. learn the behaviour of the different users and create a model to support their
activity,

iii. determine the relationships between the user behaviour and heterogeneous
smart nodes,

iv. manage resources to reduce wastage and maximize efficiency,
v. utilize cloud storage to store identified activities thereby enhancing long-term

analysis of user behaviours,
vi. utilize agent-based systems to promote interoperability between components

and sub-systems, and
vii. integrate security and privacy of user data within the system.

5 Issues in Implementation

In the past, several studies have been conducted in smart homes and context-aware
systems. These studies have provided a roadmap regarding potential issues that may
occur with its implementation to support the needs of the resident. These issues can
be classified into four categories, which include: (i) interoperability, (ii) connectivity
and (iii) context-aware architecture, (iv) security and privacy.

5.1 Interoperability

Smart homes rely on several smart nodes connected with sensors in a home area
network to provide its resident with an intelligent living environment [88]. Most
sensors (or devices), however, are built with different standards or communication
protocols [44] that may affect their ability to ensure easy integration with a generic
smart home system, which leads to the main issue of interoperability [89].

Several studies and solutions have been proposed in the past to limit issues related
to interoperability. For example, Perumal et al. [90] proposed using a web-service
and Simple Object Access Protocol (SOAP) framework that exchanges information
and maintains operation between different smart home devices. Krishna, Verma [91]
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proposed the inclusion of a framework that considers several devices to communicate
with one another to promote collaboration between smart devices and transfers this
data to a centralized serverwhere the smart home systemcan acquire, analyse, coordi-
nate andmonitor user activities. Furthermore, several leading companies are working
towards achieving complete interoperability of devices that can ensure generic smart
home systems development. An example of this change is evident in the Z-wave
products, where Zigbee 3.0 considers interoperability with its previous versions [89].

5.2 Connectivity

Connectivity is one of the most important factors for the proper functioning of the
smart home system [92]. Connectivity issues are common amongst various devices
from different manufacturers and may exist because of the different standards and
protocols [39]. According to Rehman et al. [93], the issues related to connectivity
can be mitigated by including a unique identifier for all communication devices
that allows for the development of an effective addressing policy. This would allow
for the system to identify the device and ensure the quality of service. However, it
may result in challenges with traffic characterization due to the inclusion of several
different devices interconnected with the smart home device. To mitigate this issue,
the authors discussed using a routing protocol that prevents packet loss and ensures
energy efficiency, which creates an IoT system that is energy-efficient, scalable, and
reliable.

5.3 Context-Aware Architecture

Context-aware computing systems utilizes heterogeneous data sources [94] to gather,
process and store context data in real-time [69, 82], thereby providing services
according to user needs, interaction with the environment and their localization [94].
The integration of such systems provides the user with an immersive experience that
contributes to emotional, social and physical meaning throughout their daily actions
and activities [94]. Hence, context-aware systems are considered a crucial part of
ubiquitous or pervasive computing technologies [95]. However, when dealing with
these devices, the system has to deal with different challenges. In a study by Bang,
Rao [96], the authors described several issues with implementing context-aware
systems. These issues include:

i. Obtaining accurate information: For the context-aware system to function effi-
ciently, it needs to get precise information from the devices to derive future
inferences. For health monitoring, information is personal and sensitive data
such as vitals, schedules, contact lists, health status etc.
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ii. Dealing with dynamic information: Context-aware systems function in a real-
time environment that is expected to deal with dynamic information such as
position, vitals, actions, emotional and physiological states, observable objects
and orientations.

iii. Understand proper and relevant contexts: It is critical for context-aware systems
to utilize data gathered through connected devices and hardware to provide
information based on relevant contexts, addressing user requirements. Failure
to support user requirements may affect system performance.

iv. Storing, Updating and Privacy of Context Information: The systemwould need
to store data either locally or on the network. However, due to the generation
of large amounts of data, there is a significant concern regarding the storage
requirements and issues related to the security and privacy of user information.

v. Deciding Minimum Service that Context-Aware System should provide: The
user needs are constantly changing. As a result, the system needs to consider
these changes and provide contexts based on the user requirements.

vi. Handling Errors: Handling errors is critical for context-aware systems as infer-
ences drawn must be accurate for the system to meet user requirements and
ensure user security.

5.4 Security and Privacy

The smart home system is associated with connecting different devices via the
internet and home shared networks [88]. In the past, researchers have highlighted
several issues related to the security and privacy of smart home systems, which
include aspects such as traffic analysis, eavesdropping, node compromise, denial of
service (DoS), physical attack, masquerade attack, sinkhole and wormhole attacks
and so on [51]. Hence, the smart home system should provide a security policy
involving crypto-primitives to ensure authenticity (data does not consider mali-
cious objects), integrity (data transmitted is identical to the data received) and
confidentiality (data is inaccessible to unauthorized users) [89].

6 Conclusion

In this chapter, the concept of context-aware and user-adaptive smart home ecosys-
tems using wearable technology is presented. Context-aware and user-adaptive
systems can play a key role in developing smart home ecosystems by integrating
numerous smart sensors such as wearables that can detect user activity based on
different contexts. Therefore, including such a system can create a more responsive
and active environment tomeet user needs and requirements.As a result, several orga-
nizationsworldwide are continuously looking at such practices to supportmonitoring
and care.
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The potential of context-aware and user-adaptive smart homes are threefold; (i)
it can promote effective monitoring to its residents and provide improved feedback,
(ii) adapt in real-time to meet the user requirements, (iii) provide at-home support to
ensure changes in behaviour using wearable technologies and other devices. More-
over, in the future, with the growth and adoption of AI-powered edge computing
and improved wearable hardware, it would be possible to promote better resource
efficiency and thereby promote better health and behaviour outcomes.
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Wearable Tracking: An Effective
Smartwatch Approach in Distributed
Population Tracking During Pandemics

Gurdeep Singh, Robin Doss, and Sasan Adibi

Abstract The recent trend among diverse groups and industries is towards adopting
smart devices, comprising smart watches (wearable and miniature smart gadgets).
These intelligent objects can serve as economical gadgets capable of regularly
observing individuals and patients with various health-related ailments. This chapter
highlights a generalised approach for designing and developing wearable internet
of things (wIoT) with enabled health technology solutions. These solutions can
act as predictive and real-time mechanisms to issue alarms and execute notifica-
tions, enhance context-aware location features, and promote contact tracing of the
subject to respond with early management procedures. Big data generated, by these
devices can also be used for semantic analysis, generating and examining predictive
health analytic insights and developing artificial intelligence applications that utilise
machine learningmethodologies.We covermotivational factors for developingwIoT
solutions, their relationship and the role of ambient intelligence and the internet of
things to serve diverse healthcare scenarios, such as self-health and home-based care.
We also discuss the methodology for wIoT solution applicability, reviewing some of
their benefits during pandemics and the underlying challenges concerning security
and privacy issues regarding robust design and the development and implementation
of health technology systems that serve distributed populations during pandemics,
including COVID-19.

Keywords Wearable IoT System · Context-aware location · Semantic analysis ·
Machine learning in Healthcare · Self-care Technology · Smartwatch applicability

1 Introduction

Over the past decade of the expansion of the internet of things (IoT) platform, its
widespread implementation has enhanced its computing capabilities to also address
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healthcare needs. It has guided emerging ambient assisted living (AAL) technolo-
gies, associated systems, solutions, and ubiquitous technologies. It has extended its
presence in smart monitoring, e-health, and other healthcare applications to observe,
regularly monitor, and update the patient or resident’s condition and health in a
real-time environment. Potentially these intelligent or AAL concepts can be used to
diagnose, prevent, cure, or improve the health-associated needs of the aged or those
most in need [26], 579–590.

Moreover, IoT-related paradigms of wearable devices and the internet of medical
things with pervasive capabilities have efficiently provided a new dimension to
modern computing technologies to serve the healthcare industry. AAL includes
complex systems such as smart home environments, robotics, other intelligent moni-
toring, and detection systems with multiple functionalities [7], 78, [15], 74–92,
[33], 17. In addition, ambient solutions including RFID tags, wearable, and smart-
watch solutions can be attributed to assisted living having revamped procedures
that can handle healthcare needs and responses for patients, medical personnel, and
other associated staff. e-health or mobile health applications used within a real-
time environment to support daily living have contributed economically and widely
to better healthcare promotion and practices. Furthermore, the evolution of wear-
able devices with wireless communication capabilities, wireless sensor networks
(WSNs) and body area networks (BANs) have grown rapidly and has been adopted
in a variety of industry sectors. The healthcare industry has widely implemented
these technologies for elderly care, promoting daily living activities, chronic disease
management, cognitive care, and monitoring patients in emergency care through
smart environments [21], 1947–1960, [4], 719–724. However, the use of these solu-
tions, in addition to the integration of multiple technologies, can be successfully
implemented for monitoring a population during pandemics ranging from different
healthcare scenarios such as self-health or home care to aged care centres, effectively
securing vulnerable population groups, frontline staff and other health and related
stakeholders.

2 Background

There are many prevalent AAL technologies in healthcare and, potentially, smart-
watches or wearable IoT solutions for populations or patients during pandemics such
as COVID can be presented on specific grounds. Firstly, we present some facts that
co-relate and establish the reasons for the AAL development of these solutions for
healthcare centres and self-health management. Some questions require attention,
highlighting the need to explore and successfully implement ambient solutions to
address future healthcare facts and requirements [13].
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2.1 Facts & Figures

In this section, someof the statistics suggest the social demographics andhealth trends
among future populations. Moreover, these statistics can highlight the potential for
developing IoT solutions aimed at specific health targets and disorders.

(1) Ageing population: This represents an alarming global concern e.g. approx-
imately 20% of the population will be 60 years or older by 2050 [26], 579–590.

(2) Health trends: In the USA, the ageing population projection by 2030 stands at
70.3 million and 18.6 million people over the age of 65–80, respectively. The current
incidence rates anticipate nearly 2 million new cases of congestive heart failure
annually among people over 65 by 2030. Congestive heart failure is a costly medical
illness involving a $40 billion annual expenditure comprising 5.4% of the healthcare
budget. The societal impact of this expanding epidemic in the next 30 years is truly
alarming [27], M88–M96.

(3) People living in isolation: In the study [28], 16–20, almost 50% of patients
with heart failure reported social isolation, which is strongly associated with heart
failure rehospitalisation. Further [22], 80–83have investigated the time lapse between
death and discovery. Older people living in isolation are not easily monitored or
assisted in critical situations, and some are only discovered after death.

2.2 Pandemic-Related Health Targets

This section covers health targets that can potentially impact populations with
direct and indirect outcomes of infection and disease. We have covered studies
concerning cardiac disorders with routine or underlying issues.Moreover, the impact
of pandemic-related infections is highlighted with direct or indirect outcomes,
specifically covering studies associated with COVID-19.

2.2.1 COVID-19

The COVID-19 pandemic has led to increased fatality and concern for people
suffering with cardiovascular disorders. Moreover, acute cardiac injury and abnor-
mality directly impact 8–12%of patientswithCOVID-19. This can therefore increase
myocardial injury and systemic inflammation as a result of underlying cardiovascular
disorders or impacts during the course outcome of the COVID infection [9], 247–
250. However [10], 1439–1444 have evaluated the risks related to cardiac arrest
and arrhythmias and their relationship towards mortality and conclude that it is a
consequence of systemic illness rather than from the direct effects of COVID-19.

Many of the cases during the COVID-19 pandemic involve cardiovascular failure
or deaths related to cardiovascular failure, which can be heart attacks or strokes [8].
Wadhera et al. [31], 159–169 refer to an increase in deaths due to heart and related
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hypertensive diseases during the onset of the COVID-19 pandemic in the United
States. The presented findings explain the indirect cause of death of patients with
cardiovascular disease. Banerjee et al. [8] investigates cardiovascular diseases that
have an increasedmortality risk throughCOVID-19, alongwith the impact or reduced
supply and demand for cardiovascular-related disease services that can reduce the
mortality rate during and after the pandemic. Some specific cardiac disorders and
definitions are covered in the next section.

2.2.2 Cardiac Disorders

Apart from the common health disorders, heart rate disparities range across many
diseases. Some of the specific health-related disorders targeted by IoT solutions are
highlighted in this section. In many cardiac-related disorders, monitoring functional
heart parameters is very important for appropriately diagnosing health-related condi-
tions. Further, detecting irregularities, timely diagnosis, and health advice provision
can add value to health services and promote wellbeing. Health disorders or targets
are covered as follows:

(1) Cardiac or heart arrhythmias: Lack of coordination of electrical impulses
causes an irregular heart rate. Heart arrhythmias can be a life-threatening condition
and can lead to stroke and heart failure. They comprises tachycardia and bradycardia,
which are fast and slow heart rate conditions, respectively.1

(2) Cardiac asthma: Heart rate beats per minute (bpm) is an essential underlying
factor in this condition, and increased heart rate and blood pressure are some of
the main signs and symptoms of cardiac asthma.2 To support the argument, the [32],
942–946 study explored cardiac arrhythmias in adult patients to determine the asthma
risk associated with cardiac arrhythmias and electrocardiographic characteristics. It
concluded that adult patientswith asthmamore commonlypresentedwith tachycardia
and premature ventricular contractions on ECG than non-asthmatic patients. In [24],
6–10, heart rate as a risk factor for cardiovascular disease presented the risk associated
with an increased heart rate was comparable to the observed risk with high blood
pressure. Therefore, an increase in 10 heartbeats per minute is associated with a 20%
increase in cardiac deaths.

(3) Stroke: Stroke is another condition whereby the blood supply to the brain is
interrupted. An irregular pulse and high blood pressure are underlying factors that
can be managed to prevent stroke. Another critical feature with this condition is a
timely response or emergency assistance.3

1 https://www.mayoclinic.org/diseases-conditions/heart-arrhythmia/symptoms-causes/syc-203
50668.
2 https://www.mydr.com.au/asthma/bronchial-asthma-and-cardiac-asthma.
3 https://strokefoundation.org.au/en/About-Stroke/Prevent-Stroke.

https://www.mayoclinic.org/diseases-conditions/heart-arrhythmia/symptoms-causes/syc-20350668
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2.3 Ambient Intelligence

Ambient intelligence is an information technology paradigm with the capability to
equip or empower populations with digital environments that are adaptive, sensitive,
and responsive to human needs [14], 344–352. Proposed in [17], 804–809, the AAL
paradigm can be established through IoT combined with pervasive technology or
smart objects serving as a communication channel among different stakeholders for
closed-loop healthcare services. Thus AAL is the IoT platform powered by artificial
intelligence to address ageing and health compromised people’s healthcare needs.
Ambient intelligence technology leads to IoT, which also has a strong relationship
with AAL [17], 804–809, [20], 678–708.

2.4 Internet of Things

IoT [5], 2787–2805 is a novel paradigm in which various things and objects interact
and cooperate with neighbours through unique addressing schemes to reach a
common goal, including RFID tags, sensors, smart devices and mobile phones.
Atzori et al. [5], 2787–2805 presented IoT-oriented visions for things, the internet
and semantic applications. We have identified a service-oriented vision towards real-
time monitoring and semantic analysis among diverse industries, businesses, and
user-specific domains related to service customisation preferences and relative use
(Fig. 1).

IoT has diversified m-health platforms to deliver real-time services beyond urban
or controlled healthcare environments. IoT platforms, combined with ambient intel-
ligence, can implement imperative healthcare solutions and promote health services
on a large scale.

3 Healthcare Scenarios

Do different healthcare settings describe how IoT solutions can be efficiently applied
to different healthcare settings to fulfil imperative requirements such as monitoring
devices? We cover the self-health use case study to portray the effectiveness of
wearable or pervasive computing methodology and its contribution to control the
transmission of infection during pandemics such as COVID-19.
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Fig. 1 Atzori et al. [5], 2787–2805 presents an IoT-oriented vision involving components, interac-
tion, integration, and communication within the network to support ambient solutions for pervasive
implementation or smart monitoring. We have provided a new service-oriented vision and service
execution in addition to previous IoT-oriented visions

3.1 Self-Health Care and Home-Based Care

This is another recent trend that originated in the healthcare sector. Patients are indi-
cating an increasing preference to practise self-health or home-based care instead
of entering aged care homes or other smart homes or rehabilitation facilities. Even
the elderly prefer home-based care. Some of the reasons attributed to this can be the
high admission costs and difficulty in adjusting to the environment. Moreover, many
non-elderly patients suffering from cardiovascular disorders, asthmatic conditions
and obesity problems prefer self-health care rather than regularly visiting a clinical
setting, and a similar situation applies to people living in rural communities. Perhaps
around-the-clock observations of people or patients specifically for physiological
monitoring, including for heart rate disparities, can be achieved through wearable
smartwatches in real-time, along with detailed interaction-related activities under-
taken at any given time of the day. Thus an everyday record of health-related data
can be stored for future predictive diagnoses and directions. wIoT solutions can
effectively promote self-health management, around the clock or for constant obser-
vation and can respond in a timely manner in an emergency, even for groups of
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patients. Other reasons, such as the associated cost of expensive monitoring systems,
the service cost of doctors attending to patients when needed and patients isolation
needs can be taken care of to prevent the further spread of infection during commu-
nicable disease pandemics. Every step or precautionary step can be planned ahead
of time, along with context-aware locations or detection services.

3.2 Methodology and Solution Applicability

This section will cover the study’s methodology, which includes the relevance of
wearable IoT, smartwatch or pervasive device applicability for specific causes in
more detail, including semantic analysis, activity tracking and context-aware location
services to support implementation during pandemics.

3.2.1 Solution Applicability

Aced López [1], 133–144 anticipate a user study to support hospital caregivers
and healthcare staff. Corno et al. [14], 344–352 present an appropriate solution for
assisted living facilities (ALFs—a system to support the routine activities of health-
care staff working with disadvantaged inmates of ALFs with cognitive or physical
impairments.

We have devised the usage and application of wIoT solutions within diverse
scenarios with integrated adoption and applications in distributed networks. These
solutions can involve smartwatches as an integral component in order to observephys-
iological parameters and the activity tracking of individuals in real-time. Machine
learning enabled applications can monitor and respond effectively with automated
responses on configured and adaptive thresholds. In addition, the enhanced features
of machine learning embedded applications can also promote notifications, alarms
and context aware location inputs for the subject or individual in real-time. These
solutions or applications can also be used to undertake semantic analysis on data
generated via these platforms with certain user-specific domains or requirements to
observe and develop health insights for future analysis and wellbeing. This approach
to health technology systems can be effective for populations during pandemics such
as COVID-19 for advanced and enhanced health observation and promotion.

3.2.2 Semantic Analysis of the Data or System

This is an important aspect and will present a considerable contribution whereby
machine learning and artificial intelligence methods or applications undertake a lead
role in solving and providing real-time solutions. However, constructive results are
drawn based on data gathered, generated, and analysed. To present an example,
consider the Fitbit smartwatch that can generate a large amount of data that includes
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Fig. 2 Cardiac parameters during different activity zones, presenting cardio maximum, cardio
minimum, peak maximum, peak minimum, and resting heart rate. The above scenario validates
the different activity zones and heart rate bpm parameters. User data adopted through the Fitbit
smartwatch is presented for activity and heart rate parameters

BMI, food logs, water intake or hydration, activity recognition, exercise goals and
heart rate zones. Such data collection, experimentation and the resulting analysis can
lead the way to improve the health and wellbeing of the wider community. It can
raise red flags or monitor activities or the derailment of wellbeing among the wider
population on a broader scale. Moreover, as highlighted earlier, considering all the
categories or user inputs, it can promote real-time solutions and further effectiveness
to benefit the general or specific population with semantic applications (Fig. 2).

3.2.3 Activity Tracking

Smartwatches embedded with sensors and algorithms help track the different activ-
ities related to daily wellbeing. These range from sleep, physiological parameters,
physical activities related to wellbeing and fitness, food logs or calorie intake proce-
dures, water intake or hydration information. So, overall, multiple activities are
derived and divided into zones to promote fitness and wellbeing. However, a large
amount of data generated through these devices gives rise to pervasive applications
development. Multiple data features and insights can be created through an enor-
mous amount of data generated for different activities. These features can result in
ambient and IoT-related applications that can effectively monitor a patient or indi-
vidual physiological performance that can act as crucial information relating to the
state and condition of the patient during pandemics (for instance, if the person has
been infected and is undergoing isolation, or is healthy without any infection, or
has presented a positive result). Therefore, these applications or solutions can be
beneficial and decisive in controlling and managing pandemics (Fig. 3).
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Fig. 3 This represents a box plot distribution of data for different features extracted for the imple-
mentation of healthcare solutions. It represents different activities and their parameters during
different time zones during the day. Activities parameter values relate to physiological signals for
minimum,maximum, resting and sleeping heart rate values extracted through awearable smartwatch

3.2.4 Context-aware Location Service

Furthermore, a smartwatch-oriented solution or platform can also act as a GPS
tracking device, along with subsidiary devices or networks to guide emergency
services and stakeholders to a person’s location. In the case of an emergency event it
can indicate the onset of abnormal disparities. Specifically, this method can be very
beneficial for people living in rural and urban areas who require observation under
self-health management or rehabilitation for any postoperative cardiac surgery and
other cardiac conditions.

For example, if someone in rehabilitation or under clinical supervision is alone
or without support and an emergency event occurs, this solution can act to initiate
procedures to contact associated stakeholders, family, or friends. This decreases the
emergency response time for paramedical services or related staff. It will also be
effective in the event of pandemics breakouts to monitor and observe the location-
based activity of patients or populations to address and control situations well in
advance (Fig. 4).

3.3 Technological Advances in Healthcare

This section highlights the use of technological advances or technology-based solu-
tions to help disadvantagedpeople, support assisted living, cater to specificvulnerable
groups such as people suffering from impairments, people living in isolation, and
people with obvious user requirements, in order to deal with certain health condi-
tions. A wide range of solutions and applications is applied to support individual
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Fig. 4 This presents a context-aware location service orGPS tracking through Fitbit activity orGPS
location dashboard. A real-time activity tracking service is also available for tracking purposes. This
can be implemented or installed on the design side of health systems to monitor patient movements
or activities. Also, GPS coordinates or activity tracking validate GPS accuracy during an endured
activity. Therefore, Fitbit GPS accuracy can be an advanced feature for the accurate location of an
individual or patient during emergency responses or procedures

health and support health professionals, care workers and other support staff to meet
the needs of all involved stakeholders on a daily basis. We cover some examples in
the general adoption section about technologies that are prevalent and adopted for
the self-catering and healthcare areas.

3.3.1 Generalised Solutions

Healthcare professionals and patients use emergency pendants or control procedures
for information about emergency conditions or situations [30], e187. Traditional
emergency response systems include first generation emergency response systems
that utilise a unit and switch or pull code system. However, second and third genera-
tion systems involve the use of a pendant or necklace that liaises with an emergency
button to communicatewith a responder, whereas the latest systems incorporate auto-
matic detection and response, enabling remote care. Patient emergency response
systems provide user safety and independent living; however, possible improve-
ments can be made in the design of the system and integrating the service with the
technological part of complex caring practices rather than plug and play devices.
Studies are extensively examining different features such as usability, responsive-
ness and the effectiveness of the technology, including the development of long-range
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pendants, waterproofing, the inclusion of a global positioning system, alarms, auto-
matic connection to health personnel and an automated dispatch sound. According to
this study outcome, the development of ambient wearable IoT solutions can lead to
next-generation automated devices. It can also effectively cater to basic or generalised
needs in addition to a pandemic response.

3.3.2 Pandemic-Oriented Solutions

(1) Mobile solutions and applications: Islam et al. [19], 145,601–145,610 present
mobile applications developed for COVID-19. They involve a systematic review of
existing mobile applications across major mobile application stores. They include
application features and functionalities presenting factors for future application
design through information system design characteristics [6], 1–1. The study high-
lights smartphone applications designed to contain the spread of theCOVID-19 virus.
Applications covered include user permissions required for tracking and tracing.Data
use is transferred to the analytic centre from the user device and security measures
are deployed through these applications for user privacy and security.

(2) Contactless transactions: Wearables or smartwatches comprising NFC tech-
nology enable cashless payments or transactions, effectively preventing the spread
of the COVID virus during pandemics. Pal et al. [23], 427 submit that during the
pandemic, concerns were raised by the public about virus transmission through the
handling of currency notes and coins. The public were curious to know the medium
of the spread of infection via the physical currencies being circulated. The study finds
that human-to-human transmission is possible through cash and coins because the
COVID virus seems stable on smooth surfaces. Thus infection can even be detected
2–4 days after coming into contact with the virus. However, the smartwatch feature
of cashless transactions can be an advantage in restricting the spread of infection
as it involves no touching of high contact surfaces or equipment, including physical
currency.

(3) Contact tracing: Ahmed et al. [2], 134,577–134,601 present smartphone abil-
ities and tracking traits through embedded features such as GPS, Wi-Fi and inbuilt
Bluetooth capabilities to communicate to nearby devices or other smartphones. These
features make them ideal devices for automated and efficient contact tracing. Ahmed
et al. [2], 134,577–134,601 present centralised, decentralised and hybrid architec-
tures for application design and use for contact tracing. However, similar features in
wearable smartwatches promote them as crucial components or integrated devices in
the above architecture schemes. These inbuilt pervasive and ubiquitous features can
enhance the adoption and deployment of wearable IoT solutions for generalised and
healthcare needs, addressing requirements for involved stakeholders and effective
contact tracing.
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3.4 Limitation

One of the main challenges that require attention relates to the privacy and security
issues of the devices involved in the network. A large amount of data is generated
throughwearable devices, and that data is continuously shared among the devices and
further. Secondly, for data generated for physiological parameters or that is health-
related and involves medical and allied health professionals, there is the requirement
for the optimum privacy of the patient or individual. Therefore, authentication proce-
dures for authorised access, data privacy, sematic data analysis and related procedures
should be efficiently deployed.

3.4.1 Security

Additionally, such solutions should minimise any security flaws and threats within
the local area network and extended network of distributed devices optimised within
the platform. Moreover, data or information that can be attached to social networks,
individual user interfaces or healthcare applications should be dealt with at a high
level of security in order to avoid passive and other security attacks. Azad et al.
[6], 1–1 present a study related to mobile applications used during the COVID-19
pandemic. Data use and transfer to an analytic centre from the user devices should
maximise security measures deployed through these applications for user privacy
and security.

Bodin et al. [11], 1–5 discuss integrating smartwatch device-related IoT or solu-
tions that can be embedded for enterprise information technology, perhaps covering
the dimensions to integrate smartwatch devices with backend systems and estab-
lishing a relationship or the correlation of the data analytics side of the system
with a foolproof security dimension for the entire system. It further details a perva-
sive and analytics system to preserve and protect the security needs of the user, thus
further establishing the design and development of secure and intelligent smartwatch
applications.

Major flaws or concerns can be the attacks on wearable IoT systems that raise
security and privacy concerns, specifically through integrated pervasive devices
such as smartwatches, smartphones, or tablets. Siboni et al. [29], 741–750 illustrate
that attacks increase the concern levels in the enterprise environments by opening
entry points for malicious activities and weakening the digital perimeter within the
network. Similarly, [16], 391–403 demonstrate that the increasing use of wearables
or smartwatch devices among IoT and cloud solutions for healthcare can threaten to
exploit and exfiltrate user data. This study presents different types of user data carried
on a smartwatch, including contact information, messages, and physiological data,
and highlights the methods or techniques which can be adopted to exfiltrate these
devices by an adversary. Someother examples of security attacks onwearable devices
involve [12], 19–30 presenting a detailed overview of security and privacy exposures
on wearable devices, including authentication, low processing, or computing power
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for security mechanisms indicating this technology lacks security, and weaknesses
prevail for outsider security threats and attacks. Security side studies are covered to
illustrate the limitations of foolproof IoT solutions or considerations to be seriously
undertaken while deploying healthcare applications, solutions, and systems.

3.4.2 Privacy

Privacy involves physiological user data, healthcare user and stakeholder proce-
dures. The applicability of solutions involves platforms and applications related to
various healthcare stakeholders that should ensure high confidentiality for all users,
ensuring proper authentication and encryption procedures. Some further specific
privacy concerns involve [3], 153–179 presenting a review of remote patient care
andmonitoring applications; results drawn include privacy threats involving unautho-
rised access to user data, breaches involving data threats and impersonation attacks.
Puppala et al. [25], 5–8 propose a model to protect patient privacy through different
technologies and practices, including restrictive access to data and technical de-
identification. Results present unauthorised access to data and data security thefts
as negligible. User or data privacy is a crucial asset in modern pervasive and IoT
applications. Large amounts of data are streamed between different devices and plat-
forms, accommodating an enormous number of different healthcare stakeholders
during different times of the day. User data can involve sensitive physiological infor-
mation, communication, or emergency response information. Thus data is shared at
different layers or designs of the systems. Smart applications or systems generate
enormous amounts of data through embedded or deployed sensor nodes, which are
communicated further to other devices and servers. Data analytics play a significant
role in modern smart or IoT solutions, generating insights for distributed population
numbers to draw effective results and insights from this. Data security and privacy
will play a pivotal role. The semantic side of these intelligent applications or solutions
involves data intelligence features that should be well-protected and preserved.

4 Discussion and Conclusion

Smartwatchmonitoring inmost studies focuses on activity recognition, and this crite-
rion is well-researched and presented. However, the efficient and pervasive features
of smartwatches, like embedded sensing, communication, and data transfer capa-
bilities, can serve as a practical IoT component to monitor vital health parameters.
Machine learning methods can effectively diagnose the onset of severe cardiac disor-
ders such as heart attacks and strokes during pandemics and in general or adverse
wellbeing scenarios. Moreover, the commercial availability and user acceptance of
smartwatches can serve better and extended purposes towards patient and general
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monitoring comparatively or in addition to distributed sensor networks or wear-
able body area networks that are effectively presented in off-the-shelf smartwatch
technology [18], 39–44.

Furthermore, as mentioned under the COVID-19 section and cardiac subsection
in this chapter, the evidence in the studies demonstrates that pandemics such as
COVID-19 have contributed to cardiac-related fatalities or post-COVID disorders
after contraction of the infection. However, people above a particular age group
or those suffering from any underlying cardiovascular conditions can also be well-
monitored in advance, thus reducing the mortality rate during pandemics. Wadhera
et al. [31], 159–169 has presented hypertensive disease-related fatalities during the
onset of the pandemic in the United States. Banerjee et al. [8] investigated cardio-
vascular diseases related to increased mortality risks through COVID, along with
the impact or reduced supply and demand for cardiovascular-related disease services
that can reduce the mortality rate during and after the pandemic. Thus the use and
implementation of IoT-related solutions can certainly contribute to establishing the
cause or onset of infections, promote their management during the spread and deter-
mine the outcome of infections towards their final eradication through contact tracing
techniques.

5 Future Works

Pervasive or intelligent devices such as smartwatches with their computing char-
acteristics have the potential to contribute to preventing the transmission of and
management of infections or disease-related symptoms well in advance. They can
unleash prospective dynamics in developing IoT networks and artificial intelligence
guided machine learning solutions to detect disparities, enable contact tracing mech-
anisms, promote management for context-aware locations, and identify vulnerable
groups of people impacted by the disease, specifically during pandemics. Thus they
can help to promote emergency response procedures in advance, guiding healthcare
staff, including paramedical staff or ambulance drivers, to the specified or recorded
location history and attend to patients and the public in most need during pandemics.
The massive contribution of big data via these devices can also lead to the devel-
opment of data analytic solutions and insights for multiple involved data features
for physiological activity, exercise patterns, food logs and health parameter moni-
toring. However, other primary concerns for IoT frameworks or solutions involve
monitoring and addressing security and privacy challenges for robust system devel-
opment and outcomes. These solutions will benefit the healthcare industry but will
also be applicable in other industries apart from the healthcare sector.
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Making the Invisible Visible: A Science
and Society View of Developing
Non-invasive Thermal Technology
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Abstract Technological innovations that are detached from social context are prob-
lematic, particularly for those who are already structurally disadvantaged by factors
such as race, disability, geography, job security and health. Design that happens in
context provides opportunities for innovative thinking and creative solutions that
anticipate the complexities of real-world implementation and improve the poten-
tial for technology adoption. This chapter describes an interdisciplinary project that
involved the development and critique of a “provotype” health intervention from the
perspective that technology is never benign and that artifacts have politics. Working
across disciplines on complex, real world issues can be difficult in university systems
frequently designed to foster and reward disciplinary specialisation. This work high-
lights the necessity to include interdisciplinary working practices, and build an inte-
grated body of knowledge, particularly in circumstances that require rapid responses
to global problems, such as COVID-19.
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1 Introduction

Technology is never benign and artifacts have politics [56]. In the context of turbo-
charged developments, designed to combat a global pandemic, existing inequalities
are likely to be highlighted or exacerbated. The events of the year 2020 changed
perceptions about the vulnerability of people around the world. In The Great Leveler,
economic historian, Walter Scheidel [45], argues that widespread plagues are one
of only four circumstances that may bring about a more equitable sharing of wealth
and vulnerability in society (along with revolution, war and state collapse) [45].
Whilst the 2019 novel coronavirus has killed millions of people across the globe
relatively indiscriminately, in an interview with The Guardian at the end of April
2020 Scheidel warned that it was yet to be seen whether social inequality would be
impacted. Those employed in low-wage or insecure work, and particularly front-line
workers, have been compelled to put their bodies (and lives) on the line to put food
on the table and low-income communities have been ill-equipped to provide life-
saving supplies, such as masks and oxygen. Speculating about the swift discovery of
a vaccine, Scheildel predicted that “science will save the status quo” [12]. While the
development of vaccines has been a huge relief for many, timely access to them has
been anything but equitable (even in nations of the Global North (a group of countries
defined by socio-economic and political characteristics, such as the UK, the US and
Australia), with those wishing to access a vaccine from poorer countries pushed to
the back of the line [57]. Scheidel notes that while examples of social inequality are
not new, the difference in how COVID-19 has impacted various segments of society
means that “we’re becoming very painfully aware of them”. There is a risk that new
technologies will reinforce, cement and exacerbate existing social inequalities.

In response to theCOVID-19pandemic, various preventive public healthmeasures
have been adopted at a population-level, and in some places are enforced by
the Government. A range of non-technological interventions have been utilised,
including mask-wearing and physical distancing, travel-restrictions, curfews, and
lockdowns. Other adopted interventions utilised various forms of technology, such
as contact tracing apps and the use of QR codes for venue-check-ins, in addition
to the potential of ‘vaccination passports’. Additionally, temperature screening has
been widely adopted, with those wanting to move through both public and private
spaces—e.g., airports, retail stores—subject to temperature screening both to filter
potential COVID-19 positive cases (indicated by a high temperature). These are in
part preventative but also to visibly reassure staff and the public that biosecurity
concerns are being addressed. Around the world, however, there have been small
but vocal protests against the necessity of both non-technological and technological
interventions [24, 35, 49]. While some who resist such technologies and mandated
practices have been labelled as ‘Covidiots’ [50], exploring the underlying drivers
of this resistance is crucial to the implementation of new technologies designed to
keep the world safe from further pandemics, and their overall efficacy. Rather than
being a result of only poor or misinformation, conspiracy theories or ignorance, the
resistance to COVID-19 technologies requires careful unpacking.
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One of the underlying concerns about COVID-19 related technologies relates
to the potential for breaches of privacy and expanded state surveillance. Gathering
and sharing personal information via apps, designed to capture the movement of
potentially infectious individuals, has been resisted by some people on the basis of
privacy. For example, in Australia the COVIDSafe app developed by the Australian
Federal Government has received such a low uptake by the population that it has
been rendered useless [52]. Another concern highlighted the unequal ways in which
‘safety’ measures, such as lockdowns, impact particular segments of the population,
particularly those who work in hospitality, retail and the entertainment industry. This
is in contrast to those who can conduct their employment from the relative safety of
their homes. The context of COVID-19, in which social inequalities are magnified,
provides an opportunity for reflection on the ethical and social implications of rapidly
developing and deploying technology across heterogenous populations. Thus, there
is a need for technology which can be customised for individuals and communities
to improve its integration into society in order for it to more effectively alleviate
emerging challenges. However, even bespoke technological solutions would bring
their own ethical and social implications, which must be considered.

In this chapter we describe an interdisciplinary project that involves the creation
of a provotype—in the form of a personal wearable temperature device—and the
ethical considerations raised by the very possibility of that technology. A provotype,
or provocative prototype is designed as an MVI, or minimum viable concept, to
provoke a reaction and discussion—in this case in order to help investigate the poten-
tial impact of an emerging technology on individuals and community groups. In this
chapter, we provide an introduction to the project concept, and describe the aims of
the project and the team, as well as situate the research in relevant, cross-disciplinary
discourse. We explain the reasoning behind the development of the provotype and
the debate it is intended to prompt. We then consider some of the issues that were
raised by the integrated team of engineering, design and social science in response
to the proposal. A key objective was to question a technology being presented as a
“solution” for a social problem. This relates to the work of Morozov and Carr [6,
38] on technological solutionism and his critique of technology as solution. This
also relates to concerns that technologies influence, shape, and cement extant struc-
tural/systemic issues, and there is a need to be attentive to the broader socio-political
contexts in which technologies are introduced as solutions to social problems. This
integration of practice was seen as key for adoption and compliance by both the
design engineers and the social scientists, and yet that collaboration is still a rarity
in technology-based projects.

Finally, we reflect on the experience of interdisciplinary work, particularly as it
is integrated into engineering training and practice and including the challenges of
conducting interdisciplinary research for healthcare solutions. This approach high-
lights the deep reflective work that should occur in order to progress an interdis-
ciplinary healthcare project, such as this, to the point of traditional data-collection
(from recruited participants). Whilst the response to events such as global pandemics
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frequently demands the rapid creation of technical solutions, in this ‘thought experi-
ment’ we deliberately take amore self-conscious route that allows time for the untan-
gling of interdisciplinary knots, assumptions and, most importantly, unanticipated
consequences.

2 Technology and Society in the Covid-19 Context

Introducing any product into public use, whether based on a new technology or not,
comes with responsibilities. Product safety testing is an essential requirement for
commercial products and is controlled by standards, for example from the Office of
Product Safety and Standards in the UK. For medical products the regulations are
rigorous. Although the products that are the subject of this study could be classed
as medical products as they are involved in the “diagnosis, prevention, monitoring,
treatment or alleviation of disease” (WHO2003), the concept is intended to be indica-
tive and informative, rather than definitively the basis for a commercial product, For
medical devices and healthcare products, there are numerous organisations around
the world that regulate the approval process to ensure that products are properly
tested and deemed within an acceptable level of risk to use. The global overview
and guiding principles of these regulations are outlined by the World Health Organ-
isation [55], and countries have their own approval bodies, such as the Food and
Drug Administration (FDA) for the US, and in Australia, where the pilot study for
this chapter was conducted, the Therapeutic GoodsAdministration (TGA). However,
these approvals are predominantly focussed on the medical over the social impact
of the use of the products. The World Health Organization definition of problems
that should be monitored after the introduction of a medical device does include “an
undesirable outcome associated with the use of the device” that “may not lead to an
adverse effect but corrective or preventative measures are required”. However, the
focus is on performance standards, rather than social engineering.

The potential broader impacts of medical devices and healthcare products on
behaviour and attitudes are frequently overlooked when there is a commercial imper-
ative [9].However,when products are intended to be of positive benefit in a healthcare
response, and especially in a heightened alert situation such as a pandemic, it is perti-
nent to consider a more holistic view of the impact of that product on shaping society
and to plan for the future they may engender. Essentially, the negative as well as
positive implications of the introduction of the technology need to be considered
for all stakeholders and not only for those protecting business operations, or even
shielding vulnerable members of society. This is a complex issue, for example the
use of a technology could impact groups in society disproportionately if a dominant
group has control of its use, and discrimination over when, where and how it is used.
In addition, in the case being discussed where the detection and communication of
an infectious disease is involved, guidelines on how to respond to a positive result
from one of these products would be a necessity for whoever was administering the
test. Beyond this, the reactions of groups of people in the vicinity of the test subject,
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or potentially affected by a positive result, need to be anticipated, and guidelines to
address these circumstances established.

Finally, the impact on the personbeing tested in termsof beingput in the position of
needing to be tested, questions around consent, particularly in a public environment,
and the stress of a positive result, particularly in a public setting, need to be properly
considered. The negatives, and not merely in terms of the physical and emotional
wellbeing of those involved but also with respect to the broader effects on society and
societal norms as a whole, need to be researched and understood. Lateral and active
transition research needs to occur, instead of, or at aminimum aswell as longitudinal,
reflective study, due to the significance and urgency involved in the introduction of
new technologies during a pandemic. The need to build a new normal that does
not disproportionately have an adverse effect on sections of society or individuals
should be integral to the planning and preparation. The risks to groups vulnerable to
social engineering need to be evaluated and mitigated against and methods within a
transition researchmethodology identified and tested. These challenges require teams
that combine engineering and the social sciences. More than that, they necessitate a
self-awareness of the need to appropriately frame the issues as the basis for actively
integrating practice to develop socially responsible technology in response to this
pandemic.

2.1 Non-Invasive Monitoring and Communication Tools:
Pilot Study

The premise of the research study described in this chapter is that from the inception
of any project, through the development of ideas and strategies, to their integration
into society, an interdisciplinary approach is essential to ensure that ethical, envi-
ronmental, social and economic factors are thoroughly, and holistically considered.
From which perspective the idea is generated will impact the framing of the problem
and the brief, and ultimately impact the success of the idea both in the immediate
and long-term contexts.

This pilot study grew from COVID-19 technology discussions within an engi-
neering design context on the ethical implications of designing the provotype for this
particular purpose and the challenges for a disciplinary team to adequately antic-
ipate the implications of its development. While confident that a personal device
for the detection and communication of the body temperature pf individuals and
those around them could be easily built and a product launched, the question was,
should it be? It is important to note that this conceptual stage of the project happened
before the interdisciplinary group was constructed. The subsequent research team
was assembled from personal and professional networks within the university and
coalesced around a seeding grant from the Deakin University Science and Society
Network [39], which ‘supports science-literate social research and socially-engaged
science that makes an impact’.
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The team now consists of an engineer, a designer, a global citizen researcher, an
anthropologist and a bioethicist. This team was curated to provide contrasting views
on priorities and practice in the development of technological health-care responses
to inherently social problems. Because this is an ongoing project of collaboration, we
use the present tense to describe our progress. The trajectory of the research involves
the completion of focus groups to ponder over the provotype and spark discussions
on its implications if integrated into society. The aim was to use this project as the
basis for developing insight for other engineering teams on heightening awareness
in their teams on the criticality of an interdisciplinary approach for healthcare design
projects.

3 COVID-19 Monitoring and Communication in a Public
Setting

There are a number of preventative measures actively being used across the globe as
a basis to respond to and prevent the spread of COVID-19 in this pandemic. There
are potential positive and negative effects the use of non-invasive technology has on
the physical and emotional wellbeing of (a) the user (b) others. Non-technological
preventative measures include, for example, improved hand washing techniques,
social distancing of 1.5 m or more and using face masks in crowded areas [36]. A
definitive vaccine which provides immunity to the virus would ideally be the answer,
however, the development of such a cure is hindered by time, money, resources
and COVID variants. In some instances where the virus took over the sectors of a
society, government authorities resorted to extreme measures by enforcing commu-
nity lockdowns [8]. With the increase in population densities across major cities
around the world over the last century, and the need for continuous humanmovement
and interaction in current workplace organisation, community lockdowns can have a
damaging long term as well as short term economic effect. However, relying solely
on non-technological measures to minimize of the number pf people contracting
the virus whilst avoiding lockdown, death rates inevitably increase [16]. Without
a definitive vaccine, effective against potential variants, a balance of appropriate
measures are required which could be a combination of medication, technological
and non-technological solutions, in order to avoid complete community lockdowns.
Therefore, the public health response is crucial in enabling societies to function as
‘pandemic-normal’ while minimizing the number of infections and related deaths
[27]. The various types of symptoms shown by individuals can vary from asymptotic,
mild symptoms, pneumonia to death [46]. More commonly, mild symptoms consist
of fever, cough, loss of smell or taste [46]. Amild symptomwhich has receivedmuch
regard for accurate detection is fever, where low grade fever has been classified as
37.8–38.8 °C [25]. This project involves investigating the practicality (technical and
social) and impact of detecting and reporting elevated temperatures in individuals or
several individuals in group settings.
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A number of studies have investigated the use of various forms of non-invasive
technology to identify and monitor the users’ vital signs. The subtle changes in basic
vital signs, which may not be apparent to the individual, can offer earlier signs of
virus-infection compared to those associated with self-reported symptoms [29]. For
mass detection, infra-red imaging cameras are an example of non-invasive technology
which can be utilized at airports, and has been in previous pandemics (i.e. H1N1
influenza) [21]. The utilization of thermal imaging cameras was re-introduced for
the COVID-19 pandemic, and its application extended to other virus transmission hot
spots, such as shopping centres. In literature, Khan et al. reported the use of the infra-
red thermal imaging camera in detecting temperature in children and compared the
accuracy for detection in adults [30]. It was reported, however, that this technology
may not be the safest to use for fever detection in adults during a pandemic because
the accuracy of this tool may diminish in less controlled conditions. In another study,
Adams et al. screened a number of infra-red thermal imaging cameras in order to
determine whether the accuracy of the different models falls within the range of 0.3
± 0.1 [1]. It was found that this method poses a potential risk for frontline fever
detection as it lacks measurement repeatability which can impact sensitivity of the
data.

Combining wearable technology with the Internet of Things (IoT) has been
reported by Khan et al. and puts forward the possibility of doctors remotely moni-
toring patients health and vital signs [28]. Sugathan et al. looked at integrating bio-
sensors in shirts to identify the wearers heart rate, electro dermal activity and skin
temperature [47]. Escobedo et al. reported a smart bandage with integrated battery-
less NFC tag that can monitor the status of wounds or respiratory diseases such as
asthma or COVID-19 [15].

With these taken into consideration, the provotype in this chapter proposes a re-
engineering [15] of the non-invasive device specifically for the application of inte-
gration into society to make visible the invisible symptoms of COVID-19. However,
as reiterated throughout this chapter, such an integration would come with risks
and it is the impact of those risks that this project highlights need to be carefully
considered and understood before implementation. In the next section we describe
the development of the provotype itself, before continuing to identify such risks.

The basis for the research provotypewas ‘making the invisible visible’. The drivers
for this approach would be applied differently for different situational contexts. In
this pilot study, the provocation was intended to prompt discussion from different
disciplinary perspectives. The concepts modelled certainly should not be considered
as resolved design or product outcome, but rather a practical illustration for the
focus group and interdisciplinary team, of different applications that could, very
realistically be developed into a commercial outcome. The research team anticipate
that versions of these types of products could well become available across the world
in the near future, depending on the spread of the virus and the control brought about
by vaccine development. This is because the approach aligns to the current discourse
in the product design discipline on COVID-19 application development.

The majority of COVID-19 products featured in 2020 and the start of 2021 in
industry and research publications have focussed on providing personal protection
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to minimise the risk of virus transmission. These interventions can be classified into
three groups according to the dynamic between the product and the individual user or
users. (a) They may be passive products, designed to respond to changing needs in a
‘COVID-safe’ landscape, for example the Pentatonic Studio bring-your-own cutlery
set [4], or the Christophe Gernigon large, clear plastic hoods hung over restaurant
tables to isolate diners at the same table [5]. (b) Alternatively, they may be active
products, such as the Guardian G-Volt masks [3]. According to product manufacturer
LIGC, which manufacturers filters for air purifiers and air conditioning, these masks
are produced to a higher filtration standard than N95 respirator masks, that are the
clinical standard in COVID-19 protective masks. Incidentally, these were launched
in March 2020, at a time when the WHO was advising only those in direct contact
with a diagnosed patient wear a mask. (c) They may also be responsive products,
that is they provide a response or feedback to the user. In this case, the user may be
someone other than the person being tested, which creates a potential conflict. One
example is the Buckle Mask, by Above design studio. This mask has a built-in filter
that changes colour as absorbs particles, showing the user—and those in proximity—
how effectively the mask is likely to be functioning at a particular point in time. This
third group of products is the focus for the pilot project in this study.

3.1 Provotype Proposal

Two provotypes were developed to prompt discussion on the research topics. For
one, the intent was that the product would be used to detect body temperature in
others and inform the user. In the other, the temperature detection would be applied
to the wearer, with results communicated to others in the vicinity.

The first provotype provided an overt provocation. A brightly coloured, extended
bracelet design, with LEDs around the wrist, fed from a sensor and battery attached
to the underside of the wrist, as shown in Fig. 1a. The device operates such that the
circuit board physically connects to the thermocouple and display and reader. The
circuit board dictates at what temperature the thermocouple must reach before the
display and LED lights activate. In the case of this provotype, LED lights will turn
red when the thermocouple exceeds a surface body temperature of 37.8 °C. This
would then alert both the user and those in the vicinity of a change in temperature
status for the user.

The second provotypewas designed to be less overt than conventional temperature
readers, which usually involved holding a temperature ‘gun’ within a metre of a
person’s forehead. This one was designed using a thermocouple that allowed the
user to stand up to 1.5 m away, and, if desired, direct the device from a more subtle
position for example from the level of the hip, as shown in Fig. 1b. Equally it could
be used in a more focussed stance, pointed at the subject. The thermocouple was a
4 cm long, metal cylinder, diameter 1.5 cm fed by a cable attached to a circuit board,
that could remain in the pocket of the user. In the instance a surface body temperature
exceeding 37.8 °C is detected, the circuit board would alert the application on the
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Fig. 1 Images and mode of operation for a the customisable 3D printed bracelet provotype and b
the detached Infra-red temperature sensing provotype

phone via wi-fi connectivity and the phone would vibrate, alerting the user, but not
the subject or those in the vicinity.

These provotypes were designed to be operable, rather than purely conceptual, to
aid the demonstration in a focus group setting of the ideas. Both included appropriate
electronics. Part of the idea behind the bracelet-type model was that the wearer
could define the level of visibility of the product. This could be determined by the
situation (whether the individual wanted to draw attention to the negative indication
on the bracelet to those around them) or by the personal, aesthetic preferences of
the individual. This choice of form is now possible because of developments in
additive manufacturing technology (also known as 3D printing), which allows a
level of accessible, bespoke fabrication not possiblewith conventionalmanufacturing
technologies. The bracelet provocation was fabricated using powder-based, multi jet
fusion (MJF) technology as this produces an end-use product, that is the parts printed
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are robust and therefore suitable for use in the focus group, and also has the facility
to add colour during the print itself. This enables viable customisation.

The ability to demonstrate the viability of the provocation as the basis for a
commercial product was deemed key for the project in order to create a more genuine
response to the realistic potential for its use. It also helped to ground the proposition
for the team, ensuring an interdisciplinary language imperative.

4 Ethical and Social Implications

The ethical and social implications of various health measures and surveillance
activities may differ depending on the kind of intervention (e.g. the two different
provocations described as part of this project each elicit different ethical and social
implications), and involve the consideration of issues relevant to both public health
and technology use. This project provides a platform for discussing product context
differences and how the implications of how and where and why a technology is
used could—and should—effect the form it takes and how it operates. We frame
our discussion with the challenge of building a body of knowledge across disci-
plines, particularly in circumstances that require rapid responses to global public
health problems, such as COVID-19. Two key considerations arose during the initial
discussions that took place with the team in relation to the potential ethical and social
implications of the provotype, the first relating to privacy and surveillance, and the
second to social equity. While these—and many more—are not independent, we will
address these in turn.

4.1 Privacy and Public Health Surveillance

Public health measures are necessary in responding to a pandemic, and various forms
of surveillance may also be useful. TheWorld Health Organization (WHO) defines a
health measure as “procedures applied to prevent the spread of disease or contamina-
tion; a health measure does not include law enforcement or security measures” [55].
Alongside health measures, WHO defines surveillance as “the systematic ongoing
collection, collation and analysis of data for public health purposes and the timely
dissemination of public health information for assessment and public health response
as necessary’ [55]. These kinds of approaches may inform activities, such as educa-
tion, or the implementation of restrictive measures [31]. As described above the
COVID-19pandemichas accelerated the use of awide rangeof surveillance technolo-
gies, from thermal scanning, contact tracing applications, QR codes and mandatory
venue check ins, transport cards to track travel on public transport, the use of drones
and even Automated Number Plate Recognition (ANPR) to monitor whether people
are within their allowable distance from home. These technologies all collect data
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and possibly personal information (such as name, geo/location) and raise important
ethical, social, and legal concerns especially about privacy.

Privacy is a multifaceted concept that means that aspects of a person’s life are
private and should not be intruded upon, and that individuals should be able to make
informeddecisions to be able to control information about them thatmaybe collected,
analysed, stored, and shared. Privacy is recognised in numerous international human
rights instruments such as the Universal Declaration of Human Rights (UDHR) and
the International Covenant on Civil and Political Rights (ICCPR). It is also important
to recognise that privacy is not an absolute right, and that incursions into privacy may
occur provided that they are proportionate and necessary to achieve a legitimate aim,
such as, for example, to protect public health.

It is important to understand the exact contexts in which incursions to privacy
through surveillance technology occur, and the types of information that are collected
and what is done to/with it (in terms of analysis, sharing, and storage). This needs
to be considered with regards to a device that may only display one’s temperature
to the wearer (for self-monitoring) compared to a device that collects temperature
data, analyses it, stores it on servers owned by private companies, and transmits
the result of that analysis to state health authorities. In this sense, responsible data
management practices should consider both data collection (e.g. scientific justifica-
tion, and proportionality to the public health threat) and data processing (e.g. quality
and security) [26].

There are also related questions about whether an individual can expect to have
privacy in public spaces, or in the contexts of employment or private spaces that
are used by the public such as shopping centres, restaurants and stadiums (see e.g.,
[2, 40, 42]). The expectations (and legal protections) that individuals have about
their privacy in these various situations and contexts differ due to social norms, and
indeed, it has been argued that privacy is contextual [41]. Surveillance itself also
shapes the very nature of public space [43]. All of these types of issues must be
carefully considered when implementing forms of public health surveillance. The
products foreshadowed in the provotoype’s in this project will change the power
balance in terms of surveillance, as the individual, over an authoritative group or
organisation, will have access to, and be in control of, the information about others.
The implications of this are a key factor that needs to be resolved and legislated.

4.2 Social Equity

Alongside theoretical risks of public health surveillance interventions, considering
potential risks as relevant to real-life settings is essential [31]. By way of example,
Klinger and colleagues highlighted the potential for stigmatisation or discrimina-
tion resulting from public health surveillance (in particular in relation to published
surveillance data); the potential for stigmatisation may be considered from a theo-
retical perspective, but empirical data and literature (such as considering particular
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diseases or settings) should be taken into account in order to develop normative
responses [31].

Emerging evidence from studies on the range of economic impacts of COVID-19
indicates that those in already at-risk groupsmay fareworse than others, exacerbating
existing social structural inequalities (e.g. [13, 14, 22, 34]. Galasso et al. [17] found
that in Italy, one of the developed countries hit hard by COVID-19, those with low
levels of education were unlikely to have access to working-from-home adjustments,
and that blue collar workers were more likely than white collar workers to work from
their regular place of employment [17]. Some people find themselves unable to refuse
work in order to prioritise their own and their family’s health because to do so would
meanfinancial destitution [33].A study fromAustralia found that themental health of
non-health essential workers (e.g. supermarket employees) fared significantly worse
than both health essential workers and the general population [44]. They note the
importance of paying attention to this ‘crucial, but clearly overlooked and vulnerable,
group’, who also experience poorer job security, less sleep and worse satisfaction in
terms of ‘specific life domains’ including their finances [44].

Studies on low-income workers and their capacity to access sick leave is also
relevant to the current study. Swanberg et al. [48] found that the main reason women
receiving treatment for breast cancer continued to work their low-income jobs was
that they felt they had no financial alternative [48]. Weigt and Solomon [53] found
that class partially offset the difficulty faced predominantly by women who were
primary carers when negotiating flexible work arrangements, including sick leave,
stressing the intersectionality of workplace agency [53].

In this context, the introduction of wearable technology that indicates whether
someone is themselves exhibiting physical symptoms that may preclude them from
on-site work or service access, may impact differently on already vulnerable portions
of society. For example, essential workers who are also low paid may feel less able to
stay at home when feeling unwell than those with secure employment and adequate
sick leave protections. In other words, they may feel as if they must go to work even
when they are unwell in order to meet their financial obligations.

In the event that workplaces mandate the wearing of clothing that indicates a
temperature gauge, or some other sign of ill health, precarious workers who are
not feeling in perfect health may be precluded from their jobs on the basis of the
technology. While this may in fact protect other workers, particularly in contexts
where inadequate personal protective equipment (PPE) is available, the financial and
mental health implications for low-income workers requires consideration. This is
particularly so when considering that these workers tend to be more vulnerable in
a variety of intersecting ways, relating to gender, race, disability, and education.
These considerations highlight the impact of the implementation of technological
solutions on society, particularly during contracted development as is happening
during this pandemic. Understanding the implications of a healthcare solution prior
to its introduction is key to mitigating against any problems affecting social equity.
An interdisciplinary team is needed to ensure an appropriate range of perspectives
are integrated into development and implementation.
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5 Interdisciplinarity

“We have dismembered reality into a number of disciplines and specialities that,
while they may study particular places and cultures, are themselves distinct cultures
unto themselves, disconnected from any specific location. The world is, instead,
organised spatially, with the knowledge of disciplines all existing in every place,
which suggests that in a digitally nomadic future, wewould be better servedmapping
our knowledge virtually and spatially in particular places rather than sorting it into
disciplinary classifications” [32].

Incorporating effective and responsible responses to the types of issues raised
over the last year has been challenging for researchers, not least because of the
siloed nature of tertiary institutions and research facilities where health technolo-
gies are often developed [51]. Work that is called ‘interdisciplinary’ is sometimes
comprised of stacking otherwise independent blocks of knowledge next to each other
around a shared topic or problem [51].While we acknowledge the extensive research
that has been done in relation to interdisciplinarity [23], particularly in relation to
education [7, 54, 58], in the following section we consider the interdisciplinarity of
this project from the germinal moment, which was located firmly ‘in’ engineering.
We consider our interdisciplinary team a ‘work in progress’, as a genuine integra-
tion of disciplinary knowledge has to be built over time, from the development of a
shared understanding of different disciplinary perspectives, to a shared language. In
particular, differences in understanding of the meaning, teaching and application of
ethics across engineering and the humanities were found that need to be addressed.

5.1 Broadening Engineering Ethics

In 2008, research byColby andSullivanwhich found thatwhilst ethics, beyondpurely
professional ethics, were viewed by engineering departments as core to practice,
there was little evidence of it being explicitly integrated into the curriculum [10].
They concluded that case studies were the predominant tool used in individualistic
education and that “the broad public purposes and implications of engineering receive
relatively little attention in engineering education, aside from the important issues
of public safety and environmental sustainability” ([10], p.330).

A few years later, Conlan and Zandvoort [11] called for a broadening of ethics
teaching in engineering, “There is a widespread approach to the teaching of ethics to
engineering students inwhich the exclusive focus is on engineers as individual agents
and the broader context in which they do their work is ignored” [11]. They argued
that engineering graduates were less likely than other graduates to believe they could
enact change in society and as a result had a low level of commitment to social action.
Conlan and Zandvoort [11] suggested that “in developing educational effort to foster
ethical development, it is helpful to think about the goals in broader terms.” By
2018, Hess and Fore found that “Promoting the ethical formulation of engineering
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students through the cultivation of their discipline-specific knowledge, sensitivity,
imagination and reasoning skills has become a goal for many engineering education
programs throughout the United States.” They highlighted six pedagogical strategies
for engineering education, involving “…teaching students about professional codes
of ethics, humanist readings, reading/discussions on ethical theory, ethical heuristics
or decision-making tools, case studies, and service learning” [20], that indicate a
maturing of the disciplinary response to the development of technology for society.
Mitcham and Englehardt [37] argued for a less isolationist approach, advocating
cross-disciplinary collaboration to foster a greater understanding of ethics and the
contribution of engineering to humanwelfare: “Our emphasis is on the need to change
the contextwithinwhich engineerswork so that it enables rather than constrains social
responsibility” [37].

In professional practice, engineers rarely work alongside sociologists, anthropol-
ogists and bioethicists, but arguably they should. Based on his work on addressing
complex problems, Harford [19] stressed the importance of cognitive diversity in
teams and renewing that cognitive diversity over time as people become used to each
other [19]. He pointed out the tendency of people to spend time with people who
look and sound similar: “Instead we need to find people or places or situations where
we won’t be able to avoid new kinds of interactions” [19]. This would benefit society
not only because engineering applications would be informed by a broader under-
standing of their implications also because the social sciences would be informed by
the realities of engineering capabilities, both the restrictions and opportunities. By
working together in more genuinely integrated practice, from earlier on in a project,
different questions could be asked, and potentially different conclusions reached by
the team. This is more critical now than at any time in history as the human ability to
enact technological changemoves beyond the comprehension capabilities of the indi-
vidual. In the book Think again: the power of knowing what you don’t know, Grant
([18], 25) urges: “Thinking like a scientist involves more than just reacting with an
open mind. It means being actively open minded. It requires searching for reasons
why we might be wrong—not for reasons why we must be right—and revising our
views on what we learn” [18]. While this seems sound advice, it is easier said than
done.

6 Conclusion

In a ‘COVID normal’ future, with viral threats active in the environment, engineers
could develop technologies to allow individuals to detect significantly high tempera-
tures in others, and to signal their own temperature. Yet the formof these technologies
and the social and ethical implications need to be considered in order to ensure that
potential protections do not perversely undermine social coherence, individual rights,
and the defence of the potentially vulnerable in society.

The practical subject of this pilot is applications of technologies that enable
the detection of body temperature in a public or private (i.e., business) setting and
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the development of recommendations on forming teams for this type of pandemic
response. The intent behind using such applications has been to identify whether a
person may or may not be infectious with COVID-19. Technologically, this is rela-
tively straight forward, but both ethically and sociologically, it is more complex.
While by no means conclusive, body temperature was quickly introduced as a
screening measure in 2020 at airports and in shopping centres, medical practices etc.
Entry to otherwise public venues became conditional on a ‘normal’ level temperature
check. These were conducted using hand-held devices directed at the forehead of
the individual and manned by essentially untrained staff members across a myriad
of business operations and public buildings. However, there are always implications
for society and the individual in the development of healthcare technology solutions.
In the current pandemic the rush to provide technological solutions to the crisis
needs need to be tempered by research by integrated research across many disci-
plines science and the humanities. While the tensions involved in this approach are
not new, the case studies available during this time are. By studying these examples
from a deliberately interdisciplinary standpoint, society could be better prepared for
future pandemics—and other crisis situations where these is a risk that technological
determinism could create unexpected consequences for society if not well thought
through. Lessons from this pandemic will form the basis for responses to the next
one. It is imperative to critically question whether we have enough effective collabo-
ration across the research domains of science and society. It is key that collaborations
across the two spheres are not swept away with the need for the rapid response and
deployment of technological ‘solutions’ that may unwittingly embed and exacerbate
long-term social issues. In building future preparedness, it would benefit society if
the social and ethical implications of technological innovation were understood and
counted in real time as part of a transition research approach, rather than studied
historically once unexpected consequences emerge.

Technological innovation detached from social, philosophical and ethical socio-
logical perspectives is a problematic practice both from the point of view of devel-
opment informed by context, and from a creativity point of view, as design in
context provides opportunities for innovative thinking that are inspired by designing
at a particular point in time. In discussing this specific example at this time, this
chapter makes a contribution to knowledge about provides an unusual view in ques-
tioning how to model practice that combines technological innovation strategies
while considering social implications and social science perspectives and sociolog-
ical innovation strategies in that it is informed in real time by rapidly unfolding world
developments. Essentially the discussion adds another chapter to the technological
question, if it is possible to do, who makes decisions on whether it should be done
and it part of the ongoing dialogue on doing the importance of investing in doing the
right thing (for society), before focussing on doing it right (technologically).

The evolution of healthcare technology has undergone radical acceleration and
redirection over the last year in response to the COVID-19 pandemic. The pace of
technological and social change is unlikely to dimmish over the next few years as
digital convergence drives exponential growth and COVID-19 beaks the shackles
of conventional thinking. Yet for engineers, healthcare providers and sociologists to
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actually exploit emerging technological capabilities for the benefit of society, there
needs to be an equally radical revision of thinking in the way disciplinary exper-
tise is combined. Conventional, linear collaborative practices need to be replaced
with genuinely integrated science and humanities. This will not happen without a
concerted approach to inculcating new ways of thinking, new ways of working.
Cognitive flexibility, respect for different realms of expertise and new ways of
working need to be established, and quickly.
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EMD and Horizontal Visibility Graph
Based Disease Tagging for Covid-Positive
Chest Radiographs

Niranjan Chavan , Priya Ranjan , Kumar Dron Shrivastav ,
and Rajiv Janardhanan

Abstract This work describes preliminary steps in the ongoing implementation of
horizontal visibility graphs (HVG) and related Hamming-Ipsen-Mikhailov (HIM)
network similarity (distance) metric to provide automatic disease tag for normal
and COVID-positive chest radiographs. A detailed exploration in transformation of
a normal or COVID positive chest radiograph to a horizontal visibility graph and
its network/graph-theoretic analysis and visualization in R computational environ-
ment is presented. Further, HIM network similarity metric is illustrated and its usage
in generating automatic disease tag based on test radiograph’s HIM-distance from
healthy and COVID positive representative radiographs is presented. Finally, statisti-
cally success rate of 60% is observed despite of low quality andmismatched (Normal
and COVID positive radiographs are not from same patients) using HVG–HIM and
30% using EMD, which augurs well for the development of this system as a quick
disease tag device. Difference in drastic performance is owing to serious computa-
tional investment in HVG–HIM. A webservice based portal for automated diseases
tagging of chest radiograph is proposed, built and illustrated to take basic clinical
services to the poorest of the poor in the LMICs and in African countries. It can
be used by primary health care centers (PHCs) for a first aid scan and then patient
can be referred to specialists. On a macro scale where patients overwhelm medical
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facilities due to astronomical numbers involved, this kind of system can relieve the
suffering of humanity to some extent. We also reflect on our programmatic and static
computational approach as compared to nonlinear dynamical and often unstable,
energy-hogging deep learning.

Keywords COVID-29 · Earth Mover’s Distance (EMD) · Horizontal visibility
graphs (HVG) · Chest radio-graphs

1 Introduction

As the healthcare systems across the world grapple with the grim realities of changed
landscape of disease burden in the post-covid era, it is becoming imperative to develop
fruganomic healthcare technologies capable of gathering evidence from the commu-
nity to augment the hospital based registries in providing reasonably accurate esti-
mates of the disease burden which will definitely help the health policy administra-
tors to get a unequivocal narrative in a nuanced manner to develop niche specific
disease surveillance and forecasting systems. This will indeed help the Healthcare
administrators to develop and deploy novel, affordable and more importantly acces-
sible instruments such as policies and programmes aimed at evaluating the health
status of the community at large particularly in resource limited healthcare systems
prevalent in low-and lower-middle-income countries (LLMICs) such as the Indian
sub-continent. India endowed with unique geological relief structures and divergent
genetic base provides a unique landscape of disease burden necessitating the need
to develop tools capable of being ported into mobile platforms (iOS/HTC/Android),
sincemobiles have a good penetration in the ruralmilieus of the Indian sub-continent.
This is further compounded by the fact that Non-communicable Diseases (NCDs)
disproportionately affect people living LLMICs [1–3], accounting for three quar-
ters of the mortalities within LLMICs [4]. The relationship among NCDs, poverty,
social and economic development [5], is likely to pose a major challenge to devel-
opment as well as attainment of Sustainable Development Goals (SDGs) by 2030
[6, 7]. The marginalized sections of the society in LLMICs are vulnerable to NCDs
for many reasons, including socio-economic constraints, psychosocial stress, higher
levels of risk behavior, unhealthy living conditions, limited access to high-quality
health care along with reduced opportunity to prevent complications. The prevalence
of unhealthy risk behaviors such as consumption of tobacco and alcohol products
along with sedentary lifestyle will make these population vulnerable to the ravages
of “NCD Epidemic” which has been hitherto underacknowledged and unaddressed
until the advent of COVID pandemic. The fact that India is projected to experience
more deaths from NCDs than any other country over the next decade, primarily
due to the size of the population and worsening risk factor profile will significantly
impact economic growth. The deeply entrenched social and economic disparities,
with lack of affordable and accessible healthcare presents a pre-emptive scenario for
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the emergence of several epidemics/ pandemics such as COVID-19 with devastating
consequences.

In the last two decades, the translation of the fundamental concepts of precision
medicine at a community level to understand the patterns and processes associated
with the landscape of disease burden in the LLMICs having fractious and fraction-
ated health-care ecosystems such as the Indian sub-continent necessitates the need
to develop novel, cutting edge, and disruptive fruganomic community empowering
solutions aimed alleviating the healthcare disparities. In the last two decades India
haswitnessed an epidemiological transition from communicable diseases toNCDs in
the last two decades with cardiovascular diseases and Cancer accounting for a signif-
icant proportion of morbidities and mortalities, the un-finished agenda of communi-
cable diseases has led to emergence of recent pandemics such as COVID-19 [8–10].
Although the World Health Organization (WHO) has recognized the outbreak of
COVID-19 in January 2020 and declared it as a pandemic in March 2020, the statu-
tory impact on the economy of all the countries including India has clearly affected
the health outcomes of the populace belonging to the weaker socio-economic strata.

COVID-19 associated co-morbidity was observed in patients who had underlying
risk factors of hypertension, diabetes, and chronic respiratory problems. Chronic
respiratory problems account for 8% of the mortalities and India has 18% of the
global population with an ever-increasing burden of chronic respiratory diseases
including chronic obstructive pulmonary disease (COPD), asthma, pneumoconiosis,
interstitial lung diseases, and pulmonary sarcoidosis [11–13]. Environmental factors
such as air pollution, water pollution, and soil pollution to name a few are known
to significantly contribute to premature mortality and disease burden globally, with
the highest impact in low-income and middle-income countries such as the Indian
subcontinent endowed with resource limited healthcare systems [14, 15].

Recent evidences suggest that use of multi-modal multi sensor fusion technolo-
gies along with big data enabled platform, would significantly contribute towards
the strengthening resource-deprived healthcare systems prevalent in the Indian sub-
continent. The technology (artificial intelligence AI) enabled transition of precision
medicine to precision public health must be integrated into the existing framework of
healthcare systems with a view administer the provision of affordable and accessible
healthcare solutions intrinsic to the niche specific needs of LLMICs. The integration
of the disruptive and cutting-edge healthcare solutions within the framework of the
existing healthcare systems will significantly improve the health outcomes of the
community at large.

A major drawback of the existing interpretation algorithms based on Artificial
Neural Networks (ANN) is its black-box nature, which coupled with increased
computational complexity leads to increased carbon foot-printing and thereby global
warming [16, 17] but solutions are also emerging [18]. Apart from this, the process
of obtaining a result is also difficult to understand as to why and how it arrived
at the answer [19–21]. Further, the nonlinear dynamical behavior of deep neural
networks is prone to chaotic nature and fundamental underlying unpredictability
[22–24]. On the other hand, static and predictable algorithms like, Earth Movers
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Distance (EMDs) and Visibility Graph perform image match by computing percep-
tual similarity and provide more meaningful and interpretable solutions to matching
problems. Taken together, ANNs have a long and very well researched history of
inherent instability and its auto-mated decisions can’t be entrusted to make decisions
critical to the survival of a patient afflicted with a severe case of a COVID-19 lung
ailment [25–28].

Chest radiographs are still most common modality for diagnosing lung disease
conditions and the development of tools and applications that can seamlessly eval-
uate lung health of LMICs such as India will significantly augment healthcare
outcomes. Additionally, the lack of well-structured databases for referencing and
analysis hinders the progression of research from aiding and optimizing processes
and clinical decision making with the help of Artificial Intelligence (AI) [29, 30].

India endowed with diverse genetic base and socio-cultural norms, presents a
unique landscape of disease burden necessitating the need for niche specific databases
for enhancing the accuracy ofAI-enabled tools. The socioeconomic impact and bene-
fits of AI based automation of Chest Radiograph analysis for LMICs like India will
significantly improve the clinical outcomes of patients afflicted with lung diseases
and outweigh the challenges leading to its integration to the existing framework of
the healthcare system [31, 23]. The potential application of AI-enabled platforms
would provide a valuable, precision public health tool for better management of lung
disease epidemic by improving the clinical outcomes thereby alleviating a significant
burden on the national health spend.

The fundamental impact of integrating smart clinical devices, IoT, and Industry 4.0
with clinical software and closed-loop resource allocation is the ability to rapidly de-
ploymedical infrastructure in challenging places during natural calamities like flood,
earthquake, drought, Tsunamis etc., while drastically reducing costs and reacting to
demands in patients’ preferences, pharma industry changes, the supply chain, and
technology upgrades.

Broadly, this work makes following contributions in moving towards clinical
dis-ease tagging as a webservice:

– This work describes a natural approach for automated Covid positive chest radio-
graph tagging using computational ideas like perceptual similarity, EarthMover’s
Distance (EMD) and converting the chest radiographs into a network/graph using
horizontal visibility graph procedure and then computing similarity scores byHIM
network distance metric. From all perspectives, it is a first work of its kind whose
time has arrived due to Covid clinical and hence socio-economic emergency.

– This disease tagging is being presented as an app on any mobile platform of
choice where all user/patient/doctor/medical professional must do is to upload
their Covid chest radiograph and systemwill generate disease tag. This is possible
due to advent of affordable smartphone technology and its accessibility across
socio-economic spectrums.

– Same algorithmic ideas with intense computational engine are interfaced as web
service, where disease tagging can be done in large batches since one of the major
issues in Covid waves, large numbers of people getting infected in a very short
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time span. These is a clear need for such a system which can cope up with this
kind of Covid-infection load in an agile fashion.

Rest of this chapter is organized as follows: Sect. 2 discusses related work in the
context of HVG. Section 3 describes clinical and public health motivations behind
deploying this technology. Section 4 presents basic mathematical definition of EMD.
Section 5 describes HVG, HIM and related results. Section 6 illustrates different
levels of processing in HVG for Covid positive chest radiographs. Section 7 reports
on computational results from HVG–HIM implementation on chest radiographs for
disease tagging. Section 8 demonstrates our basic implementations as a webser-
vice for remote accessibilities in LMICs. Finally, Sect. 9 collects our insights and
experiences in conclusion and suggests future directions for development.

2 Related Work

Motivation behind visibility graph generation was to develop simple and fast compu-
tational methods, which transform a time series into a network or a graph. This
resulting visibility graph in turn inherits multiple features of the original timeseries
in its spatial organization. For example, periodic timeseries transform into regular
graphs, and random timeseries manifest themselves random graphs [32, 33]. Along
these lines, horizontal visibility algorithm, a geometrically more intuitive and analyt-
ically tractable version of visibility graph algorithm, focusing on the transformation
of timeseries into graphs [34], has been proposed. It turns out that, exact results
on the topological properties of these horizontal visibility graphs, like, the degree
distribution, the clustering coefficient, and the mean path length, can be obtained.
The horizontal visibility algorithm can also be used as an intuitive method to discern
between any two different timeseries. It is precisely this capability we leverage here
to automatically categorize normal and Covid positive chest radiographs. HVG along
with features like mean node degree and degree distribution has been used to cate-
gorize the sleep stages based on graph domain properties from a single-channel
electroencephalogram (EEG) signal [17, 35].

Visibility graph methods have been found effective in describing the fractal prop-
erties ofGeophysical time series [36]. The understanding of various graph-theoretical
metrics pertaining to visibility graphs, their interdependent nature, and their sensi-
tivity with respect to missing values and randomness are explored. Visibility graph
algorithms have been applied to fMRI time series to simultaneously compute and
process relevant dimensions of both local and global dynamics in a natural fashion,
and to explore a transformation between time series and network theory in the context
of network neuroscience [37]. It has been illustrated that the network architecture of
the image visibility graphs represents important information on the organization of
the image from which they are derived and potentially they can make good image
filters [38]. Using HVG, a general class of predictors, which can be deployed to
augment existing properties used in heart rate variability (HRV) analysis, and which
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show high predictive power for multiple cardiovascular diseases, have been defined
and validated [39]. Normalized weight vertical visibility algorithm (NWVVA) has
been proposed to extract EMG-based features for myopathy and ALS detection [40].
In this algorithm, sampling points or nodes based on sampling theory are derived,
and features are computed based on interrelations among the vertical visibility nodes
with their amplitude differences as weights. The similarity graph algorithm are used
to analyze the time series of motor activity, extracted from actigraph registrations
over 12 days in depressed and schizophrenic patients. These were mapped into a
graph and then techniques from graph theory were applied to describe these time
series, searching for variations in complexity [41].

Visibility graph methods were deployed to analyze ECoG signals in rats [42].
Subsequently, typical metrics in network science (graph properties) were applied to
compute network properties of topological structure of these graphs derived from
ECoG signals. A family of Feigenbaumgraphs, which are horizontal visibility graphs
(HVGs) generated from the trajectories of one-parameter unimodal maps undergoing
a period-doubling route to chaos (Feigenbaum scenario), have been analyzed [43]. It
has been found that while the maximum eigenvalue of HVG can easily discern chaos
from a white noise process, it is not a good metric to quantify the chaoticity of the
process, and that the eigenvalue density is perhaps a better indicator for the same.

3 Motivation for Building This Tool and Methodology

This work is motivated by following two objectives.

1. Development andvalidationof an IntelligentDecisionSupport System for segre-
gating Chest Radiographs to detect COVID-19 associated lung diseases in both
tertiary care settings and extended community along with tracking of patients
through low end mobile health applications [44–46].

2. Integration and validation ofmulti-modal tool in clinical practice involving auto-
mated processing of anonymized chest radiographs along with conventional
molecular biomarkers [47, 48] of tissue hypoxia in both angiogenic and fibrotic
phases of the lung disease progression forming the rationale of effective triage
methods for prioritizing the most urgent conditions to wait listed ones.

The race and sex-specific variations in the levels of conventional biomarkers such
asAngiogenesis/Fibrosis indeed necessitate the validation and confirmation by a non-
invasive AI-enabled modality, which can seamlessly crunch a large amount of data
in an affordable and accessible manner. Our fruganomic data intensive AI-enabled
tool will not only facilitate the same by incorporating the clinical-epidemiological
features of the subjects evaluated at tertiary care centers and the extended community
but also upon integration with the digital signals from surrogate molecular markers
will result in the creation of amulti-modalmulti fusion sensor technology [27, 29, 30]
which will aim at not only resolving the dogma of missed and misdiagnosis of Lung
diseases such as Tuberculosis or Pneumonia at tertiary care centers and extended
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community but also individualize the risk assessment of patients with suspected
myocardial infarction or to categorize patients into low- or high-risk groups.

In Recent years, various computer-based tools have been developed which can
be reliably used for computational disease tagging purposes. Healthcare Profes-
sionals with the help of such tools can accurately and computationally tag different
disease conditions within a short time with a view to significantly improve the health
outcomes of the community at large [49–57].

In the past people have prospected the use of deep learning models with limited
efficiency to diagnose lung diseaseswhich useX-ray images as amodality to evaluate
lung health as well as predict the onset of diseases such as Covid-19 in the patients
[31]. In this paper, we have explored the possibility to predict the lung ailment by
applying Earth mover’s Distance algorithm [58, 59] as our ongoing work along with
VisibilityGraph to theX-Ray images of the patients. EMDmimics the human percep-
tion of texture similarity whilst Horizontal visibility graph (HVG) and Hamming-
Ipsen-Mikhailov (HIM) distance-based similarity approach forms a corner stone
for automatically distinguishing clinical multimedia in an automated fashion. This
stable and programmatic algorithmic capability can be leveraged to provide auto-
mated disease tagging where highly trained medical professional services are either
too scarce or unaffordable. These observations when coupled together form the ratio-
nale for scalable automated clinical disease tagging for community-oriented health
intervention.

3.1 Earthmover’s Distance (EMD)

Earthmover’s Distance (EMD) is a method to calculate the disparity between two
multi-dimensional distribution in some space where a distance magnitude between
single ones (ground distance) is given. Suppose the two distributions are there, one
can be considered as the area with the mass of earth, and the other as a collection
of holes in that same area. Then, the EMD is the measure of the least amount of
work required to fill the holes with earth. Here the unit of work is the force needed in
transporting unit earth by a unit of ground distance. So, it can also be defined as the
minimum cost that must be provided to convert one histogram into other. Measuring
of EMD is based on a solution of transportation problem [16]. For finding mathe-
matical representation, firstly we formalized it as the following linear programming
problem:

Let X be the first signature with n clusters, xi is the cluster representative, and wxi
is the weight of cluster.

Let Y be the second signature with m clusters, yi is the cluster representative, and
wyi is the weight of cluster.

Let D be the ground distance matrix, di j is the ground distance between clusters xi
and y j.
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Let F be the flow matrix and fi j is the between xi and y j.
Then,

X = {(x1, wx1), (x2, wx2), (x3, wx3), ...(xn, wxn)}

Y = {(y1, wy1
)
,
(
y2, wy2

)
,
(
y3, wy3

)
, ...

(
ym, wym

)}

D = [
di j

]

F = [
fi j

]

Now, the WORK (X, Y, F) = ∑n
i=1

∑m
i=1 fi j di j Subject to constraints: (i) fi j ≥ 0,

where 0 ≤ i ≤ n, 0 ≤ j ≤ m; (ii)
∑m

j=1 fi j ≤ wxi , where 0 ≤ i ≤ n; (iii)∑m
j=1 fi j ≤ wy j , where 0 ≤ j ≤ m; (iv)

∑n
i=1

∑m
i=1 fi j = min

∑n
i=1wxi .

∑m
j=1wyi

The constraint (i) enables mass moving fromX to Y. (ii) and (iii) restricts the amount
of mass that can be sent by the clusters in X to their weights and the clusters in Y
to receive no more mass than their weights. (iv) One forces to move the maximum
amount of mass possible. It is also known as the total flow. Once we solve the
transportation problem, we will get the optimal flow F. Now the Earth Mover’s
Distance is defined as the work normalised by the total flow:

EMD(X,Y ) =
n∑

i=1

m∑

j=1

fi j di j ÷
n∑

i=1

m∑

j=1

fi j

3.2 Horizontal Visibility Graph (HVG) and Its Application
for X-ray Chest Radiograph Processing in R

The notion of visibility says that if two data points in a time series are in the line of
sight without being obstructed by any other data points then they are visibible and
hence they are connected in a visibility graph. This tranformation by visibility gives
rise to the mapping of a timeseries into a network as per given specific geometric
condition which is outlined below. Any two given data points (t1, i1) and (t2, i2)
from timeseries obtained from covid or normal X-ray image matrix time series will
be said to be visible and hence connected in the ensuing graph if for any other data
point (t3, i3), for all t1 < t3 < t2 satisfies.

i3 < i1 + (i2 − i1)

tc − t1
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t2 − t1

What it essentially means that all values yi for all t1 < ti < t2 should stay below
the line drawn between i1 and i2. Limiting this notion of visibility to only horizontal
direction, one can intuitively understand the notion of horizontal visibility where two
data points are horizontally visible if one can draw a horizontal line between them or
establish a line of sightwhile all other values between these twodata points are staying
below this line: ii, il > ik for all k such that j < k < l [33]. Clearly, as in the visibility
case, horizontal visibility algorithm maps a sequence of data points/timeseries to a
horizontal visibility graph (HVG). Once, HVG representation is obtained, massive
analytic capabilities of network analysis and tools of network science and graph
theory can be deployed to analyze the original sequence of datapoints combinatori-
cally, resulting in hitherto unknown criteria for data sequence characterization.While
there are large number of visibility graph applications in multiple multidisciplinary
areas, this work leverages this method for classifying and distinguishing patients
with a certain pathology from healthy controls, by using the network attributes of
HVGs as feature-vectors for automatic disease-tagging. In particular, an analysis of
automation classification of healthy and corona-positive patients is presented with
digital lung-Xray modality [34].

3.2.1 Hamming-Ipsen-Mikhailov (HIM) and Network Similarity
Metric

Hamming distance is a simple metric which computes the number of slots where
two strings of equal length differ [60]. Alternatively, it counts the number of edits
or substitutions required to transform one representation into the other. Generally
speaking, its edit distance between two strings and can be deployed as a localmetric to
compute two networks’ similarity indices. Ipsen-Mikhailov distance was pioneered
by Ipsen [61] for graph reconstruction problems. Jurman et.al. [62] expanded its
usage to “graph-comparison” methods.

The Ipsen-Mikhailov (IM) distance is a spectralmeasurewhichmodels a topology
of N molecules connected by flexible springs. These network topologies are orga-
nized by the underlying adjacency matrix. The global (spectral) metric IM is the
Ipsen-Mikhailov distance pertaining to the square-root of the squared difference of
the Laplacian spectrum for each graph. The Ipsen-Mikhailov distance outlines the
difference between two graphs by comparing their respective spectral densities and
not by the raw eigenvalues themselves.

To take the advantage of local nature of Hamming and global nature of IM, the
Hamming-Ipsen-Mikhailov distance is proposed. It is is a weighted combination
of the Ipsen-Mikhailov (IM) and the normalized Hamming (H). The Hamming-
Ipsen Mikhailov (HIM) distance is an Euclidean metric on the space created by the
Cartesian product of the metric space associated with H and IM. The contributions
of global and local information is governed by a combination factor ξ used in the
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formula.When ξ is one, local and global information are in balance;when ξ is tending
to 0, it becomes (local) Hamming distance; and when it goes to ∞ it resembles the
(global) Ipsen Mikhailov distance.

dH IM = 1√
1 + ξ

√
ξ I M2 + H 2

Like mentioned earlier, this distance benefits from the strengths of both the
Hamming and the Ipsen-Mikhailov distances by leveraging local and global informa-
tion. Further, since it combines two distances with a non-negative weight, it defines
a proper network distance between graphs. The parameter ξ gives the control to the
metric by letting the user favor one type of information over the other. However,
empirically, it is well observed that this distance is computationally expensive, and
thus costly to apply to the analysis of massive graphs and large datasets. For our
purposes here, HIM distance is used to compare two horizontal visibility graphs
(HVG) which are generated either from normal or covid positive x-ray radiographs.
The ensuing network similarity helps us decide the appropriate disease tag as will
be demonstrated in the computational results.

4 Dataset

Primary source of normal and Covid-positive chest radiographs have been sourced
from Rajiv Gandhi Cancer Institute and Research Centre [63] where representative
normal and unhealthy ECGs, were compared Diseasetagging with Visibility Graph
and EMD based analysis of training data.

With the given 100 test ECGs. Similar process has been followed for Covid-
positive disease tagging using EMD with 30% success rate. Following similar
reasoning, if test chest radiograph is closer to normal radiograph i.e. its VG-HIM
distance is smaller to normal one, then it is tagged as a normal chest radiograph and
if it resembles Covid positive chest radiograph, i.e. its VG-HIM distance is small
with respect to representative Covid positive chest radiograph, then it is tagged as
a Covid positive chest radiograph as shown in Table 3 next. A success rate of 60%
for HVG–HIM based disease tagging has been reported. The full process has been
shown as a flowchart in Fig. 13.We compute that our success rate is 60 out of hundred
or 60% which calls for multimodality and that is where biomarkers [47, 48] walk in
as a natural basis of Covid positive classification to further enhance the automated
tagging of Covid positive chest radiographs with enhanced confidence.



EMD and Horizontal Visibility Graph Based Disease … 283

4.1 Transformation of a Chest Radiograph to a Horizontal
Visibility Graph: Different Stage of Processing

To illustrate the complete process from starting with a chest radiograph to gener-
ating its horizontal visibility graph to get it ready for HIM distance computation is
accomplished in multiple different computational processing stages. We are going
to illustrate it using COVID positive training image, COVID Train7.jpeg as shown
in Fig. 1. We can notice that compared with a normal chest radiograph it has more
white cloud like structures which possibly might be due to Covid positive nature
of the radiograph. To process it, chest radiograph is converted to a down sampled
numerical matrix in R computational environment. In our case we have downsized
it to 8 × 8 to present it in all clarity and show the relevance of different processing
algorithms and visualization. This transformed Covid positive chest radiograph as a
8 × 8 matrix is displayed in Fig. 2 and different color intensities show different grey
levels in original covid positive chest radiograph.

Fig. 1 Chest X-Ray

Fig. 2 Matrix Representation
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Fig. 3 Matrix to vector conversion of COVID positive training image, COVID_Train7 and
corresponding plot of values

In next stage of transformation this 8 × 8 matrix is stacked as a vector of size 64
and is plotted as a time series in Fig. 3. Now stage is set for the transformation of this
timeseries to a horizontal visibility graph. Once horizontal visibility graph algorithm
processes this timeseries, a network is generated whose adjacency plot is shown in
Fig. 4. Its largely sparse graph with few connectivity here and there as displayed
by yellow-colored cells. Real network shape and connectivity patterns of horizontal
visibility graph is demonstrated in Fig. 5. It can be visualized in multiple ways in
R environment and exposes larger number of features and properties of horizontal
visibility graphs resulting from chest radiographs.

Fig. 4 Adjacency matrix plot of horizontal visibility graph generated from COVID positive
training image, COVID_Train7.jpeg. Only yellow cells are one indicating connectivity and rest
are disconnected
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Fig. 5 Network plot of horizontal visibility graph generated from COVID positive training image,
COVID_Train7

Before we move to next Fig. 6, we need to recollect the definition of
heatmap. A heatmap is a two-dimensional grid kind of visual representation of
data/information/signal in a colorful fashion. Heatmaps can aide the viewer in trying
to make sense of a complex spatial distribution of information. What Fig. 6 shows
is connectivity activity on a two-dimensional grid to communicate in a user-friendly
fashion. Figure 7 provides another view of same horizontal visibility graph obtained
from Covid positive image and Fig. 8 shows the same diagram with node size being
proportional to 5th power of the degree of the node, i.e. highly connected nodes
or hubs are depicted with larger circles as compared to sparsely connected nodes.
Figures 9 and 10 show the degree distribution and cumulative degree.

A histogram type horizontal visibility graph is demonstrated in Fig. 11 obtained
from Covid positive chest radiograph data. Its curvy form is demonstrated in Fig. 12.
Both demonstrate interesting connectivity patterns. At this stage Covid positive chest
radiograph’s HVG is ready to be used by HIM-distance metric to compute similairty
among different HVGs generated from normal and Covid positive chest radiographs.
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Fig. 6 Heatmap of horizontal visibility graph generated from COVID positive training image,
COVID_Train7

4.2 Computational Infrastructure Deployed

Matlab has been used for performing geometrical part of the work. EMD aspect
of this work has been performed in R software (Rstudio Version 1.3.1093 ©2009–
2020RStudio, PBC”ApricotNasturtium” (aee44535, 2020-09-17) forUbuntuBionic
Mozilla/5.0 (X11; Linux x86i 64) AppleWebKit/537.36 (KHTML, like Gecko)
QtWebEngine/5.12.8Chrome/69.0.3497.128Safari/537.36) on aHPProbook laptop.

Laptop’s operating system and other basic information from comand uname -a is
given below:

Linux Krishna 5.4.0–48-generic #52-Ubuntu SMP Thu Sep 10 10:58:49 UTC 2020

× 86 64 × 86i 64 × 86 64 GNU/Linux

Output of hardware atributes of the laptop is as follows:

-memory

description: System memory

physical id: 0
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Fig. 7 Another network viewof horizontal visibility graph generated fromCOVIDpositive training
image, COVID_Train7

size: 8320MiB

-cpu

product: Intel(R) Core(TM) i5-8250U CPU @ 1.60 GHz

vendor: Intel Corp.

physical id: 1

bus info: cpu@0

size: 3304 MHz

capacity: 3400 MHz
Finally, Fig. 13 depicts the flow chart for Covid computational disease tagging

algorithm using Visibility graph and network distance HIM in a sequential fashion.
It summarizes all the computational steps used in different stages of processing at
high level.
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Fig. 8 Network view with node size 5th power of degree for horizontal visibility graph generated
from COVID positive training image, COVID_Train7.jpeg

Fig. 9 Histogram of degree for horizontal visibility graph generated from COVID positive training
chest radiograph, COVID Train7.jpeg. Moderately connected
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Fig. 10 Cumulative degree distribution for horizontal visibility graph generated from COVID
positive training chest radiograph, COVID Train7.jpeg. Moderately connected

Fig. 11 Covid image matrix data

5 Experimental Results

5.1 Computational Experiment

This part describes the result of automated disease tagging using horizontal visibility
graph and HIM based network similarity (distance) computation. Chest radiographs
used here are sourced from Rajiv Gandhi Cancer Institute and Research Centre
[64, 63].
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Fig. 12 Visibility graph generated from COVID positive training chest radiograph, COVID
Train7.jpeg

Data Preprocessing To keep the computation of images and their processing
commensurate to hardware platform capabilities, all the radiographs acquired are
converted into the JPG format. For fast processing and declaration of results in
almost-real-time, radiographs are down sampled to the 32× 32 pixel size irrespective
of their original size.

Radiograph data is grouped into two main groups, training and testing. Training
group has 10 normal and 10 covid positive radiographs. Normal radiographs are
compared amongst each other usingHVG–HIM algorithm and representative normal
radiograph is computed like our previouswork using EMDas shown in Table 1. Same
process is followed for the covid positive radiograph and a covid-positive represen-
tative radiograph is obtained. Out of multiple network distance available, Hamming-
Ipsen Mikhailov (HIM) network distance is used for comparing the visibility graphs
because of its balanced nature as a both global and local network distance or similarity
metric.

Training Using Normal Chest Radiographs As shown in the flowchart in Fig. 13,
we begin with evaluating the normal representative chest radiograph (Normal-Rep)
among normal ensemble of training chest radiographs. This Normal-Rep will be
used to compare the test chest radiograph with, to decide if test chest radiograph
can be tagged normal or Covid-positive. This process of computing Normal-Rep is
by converting all the normal training chest radiographs into visibility graphs and
measuring their computational similarity with HIMmetric. The Table 1 for deciding
Normal-Rep is given below where third normal training chest radiograph has been
designated Normal-Rep for this ensemble of ten normal training chest radiographs
due to its highest similarity (Hence lowest column sum score) with all other normal
training chest radiographs. Its score is indicated in third column and sum row in bold.
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Fig. 13 Flow chart for Covid computational disease tagging algorithm using Visibility graph and
Network Distance HIM
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Training Using Covid Positive Chest Radiographs Following the flowchart in Fig. 1.
We begin with evaluating the Covid Positive representative chest radiograph (Covid-
PositveRep) among Covid positive ensemble of training chest radiographs. This
Covid Positive-Rep will be used to compare the test chest radiograph with, to decide
if test chest radiograph can be tagged normal or Covid-positive. This process of
computing CovidPositiveRep is realized by converting all the Covid Positive training
chest radiographs into visibility graphs and measuring their computational similarity
with HIMmetric. The Table 2 for deciding Covid Positive-Rep is given below where
fourth Covid positive training chest radiograph has been designated Covid Positive-
Rep for this ensemble of ten Covid positive training chest radiographs due to its
highest similarity (Hence lowest column sum score) with all other Covid positive
training chest radiographs. Its score is indicated in fourth column and sum row in
bold.

Final Testing and Automated Disease Tagging for Test Chest Radiographs Using
HVG–HIM In, the follow-up testing phase, both healthy and covid positive repre-
sentative radiographs are compared using HIM distance with pretagged test dataset
of 20 radiographs. This test dataset has both healthy and covid positive radiographs.
The result of automated disease tagging is presented below. Let’s define U as HIM
Distance from Covid Positive representative and H as HIM Distance from Healthy
representative. A simple observation tells us that this algorithm is able to tag the chest
radiographs with overall accuracy of 60%. Healthy radiographs have been tagged
with 60% accuracy and also covid positive radiographs are tagged with 60% accu-
racy. A natural future direction arises where other network distance metrics can be
leveraged over larger datasets (Fig. 12, Table 3).

6 Final Testing and Automated Disease Tagging for Test
Chest Radiographs with EMD

To draw a fair comparison between EMD and HVZ-VG, we run the same computa-
tional with direct perceptual similarity between chest radiographs-based evaluation
and diseases tagging with EMD. To keep the computation of chest radiographs and
their processing commensurate to hardware platform capabilities, all the radiographs
acquired are converted into the JPG format. For fast processing and declaration of
results in almost-real-time, radiographs are down sampled to the 32 × 32-pixel size
irrespective of their original size. This is in consonance with the same computational
experiment carried out HVG–HIM. Results of EMD-based disease tagging is shown
in Table 4 where a meagre 30% accuracy is reported, and correct disease tag rows
are highlighted in bold. This is in sharp contrast with accuracy of 60% achieved with
HVZ–HIM, albeit at a higher computational investment.



294 N. Chavan et al.

Ta
bl
e
2

H
IM

sc
or
e
ta
bl
e
fo
r
co
m
pu
tin

g
H
IM

di
st
an
ce

am
on
g
co
vi
d
po
si
tiv

e
ch
es
tr
ad
io
gr
ap
hs

an
d
lo
ca
tin

g
co
vi
d
po
si
tiv

e-
R
ep

V
1

V
2

V
3

V
4

V
5

V
6

V
7

V
8

V
9

V
10

1
0

0.
00
18
79

0.
00
18
96

0.
00
18
09

0.
00
17
68

0.
00
18
61

0.
00
18
97

0.
00
19
96

0.
00
19
89

0.
00
21
10

2
0.
00
18
79

0
0.
00
18
82

0.
00
16
90

0.
00
18
73

0.
00
18
20

0.
00
17
38

0.
00
17
84

0.
00
18
38

0.
00
18
14

3
0.
00
18
96

0.
00
18
82

0
0.
00
18
25

0.
00
17
55

0.
00
18
37

0.
00
19
48

0.
00
18
65

0.
00
17
38

0.
00
19
81

4
0.
00
18
09

0.
00
16
90

0.
00
18
25

0
0.
00
18
80

0.
00
19
91

0.
00
16
19

0.
00
18
45

0.
00
16
40

0.
00
17
60

5
0.
00
17
68

0.
00
18
73

0.
00
17
55

0.
00
18
80

0
0.
00
17
28

0.
00
20
55

0.
00
21
03

0.
00
19
36

0.
00
20
20

6
0.
00
18
61

0.
00
18
20

0.
00
18
37

0.
00
19
91

0.
00
17
28

0
0.
00
17
73

0.
00
19
03

0.
00
20
42

0.
00
18
73

7
0.
00
18
97

0.
00
17
38

0.
00
19
48

0.
00
16
19

0.
00
20
55

0.
00
17
73

0
0.
00
17
80

0.
00
17
83

0.
00
15
98

8
0.
00
19
96

0.
00
17
84

0.
00
18
65

0.
00
18
45

0.
00
21
03

0.
00
19
03

0.
00
17
80

0
0.
00
17
67

0.
00
18
75

9
0.
00
19
89

0.
00
18
38

0.
00
17
38

0.
00
16
40

0.
00
19
36

0.
00
20
42

0.
00
17
83

0.
00
17
67

0
0.
00
18
81

10
0.
00
21
10

0.
00
18
14

0.
00
19
81

0.
00
17
60

0.
00
20
20

0.
00
18
73

0.
00
15
98

0.
00
18
75
8

0.
00
18
81

0

Su
m

0.
01
72
09

0.
01
63
24

0.
01
67
31

0.
01
60
63

0.
01
71
22

0.
01
68
33

0.
01
61
95

0.
01
69
21

0.
01
66
18

0.
01
69
16



EMD and Horizontal Visibility Graph Based Disease … 295

Table 3 HIM score based disease tagging table for test covid positive and normal chest radiographs
using HVG–HIM

No U H Real Tag VG-HIM Tag

1 0.001738350 0.002092146092198 Covid positive Covid positive

2 0.002082185 0.001840777512553 Covid positive Normal

3 0.001950630 0.00211087540523 Covid positive Covid positive

4 0.001840535 0.001930288747592 Covid positive Covid positive

5 0.002241159 0.001995573933206 Covid positive Normal

6 0.001916763 0.001973678120048 Covid positive Covid positive

7 0.001955399 0.002161508372919 Covid positive Covid positive

8 0.001919654 0.001948495673396 Covid positive Covid positive

9 0.002331740 0.002206820660675 Covid positive Normal

10 0.002041363 0.00186923269593 Covid positive Normal

11 0.001997673 0.001997358118727 Normal Normal

12 0.002224062 0.002132561182092 Normal Normal

13 0.001828268 0.001921438899592 Normal Covid positive

14 0.002111531 0 Normal Normal

15 0.002106018 0.002075943450341 Normal Normal

16 0.001789069 0.002062848422154 Normal Covid positive

17 0.002076307 0.002162210255525 Normal Covid positive

18 0.002154178 0.001964655126736 Normal Normal

19 0.001989834 0.002014787858529 Normal Covid positive

20 0.002301401 0.002209421305833 Normal Normal

7 Reflections on HVG–HIM and EMD Similarity Metrics

This experiment on working with HVG–HIM and EMD has given us certain insights
into the implementation of these algorithms. Earth Movers Distance (EMD) algo-
rithm computes the discrepancy pixel by pixel in the chest radiographs and gives us
the overall average difference between the chest radiographs as a similarity metric.
In the case of horizontal visibility graph (HVZ), each pixel compares itself with all
other pixels of the same chest radiograph and gives a graphical representation. This
graphical representation of one chest radiograph is compared with other chest radio-
graphs’s graphical representation using the network distance metric. For calculating
the difference in these graphs various network distance metrics can be used. Here,
we have used HammingIpsen-Mikhailov (HIM) distance.

From a computational aspect, EMD does far fewer calculations than HVG–HIM
metric does. EMD computes the results within the few seconds for given set of ten
chest radiographs with similar size whereas for the same task HVG–HIM network
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Table 4 EMDscore based disease tagging table for test covid positive and normal chest radiographs

No EMD from NormalRep EMD from
CovidPositive-Rep

Real-Tag EMD-Tag

1 0.50817084312439 0.102157711982727 Normal CovidPositive

2 3.02615809440613 0.244212314486504 Normal CovidPositive

3 0.554616451263428 0.10110604763031 Normal CovidPositive

4 2.75559902191162 1.02294194698334 Normal CovidPositive

5 1.33040499687195 0.4100721180439 Normal CovidPositive

6 0.52178567647934 0.358028054237366 Normal CovidPositive

7 1.14510023593903 4.19615602493286 Normal Normal

8 0.391091376543045 0.514602303504944 Normal Normal

9 1.55246329307556 0.12182080745697 Normal CovidPositive

10 0.939411997795105 0.931683301925659 Normal CovidPositive

11 1.28701484203339 0.468866437673569 CovidPositive CovidPositive

12 1.32051146030426 1.4063401222229 CovidPositive Normal

13 1.10182595252991 3.01665210723877 CovidPositive Normal

14 0.449742645025253 1.7027291059494 ‘ CovidPositive Normal

15 0.765507996082306 1.09815609455109 CovidPositive Normal

16 0.297308087348938 0.422655075788498 CovidPositive Normal

17 ‘0.361823529005051 0.790895044803619 CovidPositive Normal

18 0.480859369039536 0.396273583173752 CovidPositive CovidPositive

19 0.886679291725159 0.466326594352722 CovidPositive CovidPositive

20 1.08181118965149 0.41103208065033 CovidPositive CovidPositive

distance takes several minutes. Clearly, there is a learning that details matter. HVG–
HIM is giving twice the accuracy of 60% compared to EMD which gives the accu-
racy of 30% for the same task. Naturally, HVG–HIM is achieving this performance
because of large computational investment. This leads to an interesting deployment
choice as in, where chances of Covid-positive prevalence is extremely low and high
accuracy is not needed, one can deploy EMD based procedures but for regions
where prevalence is higher and accuracy is of paramount importance, HVZ-HIM
with serious computational infrastructure will be needed.

8 Towards a Web-Service Based Implementation

Covid has emerged as an unprecedented global pandemic with serious impact on
every individual. Provision of immediate and adequate health infrastructure for covid
patients visiting a health service facility or practicing tele consultancy based on
pathological examination of chest radiograph is the need of the hour. After centuries



EMD and Horizontal Visibility Graph Based Disease … 297

of advancements and developments in different health practices like Allopathy,
Ayurved, Homeopathy and other forms of treatment strategies, human efforts against
Covid has been dwarfed. The whole medical community is fighting with all available
resources to tackle the situation and treat the patients. Having said that it is hard to
deny in comparison to covid patients, the number of skilled and trained healthworkers
like doctors, nurses and other health service providers is not sufficient, owing to this
provisioning gap, high mortality and prolonged morbidity is recorded, especially in
LMICs (Low- and Middle-income Countries.)

Today, we are living in a digital world where enormous amount of technology
enabled health services are being practiced all across the world specially in the form
of digital health encompassing—tele consultancy, telemedicine, telehealth, big data
etc. They help in gathering meaningful information, processing it and producing the
report in almost real-time so that the policy makers can formulate evidence-based
health strategies leading to follow-up of patients more effectively.

Keeping this urgent need in mind, we have developed our own web-portal which
is capable of collaborating with all the hospitals and individual medical prac-
tioners/patients through a centralized server. This server is designed in such amanner
that any individual or hospital can access the server after proper validation and store
their relevant information related to patients. Data security and confidentiality has
been maintained by the server strictly. Edit access has been limited to information
owners only on the portal. The purpose of this webservice is to store the informa-
tion, process it and produce the result in form of scientific evidence which can be
significantly utilized by policy makers for better decision making. At the same time,
by accessing the portal, one can get all the relevant and accurate information related
to Covid in form of text, presentation and multimedia (audio/video/images). This
portal will also provide an individual specific service like tele consultancy to register
and forward the unanswered queries directly to the specialist doctors and back to
the query generator (possibly patient or someone curious about a medical condition)
(Figs. 14 and 15).

8.1 Webservice Methodology

The web-based healthcare management system for Covid patients is poised with the
latest front and web-page development language—PhP 7.3.28 and the core tech-
nology used is MVC (Model View Controller). There are different modules in the
website which incorporate API (Application Programming Interface) to interact with
dedicated servers for dedicated processing of HVG and HIM-distance in terms of
image analysis using R (RStudio 3.6.3) and other statistical packages and report
generation with an attractive and effective graphical representation for the avail-
able dataset. MySQL server is used as the backend RDBMS (Relational database
Management System) for data input, process, and output to APIs and individuals for
usage downstream. We have integrated these technologies because they are open-
source and compatible for design, development, and deployment. Further, they are
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Fig. 14 Transiton from research to service provision: A pilot webservice for automated COVID
disease tagging

Fig. 15 Resource for Automated disease tagging with chest radiographs in LMICs and resource
challenged African Countries

customizable as per the medical data-keeping requirements of this project. Security
and confidentiality are maintained at all levels of data flow starting from information
gathering to report generation. A brief architecture of webservice technology has
been shown in Fig. 16.
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Fig. 16 Web Service Architecture for Covid Positive Chest Radiograph based Disease Tagging

9 Conclusions and Future Directions

Poor lung health is known to play a statutory role causing increased susceptibility
related to COVID-19. Lifestyle choices including smoking and sedentary lifestyle
leading to obesity aren’t the only factors that influences lung health, environmental
factors such as air pollution also exert a considerable effect. Researchers believe
that while consumption of tobacco products (both smoking and smokeless), along
with occupational hazards such as exposure to indoor and outdoor pollution makes
people more susceptible to the infection that causes COVID-19 and its complications
because these environmental factors also significantly damage the body’s natural
defenses against some bacteria and viruses. A large number of countries coming
under the umbrella of LLMICs having populations endowed with poor lung function
and consequently poor lung health reflect their health outcomes as poor.

The use of extant deep learning technologies is not necessarily solving the problem
of integrating the evidences from the community level in resource limited healthcare
systems as they are intensive and energy-hogging with respect to computational
resources leading to increased carbon foot-printing and hence global warming.

To this end use of static algorithms such as Earth Movers Distance (EMD) and
Horizontal Visibility Graph (HVG) add value as they require significantly lesser
investment of computational resources and dispel the black box nature of the deep
learning algorithms with the glass box nature with more transparency with respect
to big data computation and analytics [65]. We propose to extend our studies on the
use of EMD and HVG based time series analysis, in which dynamic timeseries and
clinical multimedia segments are mapped to visibility graphs as being descriptions
of the corresponding states and the successively occurring states are linked. This
procedure capable of converting a dynamic time series to a temporal network and at
the same time a network of networks could be provide us rich information benefiting
short-term and long-term predictions about lung of an individual or community
at large, thereby providing the policy administrators at local, regional and global
level nuanced data for developing comprehensive niche specific solutions aimed at
alleviating the lung-health disparities.
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Use of multi-modal multi sensor fusion technologies combined with big data
enabled platforms will go a long way in strengthening resource-deprived health-
care systems. Our proposed disruptive AI-enabled point of care solution aims to
gather evidences from the community level so as to augment catering to the creation
of affordable and accessible healthcare technologies will focus on the application
of innovative concepts to improve health outcomes in an affordable and equi-
table manner to overcome healthcare disparities but also inculcate capacity building
through the provision of unique platform to individuals /organizations to validate
their proof of concepts to scale-ups and ultimately commercially viable sustainable
solutions.

10 Device Utility

1. Has potential application as an Adjunct Clinical Aid for the Pulmonolo-
gist/Medical Professionals.

2. Automatic Classification of X-ray chest radiographs facilitating large scale
screening of subjects in remote health camps.

3. Easy, fast and robust technology with capabilities to be implemented in web-
based, desktop-based and smartphone-based applications when coupled with
X-ray device on the internet.

4. It has potential of turning Covid disease management as a self-care exercise.
Control moves from the hands of expensive hospital to cheap and affordable
selfcare devices.
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Mobility Analytics and COVID-19
in Greece

Harris Georgiou, Christos Theodoridis, and Yannis Theodoridis

Abstract This work is focused on multi-aspect analytics of epidemic data, using
Greece as the use case for assessing the national outbreak and estimating the general
trends and outlook of it since the beginning of the pandemic in early 2020 up to the
end of 2020. Using methodologies from compartmentalized epidemic modelling,
data analytics and machine learning, several insights are presented with regard to
early tracking of the evolving outbreak, despite having to deal with data scarcity,
inconsistencies and quality issues. It is intended to be used as a guideline for data-
related challenges on producing actionable information to decision-makers during
an active epidemic.

Keywords COVID-19 · SARS-CoV-2 · Greece · Data analytics · SEIR ·
Predictive modelling · Data restoration · Computational epidemics · Epidemic
tracking

1 Introduction

In the beginning of 2020 the world landed into a pandemic of intensity and scale
that has not been manifested for many decades. A global spread of flu-like infectious
disease started spreading fast across countries via international travel and, although
the first signs of it appeared as early as November 2019 in Wuhan, China [11], it
took at least two or three more months before the rest of the world realized the
seriousness of the situation. By then, it was already too late and the SARS-CoV-2
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virus had reached most of the countries world-wide, at least those with international
flights.

One of the most apparent drawbacks and deficiencies of the current monitoring of
epidemic diseases by authorities like ECDC (EU), CDC (USA) and WHO is in the
availability of timely, accurate and information-rich epidemic data. The COVID-19
pandemic is the first such event in the era of big data, rapid dissemination and knowl-
edge sharing at the global scale. Yet, this outbreak revealed that data availability is
not guaranteed is such situations. The reporting of infected cases presents significant
challenges for several reasons, including data inconsistencies, delays, saturation of
health infrastructure, etc.

A full century after the Spanish flu pandemic (1918–1920) that infected 500
million people, a third of the world’s population at the time, and resulted in 50
million fatalities, the COVID-19 pandemic exhibits four major differences:

• International travelling, especially via flights, is perhaps the most crucial multi-
plier in the spreading of the disease. Before the virus was even isolated for study, it
reached every major international airport on the planet, infecting many thousands
of unaware travellers.

• Modern societies are organized mostly in urban grids and mega-cities, resulting
in high-density populations in relatively localized areas. This is the second most
significant factor regarding the spreading of highly infectious diseases and an
important societal change from what was the situation a century ago.

• Scientific knowledge and medical resources are now vastly superior to what was
available a century ago, at least for most countries.

• Current technology enables the gathering, processing and analysis of huge
amounts of data at a planetary scale. Within hours at most, every new evidence,
laboratory result and scientific breakthrough about the newviruswas disseminated
via the Internet, mostly in open-access papers and data repositories.

While the first three items characterize modern societies and dictate the current
requirements and constraints when dealing with such pandemics, the forth item
constitutes one of themost important mitigation factors and scientific tools to achieve
such a goal. Although each epidemic or pandemic is different from the others, there
is now a significant body of knowledge with regard to the data-aware and data-driven
epidemic monitoring of it, ranging from country-wide statistics and trends to high-
resolution regional risk assessments and tracking of human mobility. These novel
capabilities constitute not only a predictive tool for evaluating the status of the crisis,
but also the inherent characteristics of the pathogen and how it spreads. This second
function became more evident in this current pandemic, with thousands of research
teams processing world-wide epidemic data, running computational experiments
and estimating the true nature of the SARS-CoV-2 virus before even the first genome
studies were available.

In this chapter, the data-driven analysis of the SARS-CoV-2 pandemic is addressed
via various approaches of gradual complexity and refinement. In particular, using
Greece as the main use case, the epidemic is analysed at the national level under the
scope of different viewpoints:



Mobility Analytics and COVID-19 in Greece 307

1. Compartmentalized SEIR-like modelling: This is the standard, well-established
way of tracking the evolution of an infectious disease using a well-defined
dynamic system of equations and employing several assumptions about how it
behaves in distinct states or ‘compartments’.

2. Machine learning modelling: Having realistic predictive analytics for the
epidemic requires the lifting of ad-hoc assumptions and simplifications of the
underlying dynamics that describe the real-world process. Machine learning
enables the design and implementation of purely data-driven models that
approximate this process with high accuracy and predictive value.

3. Humanmobility analytics: Since the spread of flu-like highly infectious diseases
depends mostly on human activities, social interactions and population density,
mobility tracking in residential areas, workplaces, travel hubs, etc., is inherently
a crucial indicator and in some cases even a predictor in relation to epidemics.

Greece is a perfect example for describing the three approaches, each of which has
specific advantages and difficulties in actual implementation.More data usuallymean
more options towards human mobility analytics and Machine Learning modelling,
but on the other hand this is not easy to obtain in the early phases of an outbreak.
Similarly, human mobility data and urban flows, e.g., transportation of passengers
in buses and metro stations, are now more readily available than accurate epidemic
data at a regional level, but only indicative (indirect) of what is happening or is about
to happen regarding the evolution of the outbreak.

The rest of the chapter is organized as follows: Sect. 2 describes the challenges
and drawbacks related to the availability of epidemic data; Sect. 3 summarizes the
standard compartmentalized epidemic models and presents its application to Greece;
Sect. 4 provides a quick overview of approaches from signal processing, adaptive
filtering and Machine Learning in general; Sect. 5 describes the aspect of human
mobility data in the scope of the SARS-CoV-2 pandemic; subsequently, Sect. 6
describes how these data can be used in association with epidemic modelling and
analytics; finally, Sect. 7 summarizes the conclusions and lessons learned.

2 Coping with Degraded Data Quality and Availability

History has shown that the close tracking of an epidemic outbreak, especially at its
early stages, is hard. Regardless if it is a small-scale event of a new variant of a known
virus or a global-scale pandemic that spreads across countries within weeks, there is
significant time between the onset of the disease, the first confirmed detections, the
proper epidemic monitoring and, finally, the systematic logging of detailed, reliable
data from the healthcare workflow.

There are inherent difficulties in early detection of new strains or completely novel
viruses, mostly due to the lack of readily available reliable methods of tracking
a highly infectious disease in the general population (time is needed before the
genome of the virus is analysed, delayed reporting of confirmed infections, deaths
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and recoveries, undetected cases of infected people, etc.).Ahighly contagious disease
like the Spanish flu may be affecting a huge portion of the general population but
remain largely undetected if the symptoms and escalation are very mild, while more
subtle outbreaks like with the ebola virus are clearly evident due to its lethality, yet
much ‘slower’ with regard to spreading rates.

In data analytics for epidemic modelling, these factors are manifested in the form
of data quality degradations of various types, ranging from partial time inconsis-
tencies and noise factors to large portions of missing data or even complete lack
of some categories of them [20]. In these cases, the modelling approach has to
be adapted, reconfigured and designed specifically to cope with such deficiencies,
employing both data restoration and proper selection of modelling methods, capable
of providing the inputs and tools required to reach the goals that are usually two-
fold: (a) provide insights about the outbreak and, indirectly, the inherent properties
of the virus; and (b) provide some level or short- or long-term prediction regarding
the evolution of the outbreak, in order to improve the decision-making process and
mitigation planning.

The following sections provide such insights for epidemic data deficiencies,
modelling and restoration methods, using the SARS-CoV-2 epidemic in Greece as
the use case. Early stages of the outbreak, i.e., end of February to end of April 2020,
are examined in terms of modelling the exponential growth of infections, deaths and
recoveries, and these quantities are revisited a few weeks later, when data deficien-
cies start becoming even more evident. Restoration methods and subsequent actions
can be considered as the necessary data pre-processing stages before the analytical
methods for epidemic modelling, which are presented in subsequent sections further
on.

2.1 Infections, Deaths, Recoveries

Using the I (t) data series the following exponential formulation can be designed
according to Eq. (1) [11]:

I (t) ≈ ea−be−ct
(1)

where a, b, c are the function parameters. Their best-fit optimal values in the least-
squares (LSE) sense [28] and the 95% confidence intervals for Greece are presented
in Table 1. The first set of parameters (second column) refers to the best-fit values
with data up to April 14th [11], while the second set (third column) refers to the
updated best-fit values including all data up to May 3rd. It is clear that the composite
exponential growth model is valid throughout this period with minimal updates to
the best-fit parameters.

Figure 1 presents the difference between a ‘naive’ exponential y(t) = ecx(t)

(red) with only one parameter and the good fit (R2 = 0.992, RMSE = 0.017) of
Eq. (1) (magenta). In the second case it is clear that the function design, i.e., an
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Table 1 LSE-optimal function parameters in Eq. (1) for Greece. Upper half refers to data up to
April 14th, lower half refers to data up to May 3rd

Parameter Apr. 14th May 3rd

a 8.097 (7.974, 8.221) 7.986 (7.941, 8.030)

b 8.722 (8.420, 9.024) 8.787 (8.517, 9.058)

c 0.064 (0.060, 0.068) 0.068 (0.065, 0.070)

Fig. 1 ‘Naive’ exponential y(t) = ecx(t) (red) with only one parameter and the good fit of Eq. (1)
(magenta) for Greece. (R2 = 0.992, RMSE = 0.017)

exponentially saturating formula, as well as a linear error weighting that is applied
towards the more recent date range, provides the very robust set of optimized
parameters that Table 1 presents. It should also be noted that, as the I (t) becomes
more linear due to the gradual slow-down of the national outbreak, the exponential
factor c in Eq. (1) and Table 1 converges to zero and factors a and b increase, i.e.,
the value of I (t) asymptotically approaches its upper threshold as it crossed well
inside phase 5a of the epidemic and moves towards its ‘peak’.

One thing that is clearly evident from the publicly available epidemic data for
Greece, especially for the period after mid-April, is the severe delay in reporting
the recovered R(t) daily values. This constitutes a major issue in terms of data
quality and, in turn, create significant difficulties in producing accurate and well-
fitted epidemic models like SEIQRDPwhich depend heavily on I (t), D(t) and R(t).
This is a common observation in large-scale epidemics especially during in the period
close to the peak of infections, mostly due to the rapidly evolving situation and the
inherent delays in registering these numbers in official data reports.

In order to cope with such quality degradation of the epidemic data, an additional
pre-processing step was implemented in this work for R(t) reconstruction. More
specifically, the overall fatality rate against confirmed cases is estimated well within
the global values from other countries with similar incident intensity (cases per
100,000 of population) and COVID-19 testing policies [11]. Therefore, since all
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Fig. 2 Interpolation R
∧

(t) of Recovered R(t) against time (t)

Deaths D(t) are confirmed and logged with proper procedures in hospitals, these
can be reasonably considered a reliable baseline for both I (t) and R(t) assessment
in terms of data quality, under-reporting rates and subsequent missing values. It
should be noted that active infections are calculated as a.I (t) = I (t) − R

∧

(t), i.e.,
a reliable estimation of R(t) is still required even if I (t) (cumulative) is accurate.
In practice, every single-day official reporting of R(t) is used as a reference point
and high-quality interpolation against t , , specifically a spline-like piecewise cubic
Hermite interpolating polynomial (‘pchip’) [10, 13], is employed for estimating the
intermediate missing values for R(t). Additional interpolation options were assessed
for the same process, including D(t) instead of t as the series baseline, i.e., estimate
via daily deaths which is a relatively reliable data series. The ‘pchip’ interpolation
was also compared and confirmed as superior from quadratic spline, in terms of
variability from the reference baseline of piecewise linear. Figure 2 presents the
interpolation process of R

∧

(t) directly against time (t), illustrating the reference points
(circles) interpolated with linear (blue), quadratic spline (magenta) and ‘pchip’ (red)
functions; the third is chosen in this work as the best interpolator for its shape-
preserving properties [25].

2.2 Under-Reporting of Infections (I(t))

One of the most discussed issues regarding the outbreak in Greece is the under-
reporting of infections I (t) and how this affects the epidemic models, as well as
the confidence in planning the mitigation policies. It has to be recognized, assessed
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in terms of magnitude and addressed via proper pre-processing within the predic-
tive models. One such pre-processing step is the restoration of R

∧

(t) as described
previously.

It has been accepted by state officials that the under-reporting of I (t) in Greece
may be up to 20:1 (only 1 in 20 infections registered) or more, given the numbers
from other countries and the targeted-only tests in Greece. In the update on April
14th [11], separate SEIQRDP models were evaluated with different assumptions
regarding the extent of the under-reporting of I (t). . According to those models, the
projected dates of peak infections ranged from April 15th to May 5th, associated to
no under-reporting ( f Ilow = 1.0) up to a ratio of almost 1:10 ( f Ihigh = 9.5) for under-
reporting, respectively. The availability of more recent epidemic data up to May 3rd
well beyond the actual peak of I (t) as described previously enable the revisiting of
those projections and, hence, the validity of the associated under-reporting assump-
tions. More specifically, the actual peak date of 20–21 of April falls between the
cases April 16th ( f I = 1.08) or April 25th ( f I = 4.5). By a rough linear regression
(LR) estimation, this translates to 2.60 ≤ f I ≤ 2.98, i.e., indicating under-reporting
level for I (t) no more than 1:3. Additional hints regarding the under-reporting can
be investigated via the Deaths D(t) and ICU used compared to the infections I (t)
and active infections a.I (t), respectively.

3 Standard Epidemic Modelling: SIR/SEIR

The mathematical modelling of epidemics has been a very active research field for
decades, even before sources with detailed data were available. By far, the most
popular and well-established approach is the family of compartmental epidemic
models, originally developed as far back as 1920s. Their common characteristic is
the base assumption of having a target population partitioned in compartments that
are homogeneous in all relevant properties (e.g., sex, age, underlying pathologies,
etc.) and there are direct interactions between them. The three basic compartments
are S = ‘susceptible’, I = ‘infectious’ and R = ‘recovered’, assuming insignificant
rate of deaths and permanent immunity after recovery. Variants of this SIR base
model include a D = ‘deaths’ compartment (SIRD), E = ‘exposed’ compartment
(SEIR, SEIRD) for introducing an incubation period, Q = ‘quarantined’ compart-
ment (SEIQRD, SEIQRDP) for separating the already isolated confirmed/possible
carriers, etc. The SIR-like models, along with more recent SEIR-like variants, are
still used as the baseline for comparing other approaches to epidemic modelling.
These are usually based on Sequential Monte Carlo [24, 31], Markov Chain Monte
Carlo (MCMC) or Markov Chain quasi-Monte Carlo (MCQMC) [7, 17, 29], Hidden
Markov Models (HMM) [3, 4, 27, 30], etc., each posing other assumptions, advan-
tages and drawbacks—most commonly the availability or not of a significant amount
of epidemic data upon which they are to be trained.
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The SEIR-like epidemicmodelling is closely related to the Lotka–Volterra system
of equations [18], developed in the 1910s to describe the evolution of dynamic
systems via differential equations. They constitute an example of the more generic
Kolmogorov model [6, 9] which can describe the dynamics of ecological systems
with predator–prey interactions, competition, disease, etc.

Based on recent models that are already being tested with COVID-19 data from
China and other countries, the current work explored the (still scarce) epidemic data
for Greece via the generic framework of a SEIQRDP model setup [21, 22]. The
additional P = ‘insusceptible’ corresponds to a fraction of the general population (if
any) that, even when exposed to the virus, cannot become ‘infected’ and, thus, does
not enter the E compartments and stays outside the ‘pipeline’ of the epidemic. Each
interaction between the SEIQRDP compartments is governed by a scalar parameter
that governs the way fractions of each subset is ‘transferred’ to another, e.g., from
‘infected’ to’recovered’. Figure 3 illustrates the SEIQRDPmodel and the meaning of
each parameter. The internal structure of themodel, i.e., the interactions that describe
the dynamics of the system, is formulated by Eq. (2) through Eq. (8).

dS(t)

dt
= −β

S(t)I (t)

N
− αS(t) (2)

dE(t)

dt
= β

S(t)I (t)

N
− γ E(t) (3)

d I (t)

dt
= γ E(t) − δ I (t) (4)

Fig. 3 The block diagram of the SEIQRDP model and its parameters
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Fig. 4 SEIQRDP best-fit model (points) and its projection (lines) for marginally (1.08:1) under-
reported I (t), D(t) and R(t) until August (2020) in logarithmic scale

dQ(t)

dt
= δ I (t) − λ(t)Q(t) − κ(t)Q(t) (5)

dR(t)

dt
= λ(t)Q(t) (6)

dD(t)

dt
= κ(t)Q(t) (7)

dP(t)

dt
= αS(t) (8)

Each of the parameters of SEIQRDP model in the block diagram of Fig. 3 and
the corresponding system of differential equations provide very important hints
regarding the dynamics of the underlying system, i.e., the evolution of the epidemic
that the model describes, given enough data are available as ground truth.

Based on the compartmentalized SIR/SEIR approach, a SEIQRDP model was
designed and trained using the I (t), D(t) and R(t) data series for Greece, from
end of February to early May 2020. The purpose of this work was to re-estimate
the general properties of SARS-CoV-2 virus and the COVID-19 outbreak on the
national level, in order to: (a) confirm that the available data series are adequate and
their evolution is in accordance to the research outcomes from other countries and on
world-wide level; and (b) estimate the progress of the outbreak on themid-/long-term
level, specifically for the epidemic phases, the expected peak date and magnitude,
etc.
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Figure 4 presents the best-fit solution of the SEIQRDP model (points) and its
projection (lines) until August (2020) in logarithmic scale, using a standard LSE
solver [28] for iterative matching of the predicted trajectories to the real data. The
dotted line in Fig. 4 illustrates the onset of a subsequent surge of the outbreak if
all the mitigation measures (quarantine) was to be deactivated immediately (April
15th).

Table 2 presents the values for all the SEIQRDP parameters for the best-fit solu-
tion. Given the estimated under-reporting of confirmed cases I (t) in Greece during
that period, two additional scenarios were tested besides the ‘minimal’ scenario: one
for the medium estimation of 4.5:1 and one for the high estimation of 9.5:1. The best-
fit solutions for the corresponding SEIQRDP model of all three scenarios presented
comparatively. It is worth noting that the only major difference between the three
solutions is with the λ parameter, i.e., the rate between ‘quarantine’ and ‘recovered’
compartments (see Fig. 3).

Summarizing the SEIQRDP best-fit solutions for the first period of the national
epidemic, including various scenarios of infections under-reporting, estimations of
peak I (t) dates for Greece are presented in Table 3. Note that, given the epidemic
phase uncertainty due to the still limited data series, no exact value estimations
are presented for I (t). Nevertheless, the goodness-of-fit of the SEIQRDP solutions
provides a valid ‘explanation’ for the dynamics of the national epidemic during that
period, i.e., the interaction between the compartments. Thus, the overall shape and
scale of the corresponding curves can be considered as safe for general assessments,
including peak I (t) dates.

Table 2 LSE-optimal
SEIQRDP model parameters
in Eq. (2) through Eq. (8) for
Greece (26-Feb-2020 to
14-Apr-2020), minimal
(ρ = 1.08), medium
(ρ = 4.5) and high (ρ = 9.5)
under-reporting of infections

SEIQRDP
parameter

Minimal
(ρ = 1.08)

Medium
(ρ = 4.5)

High
(ρ = 9.5)

α 0.1030 0.1156 0.1180

β 3.0000 3.0000 3.0000

γ 0.1186 0.1917 0.2435

δ 0.0352 0.0067 0.0013

λ 2.9986 0.5296 3.0000

κ 0.0468 0.0380 0.0241

Table 3 SEIQRDP
projections for Greece based
on the currently available
epidemic data (26-Feb-2020
to 14-Apr-2020), for various
scenarios of infection
under-reporting

Under-reporting Peak I (t) date

Scenario for I (t) –

None (1.0:1) 15-Apr

Marginal (1.08:1) 16-Apr

‘Low’ (4.5:1) 25-Apr

‘High’ (9.5:1) 5-May
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Fig. 5 SEIQRDP best-fit model (points) and its projection (lines) for I (t), D(t) and R(t) until
August (2020) in linear scale

Incorporating further data during the months that followed, the SEIQRDP model
was updated on a daily basis. Figure 5 presents the best-fit solution of the SEIQRDP
model (points) and its projection (lines) until August (2020) in linear scale.

Table 4 presents the values for all the SEIQRDP parameters for the corresponding
best-fit LSE solution. The second column contains the values estimated in the first
update (April 14th), while the third column contains the values estimated with data
up to and including the second update (May 3rd). It should be noted that, due to the
fact thatmuchmore datawere available in the second compared to the first update and
a recovered version R

∧

(t) was used, the current SEIQRDP model fit does not include
any inflation factor for I (t) for addressing under-reporting effects. Similarly to the
exploration of different under-reporting scenarios for infections, the most notable
difference between the two best-fit values is with the ‘cure rate’ λ parameter. The
latest value can be considered more reliable than the earlier one, since it is estimated
based on more epidemic data and reconstructed R

∧

(t).
Based on the additional epidemic data available up to May 3rd and more reliable

estimation of R
∧

(t), the SEIQRDP model fit provided an even better description of

Table 4 LSE-optimal
SEIQRDP model parameters
in Eq. (2) through Eq. (8) for
Greece (26-Feb-2020 to
3-May-2020), with no
inflation factor for I (t)
under-reporting and

reconstructed R
∧

(t)

Parameter Apr 14th May 3rd

α 0.1030 0.0905

β 3.0000 3.0000

γ 0.1186 0.1114

δ 0.0352 0.0638

λ 2.9986 0.0263

κ 0.0468 0.0679
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the outbreak characteristics in Greece compared to the April 14th update. The model
essentially confirms the estimations of the outbreak peak regarding the projected
dates around April 19th from very early on, even when only the first 7–10 days
of April data were becoming available. The peak was realized on April 20th with
I (t) = 1, 860 according to the actual reported R(t).

Regarding the under-reporting of infections I (t), government officials have stated
in formal briefings that it might be up to 20:1 (only 1 in 20 infections registered)
or more, at least during the first six months of the national epidemic, a claim that
was also supported at the level of at least 6.5:1 to 10:1 by other independent studies.
On May 3rd, the scientific committee stated that the true number of infections,
including a large number of asymptomatic carriers, is probably around 20,000–
30,000, compared to a little over 2,000 which was the officially registered number
of confirmed infections at that time.

Using the revisited epidemic data from lateApril to earlyMay regarding confirmed
infections in Greece, and examining the SEIQRDP predictions for peak in Table 3
under the three under-reporting scenarios presented above in Table 2, a rough estima-
tion of the actual under-reporting level can be obtained. Specifically, using a simple
linear regression for the dates in Table 3 and the actual peak date for confirmed infec-
tions during that period, the corresponding under-reporting factor can be estimated
between 2.60 and 2.98, i.e., indicating under-reporting level for I (t) nomore than 1:3.

4 Higher-Order and Spectral Modelling

For a more in-depth analysis of the basic data curves I (t), D(t) and R(t) of the
COVID-19 epidemic in Greece, the corresponding time series were investigated in
terms of linear and periodic trends, i.e., analyse them into their primary frequency
components [11].

One of the most important factors, regardless of the long-term approximation
of the underlying system, is the analysis of the step-wise dependencies between
successive data points, especially the confirmed cases I (t). In statistical terms, this
is done by estimating the auto-correlation in the time series for various lags, which
produces a quantitative description of dependencies between dates, i.e., separated by
a specific number of days. Figure 6 presents the normalized auto-correlation plot of
	I (t) (blue), i.e., the daily increases of I (t). Compared to the same plot in the status
update on April 14th [11], it is evident here that the two sides of the lobe are almost
entirely linear and the LR lines (red) in each side. Additionally, they seem to have
become more ‘flattened’ compared to the reference line (green) that corresponds to
the case of	I (t) = c, i.e., for constant daily increase of I (t + τ) = cτ + I (t). There
is also a distinct narrow band in the central part, which indicates an even stronger
correlation between successive values, i.e., more stable and ‘linearized’ evolution.
This proves that, at least in asymptotic behaviour towards the current state, I (t)
increase in Greece was gradually becoming linear during that time period.
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Fig. 6 Normalized auto-correlation plots of 	I (t) (blue), the LR lines (red) in each side and the
reference line (green) of the case of 	I (t) = c (constant)

Another way to track the periodic ‘bursts’ of newly reported infections as they
are reported on a daily basis is to track the changes in the short-term slope of 	I (t).
Instead of approximating the entire I (t) curve as in Eq. (1) for estimating the long-
term behaviour, a short-term temporal window can be used to approximate the LR
slope of I (t) as it progresses, i.e., the amplitude and sign of 	I (t) changes over
few subsequent days. Figure 7 illustrates such a short-term tracking of 	I (t) via
the 1st-order differential $\nicefrac{d \log \hat{b}_{1}(t)}{dt}$ of LR slope of I (t),

Fig. 7. 4-day sliding window slope of	I (t) (magenta), annotations of increasing/decreasing daily
trends (red/green) and LSE-fitted approximation
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where b
∧

1 is the LR slope estimated over a four-day sliding window. In other words,
the 	2 I (t) is estimated over a short-term sliding window of almost half a week.

The main curve (magenta) in Fig. 7 is the short-term LR slope value for I (t) as it
evolves; the arrow annotations indicate decreasing (green) or increasing (red) trends;
the asterisks (blue) on the x-axis indicate the major events regarding the activation
of mitigation measures in Greece [11]. Finally, the asymptotically fading sinusoid
(black) is a LSE-fitted approximation of g(t) by g

∧

(t), as defined by Eq. (9), Eq. (10)
and Eq. (11).

g(t) = dlogb
∧

1(t)

dt
(9)

g
∧

(t) = poly3(z(t)) =
3∑

k=0

pkz(t)
k (10)

z(t) = α2sin(α1t − α0) + (β1t + β0) (11)

The LSE-optimal parameters of this multi-level approximation are presented in
Table 5 with data up to and including May 3rd.

The approximation curve in Fig. 7 clearly indicates three major factors: (a) peri-
odic trend, captured by the first part of Eq. (11) with αi parameters, (b) linear
decreasing trend, captured by the second part of Eq. (11) with β j parameters, and (c)
asymptotically fading trend, captured by the 3rd-degree polynomial of Eq. (10) with
pk parameters. The periodic trend parameters, more specifically the α1 = 0.466, can
be translated from radians to daily temporal range via $\nicefrac{\alpha_{1}}{2\pi}
= \nicefrac{t}{T}$ where T = 68d is the length of the data series (May 3rd)
since the first confirmed infection case (February 26th), hence yielding a period
$t_{p} = \nicefrac{\alpha_{1}T}{2\pi} \approx 0.074166 T \approx 5.043d$. This
is marginally smaller than the April 14th update (5.56d) and, again, coincides with

Table 5 LSE-optimal
function parameters in
Eq. (10) and Eq. (11) for
Greece

Parameter Optim.value Conf.interval

α2 0.017 (−0.011, 0.046)

α1 0.466 (0.382, 0.551)

α0 −9.502 (−12.980, −6.024)

β1 −0.005 (−0.017, 0.007)

β0 0.304 (0.073, 0.535)

p3 4.142 (−17.500, 25.780)

p2 3.022 (−4.415, 10.460)

p1 0.115 (−0.490, 0.720)

p0 0.010 (−0.019, 0.039)
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the empirical data regarding the incubation (asymptomatic) period of COVID-19,
estimated at 5.1–5.2 days [15, 16].

5 Human Activities and Epidemic Spread

COVID-19 is the first pandemic humanity has faced after a century with the Spanish
flu. It is also the first since the globalisation and urbanisation of human societies.
Within few months, the virus expanded from China’s Wuhan region to the entire
world, with rigorousness at the highly networked and urbanised North America and
Europe. This is why the COVID-19 pandemic is described as a tertiary domain’s
virus [14].

Just like any other highly contagious flu-like virus, human mobility, social inter-
action and commuting are crucial factors in the evolution of the outbreak and the
success of any targeted mitigation policy. This is the second viewpoint for analysing
the SARS-CoV-2 pandemic, i.e., in relation to social activities, as another major
driver of the epidemic modelling.

In order to control virus’ expansion, most countries took mitigation measures
to limit people’s movements at international, national, or even regional scale. For
instance, they enforced strict controls (spatial, temporal, etc.) on urban movement,
whereas they prohibited international air and land connections. This was on the basis
of controlled mobility, according to the ‘lower and delay epidemic peak’ principle
(Fig. 8).

Fig. 8 The ‘lower and delay the epidemic peak’ principle. Source Ref. [5]
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Table 6 Mobility shift (by activity) in example countries, three fromEurope and three from eastern
Asia (with and without strict mobility controls, respectively); period: Feb. 13, 2020–Mar. 27, 2021;
baseline refers to Jan. 13, 2020. Source Google, 2021 [12]

Activity Greece Italy UK S. Korea Singapore Taiwan

Retail & recreation −54% −49% −55% −10% −6% −7%

Grocery & pharmacy +14% −1% −5% +12% +12% +3%

Parks +45% −18% −19% −13% −6% −1%

Transit stations −45% −47% −54% −15% −12% +1%

Workplaces −24% −27% −21% −7% +4% −1%

Residential +8% +12% +11% +5% +7% −1%

During the pandemic the majority of European countries, including Greece, kept
restricting what they considered to be unnecessary movements, e.g. moving from a
municipality to another or even moving by car for leisure. On the other hand, some
other countries, especially easternAsian countries, chose a different strategy focusing
mainly on individual protection measures and personal diagnostic tests without strict
mobility prohibitions. This differentiation is clearly presented in Table 6, where
European countries present dramatic reduction of some activities, even at the level
of 50%.

Additionally, several technological options were explored for the first time in such
an extent, with contact tracing being probably the most celebrated approach [1, 8,
19, 23]. However, it was soon established that such solutions are deteriorated by
several problems in practice, mostly due to the fact that the notion of ‘contact’ is
very different between wireless technologies (e.g. LTE, Bluetooth, WiFi, RFID, etc.)
and actual proximity in terms of human-to-human virus transmission. Nevertheless,
these options are still explored and combined with other sensing modalities, like the
electronic tickets used massively in public transportation within large urban regions.

In the following, we dig into the details of the temporal resolution of mobility
changes, at national versus urban scale. In particular, Fig. 9 illustrates the mobility

Fig. 9 Mobility variation (by transport means) globally in Greece (left) versus Athens (right);
period: Jan. 13, 2020—Mar. 27, 2021; baseline refers to Jan. 13, 2020. Source Apple, 2021 [2]
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changes in Greece, as a whole, versus Athens, where almost half of the population
of the country lives in. Two curves are illustrated in the charts referring to driving
(in red) and walking (in brown); this information reflects requests for directions by
Apple Maps users [2]. These charts reveal that:

• During the first wave of the pandemic (roughly from Feb. 2020 to May 2020),
movement (by any means) degrades drastically. Starting from May, there is a
gradual increase ofmovement, as expected, with a peak during the summer period.

• During the second wave of pandemic (roughly from Oct. 2020 to Mar. 2021),
the lowering pattern appears again, although much smoother than the one that
appeared in the first wave.

More specifically, in March 2020, strict mobility measures were enforced leading
to a reduction of −80% for walking and driving, which lasted until early May 2020.
After that, there was the ‘summer high peak’, with the extreme scores of +140% for
driving and almost +160% for walking. Autumn 2020 started with an initial slow
down, which was followed by a sharp decrease due to the second round of strict
mobility measures. Since then and until March 2021, driving and walking remained
around −40% with respect to the baseline.

Nevertheless, walking is a type of mobility that refers to a place where people are
familiar with, like for instance their neighbourhood. Hence, there is a limited need for
Google or Apple map apps. So, we can safely infer that walking is even more popular
(compared with driving and mass transit) than what is illustrated in these figures,
if we also take into account the strict distance restrictions that some governments
have employed (in Greece, movement for leisure or sports was constrained within
the same municipality or a 2 km distance). At urban scale, Athens had a lower peak
level than Greece had at national scale.

Interesting findings arise from these data explorations: movement is more
restricted in big urban centres (capitals and big cities) compared to smaller towns
and countryside; this can be justified by the fact that densely populated areas enforce
stricter controls and, in cases where horizontal measures were taken at national scale,
theywere supervisedmore strictly than elsewhere.Moreover, there are big differences
in lifestyle between big cities and small towns or villages: in a largemetropolitan area,
mobility prohibition drastically changes the daily routine of people during working
or leisure time, whereas in places with lower level of urbanisation, it is much easier to
maintain the same routine by favouring e.g. walking or cycling instead of car driving
or using public transport.

Last but not least, there is a relationship between the density of population with
the number of COVID cases, which shows that this tertiary domain’s virus is biased
towards the big, industrialised, interconnected urban centres.
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6 Correlation of Human Activity with Epidemic Spread

In order to produce useful predictive analytics, the human mobility data have to be
combined and compared to the epidemic data. ForGreece,mobility data fromGoogle
and Apple as presented above were available for several regional-scale geographic
partitions, but with significantly later than the actual time period reported. Neverthe-
less, post-analysis was possible in correlation to the corrected and restored epidemic
data for those same regions of Greece, synchronized in time scale.

Three regions of interest were selected for such post-analysis, on the basis of three
criteria: (a) density of the native population, (b) being major transit or destination
regions during the summer, and (c) availability of both humanmobility and epidemic
data. Figures 10, 11 and 12 present combined plots of mobility intensity (various
types) and confirmed infections on a daily basis, for Attica, Aegean islands (Dode-
canese, Lesbos, Samos, Chios) and Crete (Heraklion, Lasithi, Rethymno, Chania),
from the beginning of the national outbreak and for a full year afterwards.

There are two milestones to be considered in these plots. The first one is the
enforcement of the initial, very strict country-wide lockdown during March. As
expected, this caused a sharp drop in all types of mobility trends, more evident in
Attica region due to the time period (non-tourist) and predominant types of activities
(mostly to and from work). The second milestone is the beginning of opening the
borders during the summer of 2020, mostly in mid-July. Although there are several
periods of missing data in the data series as seen in the plots, it is clear that a second,
very intense surge of the epidemic starts building up exactly at that time period and
evidently manifested in a much larger scale by end of September and early October.

Given that there is a delay between infections in the general population and the
actual reporting after confirmation due to the incubation period of the SARS-CoV-2
virus [11], it is expected that a time shift of at least 1–3 weeks is expected between
these two trends. Indeed, such an effect can be seen in the plots for the Crete region

Fig. 10 Combined plots of mobility intensity (various types) and confirmed infections on a daily
basis for the Attica region. Google data 3/3/2020–12/2/2021, 5-day moving average
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Fig. 11 Combined plots of mobility intensity (various types) and confirmed infections on a daily
basis for the Aegean islands region: Dodecanese, Lesbos, Samos, Chios. Google data 3/3/2020–
12/2/2021, 5-day moving average

Fig. 12 Combined plots of mobility intensity (various types) and confirmed infections on a daily
basis for the Crete region: Heraklion, Lasithi, Rethymno, Chania. Google data 3/3/2020–8/2/2021,
5-day moving average

during mid-August and, more evidently, in the plots for the Aegean islands region.
Regardless of this arbitrary time shift and in order to quantify these correlations in
the long term throughout a full year, simple statistical analysis can provide such
hints. Figure 13 illustrates in tabular coloured format the three regions, with time
period partitioned into three sub-ranges (summer 2020, late 2020, early 2021), with
Pearson’s correlation coefficient [26] of confirmed infections against the various
types of human mobility, same as in Figs. 10, 11 and 12. The time sub-ranges corre-
spond to the threemainphases before, during and after the second surgeof the national
epidemic, in association to the change in behavioural patterns and the opening of the
borders during the summer (tourist period).
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Fig. 13 Pearson’s correlation coefficient [26] of confirmed infections against the various types of
humanmobility three regions in Greece, with time period partitioned into three sub-ranges (summer
2020, late 2020, early 2021)

Based on the correlation values in Fig. 13, it is safe to draw some very important
conclusions regarding the effectiveness of themitigationpolicies implementedduring
each time period:

• During the first phase (mid-summer), there is a very strong negative correlation
of the reported infections with most types of mobility, especially in the Attica
region; this is expected, as Attica is a departure node for summer holidays for
both natives and tourists, hence a sharp drop in regional mobility is in contrast to
the underlying infections rate.

• During the same period, both Aegean islands and Crete regions show a very
clear positive correlation between infections and most mobility types; this is also
expected, as these regions host more than half the total non-local population (on
holidays), both natives and tourists.

• During the second phase, i.e., after the tourist period, the Attica region continues
to show similar but much smaller negative correlation compared to the summer,
while the tourist regions shift from positive to negative as non-local populations
leave and mobility drops sharply.

• In the third phase when the subsequent surge of the epidemic is escalating
throughout the country, correlations shift to positive in all three regions.

• The one type of mobility that seems to illustrate somewhat adverse behaviour
from the rest is associated with the ‘residential’ category; this is also expected,
since this is associated to limited activities usually close to home, i.e., more or
less complementary to the others.

It should be noted that Greece may not be a compatible example of a country in
terms of geographical size, population and human flows. It is located at the south-
eastern region of the EU, encompassing numerous islands in the eastern Mediter-
ranean Sea, which makes it both a gateway for travellers and a very active destina-
tion for summer tourists. On the other hand, it has limited extent with medium/high
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connectivity within the country. This makes the human flow patterns inherently peri-
odic, high-density near the peaks (July–August) and multi-national in terms of coun-
tries of origin. Other paradigms have emerged during the COVID pandemic, espe-
cially in Asia, where for example India is significantly different in all these aspects.
Therefore, data-driven approaches and proper treatment of all these aspects must be
taken into account in a per-country case, in order to produce realistic models with
actionable outputs for the decision-makers.

In summary, the lessons learnt from theparadigmofGreece canguide the decision-
makers to:

• closely monitor the border crossings and airports with respect to human flows,
especially during periodic peaks (e.g. summer);

• employ extensive tracking of infections using pre-emptive screening of inbound
travellers to the maximum possible extent;

• constantly model and update the mobility flows and connections within the
country, in order to capture the seasonal trends in flow density (not only regarding
tourists);

• employ predictive analytics with updated epidemic data, in order to have early
warnings for regional possible ‘hot zones’, hence employing pre-emptive miti-
gation policies, ranging from more strict monitoring to complete but local
lockdowns.

7 Conclusions

In this chapter, three main aspects of epidemic modelling were presented in detail,
withGreece and its SARS-CoV-2 outbreak during 2020–2021 as a use case. Epidemic
monitoring and predictive analytics are usually constrained by strong assumptions
regarding the underlying system dynamics, as well as the limited availability of
timely and reliable epidemic data. This usually leads to severe degradation of the
accuracy and look-ahead capabilities, thus making these tools of limited value to
decision-makers in formulating proper emergency response and mitigation policies.

Standard approaches and computational models like the ‘compartmentalized’
SEIR variants are the ‘golden rule’ for establishing a well-established baseline
of predicting the short-term evolution and trends of an active outbreak. Moreover,
having additional ‘compartments’, e.g. for quarantined population, further enhances
the predictive value and the insights about the inherent characteristics of the disease.
Human mobility analytics is a recent, very powerful modality of data that enables
fine-scale mapping of dynamics and flows, especially in densely populated areas and
urban nodes, associating them with commuting and spreading patterns.

Employing powerful algorithms andmodern computing resources, the underlying
real-world dynamics and highly volatile behaviour of the outbreak evolution can be
modelled and analysed with a wide range of approaches from signal processing,
adaptive filtering, applied statistics and Machine Learning. Future work should be
focused on gathering more specific regional data, extensive monitoring of the human
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flows at the border crossings and airports, as well as on the inherent characteristics of
each country paradigm, especially in geographical extent, population and mobility
infrastructure, i.e., aviation, maritime and land connections.
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Dynamical Modeling of Outbreak
and Control of Pandemics: Assessing
the Resilience of Healthcare
Infrastructure Under Mitigation Policies
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Abstract Enhancing the healthcare system’s capacity can reduce the vulnerability
of communities in the face of disease outbreaks. Dynamical modeling methods can
characterize the disease outbreak patterns and the performance of the healthcare
system in response to it. They can be used to develop powerful tools to evaluate the
effectiveness of candidate policies and assess the resilience of the healthcare system
in the face of pandemics. This chapter briefly introduces three dynamical methods
applicable to the modeling of various aspects in healthcare infrastructures: Agent-
Based Modeling (ABM), Discrete-Event Simulation (DES), and System Dynamics
(SD). A hybrid simulation model to assess the resilience of healthcare infrastructure
under pandemic mitigation policies is also presented. This model comprises three
main sub-models, each of which demonstrates the application of one dynamical
modeling method: (1) Disease outbreak sub-model, which uses ABM to simulate the
disease outbreak, (2) Hospital performance sub-model, which uses DES to simulate
the patient flow and supply of health services by hospitals, and (3) Vaccine supply
sub-model, which uses SD to simulate the production and distribution of the vaccine.
Themodel is applied to an ex-ante analysis of the COVID-19 outbreak andmitigation
in the city of Izeh in Iran to showcase its capabilities.

Keywords Pandemics · Resilience · Healthcare system · Policy analysis ·
Dynamical modeling

H. Kashani (B) · S. Valaei Sharif · S. Hosseini ·M. A. Hekmatian
Center for Infrastructure Sustainability and Resilience Research (INSURER), Department of Civil
Engineering, Sharif University of Technology, Tehran, Iran
e-mail: hamed.kashani@sharif.edu
URL: http://sina.sharif.edu/~hamed.kashani/; http://insurer.sharif.ir/people

S. Valaei Sharif
e-mail: shahab.valaei@sharif.edu

S. Hosseini
e-mail: s.hoseini@sharif.edu

M. A. Hekmatian
e-mail: ma.hekmatian1395@student.sharif.edu

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
S. Adibi et al. (eds.), The Science behind the COVID Pandemic and Healthcare
Technology Solutions, Springer Series on Bio- and Neurosystems 15,
https://doi.org/10.1007/978-3-031-10031-4_16

329

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10031-4_16&domain=pdf
mailto:hamed.kashani@sharif.edu
http://sina.sharif.edu/~hamed.kashani/
http://insurer.sharif.ir/people
mailto:shahab.valaei@sharif.edu
mailto:s.hoseini@sharif.edu
mailto:ma.hekmatian1395@student.sharif.edu
https://doi.org/10.1007/978-3-031-10031-4_16


330 H. Kashani et al.

1 Introduction

The large-scale spread of infectious diseases (i.e., at the community or global level)
can simultaneously impact numerous individuals.As the experiencewithHIV,H1N1,
H5N1, SARS, and COVID-19 epidemics and pandemics show, the spread of commu-
nicable diseases can disrupt regional and national stability [1]. Pandemics can put an
extraordinary burden on economic systems in various ways, such as disrupting the
supply-chains of products and services and diminishing the public confidence in the
financialmarkets [2]. The surge in demand formedical services during the pandemics
can also disrupt the functionality of the healthcare systems of communities, which
are tasked with controlling the casualties. A lack of resilience1 is observed if the
healthcare system cannot satisfy the demand properly. The failure of the healthcare
infrastructures to respond to the surge in demand can increase the mortality rate
among those infected, which will cause long-lasting or irreparable social, economic,
and socio-economic damage to communities [3–5].

The occurrence of future pandemics seems inevitable due to the novel nature
of viruses and their contagion patterns [1]. Therefore, public health decision-makers
should use appropriate quantitative tools to assess the resilience of their communities’
healthcare system in the face of pandemics. There should be adequate planning and
policy-making to enhance the resilience of healthcare infrastructure and mitigate
the negative consequences of probable future pandemics. The effectiveness of the
adopted policies and plans depends on numerous factors, such as the characteristics
of the disease and the pattern of its spread in the community, behavior of individual
community members, current capacity of the healthcare system, and interventions
adopted to control the disease [6]. Therefore, public health decision-makers need
quantitative tools that consider the abovementioned factors and evaluate the impact
of the candidate interventions designed to handle the disease outbreak and reduce
mortalities before implementing them.

Dynamical modeling methods can provide the much-needed tools for assessing
the performance of candidate policies and interventions designed to mitigate the
negative consequences of disease outbreaks [7]. They can offer an unprecedented
opportunity for decision-makers to learn from evidence and make informed deci-
sions in real-time. Dynamical modeling methods allow building a model which is a
product that represents a system of interest [8]. Dynamical modeling methods can be
simultaneously used to design, implement, and run simulation models to experiment
with scenarios and determine the performance of complex systems and interde-
pendent processes [9, 10]. Policy-makers and health planners can consider several
parameters (e.g., the characteristics of the disease and the pattern of its spread in
the community and behavior of individual community members) and determine the
impact of the preparedness and response plans and policies. Dynamical modeling
also allows decision-makers to assess the resilience of the healthcare system against

1 Resilience is defined as “the intrinsic capacity of a system, community or society predisposed to
a shock or stress to adapt and survive by changing its non-essential attributes and rebuilding itself”
[6].
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current and future crises. This analysis provides valuable insights on improving
various aspects of the healthcare system. It facilitates the implementation of appro-
priate preparedness and response plans that aim to enhance the performance of the
healthcare system during pandemics.

Three dynamical modeling methods can simulate the dynamics of processes
and events associated with the pandemics and healthcare systems’ response. These
methods are System Dynamics (SD), Discrete-Event Simulation (DES), and Agent-
Based Modeling (ABM). Each modeling technique has specific characteristics
that make it suitable for analyzing the problem from a particular perspective. By
combining thesemodeling techniques, analytical tools that facilitate the simultaneous
investigation of various aspects of a problem can be developed.

In this chapter, a hybrid simulation framework is introduced. It uses dynamical
modeling methods to simulate the outbreak of a disease during a pandemic. It also
stimulates the healthcare system’s response considering various pharmaceutical (e.g.,
vaccination and treatment) and non-pharmaceutical (e.g., social distancing and lock-
downs) interventions. This simulation framework comprises three main sub-models,
each of which has employed one of the dynamical modeling methods mentioned
above (i.e., ABM, DES, and SD). This simulation framework can be applied to eval-
uating the resilience of healthcare infrastructure in the face of pandemics from the
perspective of supply and demand.

The rest of the chapter is organized as follows: Sect. 2 reviews the simulation
framework. Next, Sect. 3 showcases an application of the proposed hybrid simulation
framework to a real-world community. Section 4 shows the application results and
related discussion. The testing and verification of the simulation framework are
discussed in Sect. 5. Finally, Sect. 6 reviews the lessons learned and concludes the
chapter.

2 Model Overview

The simulation framework presented in this chapter comprises three main sub-
models: (1) an agent-based model to simulate the disease outbreak, (2) a discrete-
event simulation model to characterize hospital performance, and (3) a system
dynamics model to simulate vaccine supply. The structure of this simulation frame-
work is shown in Fig. 1. As shown in Fig. 1, all of the sub-models work in harmony to
simulate the pattern of disease outbreak, the healthcare system response to demand
surge considering the uncertainty associated with the public’s behavior, and vaccine
supply. The following sections provide an overview of the sub-models and the
modeling principles used to design and implement them.
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Fig. 1 Schematic overview of the proposed hybrid simulation framework

2.1 Disease Outbreak

A community is a complex and dynamic system that includes numerous individuals
who behave differently in uncertain and evolving situations like pandemics. Some
individuals may help prevent the transmission of the disease by adhering to social
distancingmeasures.Othersmay disregard the guidelines and contribute to the spread
of the disease. In pandemics, individuals’ behavior leads to the emergence of complex
patterns and shapes the overall trend of the disease outbreak. Infectious diseases do
not uniformly affect individuals. Characteristics such as age may determine an indi-
vidual’s susceptibility to infections. For instance, in the case of COVID-19, it has
been shown that people with underlying health conditions like diabetes mellitus,
chronic lung disease, and cardiovascular problems are more likely to develop severe
symptoms [11]. At the community level, the pattern of infectious disease outbreaks
is affected by the population size, density, age distribution, and household size distri-
bution [12]. In addition to social and demographic aspects, behavioral aspects such
as the type and nature of daily activities can affect the pattern at which the disease
spreads across the community.

Epidemiologists have harnessed the capabilities of ABM to model disease
outbreaks. ABM allows capturing the infectious disease characteristics and commu-
nitymembers’ behavior, both ofwhich contribute to the spread of the disease [13–16].
A vital feature of the ABM is its ability to consider the interactions among agents
that influence how the disease spreads across the community. ABMmodels comprise
three main elements: agents, environment, and a set of rules [17]. An agent is defined
as an autonomous entity that participates in one or more interactions [18]. The main
features of agents are autonomy, discernment, interaction, and decision-making [19].
Agents can interact with each other as well as the environment. These interactions
follow a set of pre-determined rules and result in the behavior of each agent [20]. In
the context of modeling disease outbreaks, ABM allows the characterization of the
movement of infectious individuals, their behavior and interaction, and their contact
rate in the community.
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Consistent with the past studies (see, e.g., [13, 14]), the simulation framework
presented in this chapter usesABMtomodel the spread of the disease. The commonly
used SEIR (Susceptible–Exposed–Infectious–Recovered)model (see, e.g., [2, 6, 21])
is used to develop the state diagram of the community individuals in the model. At
first, agents are in the Susceptible state. Once contact with an infectious person is
established, there is a probability that the agent’s state changes to Exposed. The
likelihood of disease transmission when contact with an infectious person occurs is
referred to as Infectivity.

Each agent is assumed to be in contact with others daily. Only agents in the
Infectious state can transfer the virus to other individuals. The rate of infection,
Ri (t), is governed by the daily contact, C(t), and infectivity, Pt |c, as follows:

Ri (t) = C(t) · Pt |c (1)

In the outbreak sub-model, the lockdown variable, K, characterizes the extent to
which the public adheres to social distancing guidelines. In Eq. (1), daily contact,
C(t), is determined as follows [21]:

C(t) = (1− K )λ + K (σ − 1) (2)

where, λ is pre-outbreak daily contacts, and σ is the household population. The
first term in the r.h.s. of Eq. (2) shows the individual’s daily contact out of the
household. The lockdown variable limits the daily contacts, K. The second term
encodes individuals’ contacts within their households.

After a Latent period, dl , the exposed individual develops symptoms and becomes
Infectious. As the disease symptoms develop, the agent may decide to visit the
hospital with a given probability, η. A hospital visit can happen when the agent
is in the Exposed or Infectious state. The process of treatment is discussed in the
following section.

Figure 2 shows the individuals’ (i.e., agents’) state chart and transitions between
states. As Fig. 2 shows, in the aftermath of the treatment, the agent’s state may be
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either the deceased or recovered. After recovering from the disease, it is assumed
that the person remains immune to the disease during the immunization period, dim .
Moreover, if the person receives a vaccine at any time, they become immune to the
disease during the remainder of the simulation.

2.2 Hospital Performance

As a critical component of the healthcare system, hospitals face a demand surge
during pandemics. Hospitals must use their limited resources (e.g., beds in general
or ICUwards, medical equipment, medical staff, andmedicine) to treat their patients.
Proper management of these limited resources can enhance the hospital’s efficiency
and minimize pandemic-induced life loss. Patients’ flow inside the hospital is also
an essential determinant of a hospital’s ability to respond to the demand [22]. By
managing the patient flow, a hospital can lower patients’ waiting times, shorten total
visit times, and reduce the staff over-time coupled while maintaining reasonable staff
utilization rates.

DES is widely applied to the simulation of the behavior and performance of real-
world processes, facilities, and systems [23]. It facilitates the modeling of resource
management in dynamic processes. DES components include system states, events,
entities, resources, activities, and relations [24, 25]. System states provide informa-
tion about it at any given point of time in the simulation. Events can change system
states at any time. In DES, an entity can go through various compartments. The
state of an entity can dynamically change over time as it passes through the compart-
ments.Resources provide services to the dynamic entities in the simulation.Activities
happen over periods, and their duration is determined before their commencement.
For instance, in the model presented in this chapter, there is an imaging lab in the
hospital that, as a resource, provides services to entities (i.e., patients). At the begin-
ning of the simulation, the state of the imaging lab is “idle.” Once a patient enters
the lab, its state changes to “occupied” and remains the same for the duration of the
imaging process.

DES is widely used to model and analyze hospital performance [22, 26, 27]. DES
capabilities and features allow the modeling of various complex, stochastic patient
flow patterns. DES helps healthcare planners and managers analyze situations where
resource limitation leads to the accumulation of patients in queues [28]. It enables
them to evaluate various process improvement initiatives.

The modeling framework presented in this chapter harnesses the capabilities of
DES to simulate the patient flow and hospital performance during a pandemic.
Figure 3 shows the scheme of the hospital performance sub-model. As shown in
Fig. 3, first, each person in the community may decide to go to hospitals because
of developing symptoms. When an agent enters the hospital, it would be directed to
Hospital admission, where, based on the availability of beds, it is decided whether or
not the patient is admitted to the hospital. If not admitted to the hospital, the patient
may return to the hospital at a later time. Alternatively, the agent may never return
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to the hospital. Next, the admitted patients move to Triage and Testing services.
This process consists of checking primary and secondary symptoms using various
methods such as rapid visual tests, medical imaging, and lab tests. The severity of the
patient’s symptoms and their underlying health conditions drive the decision about
the hospitalization of a patient. Patients who are not infectious or do not have severe
symptoms are sent home. Patients who need hospitalization are sent to the ICU or
general wards. It is assumed that when all ICU beds are occupied, the general ward
will be used to treat patients with severe symptoms. The treatment process starts after
the hospitalization of a patient. As a result of the treatment, the patient may fully
recover. Otherwise, the patient dies. In each simulation time step, patients who have
died will be eliminated from the simulation environment.

The hospital performance sub-model also includes services that characterize the
vaccination process in the hospital. Figure 4 shows that conditioned upon the avail-
ability of vaccines as determined by the vaccination sub-model, people enter the
vaccine queue to receive two doses of vaccine based on a pre-determined schedule.
The hospital crew administers the available vaccines to the individuals in the queue.

To quantify the resilience of the healthcare system under various scenarios from
the perspective of supply/demand, the demand coverage ratio, δ, is used. It is
calculated as follows:

δ = DS

DT
(3)
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where DS is the satisfied demand for ICU and general wards, and DT is the total
demand for ICUand generalwards in the hospital.When δ is equal to one, the hospital
can meet the demand for hospitalization in ICU and general wards. In contrast, when
δ approaches zero, the hospital cannot meet the demand, and a lack of resilience is
observed.

2.3 Vaccine Supply

The vaccine supply process comprises four stages: product selection, production,
allocation, and distribution [29]. At the product selection stage, healthcare planners
select from a pool of candidates the vaccine will be used in the vaccination program.
Vaccine production involves various uncertainties. As a result, the number and timing
of vaccine supply may deviate from the planned levels. Allocation is the process of
prioritizing the population to receive the vaccine. This process needs careful planning
and may involve prioritizing high-risk individuals over those who are low-risk. Since
there are high-transmission and low-transmission groups in the community, there are
twomain approaches for vaccine periodization: (1) to prioritize high-risk individuals
for vaccination and directly protect them, and (2) to prioritize high-transmission
individuals and indirectly protect the high-risk group [30]. Finally, the distribution
stage involves delivering the vaccine from the producers to the end-users.

A derivative of systems theory, system dynamics is a method to characterize and
understand the dynamic behavior of complex systems. SD recognizes the circular,
interlocking, sometimes time-delayed relationships among its components of the
system. The primary elements of system dynamics diagrams are feedback, accumula-
tion of flows into stocks, and time delay. In the SDmethodology, causal loop diagrams
are used to capture the interactions among the system components. Variables are
connected using causal links (e.g., vaccine production affects vaccine supply). By
capturing interactions and consequently the feedback loops within the system, the
structure of a system is represented. By characterizing the relationships among its
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components, the system behavior over time can be estimated. The order of a dynamic
system or loop is the number of state variables or stocks it contains. Stocks are entities
that accumulate or deplete overtimes. Flows are the rates at which the stocks change.
Flows feed the stock during the simulation [31]. For instance, vaccine inventory
could be considered as a stock variable. In this case, vaccine supply rate and vaccine
consumption rate could be considered as in- and out-flows of the vaccine inven-
tory stock, respectively. Mathematically, the relationships between model variables
(i.e., stocks, flows, and auxiliary variables) are formulated as first-order differential
equations to form a coupled and nonlinear system. A model may include hundreds
of equations and input variables. Equations are solved simultaneously in discrete
intervals of length, dt , using the initial conditions.

Overall, SD provides a top-down view of the system, making it an ideal approach
to frame and understand complex problems. Boundaries in SD models could be
extended tomore broad areas in comparisonwith other dynamicalmodelingmethods.
This is helpful to find broad factors, causal relations, and feedback loops. More
specifically, SD is a powerful tool for evaluating “what-if” scenarios and various
multi-level policies [32, 33]. Accordingly, SD is widely used in design and policy
analysis. SDmodeling approach is widely used in past research [34–39] tomodel and
analyze the dynamic complexity of healthcare systems. The SDmethod has also been
used to model supply-chains and inventory management systems [39–42]. Several
research studies (see, e.g., [43]) have applied SD to design policies and decide about
vaccine supply-chain. This study extends the generic stock management developed
by Sterman [44] to model vaccine supply. The stock-flow diagram of the proposed
model is shown in Fig. 5.

As Fig. 5 shows, the vaccine supply sub-model comprises three different blocks:
production, distribution, and vaccine demand. The vaccine demand block calcu-
lates the number of vaccines needed over the vaccination period based on the pre-
determined plan. The production block simulates the process of manufacturing and
shipping a vaccine. It calculates the vaccine delivery rate to a specific region by
receiving the order backlog amount. Received vaccine orders are accumulated in
order backlog stock. The vaccine delivery rate enters the distribution block as an
input. The distribution block simulates the vaccine distribution process to the desig-
nated hospitals that administer the vaccine. This model assumes that each individual
receives two doses of vaccine. Initially, once the centers receive the vaccines, they
start the vaccination process using the first dose. After the interval between doses is
passed, the administration of the second dose starts. The rate of administration of the
second dose is dependent on the rate at which people have received the first dose. The
vaccine distribution block receives as input the first and second dose consumption
rates from the hospital performance model.
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3 Illustrative Application

In this section, the application of the proposed model is showcased using an
illustrative example.

3.1 Initialization and Model Calibration

When possible, relevant literature has been used to obtain the value of several model
parameters. Key model inputs, their corresponding initial values, their correspon-
dence to each sub-model, and the reference materials used to determine their values
are presented in Table 1.

To obtain the value of initial infections, ninit , pre-outbreak daily contact, λ, and
lockdown variable, K, the model is calibrated using the COVID-19 statistics from
the city of Izeh located in the south of Iran, with a population of 120,000. The model
calibration process uses a subset of available data to obtain the value for a set of
input parameters by forcing the model to satisfy pre-agreed criteria. The predicted
and observed infection and mortality data for the training period are shown in Fig. 6.
To assess the predictive capability of the model, the level of social distancing was set
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Fig. 6 a Observed daily number of infections versus the number of infections predicted using the
calibratedmodel, and b observed cumulative mortalities versus the cumulative mortalities predicted
using the calibrated model

equal to the value obtained at the end of the calibration period. Themodel predictions
were then compared to the reported data.

3.2 Experimental Methodology

Several scenarios were simulated using the framework discussed above to assess
the resilience of the healthcare system from the perspective of demand and supply.
The base scenario is initiated first. It is assumed that throughout the simulation,
the K variable remains constant over two-week periods. These values are 0, 0.29,
0.57, 0.19, 0.24, and 0.5 from period one to six, respectively, and remains constant
throughout the rest of the simulation period. Next, the impact of enforcing social
distancing measures on the disease outbreak and the performance of the hospital
is evaluated. In this experiment, various levels of adherence of the population to
social distancing guidelines are assumed, and the correspondingK values are used as
inputs to the model. Finally, the effect of vaccine utilization on the disease outbreak
and the performance of the hospital is evaluated under several scenarios. Under
each scenario, people are assumed to receive two vaccines doses according to a
schedule that prioritizes the medical staff and most vulnerable population groups.
According to this plan, the population is divided into five groups, namely G1 to G5.
The scheduled vaccination time for each group is based on the population of the
group. The characteristics of each group and the scheduled period of vaccination for
each group are demonstrated in Table 2.
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Table 2 Characteristics of vaccination groups

Group Description Scheduled vaccination period (days)

G1 Medical staff 10

G2 People over the age of 60 and people with
underlying health issues

20

G3 Prisoners, police personnel, military
personnel, refugee camps, bank personnel,
public transport staff, teachers, and school
staff

20

G4 People between the age of 25 and 55 25

G5 The remaining population 25

4 Results

In this section, the results of the experiments are presented. Following the calibration
and testing of the model, several scenarios were simulated over 100 days to evaluate
the impact of government interventions (e.g., enforcing lockdowns) and vaccination
on the disease outbreak and the hospital performance.

4.1 Enforcing Lockdown

The impact of enforcing various levels of lockdown on the disease outbreak and the
performance of the hospital was evaluated. As Table 3 shows, six values were consid-
ered for the lockdown variable, K. Each value corresponds to a specific lockdown
level. Associated with each lockdown level are different sets of rules on the social
and economic activities the citizens can and cannot do. Figure 7 shows the simula-
tion outcomes for this experiment. As expected, increasing the lockdown measure
controls the disease outbreak, reduces the number of infections, and helps flatten the
mortality curve in a shorter period (see, Fig. 7a, b).

The time-dependent demand coverage ratio for various lockdown scenarios is
shown in Fig. 7c. As evident, the demand far exceeds the capacity of the hospital in

Table 3 Various lockdown
levels and their corresponding
K value

Lockdown level Description Corresponding K value

Level 1 No lockdown 0.1

Level 2 Very slight 0.25

Level 3 Slight 0.4

Level 4 Moderate 0.55

Level 5 Extensive 0.7

Level 6 Very Extensive 0.85
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Fig. 7 The impact of lockdown level on a the number of daily infected, b cumulative mortalities,
and c demand coverage ratio

lockdown levels of 1, 2, and 3. Therefore, in such situations, the hospitals cannotmeet
the hospitalization demand. In contrast, in the base scenario and the scenarios where
the lockdown levels are elevated above 4, the demand coverage ratio periodically falls
below one, which means that the hospitals can meet the hospitalization demand.

4.2 Vaccination

The impact of vaccination on the outbreak of the disease and the performance of
hospitals was evaluated next. Due to the novel nature of the viruses that cause
pandemics, the progress of various stages of the vaccine supply process (i.e., product
selection, production, distribution, and allocation) is often subject to uncertainties.
Due to these uncertainties, the vaccination process may not commence as planned.
Accordingly, the impact of the timing of the vaccination process (i.e., the time at
which the mass vaccination starts) on the outcome of the outbreak mitigation efforts
was evaluated. Figure 8 shows the outcome of this analysis. The results show that the
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Fig. 8 Impact of vaccination timing on a daily infected, b cumulative mortalities, c demand
coverage ratio, and d vaccinated population

modeling framework provides results that are consistent with the evidence. Specif-
ically, they show that, once the mass vaccination starts, detected daily infections
gradually decline. Although late vaccine utilization helps flatten the mortality and
infection curves, delaying the mass vaccination process can have adverse effects.
Figure 8c shows that mass vaccination reduces infections and, consequently, hospi-
talization demand. The demand reduction relieves the pressure on healthcare workers
and increases the number of available hospital beds, which can be used to hospitalize
those with severe symptoms or underlying health issues (e.g., diabetes or obesity).

In order to start the process of mass vaccination, it is required to place orders
based on the pre-determined allocation plan. When the plan for vaccinating various
susceptible groups is in place, the healthcare authorities order the vaccines. Figure 9
shows the state of the hospital’s vaccine inventory during the simulation period.
The level of vaccine inventory depends on the vaccination time, TTSV. Once initial
conditions for vaccination are met, vaccine inventory will be replenished. Depending
on the duration of vaccine supply processes (i.e., vaccine selection, production, and
distribution), the inventory level will increase to a maximum level.
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Fig. 9 Vaccine inventory
levels under various
scenarios
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5 Verification

Several testingmethods have been proposed to verify and validate simulationmodels
[31, 34, 48–50]. The commonly used methods for verifying simulation models are
dimensional consistency test, extreme condition test, behavior reproduction test, and
sensitivity analysis. The dimensional consistency test involves evaluating all the vari-
ables and corresponding equations to determine whether the aggregate dimensions of
the variables on both sides of the equations are identical [31]. The extreme condition
test determines whether the model behaves correctly when extreme values (e.g., zero
or infinity) are assigned to a given variable. The behavior reproduction test compares
the modeled behaviors (i.e., model outputs) against the observed behavior. Finally,
sensitivity analysis determines whether model results are significantly affected when
model parameters are varied over the plausible range of uncertainty. If the model
behavior does not change significantly, the confidence in the modeling is increased
[38, 47]. The tests mentioned above were implemented throughout the modeling
process. However, for brevity, only the results of sensitivity analysis are presented
in this chapter.

5.1 Sensitivity Analysis

Sensitivity analysis can be used to examine the compliance of the simulation results
with expectations. In this study, sensitivity analysis was performed on selected vari-
ables, including the number of daily contacts, λ, and hospital capacity, ωh. Figure 10
shows that the model outputs (i.e., daily infections and cumulative mortalities are
highly sensitive to λ values). Thus, a slight change in the value of λ can completely
change the trend of the disease outbreak. These results highlight that the behavior that
the model simulates conforms with the expectation that individuals’ daily contacts
play an essential role in the disease spread.

Similarly, Fig. 11 shows a slight increase in the number of available hospital beds
per thousands of population in the hospital can enhance the ability of the healthcare
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Fig. 11 Impact of the variations of the number of hospital beds on a the demand coverage ratio
and b cumulative mortalities

system to respond to the demand surge and reduce the mortality rates. However, note
that an increase in the hospital capacity increases the expenses, which affects the
marginal value of adding more beds.

6 Conclusions

Public health decision-makers can use several pharmaceutical and non-
pharmaceutical interventions to control the outbreak of infectious diseases such
as COVID-19. As the experience with COVID-19 shows, abating the social and
economic disruptions of a pandemic concurrent with controlling the morbidity and
mortality rates is challenging. In such situations, the healthcare system becomes the
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frontline of response to the pandemic. Therefore, it must be adequately prepared
and equipped with the necessary resources to respond to the surge in demand for
medical care. Otherwise, numerous issues such as the shortage of medicine, medical
equipment, andmedical staff may arise, which can hinder the ability of the healthcare
system to carry the significant burden caused by the spread of the disease.

To address these issues, there should be appropriate preparedness plans to enhance
the capability of the healthcare system in the face of pandemics. Public health
decision-makers need appropriate quantitative tools that assist them in determining
the impact of various policies for responding to the outbreak and fine-tune them
before their implementation. These tools should be able to model the spread of the
infectious disease considering the characteristics of the disease, the behavior of the
community, the performance of the healthcare system, and the behavior of other
elements that are fundamental to the pandemic response (e.g., medicine supply).

This chapter presents amodeling framework that can assist public health decision-
makers by quantifying the performance of the healthcare system under various
plans for responding to outbreaks (e.g., lockdowns and mass vaccinations). Dynam-
ical modeling techniques such as system dynamics (SD), discrete-event simula-
tion (DES), agent-based simulation (ABS) modeling are used to characterize the
dynamics of the disease outbreak as well as the performance of the healthcare system
in the face of the demand surge. This modeling framework can consider the uncer-
tainty associated with the behavior of the public, the nature of the disease, the perfor-
mance of hospitals, and vaccination efforts. It is unique as it determines the extent of
the impact of system components (e.g., community, healthcare system, and vaccine
supply chain) on the observed outcome (e.g., morbidity and mortality rates). The
modeling framework facilitates identifying the deficiencies of each component and
an ex-ante analysis of various policies to control morbidities and mortalities (e.g.,
lockdown, testing, hospital capacity building, and vaccination).
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Abstract Pandemics are epidemics that spread rapidly over countries or continents.
They are large-scale outbreaks of contagious diseases that can significantly increase
morbidity andmortality and cause substantial economic and social harm. If not prop-
erly controlled, the hospitals, physicians, and care staff become overloaded, driving
the exponential growth of the infected population. Therefore, the early diagnosis of
the infected would help to break the transmission chain. Artificial intelligence (AI)
methods and deep networks have proven their outstanding performance in many
fields. In this chapter, we discuss the potential use-cases of AI in controlling the
COVID-19 pandemic. We introduce general concepts of AI in the diagnosis and
screening of COVID-19. We also highlight common problems and pitfalls in devel-
opingAImethodswith experiments on actual data.We ascertain the certainty of inter-
pretable AI models for a trustful diagnosis. We study the state-of-the-art techniques
in the diagnosis of COVID-19. We examine some of the experiences in controlling
the COVID-19 pandemic and discuss why AI was not used to its full potential in
the COVID-19 pandemic. Finally, we propose some future works to prevent the
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Acronyms

AI artificial intelligence
ML machine learning
NLP natural language processing
KNN K-nearest neighbors
SVM support vector machine
AUC area under the curve
CT computed tomography
MRI magnetic resonance imaging
CXR chest X-ray
API application programming interface
PCR polymerase chain reaction
SOTA state of the art
PET positron emission tomography
NIH National Institutes of Health
WHO World Health Organization
HMS health monitoring system
PHO Ontario Health Services
RSNA Radiological Society of North America
GPS global positioning system

1 Introduction

Pandemics are epidemics that spread rapidly over the globe. If not properly
controlled, the hospitals, physicians, and healthcare staff become overloaded, which
results in substantial morbidity and mortality and causes significant economic and
social harm. During the pandemics such as COVID-19, patients flock to hospitals at
any time of the day, andmany others check in with the mildest symptoms. Healthcare
workers need to be present at all times, and severe fatigue can affect their perfor-
mance. As a gold standard, the Polymerase Chain Reaction (PCR) test is used to
confirm the presence of COVID-19. However, PCR is time-consuming and has high
false-negative rates. Therefore, in some medical centers, they have been replaced by
Computerized Tomography (CT)-scan imaging (A non-invasive imaging technique
that gives detailed three-dimensional images from the body). CT-scan diagnosis by
a specialized radiologist is faster, contains more details about pneumonia, and can
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provide a quantitative measurement of the severity of infection [1]. However, experts
are not always available, and pandemics can exacerbate these conditions.

In these situations, accurate and rapid diagnosis of the disease effectively prevents
the outbreak of a pandemic. However, factors such as the increasing workload of
physicians and lack of expert radiologists in a pandemic make screening and identi-
fying suspicious patients difficult and slow [2]. However, due to the high transmission
rate of the COVID-19 pandemic, rapid diagnosis of the disease is necessary. Artificial
intelligence (AI) systems can pressure off the medical centers by assisting physicians
in speeding up the diagnosis and treatment procedures. They can also help the physi-
cians to make early predictions and efficiently manage the available resources to
control the spread of disease.

Artificial Intelligence is the ability of a computer to perform tasks commonly
associated with intelligent beings [3]. The core of an AI system is its knowledge
processing unit. The system uses this unit to acquire knowledge and perform specific
tasks [4]. In Machine learning (ML), an important domain in AI, rules are learned
from data and used to make accurate decisions. Computers have advantages over
humans that make them more suitable to perform specific tasks. They can perform
calculations much faster, have more memory to remember what is essential, and
are perpetually available. They never get tired, never change modes, and no internal
state affects their decision-making process. For example, the COVID-19 diagnosis
of CT-scan takes up to 15 minutes for a radiologist, while it takes only a few seconds
for an AI-based method [5]. Another challenge in the COVID-19 pandemic is distin-
guishing between COVID-19 pneumonia and other bacterial and non-COVID-19
viral pneumonia types. AI can help inexperienced physicians improve their ability
to correctly diagnose different types of infections [6]. In addition, compared with an
experienced thoracic radiologist, AI can achieve higher sensitivity than radiologists
at the early stages of the disease when the lack of human-visible abnormalities in
CT-scan exist [7].

Resource planning is utilized in hospitals to determine whether the hospital can
care for a patient’s needs. However, planning becomes a challenge during a pandemic
with overburdened hospitals and limited resources. The goal is to save as many lives
as possible. In this case, they have no choice but to admit patients based on the
severity of their condition and the possibility of their survival. Some patients do not
need to be treated in the hospital. However, for others, hospitalization is essential.
Therefore, determining the condition of each patient and predicting the required
facilities becomes vital. AI can help with resource planning by learning complex
patterns from symptoms, historical and clinical data. Currently, many AI models are
being used to predict overall mortality for the next few months or even a year [8].
These methods use various information such as blood biomarkers, age, gender, and
disease background of the patient to achieve accurate predictions [9].

During a pandemic, patients with varying degrees of severity are admitted to
hospitals. However, not all of them need to be hospitalized. Moreover, hospitals can
be a source of further infection, especially during a pandemic. For example, a study
reported that 41% of 138 hospitalized patients with COVID-19 were infected after
being admitted to a hospital [10]. The Health Monitoring System (HMS) allows
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patients to be monitored remotely. HMS is an advanced technology alternative to
traditional patient and health management. It consists of a wearable wireless device,
such as a wristband with a sensor, equipped with software for the specialist to access
important medical information [11]. AI can help to monitor the patients on two
levels. First, it can assess the condition more frequently than a physician to warn for
irregularities. Second, it can also predict the patient’s health condition to adopt the
required precautions in the coming days.

Infectious diseases such as COVID-19 can spread from person to person by phys-
ical contact, droplets, saliva, or airborne [12]. Because of the rapid spread of the
COVID-19 virus, it has a high rate of infection [13]. To prevent the outbreak of the
disease, one approach is to implement a patient tracking system that immediately
alerts individuals who have had recent contact with known cases of the disease during
their viral period and prompt them to become isolated [14]. There are several ways to
track down individuals who have had contact or interaction with patients affected by
the COVID-19 virus. For example, by collecting data from Bluetooth-based tracking
applications, GPS and social graphs, video surveillance, and CCTV cameras. Further
information can be gathered from card transaction data, internet search and social
media monitoring, text data, and network-based Application Programming Inter-
faces (APIs), which are intermediary programs that connect two other apps together.
Automated systems powered by AI can be designed to analyze different data types
and model a tracking system to control the pandemic [14–16]. However, challenges
such as technical limitations, socioeconomic disparities, data privacy and security
risks, and ethical issues still lie ahead [17, 18].

The following section describes the general concepts and guidelines for using an
appropriate AI system to manage the COVID-19 pandemic, focusing on diagnostic
and screening tasks. Then, we explain the potential problems and pitfalls of AI-based
methods using experiments with actual data. In section three, we elaborate on the use
of AI to facilitate various operations in a pandemic. In section four, we describe the
State-Of-The-Art (SOTA) AI systems used to diagnose COVID-19. The last section
discusses the obstacles to exploiting AI’s full potential in the current COVID-19
pandemic and proposes future works to make AI more effective in a pandemic.

2 A Guideline to Develop AI Models for Diagnosis
and Screening

Continuous screening and rapid diagnosis are two of the most frequent tasks in
controlling a pandemic. The function of the standard COVID-19 screening test is
to identify people with a higher risk of spreading the disease. Since asymptomatic
transmission plays a significant role in a pandemic, using screening tests to classify
patients becomes very important to reduce the outbreak of the disease. The purpose of
these tests is not to confidently detect the virus but to identify the suspicious patients
and isolate them to minimize the rate of infection. For example, chest X-ray (CXR)
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images are used for screening COVID-19 as they are widely available, inexpensive,
fast, and contain helpful information for detecting COVID-19 infections [19–23].
In addition, some studies have shown that magnetic resonance imaging (MRI), PET
imaging, and ultrasound can be used for diagnosis and screening. However, they are
not usually used in clinical practice [24–30].

On the other side, the goal of diagnostic tests is to detect the presence or absence of the virus
in suspected patients of COVID-19. These tests may also identify the cause, location, and
severity of the disease. If the screening result indicates the presence of the disease, diagnostic
tests are required to confirm the infection. For instance, the PCR or CT-scan tests can confirm
the presence of COVID-19 [1, 31–33].

There is awide range of data sources for the detection of a virus.Usually, the easier,
faster, and more available the data collection, the less accurate it becomes. Generally
speaking, during the COVID-19 pandemic, the data range starts with mobile applica-
tionswidely available and fast. It continues toPCR testing andCT-scan images,which
are more accurate and less available. As mentioned above, screening tests require
simple and rapid data collection, while diagnostic tests require more accurate data.

As described above, screening is conducted over a larger population. However,
an expert is not available to assess the test in many cases. Although diagnosis is
performed over a selected population, their number is still high in a pandemic,
resulting in the extreme tiredness of the experts. In addition, there is a shortage
of experts in some regions. AI can help in both tasks and assist the medical staff in
making more accurate and rapid diagnoses. We provide a guideline for how an AI
system can be trained for such tasks. We also describe the general concepts and the
common problems and pitfalls in screening and diagnosis with several real-world
examples [34–37].

2.1 Training, Testing, and Further Validation of AI Models

In the supervised learning approach for an ML model, everything starts from data.
We do not embed the knowledge of how to decide or how to calculate in the model.
Instead, we let the model learn its optimal configuration from the data. ML problems
fall into three general categories of classification, regression, and clustering. There
are a limited number of groups in classification problems, and the goal is to identify
the group for each sample in the dataset. For example, in classification, the goal is to
determine whether a person has a specific disease. In regression, each sample is asso-
ciated with a continuous number, and the goal is to calculate that number. Calculating
the percentage of infected lung regions in pulmonary diseases with pneumonia is an
example of this category. In clustering, the samples do not have any assigned groups
or numbers, and the goal is to group samples with similar patterns in the collected
data. For example, clustering patientswith different symptoms in an unknowndisease
can lead experts to the disease’s possible stroke paths.

The procedure of deploying anAImodel for a classification problem is depicted in
Fig. 1. In a classification problem, the dataset consists of multiple samples from each
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Fig. 1 The procedure of deploying an AI model for a classification problem

group or class. At first, the dataset is divided into three sets; training, validation, and
test. Next, the training data is used to obtain the parameters of the model. A model
may perform well on the training data but only learns the appearance of the samples
as they are repeated in the training process. This phenomenon is called overfitting. To
avoid over-fitting, multiple augmentations are applied to the input sample. For image
data, rotation, geometric transformations, and changing brightness are examples of
common augmentations. Finally, the trained model is evaluated on the validation
data to make sure it has learned the general properties of the data. In addition to
evaluation metrics, interpretations of the network may also be used as an extra check
to validate the reasons behind the model’s decisions.

Different architectures and training procedures lead to various performances of
the model on training and validation sets. The one with the best performance on vali-
dation data is selected as the final model among the trained models. In evaluating the
performance on validation data, redesigning, and retraining the model, the validation
set is observed multiple times. Therefore, the model’s performance on the validation
set cannot be a fair metric for the model’s generalizability. Therefore, a test set is
held out to evaluate the model’s performance on completely unseen data.

In some cases, models are designed to fit specific data appearances. As a result,
they may fail on other samples, e.g., samples of another imaging device, harming the
model’s generalizability. Therefore, collecting the test data from sources other than
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the training and validation data can improve the model’s generalizability. At the final
step, the model is deployed and tested by an expert. The feedbacks are collected and
returned to the model to make it optimal.

2.2 Data Gathering and Soundness

As mentioned above, an ML algorithm learns the model from data. Therefore, it is
essential to have a diverse dataset to enforce the model learn different observations.
Otherwise, it is limited to what it has seen and may perform poorly for other datasets.
For example, it is crucial to consider patients with different stages of the disease for
diagnosis, including healthy people in the dataset. If the training dataset only consists
of the severe stage of the disease, it may fail to detect the early stages of the disease.

Another important point is to ensure the labels are correctly assigned to the dataset
samples because the model learns from those labeled samples. If an expert labels
the samples, the model will become biased towards the expert’s opinion. Having
confirmation from experts, using laboratory tests, and post-data-gathering samples’
observations ensure correctness and make the model more robust. Another problem
induced by the inexactness of the labels is the trainability of the model. When there
are many mistakes in labeling, the model fails to train well. Therefore, we designed
an experiment to investigate the effect of inappropriate data labeling on AI models.
We selected two groups of data, one from NIH’s chest-X-ray dataset [38] and the
other from RSNA’s chest-X-ray dataset [39]. The NIH’s dataset contains 112120
images that are labeled using natural language analysis on the radiological reports.
Therefore, they may be inexact. On the other hand, RSNA’s dataset is a subset of
NIH’s dataset that at least two experts annotate to make it more trusted. Therefore,
we gathered “No Finding” and “Pneumonia” samples of NIH’s dataset for the first
group, including 45449 negative and 696 positive samples. We collected “Healthy”
and “Pneumonia” samples of RSNA’s dataset for the second group, including 8851
negative and 9555 positive samples.

To eliminate the effect of unequal group sizes, some of the negative samples of
NIH and some of the positive samples ofRSNAwere randomly discarded.As a result,
8851 negative samples and 696 positive samples remained for both groups. Next,
80% of the datasets Were selected as the training set and the rest as the validation
set. Finally, two well-known models, Inception V3 [40] and ResNet18 [41], were
trainedwith theAdamoptimizer [42].We utilized transfer learning and initialized the
weights using the trained models available in the Torchvision package [43]. For both
models, we first tuned the last fully connected layer and then one block before that. To
avoid the effect of imbalanced classes, batches of size 32 containing 16 positives and
16 negative samples were used for training. Data augmentation techniques such as
random brightness, cropping and resizing, rotating, and shearing was used to expand
the dataset for generalization.

The epoch acquiring the best average sensitivity and specificity on the validation
data was selected for all the models. The fine-tuning was done in the second stage
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Table 1 The effects of inappropriate data labeling. Sens, sensitivity; spec, specificity

Train set NIH (inappropriate labeling) RSNA (appropriate labeling)

Stage Validation Test Validation Test

Metric Sens Spec Avg Sens Spec Avg Sens Spec Avg Sens Spec Avg

Inception v3 56.67 86.45 71.56 59.12 77.79 68.46 88.33 95.23 91.78 78.55 80.41 79.48

ResNet 18 66.67 77.92 72.29 49.45 64.62 57.04 87.22 96.24 91.73 54.38 94.82 74.6

and continued until the model achieved more than 98% sensitivity and specificity
for the training data. The epoch with the best performance on validation data was
selected as the final model. We tested the models with the dataset of COVID-19
radiography database [44], Chest X-Ray Pneumonia [45], and Kaggle VinBigData
[46] to evaluate their generalizability. The results for validation and test datasets are
presented in Table 1.

As results show, both models trained on the NIH dataset fail to achieve high-
performance metrics as the models trained on RSNA with the validation set. This
proves that in datasets of equal size, certainty on labels helps exceedingly in training
themodel. Apart from the low sensitivity achieved on the test data due to the shortage
of positive samples in the selected groups, the models trained with RSNA samples
have achieved higher performance metrics for the test data.

2.3 Data Diversity, the Problem of Batch Effect
and Generalization

In the COVID-19 pandemic, many published papers have used small datasets and
reported high evaluation results. However, in most cases, the samples related to
different classes were collected from other sources. Therefore, these models are
susceptible to bias toward the appearance of samples for each dataset instead of
learning to solve a general problem. As a result, the models lack generalization and
may fail when applied to unseen data. This problem is not specific to small datasets,
and large datasets may also have the same issue. For example, suppose the test set
was gathered from the same training and validation datasets. In that case, the problem
would not be identified in the final evaluation stage, and a problematic model will
be deployed.

We designed an experiment to show the destructive effect of bias and batch effect
in an intense investigation. We selected two groups of data from Kaggle’s chest
Xray Pneumonia and Kaggle’s RSNA challenges. Both challenges were intended
for detecting pneumonia from chest X-ray images. We selected pneumonia samples
from the RSNA dataset and healthy samples from the chest-X-ray Pneumonia dataset
for the first group, including 9555 positive and 1583 negative samples. We selected
the same amount of positive and negative samples from both datasets for the second
group. We selected 80% of the datasets as the training set and 10% as the validation
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Table 2 The problem of batch effect and generalization caused by a biased dataset

Dataset Group 1—biased dataset Group 2—unbiased dataset

Stages Validation Test Validation Test

Metrics Sens Spec Avg Sens Spec Avg Sens Spec Avg Sens Spec Avg

Inception v3 99.19 100 99.59 24.62 5.08 14.85 93.14 94.81 93.98 97.95 89.28 93.61

ResNet 18 99.65 100 99.82 16.15 2.60 9.37 94.88 94.07 94.48 98.21 92.33 95.27

set. 10% of each primary dataset was put aside as the shared test dataset. We elim-
inated the positive samples related to the RSNA dataset and the negative samples
of the chest X-ray Pneumonia from the test set to bold the differences. The training
and model selection was performed similarly to the scheme mentioned in Sect. 2.2.
The evaluation results of the models are presented in Table 2. As the table shows,
the models trained on the first group have reached high sensitivities and specificities
on the validation set, which has the same bias as the training data. One may think
the models perform even better than the second group considering the performance
metrics of the validation sets. However, as the evaluation of test data with inverse
bias shows, the models of the first group have become entirely biased toward the
appearances of the samples for each dataset. In contrast, the evaluation metrics of
the second group on the test set are similar to the validation set results.

2.4 Interpreting the Black-Box Deep AI Models

Deep neural networks have shown excellent performances, achieving high accuracies
inmany domains, even better than human experts. However, most of thesemodels are
black-boxes, meaning the internal decision-making mechanism of the network at the
intermediate layers is not known. Therefore, their high accuracy is not sufficient to
build trust toward them. Consequently, they may have performed well due to wrong
reasons that are irrelevant to the domain-specific concerns [47]. In recent years,
researchers have focused on interpreting the black-box models. Interpreting means
explaining the reasons behind the decision of a model in a human-understandable
way [48]. These interpretations help identify the bias in the model’s decisions, make
sure the model has been fair, monitor the model performance based on the reasons
behind the decisions, and learn unknown domains from the model [47].

To show the trace of bias in the models, we interpreted the decisions of the above
ResNet18model using Guided Grad-CAM [49]. The interpretations will showwhich
parts of the images were considered by each model to make a decision. Figure 2
presents the interpretation results of themodels on seven random pneumonia samples
from the test dataset. As the figure shows, the model trained on the biased dataset
pays more attention to the outside regions of the lung, while the other model focuses
on lung infections. It shows that the model trained on the biased dataset has learned
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Fig. 2 Comparing interpretation results on ResNet18 using Guided Grad-CAM, trained on a the
biased, and b the unbiased datasets

the apparent differences between the two datasets as the distinguishing feature of the
patient and healthy images, instead of learning the patterns of pneumonia.

3 State-Of-The-Art AI Technologies for COVID-19
Diagnosis

Physicians in many countries have adopted imaging techniques and test kits to obtain
more accurate diagnosis results of COVID-19 and determine the severity of the
disease for each patient. CT-scan imaging is more accurate and sensitive among other
imaging techniques, andmany researchers haveworked on the automatic diagnosis of
COVID-19 using CT-scan images. Some have also focused on estimating the severity
metrics for the patients. In addition to detecting infected from healthy individuals,
somehave also aimed to solve themoredifficult problemof distinguishingCOVID-19
from other lung diseases such as community-acquired pneumonia. Unfortunately, a
fair comparison between published results is impossible due to the lack of benchmark
datasets. Therefore, most studies applied similar steps with a limited number of
choices on different datasets. Consequently, we discuss the existing challenges and
the general methods used by other studies to overcome these challenges in the case of
COVID-19 diagnosis. The details and performance measures for the selected studies
are given in Table 3.

Diagnosis with CT-scan images is not a straightforward problem. It includesmany
challenges, and researchers have used different methods to overcome these chal-
lenges. For example, CT-Scan samples may have a different number of images, from
30 to 800, depending on the thickness of the cuts. This poses a significant challenge
to the learning process. Some researchers have focused on high-resolution samples
to keep the sensitivity and accuracy high [50]. In contrast, the others have trained
their model on large cohorts with different thicknesses to have a more generalized
model [6, 51, 52].

The COVID-19 CT-scans datasets usually have labeled samples. This is because
carefully annotating images associated with infection and images with disease
features is time-consuming, while radiologists focus on their primary tasks during the
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Table 3 Details and performance metrics of the SOTA studies in diagnosing COVID-19

References Classification
groups

Training data Test data Evaluation
metrics on test
data

[50] COVID-19 vs
CAP vs
Non-pneumonia

1165 COVID-19
1560 CAP
1193
Non-pneumonia
[6 centers]

127 COVID-19
175 CAP
132
Non-pneumonia

Sensitivities for
each group:
COVID-19: 90%
CAP: 87%
Non-pneumonia:
94%
AUC for
COVID-19: 0.96

[6] COVID-19 vs.
nonviral CAP vs
Influenza A/B vs
Non-pneumonia

1294 COVID-19
666 nonviral CAP
70 Influenza A/B
1233
Non-pneumonia
[3 centers + 2
public datasets]

1235 COVID-19
668 nonviral CAP
62 Influenza A/B
1234
Non-pneumonia
[3 centers + 2
public datasets]
2113 COVID-19
1528 CAP
1333
Non-pneumonia
[2 public holdout
datasets]

Sensitivities for
each group:
COVID-19:
87.04%
CAP: 96.88%
Influenza A/B:
83.08%
Non-pneumonia:
93.44% 2 Other
public datasets:
COVID-19:
84.66%
CAP: 88.24%
Non-pneumonia:
81.91%

[53] COVID-19 vs
others

703 COVID-19
684
non-COVID-19
[more than 7
centers]

326 COVID-19
1011
non-COVID-19
[more than 7
centers]

Sensitivity: 84.0%
Specificity: 93.0%
AUC: 94.9%

[54] COVID-19 vs
Influenza A vs
Healthy

189 COVID-19
194 Influenza A
145 Healthy
(3 centers)

30 COVID-19
30 Influenza A
30 Healthy

Sensitivities of
each group:
COVID-19:
86.67%
Influenza: 83.33%
Healthy: 90.0%

[51, 57] COVID-19 vs
CAP vs
Normal

[Inexact numbers]
3000 COVID-19
750 CAP
500 Normal
[from 15 countries]

[Inexact numbers]
250 COVID-19
200 CAP
100 Normal
[from 15 countries]

Sensitivities for
each group:
[slice-based
evaluation]
COVID-19:
96.2%
CAP: 98.2%
Normal: 99.0%

(continued)
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Table 3 (continued)

References Classification
groups

Training data Test data Evaluation
metrics on test
data

[52] COVID-19 and
non-COVID
patients vs.
Healthy
COVID-19 vs
non-COVID
patients

1995 COVID-19
513
non-COVID-19
patients
517 Healthy
[from 6 centers]

222 COVID-19
57 non-COVID-19
patients
519 Healthy
[from 6 centers]
1435 COVID-19
[from 6 other
hospitals]

Sensitivities:
Diseased: 97.25%
Healthy: 87.50%
COVID vs Other
diseases:
COVID-19:
98.15%
Other: 81.03%
[for unseen
centers]
Diseased: 95.80%
COVID-19 vs
others: 95.73%

pandemic. Having many images per sample and being trained only on the samples’
labels is like looking for a needle in a haystack for a model that does not know about
the disease. When we train a model to distinguish between groups of samples, the
model tries to learn the groups’ differences. Searching in a large sample makes the
training process harder and slower. Moreover, a sample of almost 200 images can fill
the memory of a common GPUwith 12 GB of RAM. Therefore the training becomes
even more difficult.

Integrating human knowledge about the disease to the method, architecture of the
model, and training process can significantly reduce the training challenges. It can
also help the model learn relevant differences, which helps distinguish the groups
of samples. For example, since we know COVID-19 affects the lungs, it would be
logical to search for the marks of the disease in the lung areas of CT-scan images.
Many researchers have adopted this knowledge in a pre-processing step. Some have
used image processing techniques such as automatic thresholding to separate the
lung areas from images. Some have trained a network over their own annotated
private dataset to detect the lungs [6, 50–54]. Therefore, the rest of the images are
eliminated except for the lungs, and the model skips the irrelevant areas during the
training process.

Researchers have tried to ease the challenge of training with different methods.
Some have adopted a fully supervised approach by providing slice-based labels and
training their model to classify the slices rather than the whole image [51]. While
being very helpful in training the model, this solution suffers from being biased
to the error of the annotator. Even if the error were reduced by aggregating the
annotations from multiple radiologists, there would still be a problem with the lack
of human-detectable signs. This means the model will at most be able to distinguish
what radiologists can distinguish. In practice, we have many unlabeled samples and
only a limited number of labeled samples. Therefore, Some researchers have adopted
semi-fully supervised methods for the training process. This is possible by adopting
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a two termed loss function; one for the sample-level prediction and the other for the
slice-level prediction. The first term is calculated over all the samples of the training
batch, but the second term only focuses on samples with specific slice labels. Here
the sample-level loss considers the slices with a lack of human observable marks.
Thus, the slices with a negative label belonging to a positive sample should not be
included as healthy slices in the training process for the annotated samples. Finally,
many researchers have trained their models merely based on the sample-level labels
and achieved notable results [6, 50, 52, 53].

COVID-19 is detectedmainly by ground-glass opacity infections in the peripheral
of the lung. Some researchers [52, 55] have developed their method based on this
knowledge. First, they utilize the existing models and tools for pulmonary lesion
detection that specify the regions of the lesions [56]. In the next step, they use deep
learning models to classify the type of lesions and aggregate the results of the lesions
to decide for the whole sample. Unfortunately, these methods may also miss the
samples with the lack of human-detectable marks.

Diagnosing COVID-19 from CT-scan images is inherently a 3D problem. This is
because the images of the CT-scan are cuts through another dimension, named depth.
Some researchers have treated CT-scan images as 3D data, extended the 2D models
to work with 3D data, and used the sample-level labels to train the model [6, 53, 54].
Thesemodels utilize 3D convolutional kernels and demandmuchmoreGPUmemory
than the 2D models during the training, and have more extensive computations in
the evaluation phase. In addition, they are more sensitive to the thicknesses of the
slices as convolutional networks are not invariant to different scales. Others have
worked merely on 2D models and classified slices rather than the whole samples
[51]. Other researchers have just aggregated the features extracted from the slices
before making the final decision using a pooling layer [50] or an LSTM network
[6]. However, they miss the information that the peripheral slices can add to each
slice. Other researchers have adopted a hybrid 2D-3D model to have advantages of
both schemes. They have used 2D models to extract information from individual
slices and added the peripheral slices as extra channels to the input slices. Another
problemwith the 2D and the hybridmethods is their requirement for slice-level labels
in the training phase. Some have overcome this problem by aggregating the features
extracted from slices before the decision-making section of the network. To solve
the problem with GPU’s memory, they have subsampled uniformly from different
parts of the sequence of images for each CT-scan. It is more probable to capture the
disease-relatedmarks in at least one of the chosen slices in subsampling. Some others
have used a weakly supervised approach to dynamically guess the slices related to
the disease in each round of training [52]. Moreover, for the 2D and hybrid models,
an additional post-processing step must be considered to reduce the false positives.
Many have used Markov models to extract more reasonable probabilities for slices
based on the probabilities of the peripheral slices.

To train themodels for detecting infections and diagnosingCOVID-19, pixel-level
labels are required. This takes even more effort from radiologists for annotations.
Researchers have used fully supervised, semi-supervised, and weakly supervised
schemes for training the model based on slices of CT-scan images. There have also
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been other weakly supervised schemes that use the interpretations of the model
to perform sample-level or slice-level predictions for finding the input areas that
affect the output. They use these areas as ground truth and train the infection detec-
tion model by utilizing them [below]. In detecting infection, fully supervised and
semi-supervised methods can lead to more accurate results. In contrast, the weakly
supervised methods would only detect approximate zones due to many pixels and
the inexact labels used in training.

4 AI and Pandemic

This section addresses other areas where AI can help speed up processes inmanaging
the pandemic.

4.1 AI for Status Prediction

Two different approaches have been taken to study COVID-19 mortality; predicting
large-scale mortality and predicting the death of each individual according to its
condition. The first approach is commonly used to predict mortality in a city or
country. It uses the distribution of mortality rates in recent days and weeks to predict
the near future. To achieve higher accuracy, parameters such as hospital facili-
ties, human mobility, non-pharmaceutical interventions, demographics, historical
air quality, and econometrics in the area can also be considered [58].

The second approach predicts the probability of death for each individual. It uses
differentmodels likeNeural Networks, K-Nearest Neighbors (KNN), Support Vector
Machine (SVM), Random Forest, and Decision Tree to obtain the highest accuracy.
For example, in our study, the neural network model achieved 89.98% accuracy in
predicting the mortality of COVID-19 patients.

In addition, in [59] they trained an AI model on a large dataset of hospitals in
Ontario, with nearly 70 thousand patients. Data were collected from the Ontario
Health Services (PHO) and Canada Health Services (PHAC) datasets. The model
achieved an Area Under the Curve (AUC) of 90% for PHO and 93.5% for PHAC
datasets.

4.2 Utilization of AI in Vaccine Discovery

To combat the COVID-19 pandemic, vaccination is the most effective strategy. Most
SARS–CoV-2 vaccines in advanced clinical trials are based on modern vaccine
approaches that rely on introducing the specific parts of the virus or their genes
into the body to generate a targeted immune response. Thus, current methods
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have shifted away from live-attenuated and inactivated whole-pathogen vaccines
to purified antigens and epitopes.

Vaccine development is complex and often requires extensive, time-consuming,
and resource-intensive studies to determine efficacy and potential side effects. AI
can help speed up the lengthy and costly process of vaccine development.

The vaccine design process has been revolutionized by reverse vaccinology,which
focuses on finding potential vaccine candidates by analyzing pathogens’ protein-
coding genome (proteome). The SARS–CoV-2 consists of four structural proteins,
E (envelope), M (membrane), N (nucleocapsid), and S (spike), as well as several
non-structural proteins. The AI approaches can facilitate antigen selection, epitope
prediction, immune response modeling, and affinity with human leukocyte antigen
alleles in the vicinity ofCOVID-19 to select the best possible ones.Numerous epitope
prediction studies focused on this protein since the S protein is involved in viral
entry and provokes an immune response. BNT162b2, mRNA-1273, and AZD1222
are three recently approved vaccines against SARS–CoV-2, all of which use the S
protein. Thus, AI approaches can identify specific epitopes from a significant number
of potential SARSSARS–CoV-2 peptides capable of inducing a robust and protective
immune response.

Another critical problem that could be solved by anAI-basedmethod in predicting
the immunogenicity of the developed vaccine. In search for SARS–CoV-2 proteins
associated with optimal immune response, computational biology can identify gene
coding proteins associated with COVID-19 severity. In addition, a cellular immune
response network can be constructed using host-virus and virus-host interaction data.

One of the significant challenges in vaccine development lies in the mutations of
SARS–CoV-2 strains. Therefore, there is a need to test whether a selected epitope
is conserved across mutations and multiple populations for vaccine development.
Despite the development of several machine learning-based classifiers for aller-
genicity and toxicology, there is currently no method for predicting the toxicity
of all vaccine components in combination, which computational network analysis
could achieve [60]. Furthermore, breeding SARS–CoV-2 variants resistant to the
approved vaccines is not impossible. Therefore, more robust and precise AI-in-silico
approaches should be developed to a better vaccine against the new variants of the
virus.

4.3 AI in Controlling the Pandemic

COVID-19, as a global health crisis, forced the health care providers to seek new
technologies to monitor and control the spread of the pandemic. The extraordinary
amount of data derived from public health surveillance, real-time epidemic outbreak
monitoring, trend forecasting, regular situation briefings, and medical records must
be managed to control and anticipate new diseases.

AI-based methods can track the spread of the virus in real-time, plan public health
interventions and monitor their effectiveness. Indeed, the flexibility, rapid analysis
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Table 4 Possible applications of artificial intelligence and big data for the management of the
COVID-19 outbreak

Time scale Possible application Example

Short-term
(weeks)

Rapid identification of an ongoing
outbreak

AI can facilitate real-time
epidemiological data collection,
risk-assessment, decision-making
processes, and design/implementation
of public health interventions

Diagnosis and prognosis of
COVID-19 cases

Recognition of specific diagnostic and
prognostic features

Medium-term
(months)

Identification of a potential
therapeutic option

Identify already existing
drugs/discovering new molecules

Long-term
(decades)

Enhancing cities and
favoring the development of healthy,
intelligent, resilient cities

Design newly standardized protocols
for sharing data and information during
emergencies

and identification of patterns, ability to adapt based on a new understanding of the
disease process, self-improvement as new data become available, and lack of human
bias in the analysis make AI a promising new tool for pandemic management. Table
4 indicates some possible applications of AI in the control and management of the
COVID-19 pandemic.

Information obtained from patient tracking plays a vital role for general public
health governance in designing, planning, and organizing to cope with the pandemic
[15]. Researchers in [18] have listed 36 countries that have successfully implemented
mobile app patient tracking systems. There are several ways to achieve this goal as
follows.

4.3.1 Patient Tracking Using Mobile Apps

A successful example is the QR-code-based screening app used in Hubei, China, to
monitor people’s movement. A similar approach has been used in Taiwan to track
high-risk individuals based on their travel history to affected areas [61, 62]. Tracking
information from Internet-based searches can also help to predict future outbreaks
[61]. For example, using WeChat text data in the context of COVID-19 was another
successful approach to predicting disease outbreaks in China [63]. In addition, by
searching for “fever” and “cough” in Google Trends, the researchers discovered
that these words had a significant association with the COVID-19 outbreak and
subsequent hospitalizations or deaths [22].
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4.3.2 Patient Tracking Using Video Surveillance

Using video surveillance to detect proximity and social distance has advantages over
other approaches such as Bluetooth or GPS technologies. However, the methods
mentioned above lead to a high rate of false positives due to their low spatial reso-
lution. Other studies show deep-learning approaches for analyzing CCTV cameras
in the workplace to monitor workers’ activities and detect violations [64, 65]. In
another study, a facial touch detection system (that detects when someone uncon-
sciously touches their face) was also developed to ensure security and collect more
data that can be used in related applications [66].

4.3.3 Patient Tracking Using Natural Language Processing (NLP)

An important application of machine learning in patient tracking is determining
public opinion and society’s perception of social distancing [67]. For example, the
results of a text classification study showed that public opinion plays a vital role in
guiding relevant decisions (sentiment analysis to ensure that they have been well
taught) [14].

There are also challenges with current mobile apps [14]. For example, technical
limitations include a lack of highly skilled developers and companies developing and
deploying the tracking system. Different countries like the US, UK, and Australia
have come to other solutions to overcome this problem [18].

Unfortunately, there is not enough quantitative information about the contact
tracing apps used in the above countries to compare their performance and other
features comprehensively.

However, in [68], the authors mentioned a COVID-19 Tracing App Scale
(COVIDTAS) framework to compare these apps. COVIDTAS was adopted from
a framework in [69] and developed based on features such as usability, technology,
privacy, tracking effectiveness, and factors reflecting user experience and sentiment.

4.4 Wearable Sensors Application in COVID-19 Pandemic

Other trending approaches that are progressively developing areCOVID-19wearable
devices. Despite the classic and conventional techniques used in clinical settings
like PCR tests or imaging modalities, these approaches have continuous access to
health records of potential COVID-19 subjects all day long. At present, devices like
smartwatches or wristbands are recording health data used for screening purposes.
Moreover, wearable devices like smart lenses, smart on-teeth sensors, smart masks,
and smart biosensors are gaining more attention. However, possible precautions of
these technologies, such as data privacy, must be considered [70, 71].

More recently, observational studies on wearable biosensors for remote moni-
toring of COVID-19 subjects byAI algorithms have revealed promising performance
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in detecting COVID-19 patients. Un and his colleagues designed their observational
study to show the potentials of wearable biosensors and AI in clinical monitoring.
They illustrated that wearable biosensors with AI reached a high correlation with
manual procedures in predicting clinical worsening events, as well as prolonged
hospitalization [72].

Additionally, there are other related works in literature, including newly-
developed wearable devices and state-of-the-art AI algorithms that can predict the
potential outcomes of disease. As another example, a wireless skin-interfaced device
attaching to the suprasternal notch designed by FitBit can sensemultiple features like
body movement, heart rate, respiratory-related signals, and other signs and symp-
toms like body temperature and cough. Therefore, by an ongoing fusion of these
features by utilizing AI techniques, one can classify or predict diseases (e.g., being
COVID-19 or not) more accurately [73].

5 Future Directions

5.1 The COVID-19 Pandemic Experience

Since the COVID-19 outbreak in late 2019, the disease has become a potential
threat to global health. Facing a pandemic is cross-sectoral. These sectors, including
economy, social, cultural, environmental, and political, are collectively called social
determinants of health.

In a 2000 report, theWorld Health Organization (WHO) outlined the primary role
of health systems in achieving their goals through a set of six fundamental building
blocks, including service delivery, health workforce, health information systems,
medical products, vaccines and technology, health financing, and governance. Infor-
mation and AI technologies that serve these six principles can increase the resilience
of health systems.

The strategy of countries on health systems plays a crucial role in controlling
pandemics. COVID-19 pandemic showed a fundamental weakness in international
organizations and governments to face a pandemic. For example, WHO made basic
mistakes in managing the COVID-19 pandemic. Without sufficient information, it
declared the virus is non-communicable and considered the use of the mask unnec-
essary for a long time. A year and a half after the pandemic, COVAX vaccine distri-
bution policies cannot provide comprehensive vaccination plans. In the COVID-19
pandemic, medical advances in specialized fields did not help significantly. Unfor-
tunately, at the beginning of this crisis, due to incorrect policy-making, the influx
of hospitals and emergency rooms caused the spread of the virus and increased
mortality.

Since it is time-consuming to find effective vaccines and treatments at the begin-
ning of a pandemic, the most important global action is identifying and tracking
patients and implementing smart distancing between citizens. The experience and
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evidence of successful countries in the field of COVID-19 pandemic management in
the world have shown that most of the successful management activities are based
on the correct and timely application of AI solutions. The first step in managing the
information of any epidemic is to identify and record the information of the target
population. Accurate identification and registration of patients in different disease
states are possible through the following:

1. Identifying the exact number of cases and the actual geographical prevalence,
2. Preparation of contact tracking map of infected people and carriers and the

possibility of predicting the future pattern of outbreaks,
3. Ability to control the movement of the population for the best type of

social/physical distancing policy, and
4. Anticipating the needs and resources of care and treatment, focusing on efficient

distribution of resources.

The following steps are suggested for implementing a control and management
system:

1. Implementing a national pandemic web-based system,
2. Identifying the status of each individual; without symptoms, suspicious

symptoms, definitive infected, and convalescence categories,
3. Launching a status inquiry system
4. Requiring citizens to carry pandemic IDs,
5. Electronic screening process through registering geographical position and an

AI algorithm to compute the risk of being infected by being near the patients
and suspected people,

6. Tracking patients through their phones and GPS,
7. Establishing an AI-based face tracking system for patients to prevent them

from entering crowded areas,
8. Developing AI-based screening systems that recognized patients through their

temperature or other characteristics,
9. Developing AI-based chatbots, and
10. Preparing a telemedicine system to checkup patients in remote locations.

We should adopt new data collection and analysis strategies using emerging tech-
nologies. For example, the Internet of Things (IoT) refers to the interconnected
network of physical objects such as sensors, health measuring devices, intelligent
sensors, home appliances, automotive devices, etc. IoT enables objects to sense,
process, and communicate with each other and automatically interact with people
and provide intelligent service to users. The IoT platforms can also be used over cloud
computing platforms to provide systematic and intelligent prevention and control of
COVID-19, which includes five steps: symptom detection, quarantine monitoring,
disease contact detection, and social distancing, disease prognosis, and diseasemuta-
tion tracking. If IoT, cloud, and AI are appropriately utilized, they can provide rapid
and efficient healthcare services, especially in the perspective of COVID-19.
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5.2 Toward a Universal Crowd-Sourcing and Validating
Framework for AI Models

The AI methods have declared they can come in handy during the pandemics,
although they have not shown a significant impact on the case of COVID-19 [74]. It
was expected to have the AImethods emerge before the first COVID-19 peak in diag-
nosis and screening, which means scientists had few months to train sophisticated
models. As mentioned before, having a large dataset with a wide variety is crucial
to have generalizable models, while there was no public dataset in the said period
for the COVID-19 pandemic. This led scientists to search the literature, hoping to
find sufficient data, and another group searched among the care centers looking for
data. However, sufficient positive cases cannot be located in onemedical center in the
emergence of a pandemic.Besides, there is numerous paperwork to satisfy the privacy
of data, which takes even more time. In other words, much time would be spent on
gathering the required data while it can be spent on designing and training a suitable
model. These problems can be solved if there is a universal crowd-sourcing public
dataset. There might be a lack of samples in a small area. However, there is undoubt-
edly enough data all over the world. Many people wish to donate their samples and
contribute to making a universal public dataset to help scientists battling against the
pandemic. This framework should have strict confirmation policies to ensure data
validity and trustability. Other scientists like physicians and experts can also use this
worldwide public dataset to study the disease comprehensively.

Unfortunately, the hotness of a pandemic causes a paper storm. In this situation,
it is difficult and time-consuming to find state-of-the-art methods. The review papers
ease this process by summarizing many studies. Nevertheless, there is a trade-off
between the coverage of ideas and faster release. For example, in screening and diag-
nosing COVID-19 using medical images, there are more than 2000 papers, howbeit
no review paper has covered more than a few methods. Another problem is that not
many experts trust the papers in the arXiv, and it takes a long time to be published
in a peer-reviewed journal or conference. These problems can be solved by having a
universal public framework for sharing the data, papers, and results in a structured
way. For example, in the case of diagnosing COVID-19, it could be a tabled data
containing the date, the number of training samples, the number of test samples,
classification groups, evaluation metrics on the private test set and also on public
datasets, and some extra tags for the general methodologies like fully supervised,
semi-supervised, weakly supervised, or unsupervised. Having tabled data like this
could make searching the literature much easier and faster by utilizing AI-based
filters and sorting tools. There are websites like https://paperswithcode.com/ that
have aimed at a similar goal by introducing datasets and grouping the studies.

The experience of the COVID-19 pandemic showed that the potentials of AI
methods did not widely explore to combat the pandemics. One reason is that people
cannot easily trust the reported results. The results cannot be trusted unless one can
trust the data and run the proposed trained model on the same data. Some organiza-
tions like Kaggle and Dream Challenge aim to solve global problems by challenging

https://paperswithcode.com/
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and validating the trained models with private test datasets. During a pandemic,
the challenges can help to a great extend. Unfortunately, in the case of diagnosing
COVID-19 using CT-scan images, there were no such challenges.

In conclusion, in the case of the COVID-19 pandemic, the absence of the proposed
framework is evident. As a result, there was a delay in the emergence of sophisticated
and trustable AI models, duplicate ideas on different private datasets, and no fair
comparison. This happened while the studies could have been complementary and
helped in the evolution of working solutions. The recent experience proved that
the world had not been prepared for a pandemic. Efficient adoption of emerging
technologies such as IoT, cloud, and AI can significantly help control and manage
pandemics.

6 Conclusion

This chapter briefly introduced AI, its strong potentials, and its capability of making
manual procedures faster andmore accurate during pandemics. Considering its bene-
fits, AI has a high potential to help in a pandemic where hospitals are overloaded,
and health experts cannot respond on time. In recent years, AI models have shown
outstanding performance in many health applications, especially during pandemics.
Therefore, it is essential for the health staff who work with AI systems to know these
models and how they operate. So, they neither overestimate nor underestimate them.
We demonstrated how AI models are trained. We set up an experiment on actual data
to show that models cannot be trained perfectly on any data. Amore precisely labeled
dataset can lead to much better training. We also showed that not every model that
has reported high performance could be confidently trusted. Moreover, we set up
an extreme experiment to show how a model can become biased to dataset-specific
features, resulting in increased performance in the dataset and low performance in
other general datasets. In this regard, we introduced the concept of explainability of
AI models. We showed how explaining decisions could help understand and trust
the model’s findings, which can lead to understanding whether the model’s decision
on a single case is reliable and if the model is performing rationally in general or
has become biased. When a model is biased to unrelated features, it will not behave
as expected. In conclusion, the models need to be evaluated on a diverse set of test
data representing the actual population’s distribution so that the experts can trust the
reported performance metrics.

We described the general applications of AI in pandemics and the corresponding SOTA
studies. We focused more deeply on the role of AI models in diagnosis and screening as
two essential requirements of breaking out a pandemic. Several methods of diagnosis and
screeningwere used during theCOVID-19 pandemic.As stated before, evaluating themodels
on large test sets can indicate their similar performance on the general population and, there-
fore, their applicability on large-scale situations. Consequently, we selected SOTA methods
acquiring the desired quality. Due to the high overlap between the methods, we described
the general methodologies and mentioned differences rather than the extensive description
of those methods.
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Finally, we demonstrated experiences during the COVID-19 pandemic that
avoided exploiting the AI’s full potentials.We stated the lack of valuable data and the
tremendous required effort to gather datasets are the major delaying factors in deliv-
ering effective AI systems for the pandemic’s peak time.We also described the effect
of the so-called paper storm as another delaying factor. The literature review shows
that most studies have reported similar performance on different private datasets.
However, their performance on general datasets is unknown. Therefore, creating an
open dataset could facilitate the delivery of effective AI solutions in a pandemic. We
reported the lack of trust towards the reported performance metrics as a prohibitory
reason for using AI models by experts. To solve the problems mentioned above, we
proposed a unified framework for gathering data, effectively managing the paper
storm, and trustfully evaluating the models that can be more effective in the next
pandemic.
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COVID-19 Features Detection Using
Machine Learning Models and Classifiers

Ali Al-Bayaty and Marek Perkowski

Abstract Different machine learning techniques and approaches were implemented
to detect the features ofCOVID-19, fromchestX-Ray andCTmedical images, aswell
as to identify them from other similar human-being lungs infection diseases. In this
work, Logistic Regression, Neural Networks, RandomForests, Decision Trees, kNN,
and CN2 Rule Induction are the machine learning models and classifiers that were
utilized to perform such detection and identification. The entire process according to
the importance of good parameters selection, and such performance was presented
and emphasized at different phases of models analysis and visualization. In our
presented method, the achieved classification accuracies were up to 95.5%. Our
work was implemented using Orange software, as a visual-based tool, and dedicated
for physicians with no experience in machine learning algorithms and programming
languages.

Keywords Coronavirus · COVID-19 · Features detection · Features extraction ·
Machine learning classifiers

1 Introduction

The Coronavirus disease pandemic, a.k.a. COVID-19 byWHO (World Health Orga-
nization) [1], is world widely spread affecting many people in different countries.
Since this virus does not have a well-known information as well as not match
any similar symptoms that occur by other well-documented and knowledge-based
viruses, medical concerns and emergency orders were firmly raised in many regions,
e.g. schools and businesses closures as well as stay-home orders, to protect lives
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and eliminate the disease outbreak excessively as well. For that, hourly data collec-
tions regarding infected areas, communities, and people are continuously gathered,
accumulated, and compiled to form visual representations of COVID-19 morbidness
cases and their spreading in different zones.

From the scientific and engineering point of view, themachine learning algorithms
and models can play a role in classifying and identifying the COVID-19 cases from
other similar human-being lungs infection diseases, such as Bacterial Pneumonia,
Viral Pneumonia, Pneumocystis, Streptococcus, and SARS, using chest X-Ray and
CT (Computerized Tomography) medical images. Some researchers were able to
have fairly classified results from such diagnostic images using different models of
ImageNet deep learning classifiers [2, 3], as described in [4–6].Alimadadi et al. stated
how governments, research institutes, and technological companies issued an urgent
call-to-action for AI (Artificial Intelligence) researchers to develop data mining tech-
niques and build open-source real-time analytical datasets to fight the COVID-19
pandemic and stop its spreading. Such that, the collection of large real-time diag-
nostic datasets of COVID-19 cases can give a better understanding of the COVID-19
patterns and spreading, aswell as improve the speed and accuracy of themedical anal-
yses when such diagnostic datasets are integrated with machine learning algorithms
[7]. Pinter et al. mentioned that due to the lack of necessarily diagnostically datasets
collection, the epidemiologicalmodelswere in challenge in thematter of higher accu-
racy delivery for a long-term prediction. They implemented the ANFIS (Adaptive
Neural-Fuzzy Inference System) andMLP-ICA (Multi-Layer Perceptron-Imperialist
Competitive Algorithm) as a hybrid machine learning algorithms approach to predict
the time-series of the infected individuals and their mortality rates, usingMATLAB’s
ANFIS toolbox. Moreover, their work can be considered as an initial benchmarking
tool for future research regarding the potential of machine learning algorithms in
COVID-19 pandemic prediction [8]. In the paper of Elaziz et al., a new machine
learning method was presented to classify the COVID-19 and non-COVID-19 cases
using chest X-ray images. The features extracted from such images using the method
of FrMEMs (Fractional Multichannel Exponent Moments) within a parallel work-
station to accelerate the overall computational process. Their work was evaluated
using two COVID-19 chest X-ray datasets that achieved accuracy rates of 96.09%
and 98.09% for the first and second datasets, respectively [9]. Sujath et al. presented
a model to predict the spread of COVID-19 in India, this approach was implemented
using differentmachine learningmodels, such asLinearRegression,MLP, andVector
Autoregression using the COVID-19 Kaggle repository datasets for the epidemio-
logical COVID-19 cases in India, only. Their work showed that the CI (Confidence
Interval), a way of quantifying the uncertainty of estimated results, was 95% for the
completely implemented machine learning models [10]. Ardabili et al. presented a
comparative analysis of differentmachine learningmodels, such asMLP andANFIS,
and soft computing models, such as GA (Genetic Algorithm), PSO (Particle Swarm
Optimization), and GWO (GreyWolf Optimizer), to predict the COVID-19 outbreak
and spreading. They demonstrated that the machine learning algorithms were effec-
tive tools and have more promising results than the soft computing models in the
COVID-19 pandemic prediction [11]. Brinati et al. described the amplification of
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COVID-19 viral RNA using the rRT–PCR (real-time Reverse Transcription–Poly-
merase Chain Reaction) is the current gold standard test for COVID-19 infections
confirmation. However, due to the rRT-PCRweaknesses, such as false-negative rates
of 15–20%, and a potential shortage of reagents, therefore faster, less expensive,
and more accessible testing methods, as alternative solutions, should be developed.
Two machine learning models were implemented to classify patients as either posi-
tive or negative to the COVID-19 infection using the hematochemical values from
the routine blood exams. In such two models, the accuracy ranges 82–86% and the
sensitivity ranges 92–95% with respect to the gold standard test. Moreover, a Deci-
sion Tree model was implemented as straightforward simple decision assistance for
the COVID-19 suspected cases [12]. Cheng et al. indicated that approximately 20–
30% of COVID-19 infected cases need hospitalization, while 5–12% of them may
require critical care in the ICU (Intensive Care Unit). In their work, they developed a
machine learning algorithm, as a risk prioritization tool, using Random Forest model
to predict the ICU requirements within the 24-h. Time-series information, labora-
tory data, vital signs, nursing valuations, and ECG (Electrocardiograms) signals were
used as input datasets for this model. These datasets were randomly split into 70% of
the training dataset and 30% of the test dataset. Then, this model was trained using
the tenfold CV (Cross-Validation) technique. The model’s performance and predic-
tion was evaluated on the test dataset, as the following: sensitivity of 72.8% (95%CI:
63.2–81.1%), specificity of 76.3% (95% CI: 74.7–77.9%), accuracy of 76.2% (95%
CI: 74.6–77.7%), and Area under ROC of 79.9% (95% CI: 75.2–84.6%). Thus, this
machine learning tool could improve the planning and the management of hospital
resources in more effective ways regarding the COVID-19 patients’ hospitalization
[13]. In the study of Rustam et al., different supervised machine learning models
were implemented to forecast the number of patients infected by COVID-19. Four
standard models, such as Linear Regression, Exponential Smoothing, LASSO (Least
Absolute Shrinkage and Selection Operator), and SVM (Support Vector Machine),
were developed to forecast the upcoming patients and results. The number of newly
infected patients, the number of recovered patients in the next 10 days, and the
number of deaths were the three prediction categories for each model. The Exponen-
tial Smoothing model had better forecasting results than the other models, followed
by the Linear Regression model, and then the LASSO model performed well in
forecasting the newly infected cases, recovery rate, and death rate. While the SVM
model performed poorly in the three prediction categories. The three models were
performed on the Johns Hopkins University’s COVID-19 repository datasets [14].

2 Materials and Methods

A large set of diagnosticmedical images of human-being lungs diseases, i.e. datasets,
has to be publicly provided to the scientific communities, to achieve the valuable
comparable results of identification and classification of COVID-19 cases. For this
reason, many medical datasets [15, 16] have been already published to stop the
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COVID-19 outbreak using vast sets of technologies and applied approaches, e.g.
machine learning algorithms. The aim of our work is to identify the best classifiers,
within the best CA (Classification Accuracy) scores, that classify the COVID-19
infected cases from other human-being lungs infected cases. As well as to provide
a convenient visual-based classification tool to physicians, without their need to
understand the deep knowledge of machine learning algorithms, the programming
languages, such as Python, the computational libraries, such as NumPy, Pandas, and
scikit-learn, and the abstraction platforms, such as PyTorch and TensorFlow. Our
work was fully designed, built, and implemented using the open-source machine
learning and data visualization tool Orange, from the University of Ljubljana [17].

Orange provides data analysis, data visualization, statistical distributions, and vast
sets of plotting tools, as well as its GUI (Graphical User Interface) allows the physi-
cians to focus on data analysis and manipulating, instead of coding, to accelerate the
diagnostically identification and classification workflows with ease. Our presented
workwithOrangewas performed using the datasets that were provided by theKaggle
repository [15], and the workflow was categorized into four proposed phases: (1)
Datasets Preparation Phase, (2) Training Dataset Operations Phase, (3) Test Dataset
Operations Phase, and (4) Prediction and Performance Phase. Furthermore, seven
machine learning algorithms were utilized, in this work, to have sufficient compa-
rable decisions regarding the best-chosen model for the best classification accuracy
to identify and classify the COVID-19 cases. These models are:

• Distances that computes the distances between the rows and columns in the
datasets, i.e. the cases [18, 19],

• Logistic Regression that classifies the cases using the non-linear Sigmoid function
(σ) [19, 20],

• CN2 Rule Induction that uses efficient induction of simple and comprehensive
rules in the form of (IF condition THEN predict case) to predict the cases [21,
22],

• Tree that splits the cases into nodes and leaves by labeling purity and forward
pruning [23, 24],

• Random Forest that classifies the cases using an ensemble of decision trees [25,
26],

• kNN (k-Nearest Neighbors) that searches for the k closest cases based on their
features and their averages as classification factors [27, 28], and

• Neural Network that classifies the cases within the MLP model using the
backpropagation method [29].

Note that all the aforementioned algorithms are supervised classifiers, except the
Distances, which is an unsupervised classifier.

Note that some of Orange’s toolboxes have been renamed in purpose to match
their underlying phases as well as their designated operations, for ease of follow and
understanding.



COVID-19 Features Detection Using Machine Learning Models … 383

2.1 Datasets Preparation Phase

The datasets were gathered from the chest X-Ray (of PA “Posteroanterior”, AP
“Anteroposterior”, APS “AP Supine”, and L “Lateral” captures [30]) and CT (of
Axial and Coronal scans [31]) medical images of COVID-19, SARS, Pneumocystis,
and Streptococcus infection cases. Since the number of these gathered images is
relatively small, the data augmentation technique is performed in this phase. The
data augmentation was achieved by enlarging the size of each medical image, i.e.
sample, in the datasets by increasing their (1) brightness by the factor of 16 and (2)
contrast by the factor of 32, to have a sufficient number of samples. A sufficient
number of samples yields a good identification and better classification accuracy
judgment, as well as fulfills Hoeffding’s Inequality generalization bound [32]. For
instance, to demonstrate Hoeffding’s Inequality, for any randomly selected size of N
COVID-19 and non-COVID-19 samples, the generalization bound for the probability
(P[·]) of such an event for any tolerance (ε > 0) is as stated in Eq. (1):

P[|v − μ| > ε] ≤ 2e−2ε2N (1)

where, μ is the probability of the COVID-19 samples in a bin consisting of COVID-
19 and non-COVID-19 samples, while v is the fraction of the selected COVID-
19 samples among the non-COVID-19 samples. Note that Hoeffding’s Inequality
formula mostly affects by how large N and the chosen ε are.

The ACDSee® photo editing software was used to implement such data augmen-
tation [33]. Note that other data augmentation methods, such as shape sheering,
angles rotation, and flipping/mirroring, were not used in this phase, due to the fact
that physicians usually check such diagnostic images in the normal straightway posi-
tion, as portraits. For fast data processing, the samples were scaled uniformly to the
dimensions of 128 × 128 pixels, and the resultant statistics of these samples are
summarized in Table 1.

Figure 1 demonstrates the preparation phase of these datasets that consists of the
following Orange toolboxes: (1) Import Images that loads the datasets locally, i.e.
from the computer, (2) Image Viewer that visually checks the loaded datasets, (3)
Adding Labels that generates the cases for each sample. Since these datasets are
non-labeled and most of the classifiers are supervised, then a column of labels, i.e.
classes, was generated regarding the samples’ filenames. Note that, each filename

Table 1 Infected samples
statistics

Infection case Number of samples

COVID-19 169

SARS 33

Pneumocystis 45

Streptococcus 51

Total = 298
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Fig. 1 Datasets preparation phase using orange toolboxes

corresponds to an infected case name, for instance the filename of the “COVID-
19-APSupine-Xray-1.jpeg” sample generates the “COVID-19” case as a label. (4)
WholeDatasets that lists thewhole labeled datasets, (5)Distributions that statistically
displays the labeleddatasets, and (6)Datasets Sampler that samples thewhole labeled
datasets into 70% of training dataset and 30%of test dataset, i.e. 209 training samples
and 89 test samples.

For more illustration, Fig. 2 illustrates the Image Viewer and Adding Labels
toolboxes of Orange.

Fig. 2 Orange image viewer (left) and adding labels (right) toolboxes
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Fig. 3 Orange whole datasets toolbox

Note that four labels were generated using Adding Labels toolbox with labels
as COVID-19, Pneumocystis, SARS, and Streptococcus. Figure 3 shows the Whole
Datasets toolbox of Orange

Finally, Fig. 4 demonstrates the Distributions and Datasets Sampler toolboxes of
Orange.

2.2 Training Dataset Phase

After the 209 samples, i.e. the training dataset, were received from the Datasets
Sampler toolbox from the Datasets Preparation Phase, they can be buffered and visu-
ally checked along with their generated labels using the Training Dataset toolbox.
Since these training samples contain no useful classifiable information, the Incep-
tion v3 Model (Training) toolbox is in need to represent this training dataset into its
vectorized equivalent representations, a.k.a. features. This toolbox generates 2048
numerical features for each sample that makes the next classification processes more
meaningful, and such features can be viewed using the Training Dataset Features
toolbox of Orange. Note that the Inception v3 Model (Training) toolbox is based on
Google’s Inception v3 CNN (Convolutional Neural Network) architecture [34] that
is trained on ImageNet.
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Fig. 4 Orange distributions (left) and datasets sampler (right) toolboxes, the sampling percentage
can be changed based on the model design and technical requirements

Then, these features alongwith their labels from the Inception v3Model (Training)
toolbox were fed to various machine learning classifiers for further identification
and classification of training dataset based on their features (and labels, if they were
supervised classifiers), as shown in Fig. 5. Note that, the calculated distances in the
Distances classifier were visualized using theHierarchical Clustering toolbox along
with the Hierarchical Clustering Viewer toolbox, the generated rules in the CN2
Rule Induction classifier were viewed through the CN2 Rule Viewer toolbox, the
generated tree with nodes and leaves in the Tree classifier were visualized using the
Tree Viewer toolbox.

2.3 Test Dataset Phase

After the 89 samples, i.e. the test dataset, were received from the Datasets Sampler
toolbox from the Datasets Preparation Phase, they can be buffered and visually
checked along with their labels using the Test Dataset toolbox, as shown in Fig. 6.
Since these test samples contain no useful classifiable information, the Inception v3
Model (Test) toolbox was applied here, and their features can be viewed within the
Test Dataset Features toolbox.
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Fig. 5 Training Dataset Operations Phase using Orange toolboxes, (left) the training dataset was
fed from the first phase then propagated to the Inception v3 Model for features generating, (middle)
predictions were calculated from themachine learning classifiers then forwarded to the fourth phase
for classification accuracies, (right) and the distances, rules, and trees can be viewed through the
viewers

Fig. 6 Test Dataset Operations Phase using Orange toolboxes, (left) the test dataset was fed from
the first phase, (middle) then propagated to the Inception v3 Model for features generating that fed
to the fourth phase for performance measurement, (right) and these features can be visually viewed
using test Dataset Features toolbox
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2.4 Prediction and Performance Phase

The received signals from the Training Dataset Phase, i.e. the predictions from the
machine learning classifiers, as well as from the Test Dataset Phase, i.e. the features
from the Inception v3 Model (Test) toolbox were fed to the Predictions toolbox,
to measure the performance and score the classification accuracies regarding the
best-chosen classifier for COVID-19 cases. The following Orange toolboxes were
implemented to compute such measurement and scoring, as illustrated in Fig. 7:

• Confusion Matrix: Shows the numbers of matched and unmatched samples from
the test dataset under the predicted and the actual cases that were judged by the
Predictions toolbox [35].

• Sieve Diagram: Visualizes the frequencies of cases based on a pair of classifiers
[36].

• Linear Projection: Plots the linear separation of cases concerning their classifiers
[37].

3 Methodology

In our presented work, an appropriate visual-based classification tool is provided that
targets the medical domain, especially for the physicians with less experience in the
machine learning philosophy and limited programming skills. Different distances,
rules, trees, tables, and plotswere obtained from the proposed sevenmachine learning
classifiers based on their different selection of parameters. For that, the following

Fig. 7 Prediction and
Performance Phase using
Orange toolboxes, (left) the
signals were received from
the second and third phases,
(right) and then the
performance measurement
and classification accuracies
scoring were achieved
through these three toolboxes
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Fig. 8 Distances and hierarchical clustering results of COVID-19 axial CT scans of 100% accuracy

configurable parameters for each machine learning classifier were chosen and tuned
to have the best human-classifiable results regarding COVID-19 infection cases
among other similar human-being lungs infection cases. Note that some parame-
ters have an insignificant effect or no effect at all on the classification results for
some classifiers.

3.1 Parameters of Distances Classifier

The Distances toolbox, along with the Hierarchical Clustering and Hierarchical
Clustering Viewer toolboxes, performs a good classification on the training dataset
with a small number of errors in clustering the cases, as demonstrated in Figs. 8,
9, and 10. Few cases in the clustering process have mismatched results, and the
explanations of these outcomes were left to the epidemiology specialists due to their
deep knowledge in this field. Our work provides an adequate and easy-to-use tool
for them. Note that the Distance Metric parameter is better to be set as Cosine when
dealing with images, in general.

3.2 Parameters of CN2 Rule Induction Classifier

The CN2 Rule Induction toolbox produces different rules, in the format of (IF
condition THEN predict case), and classification accuracies based on its Evalua-
tion measure parameter. Such that, when this parameter was set to Entropy [38] its
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Fig. 9 Distances and hierarchical clustering results of streptococcus L X-Ray images with one
mismatched case

Fig. 10 Distances and hierarchical clustering results of SARS PA X-Ray images with one
mismatched case



COVID-19 Features Detection Using Machine Learning Models … 391

Fig. 11 CN2 Rule Induction and Evaluation measure parameter as Entropy, lower classification
accuracy and higher induced difficult-to-read rules

classification accuracy was 53.9% and the generated number of rules was 43, as
shown in Fig. 11. However, when this parameter was set to Laplace accuracy [38],
its classification accuracy changed to 64% and the generated number of rules to 19,
as shown in Fig. 12. Therefore, the Laplace accuracy parameter produces more clas-
sification accuracy results with fewer easy-to-read induced classifiable rules. Note
that, the colored bars in theDistribution column represent the infection case: Blue for
COVID-19, Green for SARS, Orange for Streptococcus, and Red for Pneumocystis.

3.3 Parameters of Random Forest Classifier

The parameterNumber of trees does not influence at all on theRandomForest toolbox
CA performance and its results. Such that, when this parameter was set to 10, its CA
is 70.8%. While, when this parameter was set to 20, its CA still be at 70.8%.
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Fig. 12 CN2 Rule Induction and Evaluation measure parameter as Laplace accuracy, higher
classification accuracy and a few induced easy-to-read rules

3.4 Parameters of Tree Classifier

TheMin. number of instances in leaves parameter has no huge influence on the Tree
toolbox’s CA performance and its results. Such that, when this parameter was set to
2, its CA is 58.4% with a tree generating of 35 nodes and 18 leaves. While, when
this parameter set to 3, its CA changed to 59.6% with the same tree of 35 nodes and
18 leaves, as illustrated in Fig. 13.

The interpretability rules that generate the unbalanced binary tree, as shown in
Fig. 13, will be as follows:

• The parent node, root, generates the left-side child, node, when (n21≤ 0.283447).
• The root generates the right-side node when (n21 > 0.283447).
• The left-side and right-side nodes then generate their children in the same fashion,

and so on …

According to these interpretability rules, the percentile of cases was calculated
based on the nXXXX. Note that the n21, for instance, is one of the 2048 features
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Fig. 13 Orange Tree viewer toolbox of 35 nodes and 18 leaves tree at either 2 or 3 of the Min.
number of instances in leaves parameter selection

Table 2 CA based on
Number of neighbors and
Weight parameters

Number of neighbors Weights

Uniform Distance

5 68.5% 75.3%

10 61.8% 75.3%

that were obtained previously from the Inception v3 Model (Training) toolbox on the
training dataset.

3.5 Parameters of kNN Classifier

The kNN toolbox produces different CA based on Number of neighbors andWeight
parameters. Table 2 presents the generated CA based on these two parameters. Note
that, there were insignificant changes in its CA for the 5 or 10 selection of theNumber
of neighbors parameter as well as for theUniform orDistance selection of theWeight
parameter.

3.6 Parameters of Logistic Regression Classifier

The Logistic Regression toolbox generates different CA depending on the Regular-
ization type parameter. Therefore, when this parameter was set to Ridge (L2) [39],
then its CA was 95.5%. While, when this parameter was set to Lasso (L1) [40] then
its CA changed be 84.3%. Since the Lasso (L1) parameter shrinks the extreme values
of each sample towards its central values, then this could cause the loss of important
information during the classification process than the Ridge (L2) parameter. Note
that the Strength parameter was set to C = 1.
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3.7 Parameters of Neural Network Classifier

The Neural Network toolbox produces different CA based on its Neurons in hidden
layers, Activation, and Solver parameters. In our work, this classifier was imple-
mented as an MLP of 2 hidden layers, due to the MLP architecture of more hidden
layers had the same generated CAwith the same parameters selection. The following
activation functions of Logistic, tanh, and ReLU [41] as well as the solver optimizers
of SGD [42] and Adam [43] were selected in this work, due to their robustness and
non-linearity behaviors. Note that the Regularization parameter was set to 0.9 and
the Maximal number of iterations was set to 100. Table 3 states the generated CA
based on these three parameters.

The best-chosen CA was 91.0% for the MLP architecture of the (100 × 100 ×
4) neurons with ReLU activation and Adam solver parameters selection, as well as
of the (500 × 500 × 4) neurons with tanh activation and Adam solver parameters
selection. However, the small MLP architecture of (100 × 100 × 4) neurons was
chosen due to its fewer number of the utilized neurons that decrease the classification
time, rather than the medium MLP architecture of (500 × 500 × 4) neurons.

4 Results and Discussion

In our work, the obtained human-classifiable results were based on the following
factors: (1) the number of medical samples in the training and test datasets, (2) the
seven proposedmachine learning classifiers, (3) the selected and tuned parameters for
each classifier, and (4) the predicted probabilities. Moreover, the Predictions toolbox
was implemented to visually illustrate the predicted probabilities for the test dataset
based on their labels as well as the outcome signals from the classifiers based on
the training dataset. These predicted probabilities are CA, AUC (Area under ROC—
Receiver Operating Characteristic), Precision, Recall, and F1 (a weighted harmonic
mean of Precision and Recall) that used to compute the statistical performance of
a machine learning classifier [44], as demonstrated in Fig. 14. Note that, in this

Table 3 CA based on Neurons in hidden layers, Activation, and Solver parameters

Activation/solver Neurons in hidden layers (%)

100 × 100 × 4 500 × 500 × 4 1000 × 1000 × 4

Logistic/SGD 57.3 57.3 57.3

Logistic/Adam 57.3 57.3 57.3

tanh/SGD 78.7 88.8 86.5

tanh/Adam 85.9 91.0 85.4

ReLU/SGD 67.4 85.4 77.5

ReLU/Adam 91.0 79.8 65.2
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Fig. 14 Orange Predictions toolbox, (top) the blue bars show the strength of each classifier in
predicting the four infected cases individually or as a group, and (bottom) the predicted probabilities
(CA, AUC, Precision, Recall, and F1) of computing the statistical performance for each classifier

Predictions toolbox, the cases can be chosen individually or as a group to show the
best-chosen classifier(s) that predicted them, as denoted by the lengths, or strengths,
of the blue bars.

Moreover, other Orange toolboxes, such as Confusion Matrix, Linear Projection,
and Sieve Diagram, were implemented to calculate the correlations and illustrate
the projections between the training dataset and the test dataset for each machine
learning classifier.

4.1 Results from Confusion Matrix

Figure 15 illustrates the correlation between the actual and the predicted cases on the
samples from the test dataset as comparable matrices for each classifier regarding
the four infected cases. It was observed that the COVID-19 samples were more
classifiable under the Logistic Regression and Neural Network than the other clas-
sifiers, and especially for the Logistic Regression classifier since it has only four
mismatched COVID-19 cases with Streptococcus cases, then followed by the Neural
Network classifier that has eight mismatched COVID-19 cases with Pneumocystis
and Streptococcus cases.
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Fig. 15 Confusionmatrices for each classifier, and the Logistic Regression classifier performs well
on COVID-19 cases classification

4.2 Results from Linear Projection

As demonstrated in Fig. 16, the COVID-19 samples, as the blue dots, were selected to
be linearly projected with the Logistic Regression, Tree, Random Forest, kNN, and
Neural Network classifiers to check their accurate classification and performance.
It was visually noted that the COVID-19 samples were more classifiable under the
Logistic Regression and Neural Network than the other classifiers, and especially
for the Logistic Regression classifier due to a large number of blue dots around its
axis, then followed by the Neural Network classifier.

4.3 Results from Sieve Diagram

Orange Sieve Diagram toolbox provides the N samples visualization of the test
dataset along with a pair of classifiers, as well as shows the Sieve Rank (X2). The
darker blue regions are the stronger is the relationship of a given case for a pair of
classifiers. This can be influenced on theX2 aswell, so that the higherX2 gives a better
illustration of the stronger relationship for a given case among a pair of classifiers.
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Fig. 16 Linear projection of COVID-19 samples, as the blue dots, within the five classifiers, and
the Logistic Regression classifier performs well on COVID-19 cases classification

Figure 17 shows different Sieve diagrams for different pairs of classifiers, and it
was visually observed that the COVID-19 samples were more classifiable under
the pair of Logistic Regression and Neural Network classifiers. This observation
was based on darker blue regions and higher X2 than for other pairs of classifiers.
On the other hand, the COVID-19 samples were less classifiable under the pairs of
Logistic Regression and Tree/Random Forest/CN2 Rule Inducer classifiers, which
have lighter blue regions and lower X2.

5 Conclusions

When more medical images regarding the COVID-19 datasets have been clinically
provided and publicly available, this will open the chance to do more research in this
field as well as increase the number of samples to the classifiers, which yields to get
better modeling performance and classification accuracy. Hence, larger datasets of
various diseases’ cases will contribute to domore labeling assignments, however less
data augmentation would be required. The image scaling of 128 × 128 pixels was
chosen, in this work, for the purpose of fast processing time, but this downscaling
may also affect the hidden features of these diagnostic images, which gives at the
end no better features extraction and detection using the Orange Inception v3 model
toolbox. Our work was implemented using Orange software, a visual analytical
tool for epidemiology specialists that have little knowledge in machine learning
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Fig. 17 Sieve diagrams for pairs of classifiers, N is the number of test samples and X2 is Sieve
rank. (top-left) the pair of Logistic Regression and Neural Network classifiers performs well on
COVID-19 cases classification with darker blue regions and higher X2

techniques and limited programming skills, to allow them to focus on COVID-19
cases analysis and classification with ease of use and simplicity of understanding
and manipulating.

Some of the toolboxes’ parameters do not affect the overall workflow,while others
do. Table 4 describes the parameters that have been carefully chosen for better rules,
easy visualization, as well as higher performance and CA.

Based on Table 4, the Predictions toolbox demonstrates different CA for different
classifiers. The higher CA is, the better classifier does, as categorized by Table 5.
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Table 4 Parameters selection
for higher performance and
CA

Toolbox Parameter(s) Setting

Distances Distance metric Cosine

CN2 Rule induction Evaluation measure Laplace accuracy

Tree Min. number of
instances in leaves

3

Random forest Number of trees 10

kNN Number of
neighbors

5

Weight Distance

Logistic regression Regularization type Ridge (L2)

Neural network Neurons in hidden
layers

100 × 100 × 4

Activation ReLU

Solver Adam

Table 5 CA ranking for each
classifier

Classifier CA (%)

Logistic regression 95.5

Neural network 91.0

Random forest 76.4

kNN 75.3

CN2 rule induction 64.0

Tree 59.6

Based on the Confusion Matrix toolbox, as in Fig. 15 shown previously, the
Logistic Regression classifier has a better matching between the actual and the
predicted cases for the samples from the test dataset, and then followed by the Neural
Network classifier. While the Tree classifier has the worst matching pattern. There-
fore, this is in agreement with Table 5. Based on the Linear Projection toolbox, as
in Fig. 16 shown previously, the Logistic Regression and Neural Network classifiers
have the most COVID-19 cases projection along their axes than the other classifiers.
Therefore, this is in agreement with Table 5.

Based on the Sieve Diagram toolbox, as in Fig. 17 shown previously, the pair
of Logistic Regression and Neural Network classifiers have the most test samples
frequencies of COVID-19 cases, due to the darker blue regions and higher X2. There-
fore, this is in agreement with Table 5. Based on the careful parameters selection and
tuning for each classifier, the Predictions toolbox, the Confusion Matrix toolbox, the
Linear Projection toolbox, the Sieve Diagram toolbox, and the CA from Table 5, the
Logistic Regression model was the appropriate best-chosen classifier in identifying
and classifying the COVID-19 cases among the other similar human-being lungs
infected cases (SARS, Pneumocystis, and Streptococcus). The achieved CA for the
LogisticRegression classifierwas up to 95.5%.Figure 18demonstrates the completed
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layout of all connected phases, toolboxes, and signals to achieve the overall Orange
workflow for COVID-19 features detection and extraction using machine learning
classifiers.
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Cough Detection Using Mobile Phone
Accelerometer and Machine Learning
Techniques
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Abstract Timely cough diagnosis is important due to prevalence of severe upper
respiratory tract infection during COVID-19 pandemic. Cough monitoring can
aid in the detection of onset of severe infections. With a variety of embedded
sensors, increased memory, higher processing capabilities, and widespread avail-
ability; smartphones can be employed to detect coughs by actively monitoring the
movements of chestmuscles. This chapter describes a three-axis accelerometer-based
approach for detecting and classifying cough occurrences in human subjects through
application of machine learning algorithms to movement data. In an unconstrained
environment, movement data is captured in real-time from the embedded accelerom-
eter of a smartphone carried by subject in upper-left pocket of shirt. Preprocessing
of data is done with noise reduction, standardization, and data re-sampling tech-
niques to ensure efficient model training. Supervised machine learning approaches
are utilized to classify cough into three categories of mild, chronic and breathing
episodes depending upon intensity of movement in chest muscles. According to
the collected data and comparative examination of training models, Random Forest
surpassed other algorithms with an accuracy of 89.1% and high precision corre-
sponding to 19,000 samples of training data. Proposed system classifies activities
frommovement data stored in the cloud instead of performing this taskwithinmobile
phone application to accommodate a host of users using smartphones with varying
software and hardware specifications for assisted living applications.
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1 Introduction

Worldwide COVID-19 pandemic has imposed immense challenges on healthcare
system and exposed weakest points and problems of the traditional diagnostic prac-
tices. As healthcare systems are trying to cope with the rapid and enormous demands
for testing patients, novel ways for diagnosis, monitoring and managing patients are
also essential to combat the pandemic.

1.1 Cough an Important Biomarker for COVID-19
Identification

There are several symptoms or biomarkers for the detection of COVID-19 infection
and prevalence in human subjects. World Health Organization (WHO) and Centers
for Disease Control and Prevention (CDC) have identified dry cough, breathing
difficulties, chest pain and fatigue as the most important symptoms of viral infec-
tion during the first wave of COVID-19. These symptoms could be seen between 2
and 14 days after exposure. One of the important biomarkers is cough. It has distin-
guishing characteristics to it which can help in identifying the onset and severity of
disease.

1.2 Overview of Cough

Cough is a natural defense mechanism to propel unwanted elements out of human
respiratory tract. When we cough, a complex physiologic response is activated to
protect airways fromunwanted secretions or foreign objects. It alleviates obstructions
in the respiratory stream. We can classify coughs as wet or dry coughs, based on
their acoustic quality sound. The cough pattern has three distinct phases. These three
different phases are inspiratory phase, compressive phase, and expulsive phase. Both
inspiratory and expiratory muscles are actively involved during coughs. Extreme
changes in intrapleural pressure occur because of active contraction of thesemuscles.
Repeated coughs can cause multiple complications such as rupture, lung herniation
through the intercostal space, and rib fracture. Details of cough types, patterns, and
muscular movement are discussed in literature review.

1.3 Levels of Cough Severity

We can classify cough as acute, subacute, or chronic based on duration. Acute coughs
subside in three weeks, while subacute coughs last longer than three weeks and up
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to eight weeks. Chronic cough refers to serious infections that last longer than eight
weeks [1].

Mild or subacute cough is most often caused by upper respiratory tract infections
(URTIs) or viral infections. Intensity of this cough is lower than chronic cough.
Determining the intensity of cough is also important along with duration for correct
diagnosis.

1.4 Common Respiratory Diseases

Table 1 presents a list of common respiratory diseases, their prevalence among the
worldwide population, and key biomarkers, along with other characteristics [2].

World population is 7.9 billion in 2021.More than a billion persons, that is 12.29%
of world population, suffer from respiratory diseases. Asthma accounts for 23.5%,
COPD has 20%, TB is prevalent among 11% and 5% of all respiratory cases are due
to pneumonia. Lung cancer is the leading cause of death with more than 40% of total
deaths due to respiratory disorders [5].

Table 1 Prevalence of respiratory diseases and key biomarkers

Respiratory
diseases

Disease
prevalence (%)

Symptoms Cough
duration

Cough
frequency

Cough type

COVID-19 17 Cough, fever,
fatigue

Short/long High Dry

Asthma 23.5 Cough,
wheeze, chest
tightness,
abnormal
breathing

Short Low
100–900 Hz

Wet

Tuberculosis
(TB) [3]

11 Cough, chest
sore, fatigue

Long High 1 kHz Wet

Pneumonia
[4]

5 Cough, fever,
abnormal
breathing,
fatigue

Long Low 476 Hz Wet

COPD [4] 20 Cough,
wheeze,
shortness of
breath

Long Low—412 Hz Wet
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1.5 Different Cough Conditions

Although the occurrence of cough is common in medical respiratory conditions, its
presence in non-respiratory and environmental conditions is also evident.

Cough is a common symptom of most medical respiratory conditions. The reason
for a respiratorymedical condition is common respiratorydiseases.Gastroesophageal
reflux disease, heart failure, and tumors are examples of non-respiratory medical
conditions. A variety of environmental factors can also trigger coughing, including
cooking fumes, smoking, and air pollution. But this is a transient state that lasts until
the environmental conditions return to normal.

Having identified that cough is a valid biomarker for identifying prevalence and
onset of COVID-19, in this chapter, we investigate workable methods for automatic
detection and classification of cough for long-term activity monitoring and identifi-
cation of patients. An early diagnostic tool in the form of mobile phone application
may help masses identify the severity of the disease. It can also be used to indicate
the need and urgency for hospitalization. Such a mobile application may also enable
tracking of patients to limit the spread of disease. The mobile app may be linked to
database servers accessed by government agencies and healthcare professionals to
devise a better strategy for restricting the spread of infection in a complete healthcare
solution.

The rest of the chapter is organized as follows. Section 2 shows the background
related to cough detection techniques, discussion of related work with available
machine learning techniques as a solution to the task at hand. Section 3 presents the
research methodology as data collection, data preprocessing, and implementation of
machine learning techniques used in the cough detection system. Section 4 shows
results evaluated by applying a machine learning algorithm to collected data. Finally,
the conclusions and future work are discussed in Sect. 5.

2 Literature Review

Studies about cough detection methodologies, key biomarkers and machine learning
techniques are presented in this section.

2.1 Cough Occurrence, Types and Patterns

Cough is an effective reflex mechanism for clearing inhaled and secreted material
from the central airways (trachea and main stem bronchi). It follows a well-defined
pattern, beginning with inspiration, glottal closure, and the development of increased
thoracic pressure, followed by an explosive expiratory flow as the glottis opens in
response to continued expiratory effort [6]. Air turbulence, tissue vibration, and the
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Table 2 Common
COVID-19 symptoms

Ref Source Common symptoms

[2] W.H.O Fever, cough, abnormal breathing

[10] WebMD Cough, fever

[11] MayoClinic Cough, tiredness, fever

[12] CDC Fever, fatigue, cough

flow of fluid through the airways are responsible for the sound and muscle reflex
produced by coughing. Coughs are categorized into types, patterns, and duration
based on the presence of liquid, airway channels, and duration of the cough [7].

Coughs can be classified as wet or dry coughs, based on their acoustic quality
sound. Wet cough occurs as a result of the disturbance and occasionally as a result
of secretions such as mucus and pus. Inflammations that produce no fluid secretions
cause dry coughs [8]. Because of the underlying disease that causes cough, the cough
may comprise of only two phases: intermediary and voiced. An intermediatory phase
of the cough causes pectoral muscles to contract and expand. This leads to abrupt
movements of the torso and chest. Medical literature shows that speech breathing
patterns are intricately tied to changes in anatomy and physiology of the respiratory
system [9].

2.2 Cough Is a Valid Indication of COVID-19 Disease

Symptoms of COVID-19 range from mild fever to loss of taste and smell; it is a
broad category and could differ in various ways depending upon health condition of a
person.However, there is a list of key symptoms listed by various health organizations
across the globe. On top of that list are fever and cough symptoms worldwide.
These symptoms can be divided into conventional and unconventional symptoms.
Conventional Symptoms are the ones that are considered to be common in most
types of viral infections such as fever, shortness of breath, fatigue. Unconventional
symptoms are the ones that occur in a particular type of infection such as cough,
sneezing and flu.

Table 2 presents the most common symptoms of COVID-19 according to sources
such as W.H.O, WebMD, MayoClinic and CDC. Cough and fever are the frequently
mentioned symptoms in all sources. In addition to that tiredness, chronic fatigue and
abnormal breathing were also reported.

2.3 Severity of Cough Indicates the Prevalence of Disease

A study [13] observed 600 randomly selected COVID-19 patients to examine the
onset of symptoms and progression of the disease. Among 128 hospitalized patients,
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Table 3 Patient types and symptom prevalence

Type of patients Number of patients Key symptoms Study

Hospitalized patients 128 Fever, cough, physical exhaustion [13]

Non-hospitalized patients 238 Fatigue, fever, cough [14]

Both 327 Lower respiratory tract infection,
cough, fever

Healthcare staff 48 Fever, cough [15]

along with fever and exhaustion, cough was the most frequently reported symptom
(73%). Among 236 non hospitalized patients, fatigue (90%), fever (8%), and cough
were the most often reported symptoms (83%), General and upper respiratory symp-
toms begin sooner in the disease’s course. Later, patients also developed symptoms of
the lower respiratory tract. So, the most frequently reported symptoms of COVID-19
were fever and cough [14].

91% of hospitalized patients and 90% of non-hospitalized patients reported symp-
toms consistent with a possible lower respiratory tract infection (cough, wheezing,
or chest pain). Fever, cough, and weariness were the most often reported symp-
toms among hospitalized patients. Cough and fever were the most often reported
early symptoms in COVID-19 patients. These were also the most often reported
initial symptoms by 48 healthcare staff infected with COVID-19 in King County,
Washington state [15].

Duration and progression of COVID-19 symptoms are investigated in [16]. Fever
is the most often reported symptom, followed by a cough. For a few days, as the
condition advanced, the cough became more chronic. We are not recommending the
initial symptomas a diagnostic test, but as a sign to seekmedical attention.COVID-19
outbreaks occur in clusters, and these atypical clusters of disease indicate a pandemic
disease that requires prompt attention with vigorous testing to halt spread [17].

It is important to follow up with COVID-19 patients, as severity in any common
symptoms shows the severity of disease and may point towards hospitalization of
the patient [18]. To improve recognition of coronavirus disease (COVID-19) and to
inform clinical and public health guidance. Table 3 summarizes the patients and key
symptoms observed most frequently among those cases.

Figure 1 illustrates the percentage prevalence of common COVID-19 symptoms
of and Fig. 2 illustrates different patient types of COVID-19.

2.4 Cough Represents the Severity of Disease

Cough can be recorded through microphones for analysis and classification. Several
features have been presented in the literature to define the properties of a speech signal
containing cough in both time and frequency domains. An essential consideration is
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Fig. 1 Percentage of
common key symptoms of
COVID-19

Key Symptoms

Cough Fever Fatigue LRTI

Fig. 2 Percentage of
different COVID-19 patients
types

Number of Patients

Hospitalized Patients

Non-Hospitalized Patients

Both

Health Care Staff

extraction of variety of features, from which only the most important will be chosen
[19].

Before collecting information from the cough signal, it is required to preprocess
the audio data to remove sources of noise that obstruct its evaluation. In general,
cough occurrences are segmented and isolated from sources of noise using noise
removal techniques. Methods for noise removal are performed either manually or
automatically. Automated noise removal methods include standard deviation, short-
term energy, and zero-crossing [20].

A common feature of cough detection has been the Mel-frequency cepstral coef-
ficients (MFCC) and their modifications. The MFCC coefficients, employed in
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automatic speech recognition, represent the envelope of a speech signal’s short-
term power spectrum. Additionally, spectral shape characteristics may aid in distin-
guishing cough from other sounds, notably speech. As in comparison to speech,
cough sounds are more akin to noise, and hence have a broader spectrum [21].

To date, cough detection algorithms have utilized a variety of unique spectral
properties. Spectral flatness indicates how close a signal’s spectrum is to noise;
spectral centroid shows the spectrum’s weighted mean, which is greater in cough
sounds. Formant frequencies indicate spectral peaks at the cough-generating resonant
frequencies and spectral kurtosis shows the spectrum’s peak [22]. Cough noises are
more prone to noise than other sounds, and thus more complicated. As a result,
alternative metrics of the complexity of cough sound signals, such as zero-crossing
rate [23] or different entropy measurements have been proposed for cough detection
[24].

Other attributes have also been used to detect coughs. These include the non-
Gaussianity score [25], which quantifies signal deviation from a Gaussian model
and is quite high in cough sounds; log-energy, which is related to the amplitude of
cough signals; and Hu moments, a technique of weighted averaging used in image
processing and proposed in the signal processing field for speech emotion. Typi-
cally, these and additional characteristics are integrated to create the categorization
input data set. However, no consensus exists on the optimal set of auditory charac-
teristics for cough recognition [26, 27]. Most of these feature extraction methods
and techniques are proposed and evaluated for auditory analysis. Above mentioned
pre-processing techniques are summarized in Table 4.

Table 4 Several
pre-processing techniques for
cough signal analysis

Techniques Characteristic Application

Time domain Standard
deviation

Noise removal

Short-term
energy

Pre-processing

Zero-crossing Pre-processing

Entropy
measurements

Pre-processing

Frequency domain MFCC Speech recognition

Spectral shape Auditory analysis

Spectral centroid Auditory analysis

Spectral peak Auditory analysis

Others Non-Gaussinity
score

Auditory analysis

Hu moments Image processing

Log energy
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2.5 Existing Methods for Cough Detection

To detect the prevalence or presence of cough in a patient, the literature review is
divided into twobroad categories of acoustic or soundbased approaches andwearable
sensor based approaches. We will discuss these approaches and their limitations
below.

2.5.1 Sound Based Approaches

Coughing is a common symptom of most respiratory diseases. While cough sounds
can be useful in diagnosing some diseases, their strength and frequency also indicate
the severity of the sickness. Here we are discussing various approaches for cough
detection, their limitations and the work done to overcome these limitations.

The study of [28] stated that a powerful method for identifying and analyzing
cough sounds is critical for the success of a system. Researchers face technical
challenges when implementing such systems, including the choice of sensors and
signal acquisition methods, real-time analysis of acquired signals, and precise detec-
tion of cough occurrences, differentiating cough sound from similar sounds such as
speaking, laughing, throat clearing, and snoring. The majority of past research on
cough detection has taken a conventional approach to acoustic signal processing,
employing techniques from automatic speech recognition. These steps include
the essence of strategy: silence elimination, feature extraction, and categorization.
However, several approaches to these processes have been proposed, and there is
currently no defined methodology for automatic cough identification [29].

The most extensively researched signal for cough evaluation is sound, which is
obtained by microphones. Microphones are split into two types: contact and noncon-
tact. Non-contact microphones are worn on the subject’s outer clothing or situated
close to the subject and detect changes in air pressure that are translated to electrical
impulses via transduction. Contact microphones are connected to the skin’s surface
and detect audio vibrations via piezoelectric transducers. While they are less suscep-
tible to ambient noise than noncontact microphones, high sensitivity makes them
susceptible to noise caused by movement disturbances.

A sampling frequency range of 8 to 48 kHz has been suggested for the collection
of the sound. The microphone’s frequency response must be within the range of
the coughing occurrences. Additionally, the sampling rate must consider the cough
noises’ highest frequency component; according to the Nyquist sampling theorem,
elements greater than half the sample rate must be filtered away to avoid aliasing.
The sample rate affects the amount of data obtained; lower rates minimize equipment
and data storage needs, as well as the time required to do automated analysis, all of
which are critical for developing practical applications [30].

Larson’s study also emphasizes a challenge that most acoustic sensing systems
encounter: privacy and security. Because of the microphone’s ability to pick up
on speech and other audio signals, methods for registering only cough signals are
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required to avoid invading the patient’s speech privacy.Wireless transmission of such
data to a server or substation requires specific security measures to safeguard patient
health information [31].

These difficultiesmay be overcomeby decomposing acoustic signals intomatrices
of eigenvectors and then communicating only the eigenvectors to the server.Collected
cough data is reassembled for further processing on other server-side. Segmentation
and reconstruction are carried out in such a way that only cough data can be reliably
recreated.While this technique is encouraging, it does not ensure the privacy of other
types of audio information, such as the user’s identity or location. As a result, privacy
and security remain significant concerns while designing cough monitoring systems
[28].

2.5.2 Wearable Sensors Approach

Several studies attempted cough recognition using various wearables sensors and
devices. In [32], a proof-of-concept non-contact system for measuring capaci-
tive electrocardiogram (cECG) and cough-associated capacitive electromyogram
(cEMG) using cloth electrodes concealed beneath a pillowcase is presented. All
subjects had visible cEMGs for each cough motion, which were synchronized with
reference EMGs from submental muscle. Although there is still room for improve-
ment in practical application, it was performed under a constrained environment and
the article focused on detection of cough for diagnosing pulmonary diseases and
asthma.

The miniaturization of electronic devices and the digitalization of recording
technology have resulted in the development of wearable cough monitors that can
perform much more efficiently as compared to devices developed a decade ago.
There have been several recent attempts to develop automated or semiautomated
cough frequency monitors. However, few systems have been widely adopted in
cough research, such as VitaloJAKTM [33]. Some other systems also gained atten-
tion, such as AI4COVID-19 [34] which is an Artificial Intelligence (AI) system that
uses a novel multipronged mediator-centered risk averse architecture to recognize
COVID-19 initial symptoms. FluSense [35] is using an edge computing technique
that enables crowd behavior and influenza monitoring using cough as an indicator.

A non-invasive pneumatic biosensing method is proposed in [39] that utilizes a
tube placed beneath a bed cushion to measure the pressure on the tube. Acquired
biosignal is used for pneumonia detection using pressure sensors based on thermal
flow principle. However, issues of signal-to-noise ratio and high background noise
deteriorate classification results.

2.5.3 Ambulatory Approaches

Apart from sound-based techniques and wearable sensor devices, only a few studies
have investigated the prospect of ambulatory cough monitoring.
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To circumvent the shortcomings of audio-based techniques, a study employed
a plethysmography system that can measure the changes in chest volume caused
by coughing. One method is optoelectronic plethysmography, which uses a video
recorder to capture the motion of the subject’s abdomen. Special reflective markers
put at strategic locations on the abdomen enable image processing algorithms to
calculate the abdomen’s volume. Cough detection can be accomplished through
statistical analysis of volume data. However, it is only appropriate for laboratory
use because of the video recording requirements of optoelectronic plethysmography
[28].

A chest impedance belt is proposed as a viable solution besides general ambulatory
applications. The impedance across the chest is proportional to the amount of air
contained within—and thus the volume of—the chest. Thus far, published chest
impedance solutions have been bulky and obtrusive [36] and are not particularly
accurate predictors of cough.However, advancements in electronic textile technology
may offer novel answers to these problems [37].

Aflowsensormaybe used to determine the rate of respiratory airflow.A frequently
used flow sensor is secured in place by an ear strap. A thermistor or thermocouple is
integrated into the cannula, and it detects the intranasal airflow rate by measuring the
temperature variations generated by inhalation and expiration. However, this gadget
is incapable of capturing oral airflow. Since the majority of air expelled during a
cough is through the mouth, it has a relatively limited capacity for detecting cough
occurrences [38]. A comparison of cough detection approaches is presented in Table
5.

In early 2020, roughly 45% of the world’s population owned a smartphone, rising
to more than 90% in some parts of the world. Sensors, software, and processors of
sufficient specification are commonly used in such devices to support accurate cough
recognition systems. Therefore, the adaptation of mobile devices as cough monitors
is very attractive [29]. Three categories of cough detection approaches are mentioned
in Table 5. Type of sensor, placement and biomarker detection arementioned for each
approach along with some limitations.

2.6 Machine Learning Algorithms

Researchers use numerous algorithms to detect coughs in cough-related diseases and
even to detect COVID-19 via cough [42].We can dividemachine learning approaches
comprised of various algorithms into conventional and unconventional approaches.
Statistical methods andmachine learningmodels are conventional approaches, while
deep learning methods that use neural networks are counted as unconventional
approaches. Categories of machine learning algorithms are presented in Fig. 3.
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Fig. 3 Machine learning approaches for classification

2.6.1 Statistical Methods and Machine Learning Models

A study proposed Hidden Markov Models (HMMs) to detect cough sounds from
continuous ambulatory recordings [43]. The recording equipment comprises a digital
sound recorder and a chest-worn microphone. Study of [44] developed a moni-
toring system capable of differentiating between voluntary coughing and speaking
in healthy individuals.ADecisionTree (DT) based discriminatorwas used to perform
classification between various cough events.

The purpose of study [41] is to validate the Leicester Cough Monitor (LCM),
an ambulatory cough monitor that is automated and based on sound. The valida-
tion method was built using HMM. An Artificial Neural Network (ANN) and a
Support Vector Machine (SVM) classifier are combined to monitor cough detection
in tuberculosis patients using frequency feature extraction such as Mel-Frequency
Cepstral Coefficients (MFCC) features of cough signal [45]. Cough segments in
audio recordings are identified using a Random Forest (RF) classifier [31], which
can reconstruct the cough signals. The study was done using a low-cost microphone
for cost-effective application. Mobi Cough [46] is a forecasting tool that combines
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the Gaussian Mixture Model with the Universal Background Model (GMM-UBM)
to predict cough patterns. System was developed using a low-cost mobile device for
data collection. To detect coughing or sneezing episodes, a smartwatch [47] records
sound and runs parametric prediction analysis on data. Using univariate and multi-
variate time series cough data HMMwas trained to perform the cough revealing and
classification [48].

The power spectral density of cough sounds is determined under various air quality
circumstances using a recognition system based on principal component analysis
(PCA) and SVM [49]. GMM-UBM classification model was trained using MFCC
features to perform the classification [50].

2.6.2 Deep Learning Approaches

A simple threshold method was used to distinguish between several phases of dry
and wet coughs, and it was discovered that dry coughs represented a low energy
impact [51]. The collected data was used to train an ANN, which provided accurate
cough duration and cough recognition using information from several sensors [52].

For cough identification, a convolutional neural network (CNN) is used [53], in
conjunction with a mathematical model for sound-based cough analysis. This study
constructs a machine-learning-based classifier for asthma cough sounds. In [54], the
authors constructed a model by the name ofWheezD for the detection of wheeze. An
algorithm was developed to extract the respiration sample from the sound recording.
Sound was converted to a two-dimensional spectro-temporal picture and created a
wheeze detection model using a CNN.

AI4COVID-19 [34], an artificial intelligence-based screening tool for COVID-
19 was developed to differentiate between COVID-19 coughs and various other
forms of coughs. The cough detection engine determines whether the input sound
is a cough and then forwards it to the AI engine to differentiate between COVID-
19 and non-COVID-19 coughs using a CNN model. Flu Sense [35] utilizes a novel
edge-computing sensor technology, models, and data processing pipelines tomonitor
crowd behavior and influenza-related signs such as coughing. It employs a micro-
phone array, a thermal camera, and a neural computation engine to passively and
continuously evaluate speech and cough sounds, as well as changes in crowd density
in real-time.

Studies related to implementation of ML algorithms for detection of cough using
accelerometry data are very few. So, this aspect of automated cough detection system
is open for experimentation and implementation. However, conventional and uncon-
ventional approaches can provide significant results depending upon the application.
Table 6 states machine learning algorithms their general applications along with
some pros and cons.
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Table 6 Summary of several machine learning approaches

Study Algorithms Computation
cost

Most applied
for

Pros Cons

[31, 43] HMM Low Auditory
signals

Fast Manual feature
extraction

[46, 50] GMM-UBM Low Auditory Fast Manual feature
extraction

[44] DT Low Ambulatory
data

Easy scaling,
automatic
feature
extraction,
high accuracy

Prone to
overfitting

[31] RF Low Ambulatory Little outlier
impact, fast,
less overfitting

Sensitive to
dataset features

[45, 49] SVM Low Ambulatory Better for
classification,
handle high
dimensional
data, handle
outliers

Slow for larger
datasets, sensitive
to
hyperparameters

[33] NB Low Auditory Real-time
predictions,
scalable

Require efficient
training data, low
estimation

[52] ANN Normal Both Automatic
feature
extraction

Require larger
dataset

[54] CNN High Image
processing

Better feature
extraction,
adaptable
architecture

Complex
implementation,
require large
dataset

[22] RNN High Speech
recognition

Memory, better
predictions

Require large
dataset

3 Research Methodology

Essential research stages such as data collection, preparation and training machine
learning models are stated in upcoming sections.

Several studies have used a variety of methods for cough monitoring, most of
which are based on sound-based systems or wearable sensors. These techniques
also highlighted questions about the user’s privacy and suitability for long-term
monitoring. Mobile phones are extensively used and are equipped with a variety of
sensors; they are considered most efficient for long-termmonitoring and compliance
without invading privacy or raising cost of detection systems. The proposed system
categorizes activities of coughing and breathing into three classes, based on 3D
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Fig. 4 System overview of research methodology

accelerometer data collected from the user’s smartphone. The proposed framework
and its various stages are illustrated in Fig. 4.

3.1 Data Collection of Cough

The system collects data from the user via MyNeuroHealth application. The appli-
cation’s architecture and working is described in [55]. Application collects data
from the patient’s body using the accelerometer embedded in the mobile phone. As
operating systems tend to limit the sampling rate of embedded accelerometers, this
results in non-uniformly sampled data. We observed that during data collection, the
operating system increased the sampling rate from 8 to 20 samples/s in response
to previously recorded acceleration values and battery power levels. Thus, real-time
pre-processing of the data is used to ensure a uniform sampling rate of 15 samples/s
using linear interpolation. The generated data is synced with the user’s mobile device
and kept in a distant database.

Cough and breathing activities were captured and recorded in an unconstrained
environment. As the user carried mobile device throughout the day, we were able to
segregate the cough and breathing events in accelerometer data.Additionally, the user
was documenting and manually identifying coughing episodes at various points in
time. Manual and automated labeling were used in conjunction to accurately identify
the occurrence of a specific event at a certain time.

The data collection period was one month. Throughout that period, numerous
coughing and breathing incidents were recorded. Coughs were classified as light
or persistent. Mild coughing was defined as a shift in the user’s pectoral muscles’
action, whereas chronic coughing was defined as a cough of high intensity with a
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Table 7 Information regarding volunteers and data collection

Volunteers information No of instances

No Gender Age Status Mild cough chronic cough Breathing Total

1 Female 60 Healthy 4000 1000 5000

2 Male 35 Covid patient 3000 2000 5000

3 Male 30 Healthy 2500 1500 4000

4 Female 40 Covid patient 3500 1500 5000

longer duration and more severe muscular reflex. Breathing was recorded while the
user was at rest, lying down, sitting, or performing other tasks. Normal breathing
was captured using a mobile phone placed on the user’s chest. Diaphragmatic muscle
action presented a distinct pattern of breathing for each subject.

Table 7 provides detailed information of volunteers; identities of volunteers were
kept anonymous for privacy. Data was collected from equal number of healthy and
COVID patients of both sexes and having ages between 30 and 60 years under the
guidance of medical doctors. A subset of collected data points is presented in Table
7 for reference.

3.2 Sensor Placement

The data is obtained using amobile phone placed in the individual’s upper-left pocket,
as illustrated in Fig. 5. The device is worn on the upper left chest side to record the
movement and rhythm of the pectoral muscles during coughing and breathing events.
Figure 5 also visualizes the x, y, and z acceleration data associatedwith a given action.

Fig. 5 Sensor placement on
chest
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3.3 Data Processing

Every dataset has some noise as a result of the data gathering procedure for a variety
of reasons. It could be sensitivity of the sensor, external noise, or undesired artifacts.
Missing samples, duplicate values and corrupted instances also contribute to noisy
data. Hence, Data require some pre-processing before it can be given as an input to
the training algorithm.

As stated earlier, varying sampling rates of accelerometer sensors may result
in non-uniformly sampled data. Thus, using linear interpolation, real-time pre-
processing of the data is employed to ensure a uniform sampling rate of 15 samples/s.
The data was examined manually for duplicate and missing values. The missing
values were averaged and filled using a technique called statistical imputation. The
data sampleswere standardizedusing a customized function that employs aMin–Max
technique; during standardization, all values in the dataset are defined within a spec-
ified range to simplify data processing for the algorithm, hence reducing computing
time and increasing efficiency. Output or labels of our dataset were in generic form or
of nominal category. Labels were assigned to cough activities and breathing. These
categorical labels required encoding so they can be given as input to model. OneHo-
tEncoding function was used in python to automatically encode all the instances
without giving priority to any class. For data set 3 columns were obtained against
three categories represented as dummy variables, fourth column was removed to
avoid dummy variable problem. To diversify the learning process, the training model
dataset is randomly picked, allowing it to quickly connect correlated values and find
underlying patterns. This is also done in customized simulator before loading dataset
values into the training model.

3.4 Model Training

For model training, dataset gathered using MyNeuroHealth application is used [56],
and further instances collected using MyNeuroHealth for generating test set and are
used in real-time testing. Each recorded activity contains 500 data samples of x, y,
and z acceleration, according to the sampling rate. Several models use data after pre-
processing to determine the best possible detection accuracy. The training models
are then validated by employing tenfold cross-validation.

We evaluated dataset over both supervised and neural networks techniques to
acquire results and to see the differences in the results computed by these algorithms.
WEKA and MATLAB are utilized for implementing various algorithms.
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4 Results and Discussion

This section presents data findings in the form of results and interpretation of results.
There was total of 19,000 instances gathered in a dataset. This dataset was

deemed sufficient for testing the system, as adding more instances did not result
in further improvement of the machine learning model. A mild cough and chronic
cough samples contributed 6,500 instances, and breathing samples contributed 6000
instances. Themobile phonewas collecting data periodically with 30 s window. Each
monitoring period lasts 30 s resulted in the collection of 500 samples.Collected cough
data is 13 min long, whereas breathing data is 6 min long.

A performance comparison is drawn between severalmachine learning algorithms
in terms of accuracy, RF and SVMare implemented usingWEKAwhileMATLAB is
utilized for implementation of ANN. Understanding important parameters is essen-
tial to evaluate the performance of a training model. Some of the most important
performance parameters are ConfusionMatrix, Error Histogram and Kappa statistic.
Confusion matrix provides information about classified and misclassified instances
while kappa determines how well the model learned on provided data.

First, we train our model with J48 DT and evaluate its performance, J48 is a
statistical classifier that generates a decision tree using the C4.5 algorithm. Our
data set contains 19,000 instances of coughing and breathing. We use tenfold cross-
validation to test the model’s performance. Model obtains accuracy of 86.6% which
means 16,470 instances are correctly classified and 2530 are misclassified. Kappa
value of 0.8 is also considered to be a sign of efficient learning. Summary of J48
performance is presented in Fig. 6.

RFperformance is evaluated afterDT.RF is the combinationofmultiple individual
DTs which also makes it an ensemble model. RF performed 3% better than DT
on same dataset. Accuracy of 89.12% is achieved. In terms of computation, RF is
slightly slower than a DT. Kappa and mean error values stated in Fig. 7 depicts
efficient learning of model.

SVM is implemented using SVM library available in WEKA, again for compar-
ative analysis we utilized similar data set as in previous models. SVM correctly
classified 79.9% of instances and misclassified remaining samples. However, the
mean error is low but kappa value is also lower as in comparison to previous models.
It is visible from confusion matrix in Fig. 8 that SVM is trained less efficiently for
mild and chronic cough classes.

ANN was also trained on provided dataset. Accuracy of 80.3% is obtained which
is the average of training, validation and testing accuracies. Dataset is divided into
75% training instances, 15% reserved for testing and 15% for validation. Classes
1, 2 and 3 are presenting classes of mild, chronic cough and breathing. 19.7% of
instances are misclassified as depicted in ‘All Confusion Matrix’ block in Fig. 9.
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Time taken to build model: 0.28 seconds 
 
=== cross-valida on === 
=== Summary === 
 
Correctly Classified Instances       16470               86.6842 % 
Incorrectly Classified Instances      2530               13.3158 % 
Kappa sta s c                               0.8002 
Mean absolute error                      0.1239 
Root mean squared error              0.2639 
Rela ve absolute error                  27.9048 % 
Root rela ve squared error           56.0043 % 
Total Number of Instances            19000      
 
=== Detailed Accuracy By Class === 
 
 TP Rate  FP Rate  Precision  Recall   F-Measure  MCC      ROC Area  PRC Area  Class 
 0.811    0.102    0.806      0.811    0.808      0.708    0.908     0.826     Mild 
 0.840    0.064    0.872      0.840    0.856      0.783    0.953     0.887     Chronic 
 0.957    0.035    0.926      0.957    0.941      0.913    0.982     0.944     Breathing 
 0.867    0.068    0.866      0.867    0.866      0.799    0.947     0.884     Weighted Avg.   
 
=== Confusion Matrix === 
 
    a    b    c   <-- classified as 
 5271  799  430 |    a = Mild 
 1012 5460   28 |    b = Chronic 
  257    4 5739 |    c = Breathing 
 

Fig. 6 Evaluation summary of J48 training model

Table 8 compares and contrasts the accuracy of the aforementioned machine
learning models. Along with the cross-validation results, the training accuracies are
discussed. RF achieved a training accuracy of 100% and a validation accuracy of
89.1%. The ANN obtained the lowest accuracy for the training set, whereas the
SVM obtained the lowest accuracy for the validation set. The results from this study
were validated by physicians from partner hospitals.
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Fig. 7 Evaluation summary of RF training model

5 Conclusion and Future Work

The accelerometer on a smartphone can detect and classify coughs to avoid the spread
ofCOVID-19 andmonitoring symptomseverity in patientswhomay require hospital-
ization due to infection. We conclude that data gathered from a mobile phone-based
sensor in an unrestricted setting can accurately classify cough anomalies associ-
ated with COVID-19. Developed system pre-processes and classifies data from the
MyNeuroHealth application based on the user’s movement patterns. The findings of
classification of various activities usingDT, RF, SVM, andANN classifiers show that
RF performed approximately 10% better for cough and breathing pattern recognition
than other classifiers. There is some overlap between the data points for mild and
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Time taken to build model: 8.07 seconds 
 
=== Stra fied cross-valida on === 
=== Summary === 
 
Correctly Classified Instances       15161               79.7947 % 
Incorrectly Classified Instances      3839               20.2053 % 
Kappa sta s c                                 0.698  
Mean absolute error                      0.1347 
Root mean squared error              0.367  
Rela ve absolute error                 30.3289 % 
Root rela ve squared error         77.8831 % 
Total Number of Instances            19000      
 
=== Detailed Accuracy By Class === 
 
TP Rate  FP Rate  Precision  Recall   F-Measure  MCC      ROC Area  PRC Area  Class 
 0.570    0.075    0.798      0.570    0.665      0.546    0.747     0.602     Mild 
 0.841    0.064    0.872      0.841    0.856      0.784    0.888     0.788     Chronic 
 0.998    0.161    0.741      0.998    0.850      0.787    0.918     0.740     Breathing 
 0.798    0.099    0.805      0.798    0.789      0.703    0.850     0.709   Weighted Avg.    
 
=== Confusion Matrix === 
 
    a    b    c   <-- classified as 
 3706  799 1995 |    a = Mild 
  932 5465  103 |    b = Chronic 
    9    1 5990 |    c = Breathing 

Fig. 8 Evaluation summary of SVM training model

chronic cough cases, and certain algorithms such as SVM and DT have lower detec-
tion accuracy for these instances. Future work may include integrating AI Engine
into the MyNeuroHealth app, improving detection accuracy by incorporating addi-
tional sensors such as heart rate, EEG, and skin conductivity into the decision-making
process, and developing a stand-alone application to assist patients with respiratory
disorders.
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Fig. 9 Confusion matrix of ANN classification model

Table 8 Accuracy
comparison of machine
learning models

Algorithm Training accuracy (%) Cross validation (%)

DT 90.03 86.6

RF 100 89.1

SVM 81.8 79.7

ANN 80.5 80.3
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In the context of the COVID-19 pandemic, a global mental health crisis has been
predicted [1]. Prior to 2020, mental health coverage failed to exceed 50% in any
country, with treatment gaps exceeding 90% even in the well-resourced middle
income countries of India and China [2]. That is, more than half of individuals who
experienced amental health concern in any one year failed to obtain treatment.Whilst
many countries and individuals have demonstrated exceptional resilience throughout
the COVID-19 pandemic, an exponential growth in psychological distress and unmet
treatment needs are expected. Indeed, in longitudinal research from the UK, popu-
lation prevalence of significant mental distress had risen from 18.9 to 27.3% by
early April 2020, with women, young people, and those with pre-school aged chil-
dren most vulnerable [3]. Similar results have been found across studies from China,
Spain, Italy, Iraq, the US, Turkey, Nepal, and Denmark, with mitigation of the mental
health effects of COVID-19 identified as an international public health priority [4].

There is considerable evidence regarding the acute and long-term effects of
pandemics on mental health. In communities affected by outbreaks of the Ebola
virus, widespread panic, anxiety, depression, and stigmatisation and social exclusion
were reported [5]. Similarly, in outbreaks of previous coronaviruses, including severe
acute respiratory syndrome (SARS) andMiddle East respiratory syndrome (MERS),
33–42% of admitted patients presented with depressed mood, anxiety, insomnia, or
impaired memory [6]. In some cases, these difficulties persisted beyond recovery
from the physical illness, with 32% of patients meeting criteria for posttraumatic
stress disorder (PTSD) post-illness [6]. In India, which has globally reported one
of the highest rates of COVID-19 infection, mental health issues including stress,
anxiety, depression, insomnia, denial, anger, and fear have been reported being of
increased prevalence within the population [7]. Increases in addictive behaviours,
such as smoking and alcohol use, have also been observed during the pandemic [8],
which have negative effects for both mental and physical health. During the COVID-
19 pandemic, increases in population stress andmental ill-healthmay be related to the
direct effects of COVID-19, such as from issues of grief and loss, contagion-related
fears and anxiety, or loneliness and low mood related to social isolation [9]. Others
may be related to the secondary effects of the pandemic, such as stress, depression,
and anxiety due to financial strain, job insecurity or unemployment, and an uncertain
future [9]. Indeed, at the time of writing, these stressors remained relevant world-
wide with the global pandemic still far from reaching resolution nearly two years
after first recognition. In cross-cultural research comparing depression and anxiety in
Iran and China, the psychological effects experienced from the pandemic were also
found to vary according to factors such government responses, media dissemination
of information, and perpections of virus contagion and effects [10]. Globally, the
pandemic has and continues to cause significant upheaval and stress for many indi-
viduals. These increases in psychological distress have been reported by individuals
across the lifespan.



Mental Healthcare in the ‘New Normal’ … 437

Children and young people have faced unprecedented stressors and challenges
during the COVID-19 pandemic. A report from UNESCO [11] identified that over
90% of enrolled school learners were affected by school closures occurring across
188 countries worldwide. For children and adolescents these closures represent a loss
of social interaction and support, not only from their peers but from their teachers and
other adults. For those experiencing psychological distress, such closures also result
in a lack of access to resources and personnel (e.g., guidance or counselling officers)
thatwould usually be available [12]. Furthermore, the increased stress experienced by
adults during the pandemic (such as from financial or job insecurity) may be directed
fromparents to children. Increased rates of child abuse, neglect, and exploitation have
been reported during previous public health emergencies, such as the Ebola outbreak
in West Africa, with similar trends occurring during the current pandemic [12]. In
addition to these stressors, many children are facing issues of bereavement, in some
cases multiple bereavements, all of which are being experienced in the context of
reduced household incomes and availability of support services.

At the other end of the lifespan, there is increasing evidence to support the vulnera-
bility of older adults to psychological distress during the pandemic. Older adults may
have more limited access to technologies or other means of accessing accurate infor-
mation, they may have difficulties remembering to engage in safety behaviours (such
as wearing masks or using hand sanitizer), and may experience significant worry and
fear regarding the rapid transmission of the virus and high death rate among older
populations [13]. In many countries, older adults have also been subjected to the
strictest and longest isolationmandates, increasing their risk of experiencing psycho-
logical distress associated with these procedures. Taken together, although the risk
factorsmay vary, the psychological distress associatedwith the COVID-19 pandemic
has affected individuals at all stages of life, and our learning fromprevious pandemics
predicts that these mental health effects will persist for many years to come.

Yet despite these increases in psychological distress, many countries are battling
these issues with reduced or disrupted mental health services. A recent WHO
survey found that mental health service provision was disrupted in 93% of coun-
tries worldwide, with the greatest impact being on community and prevention-based
services [14]. Disruption may be due to secondment of healthcare workers to front-
line services, requisition of facilities and resources for quarantine or other medical
services, and unavailability of appropriate personal protective equipment for mental
healthcare staff [14]. Mental health services that were already struggling to meet
population needs are now at an even greater disadvantage. Simply put, existing
healthcare systems do not have the infrastructure or capacity to meet population
mental health needs now and in the coming years. Unfortunately, as healthcare
systems struggle to meet demands, it is individuals from disadvantaged, vulner-
able, or minority groups that are typically most negatively impacted [15]. Healthcare
systems will be required to adopt innovative service delivery models to meet these
challenges.

To address the mental health crisis borne from the COVID-19 pandemic and
to prepare and safeguard against the effects of future pandemics, governments and
healthcare providers will need to strategically invest in technologically-based (i.e.,
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digital) mental health services. These services will need to support the delivery of
efficacious mental health treatments and supports that can be delivered remotely
and with the efficient use of both human (healthcare professionals) and financial
resources. Digital Mental Health services are ideally placed to meet this need and
have been argued as critical to effective management of the looming mental health
crisis [4, 9]. Digital Mental Health (DMH) refers to information and communication
technologies for mental health treatment, such as for assessment, counselling, case
management, and monitoring [16, 17]. These tools range from self-help digital tools
to those designed to improve the efficacy or shorten the treatment time associatedwith
face-to-face treatments [18]. Such technologies include the use of online programs,
mobile applications, and telehealth (phone and videoconferencing).

This chapter aims to provide an overview and roadmap of the use of digital
technologies to support mental health during the current and future pandemics. Focus
is given to: discussing the mental health effects of the COVID-19 pandemic and
social groups that are vulnerable to these effects; the capacity of DMH to overcome
barriers to care and increase access to services now and in the future; and the efficacy
of these tools for improving mental health. Examples are provided of the integration
of DMH into stepped care service delivery. Strategies to protect against the effects
of the current and future pandemics, such as through promoting resilient healthcare
workforces, are also discussed. This chapter is intended to provide a synthesis of
extant research from the DMH and pandemic mental health fields, as well as to draw
attention to particular areas requiring attention to improve mental health now and
into the future.

1 Mental Health During COVID-19

The COVID-19 pandemic has resulted in increased prevalence of mental health
concerns, with predictions that many of these mental health problems will have long-
term effects. One of the most commonly reported mental health effects of COVID-19
has been depression, which during the COVID-19 pandemic was reported as seven
times higher than the comparable period a few years earlier [19]. Similarly, post-
traumatic stress disorder (PTSD) has also become widespread in this period [4,
20–22], to the extent that one in ten people have experienced its symptoms during
the COVID-19 pandemic to date [23]. These findings align with previous research
showing that mental health issues, PTSD, and depression are associated with trauma
caused by deadly pandemics [24–26]. Other pandemic-related mental health prob-
lems include anxiety, stress, psychological distress [4], traumatic stress [27], mood
disorder symptoms [28], obsessive–compulsive disorder (OCD) [29], acute stress,
dementia, insomnia [30], and sleep disorders [31].With such large and diversemental
health difficulties reported, it is imperative to better understand the patterns and needs
of populations now and into the future, in order to coordinate and enact successful
and efficient preventive and curative policies. In particular, it will be of importance
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to identify and support those vulnerable to adverse mental health experiences during
pandemics.

1.1 Vulnerability in Individuals with Pre-Existing Mental
Disorders

The impact of COVID-19 can be more catastrophic for people with pre-existing
physical or mental health disorders [20, 32–34]. Some of the COVID-19 related
factors that are thought to contribute toworseningmental health issues among psychi-
atric patients include “lack of access to primary care or outpatient clinics, increased
financial difficulty, the personal concern of contracting COVID-19, long duration of
staying at home, and delays in delivery of psychotropic medications” [p. 104, 20],
which may increase feelings of hopelessness and even suicidal thoughts. Further-
more, individuals with anxiety and mood-related disorders are more likely to isolate
themselves voluntarily and tend to experience more frequent distress compared to
those without these conditions [34].

Specific pre-existing mental health disorders have also been associated with
increased exacerbation and severity of psychological distress and underlying psychi-
atric symptoms during the COVID-19 pandemic. For example, pre-existence of
autistic-related characteristics directly increased negative emotional response during
the pandemic [35]. Pandemics may also intensify the symptoms associated with
schizophrenia. Due to pre-existing communication difficulties individuals with
schizophrenia have in typical situations [36] and need of social support for recovery
[37], social distancing can be particularly harmful for recovery and symptom
management in this group [38]. Furthermore, due to factors such as impairments
in insight and decision-making capacity, individuals with schizophrenia may have
difficulty adapting to new hygiene standards that prevent viral transmission [38, 39].
Conversely, individuals with OCD may experience increased stress due to excessive
attention to hygiene, in particular, when exposed to a bombardment of news and
information about the pandemic across media platforms [40]. For other conditions, a
lack of clarity or even conflicting information has been reported regarding the effects
of the COVID-19 pandemic among individuals with pre-existing mental disorders,
such as thosewith attention deficit hyperactivity disorder (ADHD) or bipolar disorder
[41, 42].

Children are also a vulnerable group for experiencing increased mental health
difficulties during pandemics. Specific to children and adolescents with pre-existing
mental health concerns, increases in anxiety-related symptoms, obsessive–compul-
sive symptoms, autism-related symptoms, self-harm and suicidality, and stress have
been observed [12]. In addition, the COVID-19 pandemic has had an adverse effect
on the mental health of children who need special education, such as those with
autism spectrum disorder [12]. It may also be more difficult for youth to under-
stand and comply with these pandemic-related restrictions and conditions [43, 44].
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Indeed, across the lifespan health services face considerable challenges in providing
continuous and effective mental health care to those individuals with pre-existing
mental disorders. Further, these challenges are compounded by the increased strain
placed on services from themental health difficulties arising among previously ‘well’
populations.

1.2 Vulnerability in the Healthy Population

Beyond those with pre-existing mental disorders, increased mental distress has also
been observed in previously healthy populations when living in pandemics. Within
these formerly non-psychopathological populations, vulnerable groups have been
identified. These vulnerable people typically belong to groups that endure extra
pressure due tobeingmore susceptible or havegreater exposure to infection compared
to the general public.

One such vulnerable group is frontline medical staff, such as doctors and nurses
who are in direct contact with COVID-19 patients [45–48]. In the current pandemic,
these individuals have been faced with a significant increase in working hours, high
exposure to patients with COVID-19 [31, 45, 49, 50], and the mental health effects of
isolation that often occur after disease exposure or transmission [51]. These factors
have led to increased levels of psychiatric symptoms including anxiety, depression
[22, 52, 53], insomnia, distress, OCD [29], posttraumatic stress [22, 53, 54], acute
stress, and sleep disorders [31]. One review identified that nurses might be at even
higher risk of mental health difficulties compared to physicians [46]. Such psycho-
logical distress is of particular importance within these populations given the asso-
ciations between poorer mental health and increased risk of treatment errors, staff
turnover, and other negative health and organisational outcomes [55].

Also of increased risk among previously well populations are students. From the
beginningofCOVID-19,most educational institutions continued to function in online
format and via virtual classes and meetings. Disruptions to educational routines is
shown to lead to mental health problems such as stress, adjustment disorder, and
PTSD in some students [12, 56, 57], with a higher incidence of depression and
anxiety among children and adolescents [58]. Masters and doctoral students are also
at risk of mental health issues arising from COVID-19, with distress arising as a
result of disrupted familial support, infection of family members, loss of loved ones,
and decreases in family and individual income combined with the challenges of
adjusting to online classes (e.g., lack of peer to peer and student to instructor inter-
actions, higher distractibility, and internet connectivity issues) [59]. There may also
be issues with privacy, including collection of personal information and harassment
on online platforms [59]. PTSD symptoms [59], traumatic stress [27], anxiety [27,
59, 60], depression [27, 60, 61], and mood disorder symptoms [28] are some of the
mental health problems that are reported in university and college students during
the COVID-19 pandemic.
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Pregnant women have also been highlighted as being particularly vulnerable to
the development of psychological distress and disorders during pandemics. Due to
social distancing during the pandemic and concerns for mother and child health,
pregnant women have reported greater depression and anxiety compared to a meta-
analysis of mental health of pre-COVID-19 pregnancies [62, 63]. Highest rates have
been reported in Europe and North America compared to east and west Asia [63].
Given the long-term effects pre and post-natal mental health concerns can have for
both mother and child, such as through development of secure attachment and bonds,
particular attention is needed to provide families with support for navigating these
challenges during pandemics.

Further, survivors of COVID-19 are another group vulnerable to developing
mental health concerns. Both survivors ofCOVID-19 and current COVID-19 patients
admitted to hospital [64–66] are at a higher risk of psychiatric disorders, dementia,
and insomnia [30]. Most patients who are recovering or discharged from hospital
also have symptoms of depression, PTSD [29, 66–69], anxiety, obsessive–compul-
sive symptoms, and insomnia [65]. 80% of COVID-19 survivors were estimated to
suffer from one or more long-term symptoms with more than half of the symptom
beingmental-related such as fatigue, attention disorder, anosmia, anxiety, depression,
sleep disorder [70].

Although greater understanding is needed of the long-term biological effects of
COVID-19, social factors such as increased isolation and health concerns have been
associated with these mental health difficulties among survivors. Given the high
global rates of infection, considerable stress is likely to be placed on mental health
services in order to support this population.

Due to the COVID-19 pandemic, mental health services globally are facing
unprecedented challenges. Increased psychological distress among those with
existing conditions as well as among previously healthy populations will result in
even further increases in demands for services both during the pandemic and into the
future. Tomeet this increased need and the service restrictions faced during periods of
restrictedmovements, serviceswill need to adopt and scale up newmodels of services
delivery that allow for interaction at a distance and efficient use of resources.

2 Digital Approaches for Improving Mental Health
in a Pandemic

The COVID-19 pandemic has forced mental health services to consider alterna-
tive ways to provide health care. Public health standards, such as “stay-at-home”
orders, social distancing, community containment, and quarantine, are new norms
that have changed social relationships, including those between doctors and patients.
As a result, many clinics were forced to change their routine activities. For example,
in many countries mental health day services and outpatient centers were either
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stopped or converted to facilitate in-home treatment. As a result, remote patient-
centered communications, such as using DMH, provided treatment alternatives
while expanding treatment reach. Digital mental health (DMH) services are patient-
centered solutions that allow for remote patient care through synchronous and asyn-
chronous technologies, and use of these technologies have been rapidly taken up by
health services in COVID-19.

2.1 Need for Digital Mental Health Tools

DMH refers to a broad range of categories such as mobile health (mHealth), health
information technology,wearable sensors, telehealth and telemedicine, and personal-
izedmedicine [71–74]. In addition, it refers to a broad range of electronic telecommu-
nication technology and psychological services performed over the internet including
emails, chatbots, web cameras, and virtual reality (VR) technologies [17]. Support
ranges from individual, couple, and group psychotherapy, with qualified therapists
providing psychological first aid to those in need, regardless of geographical loca-
tion. DMH frameworks typically focus on increasing the scalability and access of
mental health delivery in counselling, monitoring, and treatment. These services will
likely be of particular importance for meeting the mental health needs of vulnerable
groups during the pandemic and beyond [9].

The COVID-19 pandemic has presented an opportunity to accelerate the digitiza-
tion of healthcare services [9, 75]. Themarket ofDMH is anticipated to register robust
growth with a compound annual growth rate of 24.69% during the forecast period
2021–2030 [76]. Whilst governments were struggling to meet the mental health
needs of populations prior to the COVID-19 pandemic, the economic crises, rise in
unemployment rates, and increased prevalence of mental health concerns will nega-
tively affect health budgets and the dissemination of services [77]. For instance, the
National Health Service of the United Kingdom reported rising rates of mental health
issues that would require an average of £1.1–1.4 billion in additional spending each
year [78]. Consequently, many health services will be required to adopt DMH strate-
gies to meet population needs within constrained budgets. Although DMH services
have not previously been deployed on such a large scale, considerable evidence does
support the efficacy of these approaches.

2.2 Efficacy and Use of DMH Technologies

Although DMH technologies are varied both in type and application, typically the
most commonly adopted and supported DMH approaches relate to telehealth, online
programs, and mobile applications.
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2.2.1 Telehealth and Teleconsulting

Telehealth and consulting refers to the provision of care at a distance, via telecom-
munications technology. Making online appointments, extending access to specialty
services, online ordering of prescriptions, and access to test results through a portal
are typical telehealth applications. Telehealth consultations may be of particular use
for non-emergency routine care, such as substance abuse [79–81], anxiety and depres-
sion [82], OCD [83], insomnia [84], eating disorders [85], and other chronic mental
health conditions. Recent online surveys and interviews reveal that many patients
have a high level of satisfaction with their participation in these services, even when
experienced for the first time [86].

Recent systematic reviews and meta-analyses have also supported the efficacy
of telehealth approaches as being as effective as face-to-face treatments for many
psychological disorders and treatment approaches [87, 88]. They can also givemental
health workers access to information they might not otherwise have. For example,
the clinician can directly observe the patient’s home environment, providing vital
clues about their mental health. In fact, it presents extensively more information
about a patient’s environment, social and functional factors that affect medical care
outcomes and can enhance the patient-clinician relationship, challenge assumptions,
highlight implicit biases, and allow for more personalized medical care. Indeed,
the American Psychiatry Association (APA) updated its policy on telepsychiatry:
“Telemedicine in psychiatry, using video conferencing, is a validated and effective
practice of medicine that increases access to care” [89]. The APA supports the use
of telemedicine as a legitimate component of a mental health delivery system to the
extent that its use is for the benefit of the patient, and protects patient autonomy,
confidentiality, and privacy [89]. Teleconsulting services therefore have the potential
to remain promising methods for treatment delivery post-pandemic [90, 91].

The electronic prescription ofmedications has been of particular benefit during the
COVID-19 pandemic, when having access to psychotropicmedicinewas challenging
because, in some cases, any pause in taking prescribedmedication could cause severe
health consequences [92]. To address this problem, extending the prescription amount
of narcotic drugs, drug delivery platforms [93], removing the requirement for an in-
person assessment before prescribing drugs [94], and financial support in covering
medication costs have been implemented to improve the flexible delivery of health
services during the COVID-19 pandemic.

Telehealth services may also support the delivery of in-home treatment tech-
niques, accessed via portable health devices. Home-based transcranial direct current
stimulation (tDCS) devices are an example of these types of devices. tDCS is a
non-invasive, painless brain stimulation device that uses direct electrical currents
to stimulate specific parts of the brain by a small amount of current via an elec-
trode patch on the scalp [95]. Home-based tDCS can be self-administered by the
person and remotely monitored by professionals using the password-protected app
connected to a dedicated server that stores the users’ health profile data. tDCSmodu-
lates neuronal excitability and therefore affects brain functions such as mood regula-
tion, emotion, and information processing. For example, recent studies demonstrate
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that non-invasive brain stimulation targeting the prefrontal cortex (F3-anode and
F8-cathode montage according to 10–20 EEG placement) can regulate mood [96].
It is also a relatively cheap and tolerable stimulating device with no severe side
effects encouraging home use [97]. tDCS is one example of the utilisation of tele-
health services to promote greater involvement of the patient in treatment delivery
as appropriate.

2.2.2 Online Programs and Smartphone-Based Applications

Online programs are possibly the most well-established form of DMH, with decades
of research supporting their efficacy [18, 98, 99]. Infrastructures include software
architecture that integrates easily with existing technology, a synchronous broadband
connection that makes real-time communication possible, and finally, storage that
securely maintains patients’ data. Online programs are typically accessed through
web browsers and consist of modules or ‘sessions’ focusing on psychoeducation and
skills building. Someprogramsmay incorporateminimal contactwith a trained health
professional and/or promote psychological support via the use of online forums and
discussion groups. Programs exist for a range of disorders, populations, and theoret-
ical treatment approaches [18]. In some countries, such as Australia, these programs
may be government funded and considered a first part of ‘stepped care’ treatment
approaches for preventative or low severity psychological presentations [100]. These
programshold considerable advantages to treatment delivery, as they typically require
no or minimal therapist input and thus allow for wider reach of services and avail-
able resources. As a more recent development to this approach, many programs
and psychological techniques can now be accessed on mobile devices, by means
of smartphone applications or ‘apps’. Whilst these apps may simply facilitate an
alternate mode of delivery for psychological interventions and content, others make
sophisticated use of the additional technologies available through the Smartphone
[16].

Smartphones collect a large variety of sensor-based data by GPS, accelerometer,
gyroscope, microphone, phone calls, messages, speed of typing, phone notification
management (e.g., clicks, decision, and response time), the screen on/off, light sensor,
skin temperature, skin conductance, app usage, social information, and phone-based
questionnaires [101]. All these streams are objective measures that are sequentially
collected in the context of an individual’s natural environments. Furthermore, the
repeated real-time sampling of behaviors and lived experiences, known as ecolog-
ical momentary assessment (EMA), allows the study of micro-processes influencing
real-world behavior [102]. There is preliminary support for the clinical utility of
smartphone sensor data paired with EMA responses in the assessment and promo-
tion of self-management in psychotic disorders [103, 104]. Also, it could engage
in reinforcing or extending evidence-based therapies among treatment options by
giving pieces of information about how one’s symptoms vary over time [105]. For
example, EMA analysis has demonstrated how the COVID-19 pandemic has had
a widespread mental health impact among college students [106]. Analysis of data
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from individuals’ smartphones can result in the development of unique patterns of
algorithms to measure and predict mental health among individuals and groups.

Digital phenotyping is one such analytical approach, which focuses on the devel-
opment of a ‘digital fingerprint’ based on analysis of passive measures from smart-
phone usage [95].With further evidence, these type of analysis could be a continuous
ecological surrogate for laboratory-based neuropsychological assessment ofworking
memory, memory, executive function, language, and intelligence [107]. Analysis of
digital sensor big data by artificial intelligence (AI) technology is a data-driven and
evidence-based method for diagnosis and symptom monitoring. In some cases, the
prognosis of mania or depression could be diagnosed by analyzing data from digital
sensors [108]. Digital phenotyping is beginning to provide clear evidence to stratify
patients based on precision medicine that seeks to create treatments applicable to
groups of individuals who meet specific characteristics. However, disadvantages
include the lack of available technological resources in certain parts of the world and
the challenges of developing scalable data collection infrastructure while ensuring
patients’ data security [109]. In the context of the COVID-19 pandemic, prelim-
inary evidence exists for the use of digital phenotyping. Content analysis of text
messages of the Talkspace indicates that people seeking treatment for pandemic-
related distress experience more severe COVID-19–related anxiety symptoms than
before the outbreak [110]. In addition, in a proof of concept study, digital phenotyping
was used to identify changes in schizophrenia, major depressive disorder, and bipolar
disorder patients’ behavior incited by quarantine [111]. Another study demonstrated
the potential of anomaly detection with 89% sensitivity and 75% specificity for
predicting relapse in schizophrenia [112].

Online programs and apps will likely form an important part of mental health
service delivery in coming years. These treatment options allow for efficient and
efficacious use of resources. In addition, the still developing areas of sensor-based
technologies and digital phenotypingwill allow for increasedmonitoring, early inter-
ventions, and tailoring of services to meet individual needs. For example, some tech-
nologies provide patients with a device that can make recordings of the heart and
lungs, perform imaging of the ear, mouth, and skin, and detect body temperature
remotely to overcome inherent lack of physical contact in DMH approaches [113,
114].Yet, despite this potential, one of the key challenges facingmental health service
providers in the future will be the identification of individuals appropriate for DMH
interventions, the effective integration and use of DMHwith in-person treatment, and
the development of appropriate population level models to support this integration.

A consistent limitation of the DMH research field has been the lack of atten-
tion given to implementation and policy driven research [114, 115]. In addition, the
implementation strategies adopted, includingmodels and technologies,will be highly
dependent on each cultural and healthcare context. For example, in low income coun-
tries that have greater mobile than fixed line infrastructure, mobile apps may be more
easily integrated than online programs. Similarly, the extent to which digital mental
health technologies are integrated into standard care or used as standalone treat-
ments may also be dependent on the staffing and resourceing available within each
healthcare context. As such, choices regarding the specific technologies used and
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models adopted should follow careful consideration and discussion with consumers,
clinicians, and policy advisors. To assist in this process a guide for implementa-
tion strategies within DMH has been proposed, with stakeholders encouraged to
consider strategies from proposed implementation (e.g., conducting structured needs
assessments), to implementation (e.g., the creation of practice guidelines for DMH,
ensuring practitioner competency) and sustainment phases (e.g., assessing changing
needs and preferences over time) [115]. Such an approachwould ensure that the adop-
tion of DMH is appropriate for each system and sustainable for longterm treatment
support and delivery. Below, we provide an illustration of one such model of adop-
tion, the Stepped Care approach currently being implemented within the Australian
Healthcare system.

3 ‘Stepping Up’ to the Challenge

The stepped care approach entails providing a person-centred approach to mental
health support that offers services to patients which vary along a spectrum in terms
of the level of severity of a mental health disorder regarding the impairment caused,
its impact on their functioning and the level of distress they experience. The aims
of implementing a stepped care approach are to provide the right service at the right
time to each patient [116]. This means that treatments are personally tailored to
each patient depending on what level of care they require in the present. Patients
can therefore receive a level of care that is appropriate to their needs at any given
time. This approach is designed to be integrated with health care services that are
provided at a broader level rather than being primarily for autonomous use. This
approach is useful for individuals who experience temporary episodes of mental
health symptoms, as well as for those who have chronic mental health conditions
which involve the severity of symptoms fluctuating over time [117].

The benefits of a stepped care approach include providing the specific level of
support that is required by the individual rather than over-expending resources. The
individual is provided with the opportunity to self-manage their mental health symp-
toms insofar as this is appropriate, rather than the health care system committing
time and resources that are disproportionate to their needs for support at the time.
The stepped care approach is also financially viable for the economy by supporting
people with mental health symptoms at both the sub-clinical and clinical levels so
that not all clients are provided with intensive support and services if they do not
require them [116]. Furthermore, this approach ensures that sub-clinical symptoms
of mental health disorders are recognised and addressed before they manifest into
more severe presentations of mental disorders. Individuals are hence able to main-
tain a reasonable level of autonomy while going through the treatment process at any
stage due to the accessibility of support and independence that is offered by using
DMH treatments, and the option of ongoingmonitoring by the patient and health care
provider that is offered by this treatment modality. In addition, mental health issues
can be addressed at every level of intensity, and thus using the stepped care approach
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within DMH programs is beneficial to society clinically, socially and economically
[118–120].

In Australia, for example, the Stepped Care Approach has been effectively incor-
porated into the DMH space via a number of programs [e.g., 121–123]. Specifically,
programs have been designed to range in intensity from a low level, which typically
includes offering a range of self-guided online tools such as self-monitoring tools
and psychoeducation resources, to moderate level intensity resources, which may
include the addition of interactive online tools for users to work through, at times
with intermittent guidance from an online therapist or counsellor. Finally, high inten-
sity supports include regular contact with a mental health professional in conjunction
with frequent use of a relevant DMH program, which can involve the mental health
professional accessing the work that the patient has done within the online program
to monitor progress, provide feedback and incorporate it into the patient’s treatment
plan. The most intensive level of support often includes undertaking regular risk
assessments which are overseen by the mental health professional [116]. Eventu-
ally, when the patient’s symptoms reduce in severity they are able to maintain their
treatment progress by continuing to access remotely accessible support tools. This
opportunity for remotely accessible ongoing mental health treatment is particularly
well suited to Australians who live in rural and regional areas, where access to tradi-
tional mental health services is difficult to obtain. Digital mental health programs
that utilise a Stepped Care Approach have been designed to address service gaps in
priority areas within theAustralianmental health care setting. As such, health profes-
sionals have been encouraged to promote and endorse DMH platforms to patients
who require various levels of mental health support and/or treatment.

Australians now have a variety of programs to choose from in the digital mental
health space where they can receive the right intensity of support to meet their needs.
The Australian Government has overseen the development and implementation of
the Head to Health digital mental health gateway, which offers consumers access
to evidence-based information, advice and free or low-cost telephone and online
mental health services and treatment options [124]. An additional option for digital
health care is WellMob, which is a website that includes a compilation of social,
emotional, and cultural wellbeing resources for Aboriginal and Torres Strait Islander
people [125]. Therefore, the DMH space and the use of stepped care in this sphere
is currently being implemented across all sectors of society, in terms of location,
cultural background, and the severity of mental health symptoms, and would be
a useful approach for addressing mental health care in other geographically vast
countries.
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3.1 A Case Example—Digital Mental Health Applied
at a National Level

Tawakana was a 45-year-old male of Aboriginal descent who lived in Northern
Queensland inAustralia.Hehadpresented to the emergencydepartment of the nearest
hospital with alcohol intoxication and comorbid depression. He had reportedly been
suffering from symptoms of these mental disorders since he was a teenager after
leaving home at 13 years of age due to an upbringing that included an extensive
history of trauma involving domestic violence and exposure to substance use as a
child. Daku had since been engaged with mental health treatment at that location,
which was 624 kms away from his home, a few times over the past 10 years. Each
time Daku was admitted to the hospital, he was required to stay for the duration
of at least 4 weeks until the acute mental health team had stabilised his mood to
the point where his risk profile was significantly reduced, and they had provided
effective alcohol detoxification treatment. Therefore, the inpatient visits were costly
to the Australian public health system. However, there was no other way for Daku to
receive the treatment that he needed to ensure his safe return back to the community,
in particular given that he resided in a remote area. The 4-week treatments only
tended to last for a maximum period of 3 weeks until Daku relapsed in terms of his
depressive mood and was again drinking excessive amounts of alcohol. Therefore,
it only provided a temporary fix for the situation.

Shortly after Daku’s third visit to the hospital’s emergency department for the
same issues, a DMH team from a University in the nearest town set up a computer
kiosk approximately 10 kms from where Daku lived. The team had established that
the locals in the area were very low on digital health literacy so they went into
the community to get to know the locals, from young people to the elders of the
community. Among the team was a member who was of Aboriginal descent who
understood the customs and spoke the language of the people in that community.
She facilitated the digital literacy training and educated the community about the
purpose of the computer kiosk. She informed them that the rationale behind the use
of the kiosk was to provide people who were in need of support for not feeling high
spirited and/or who were drinking a lot of alcohol to find information and resources
to help them, and that they could also connect with her or another aboriginal health
professional from the closest township to help them put in place strategies to support
them if things were really challenging. She showed them how they could enter self-
monitoring data for mood (which was assessed on a culturally appropriate scale),
lifestyle factors (physical activity, diet, weight), and alcohol intake to see where they
were at and to send this information on to the health professional at the other end. She
then demonstrated how the computer programwould guide them on healthy lifestyle,
including drinking habits, and help them to consider where they were at with their
drinking. She showed them how if their mental state or lifestyle behaviours including
alcohol intake,were out of range, an alertwould be sent to the health professionalwho
would call them to provide support. She informed them that the information would
also be sent to the health care providers they saw in the nearby town infrequently so
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they could be up-to-date with what was happening with their health. The computer
program effectively provided a stepped care approach that involved the delivery of
psychoeducation, resources and self-monitoring functions at the most basic level,
interactive support via personally tailored tools and games at a moderate intensity
level, followed by contact with a health professional at the next intensity level, and
finally connection with the acute mental health care team at the nearest hospital at the
most intense level (at which patients were deemed high risk). Such a program had the
potential to provide regular, ongoing treatment to patients with similar presenting
issues to Daku within their remote community and to act as a targeted treatment
approach that was geared towards the patient’s symptom intensity, with the potential
for preventive benefits from symptoms emerging into severe ones that would require
hospital admission.

A widely renowned and popularly used stepped care approach for the Australian
context which provides guidance to clinicians on how they can best utilise resources
with clients to produce effective outcomes is the conceptual framework of imple-
menting e-mental health resources (Reynolds et al., 2015). In her model, Reynolds
proposes five emerging clinical practice models, which include: (1) promotion; (2)
case management; (3) coaching; (4) symptom-focused treatment; and (5) compre-
hensive therapy. The integration of clinical skills by the variety of health care profes-
sionals that are involved in the care of a patient with a mental health disorder and
how this is best done is also considered in Reynold’s model. This includes the
roles of medical practitioners, pharmacists, psychologists, occupational therapists,
social workers, nurses and more. Reynold’s model thus provides a useful concep-
tual framework that can serve as a blueprint for the effective integration of e-mental
health services into primary care settings. Ideally, in such settings, the aim is for
the digital mental health program or service to effectively complement the role of
health care providers rather than to replace them. Therefore, within each program,
there is typically the option for the health care provider access to at least some
portion of the patient’s health information that has been entered for self-monitoring
and/or screening purposes. This enables the health care provider to track the patient’s
progress with mental health symptoms in-between visits. The patient also gains
substantial insight into their condition and its impacts on their functioning, as well
as ways this can be improved by using the suggested strategies within the program.
The art of tailoring the DMH program to each patient means this model provides a
cost effective solution to providing ongoing treatment to patients with mental health
conditions.

3.2 Case Study 2—Individual Level

Tyler was a 32-year-old woman who presented to her General Practitioner (GP) with
concerns about low mood following the birth of her baby 6 weeks prior to her visit.
Tyler reported concerns about homicidal thoughts about harming her baby as well as
herself. She reported experiencing severe social withdrawal, feelings of loneliness,
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daily crying, extreme fatigue, lack of motivation to the point where her husband had
to tend to the babywhen he cried as Tylerwas unmotivated to do so, lack of pleasure in
usual activities such as watching her favourite comedy shows or reading, irritability,
and thoughts of suicidal ideation. Tyler was adamant that she should not take anti-
depressant medication as she was currently breast-feeding. Her GP referred her to a
psychologist who put Tyler in touch with an online postpartum depression support
program. The program included psychoeducation about postpartum depression, and
when Tyler started it, she had round-the-clock accessible support from trained coun-
sellors via the chat room that was available in the program should she wish to reach
out and start a chat about anything that was bothering her, including if she noticed a
sudden worsening of her symptoms. There was also a peer support function within
the program that Tyler utilised, which helped to normalise her experience of living
with postpartum depression, and assisted with removing the feelings of guilt that
she had about her relatively low level of functioning and thoughts about harming
her child. The program also featured support resources that her partner could use to
better understand what was going on for Tyler. Tyler had online video conference
sessions with a psychologist within the program every 2 days initially until there was
a marked reduction in her mood symptoms and her homicidal and suicidal ideation.
She continued the peer support groups weekly for a period of 10 weeks, and noticed
that interacting and staying in touch with the other mothers online via the program
also helped to create a sense of social support for her without leaving home. Finally,
Tyler’s GP and psychologist were able to check in on her symptoms via the program
and ensure they were not worsening. As Tyler’s needs for support reduced over the
following 6 months, she stopped taking part in the peer support groups, reduced her
online therapy sessions to once each fortnight, and only used the system to self-
monitor her symptoms. She reported this provided her with a sense of reassurance
that she was keeping her symptoms at bay whilst ensuring the safety of herself and
her baby. She was aware that if there were any increase in her symptoms again that
she would immediately receive the kind of support that she needed.

4 Getting Vaccinated—Protecting Against the Mental
Health Effects of Pandemics

Thus far, this chapter has discussed strategies for identifying and treating psycholog-
ical distress as it arises. However, there are preventative steps that should be taken at
both the individual and service levels to safeguard against further potential negative
impacts of the current pandemic and in preparation for future pandemics. These steps
include improving the training of mental health professionals in DMH approaches,
paying attention to the mental health and wellbeing of these workers, and integrating
mental health treatments holistically with physical health treatment.
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4.1 Training a DMH Ready Workforce

TheCOVID-19 global pandemic haswidely been recognised as a catalyst and turning
point for patient and clinician adoption of DMH [9, 126]. Worldwide, mental health
professionals have had to make rapid adjustments to their practice to incorporate
DMH technologies for remote delivery of services. Many of these professionals
were required to navigate this steep learning curve with limited previous training or
supervision in the use of DMH [9, 127]. Indeed, one Paris-based psychiatric unit
reported a reluctance of staff to embrace remote delivery of services prior to the
pandemic, but required a shift of 90% of outpatient activity to telepsychiatry during
the pandemic [128]. Such transitions and challenges have been observed worldwide.
A psychiatric department in Italy reported a greater than 90% shift in service to
telepsychiatry, despite “little, if any, experience with telemedicine” and a lack of
standardised procedures and platforms for conducting such services [129]. Yet even
prior to this rapid adoption, mental health professional capability to use DMH in
practice was identified as a major determinant of successful uptake and sustained
use.

Mental health professionals consistently report low confidence in, and concerns
regarding: their skills to use DMH in practice; capacity to identify clients suitable
for DMH treatment; lack of training and experience in this area of practice; and
translations of therapeutic skills into a digital environment [130–134]. These barriers
and concerns can result in poor service quality and implementation difficulties for
mental health professionals engaging in DMH.

The call for greater standardisation of training and competencies in this field
has been made by numerous professional bodies [e.g., 135] and researchers [e.g.,
136]. Various practice guidelines [137] and policy frameworks exist for specific
areas within DMH, for example the European Data Protection Directive and the
European Directive on Distance Contracting [138]. However, these guidelines and
directives fall short of specifying the behavioural actions and competencies needed
for effectiveDMHpractice.Despite the identified need for professional competencies
within DMH, to date, only one effort has been made to develop standardised, inter-
professional competencies for the field.

In 2017Maheu and colleagues [139] reported on the development of a “telebehav-
ioral health” competency framework for mental health workers in the United States
of America. This competency framework represents a considerable step forward in
improving quality of DMH services. However, the framework has key limitations,
with the authors identifying that it is only a first step toward consistency in the field.
In particular, the framework has a heavy focus on the narrower telehealth (phone
and videoconference services) field, with no reference to DMH technologies such as
online programs, virtual or augmented reality, biosensors, or artificial intelligence
tools. The authors also acknowledged that the competencies are bound to the origi-
nating culture and healthcare system framework. Nonetheless, this framework is an
invaluable resource for mental health professionals and policymakers incorporating
telehealth technologies in service delivery during the current pandemic.
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The COVID-19 pandemic has highlighted remote delivery of services as a consid-
erable stress point in healthcare delivery. In buffering against the effect of future
pandemics, focus needs to be given to training clinicians in the use of digital tech-
nologies (beyond purely telehealth approaches) for providing mental health support.
However, before this can occur, agreement needs to be reached on the competen-
cies and standards of practice expected in this area. A consensus-based framework
of competencies is required, and whilst overlap may occur, it is likely that such a
framework would need to be specific to the country and cultures it services. Such
frameworks, and training programs to help clinicians meet competency standards,
will improve the quality of services in the current pandemic and ensure that the
mental health workforce is digitally ready for future pandemics.

4.2 Protecting the Mental Health of Our Healthcare
Professionals

Healthcare workers have been exposed to considerable stressors and adverse condi-
tions during the COVID-19 pandemic and have been identified a as group vulnerable
to the experience of psychological disorders. Yet beyond these psychological disor-
ders,many healthcareworkers have also experienced distress associatedwith burnout
and moral injury.

Burnout is a syndrome resulting from chronic exposure to high levels of occu-
pational stress and is typically conceptualised as having symptoms of emotional
exhaustion, depersonalisation, and reduced personal accomplishment [140]. Moral
injury refers to the psychological distress that arises when an action or inaction, such
as related to a person’s working conditions and requirements, violates their personal
values and ethics [141]. Whilst neither of these experiences are considered psycho-
logical disorders, both have been associated with elevated psychological distress
and increased risk of developing psychological disorders in the future, making them
areas of particular concern for healthcare workers. Given the high and prolonged
pressures placed on healthcare workers during the pandemic, elevations in rates of
burnout [142] are unfortunate but not surprising. In addition, the inability to provide
gold-standard levels of care to patients, to due over-burden and under-resourcing,
has resulted in distress and moral injury for many workers, with pain likely to be felt
well beyond resolution of the pandemic [141].

Specific to mental health professionals, organisations and training providers must
pay particular attention to issues of burnout,moral injury, andmental distress nowand
in coming years. In the context of a growingmental health crisis, it is likely that many
mental health professionals will face issues of over-burden and chronic occupational
stress as they struggle to meet the mental health needs of their communities. In
addition,manymental health professionalsmay alreadybe experiencingmoral injury,
with restrictions and resourcing limiting their capacity to provide mental health care
consistentwith their values or personal ethics. The need for routine support processes,
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ongoingmonitoring, and provision of evidence based treatments has been highlighted
as critical to support the longevity of healthcare workforces [141]. Yet, despite this
identified need, healthcare workers often fail to present for treatment or support when
needed.

Many healthcare professionals fail to seek mental health support when needed,
including for issues of occupational stress and burnout [143]. Healthcare profes-
sionals experience many of the barriers to care that members of the general public
experience, as previously discussed in this chapter. However, they may also experi-
ence additional barriers including lack of time due to the burden of work responsi-
bilities, lack of access to appropriate services that are confidential and removed from
their profession or place of work, services that are available during their time off
(including if working shift work), fears of professional consequences of disclosing
mental health difficulties (such as restrictions to registration or practice), and stigma
[143, 144]. Stigmatising beliefs that prevent healthcare workers, including mental
health professionals, from accessing services are: attitudes held by oneself towards
a person or population with the condition or experience (e.g., a healthcare worker
experiencing burnout is lesser than one who is not: personal stigma); the attitudes a
person holds about themself during the experience (e.g., I should be able snap out
of this: self stigma); attitudes regarding how the general population would view a
person with the condition or experience (e.g., my patients would think less of me if
they knew: public stigma); and the perceived or actual limitations that may be placed
upon a person with the experience or condition by society, an organisation or institu-
tion (e.g., I would not be supported if my supervisor or superiors found out: structural
stigma) [144, 145]. For these reasons, it has been argued that supports provided to
healthcare workers should be able to be accessed anonymously [55, 144].

Taken together, it is clear that there is a need to support healthcare workers during
the COVID-19 pandemic and beyond. Whilst workplace support and monitoring
will be needed [141], there is also a push for the development and dissemination
of self-help approaches to supporting healthcare workers [146]. The utility of DMH
has already been argued as ideal for this purpose [55], particularly with reference
to the advantages of anonymity, 24/7 access, and self-paced delivery. However, it is
imperative that any DMH interventions be tailored to meet the specific needs and
experiences of healthcare workers. Furthermore, they should not only treat existing
distress but should also train healthcare workers in resilience and emotion regulation
techniques to protect against the experience of future stressors, such as in the long-
term recovery from the current pandemic and preparation for future pandemics.
For successful adoption, such programs will need to be supported by healthcare
organisations, governments, and professional bodies. Addressing the mental health
needs of this population will be critical in retaining a healthy and resilient healthcare
workforce into the future.
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4.3 Placing Mental Health in a Holistic Framework

The importance of addressing the mental health needs of target groups during the
COVID-19 pandemic and beyond is undeniable. However, much of the literature
to date has focused on these concerns with far fewer papers on COVID-related
health behaviours and health communications [147]—factors that have been central
in limiting SARS CoV-2 contagion, hospitalizations, and deaths [148]. Tackling the
mental health issues brought about by COVID-19 should therefore not be looked at in
isolation, especially given key physical health behaviours such as social distancing,
handwashing, and facemask wearing, if adhered to, can prevent further lockdowns,
stay-at-home orders, and self-isolation directives—factors shown to be associated
with mental health issues during the pandemic [149–151].

Over the past year, research has emerged identifying the social psychological
determinants of COVID-19 preventive behaviours. This research has shown factors
such as self-efficacy, moral norms, intentions, and planning to be reliable predic-
tors of behaviours such as social distancing, handwashing, and facemask wearing
[152–155]. Previous research for influenza-related preventive behaviours have shown
similar findings [156–158]. Identifying the determinants of behaviours of interest is
important as they can potentially be modifiable through intervention; that is, can be
targeted in messages or campaigns of behavioural interventions. Digital technolo-
gies, as has been shown above for mental health, can be used to target change in and
maintenance of these physical health behaviours. For example, Smith et al. [159]
tested the efficacy of a theory-based intervention delivered online to promote the
avoidance of touching one’s face with unwashed hands in samples of Australian (N
= 254; Study 1) and US (N = 245; Study 2) residents. The intervention consisted
of behaviour change techniques including imagery, persuasive communication, and
planning.Although results revealed a significant increase in avoidanceof touching the
facewith unwashedhands frompre-intervention to follow-up irrespective of interven-
tion condition, exploratory analyses revealed significant effects of the theory-based
intervention on behaviour at follow-up in individuals with low pre-intervention risk
perceptions. More broadly, systematic review and meta-analytic evidence provides
modest support for the use of digital health interventions for improving physical
health behaviours and health conditions [160–163].

Although the importance of adhering to COVID-19 preventive behaviours is
unequivocal and has a potential indirect link to mental health through preventing
further lockdowns, stay-at-home orders, and self-isolation directives, other physical
health behaviours have shown more direct links with mental health including phys-
ical activity, alcohol misuse, and smoking [164, 165]. For example, research has
shown alcohol to be a casual factor for depression [164]. There is also extensive
evidence indicating strong direct associations between performance of regular phys-
ical activity and improved depressive symptoms and stress levels [163]. Interventions
that reduce the use of substances and improve engagement in physical activities are
therefore likely to reduce the prevalence of mental disorders. Accordingly, the arti-
ficial divisions between mental and physical health need to be removed and DMH
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treatments should be available in an integrated fashion for both mental disorders and
physical health behaviours.

5 Conclusions and Future Directions

The COVID-19 pandemic has been a catalyst for change within mental healthcare.
The pandemic has resulted in increased psychological distress in many countries,
including among those with pre-existing mental health concerns and those who
belong to vulnerable groups. Simultaneously, the pandemic has also resulted in
significant services disruptions and loss of resources for mental health provision.
Healthcare workers and governments made rapid and often effective transitions to
digital health provision. Telehealth, online programs, and apps provide alternatives
to in person treatment delivery, that reduce barriers to care, increase treatment reach,
and reduce treatment costs. Yet challenges remain for the ongoing integration of
these services to both target the ongoing effects of the current pandemic and prepare
for any future pandemics.

Stepped care approaches may assist governments and policy makers in the devel-
opment of treatment models to support the ongoing integration of DMH services.
These approaches focus on the effective utilisation of digital and in person services
to ensure individuals receive appropriate mental health treatment based on symptom
severity, risk, and other social and health considerations. It is likely that such models
will need to be specific to cultural and healthcare contexts in order to adequately
account for these factors. Future research will be needed to develop and test these
models, in consultation with patients, healthcare providers, and policymakers. In
addition, focus needs to be given to the development of supportive training resources
and programs to facilitate effective practicewithin theseDMHtreatment frameworks.

Throughout this process of evolving healthcare, attention needs to be given to
those providing the care. Healthcare workers are a particularly vulnerable group to
the experience of mental distress, stress, and burnout. The success of any future
models of healthcare delivery will be reliant of these workers, both to continue in
their profession in challenging times and to provide high quality care even in the
context of personal challenges.

Finally, beyond the input of mental health professionals in traditional treatment
contexts, greater interdisciplinarywork is needed in understanding and supporting the
psychological determinants of physical health in pandemics. This includes psycho-
logical and social models of safety and health behaviours to minimise contagion.
This holisitic approach to improving mental and physical health during pandemics
will be critical to reducing the risk and effects of any future viral outbreaks.

The health and psychological treatment landscapes have changed substantially
as a result of the COVID-19 pandemic. What is clear from these changes, is that
flexible, person centred, holistic, and cost effective treatment approaches will be
needed now and into the future. Digital technologies will likely prove critical in
meeting these needs, although will require careful implementation and training in
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order to be successful. However, should this be achieved, the capacity for health
systems to improve population mental health and be adequately prepared for any
future pandemics is certainly cause for considerable hope and optimism.
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in the Delivery of Surgical Care
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Recover from COVID-19
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Abstract There has been a significant reduction in elective surgical activity since
the start of the COVID-19 pandemic. As a consequence, record numbers of patients
are awaiting planned procedures. Furthermore, surgical trainees the world over have
been deprived of vital operative experience. In this chapter we explore how adoption
of technological innovations might help to reduce the backlog of unmet surgical
care. We examine how the shortfall in surgical training could be mitigated through
technology-enhanced learning (TEL) by using extended reality (XR) technologies.
High fidelity XR surgical simulation has exciting applications in pre-operative plan-
ning, acquisition and assessment of surgical skills and surgical telementoring. In
addition, artificial intelligence (AI) technology is expected to have an increasingly
prominent role in healthcare in the near future. Increasing automation of laborious
tasks using AI could enhance efficiency of surgical care whilst freeing up more time
for trainees to focus on becoming better surgeons. This chapter presents specific
examples of how TEL, XR and AI technologies can be used to train surgeons and
improve the care of surgical patients. These technologies, if implemented in a robust,
expeditious manner, may provide the radical solutions needed for healthcare systems
to begin the recovery from a global pandemic.
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1 Introduction

In 2020 an estimated 28.4 million elective surgical procedures worldwide were post-
poned or cancelled to free up hospital capacity to treat patients with coronavirus
disease 2019 (COVID-19) [1]. Meanwhile, an unprecedented backlog of patients
awaiting elective procedures and outpatient appointments has accumulated. As of
April 2021, there were a staggering 5.1 million patients awaiting elective specialist
treatment in theEngland [2]. Intriguingly, referrals for specialist care in Englandwere
down by 4.7million during the first wave, between January toAugust 2020 compared
to the same period in 2019 [3]. It is implausible that demand for specialist intervention
had reduced during this period. Rather, it suggests there may be a ‘hidden backlog’ of
unmet care which will likely rebound, resulting in even more referrals over time. The
second wave of the COVID-19 pandemic has caused further cancellations to elective
surgery in the UK. Protracted waiting times for clinics and surgery have resulted
in increased patient morbidity and excess deaths [4]. In addition, reduced elective
operating volume has had a significant impact on the training of the surgeons of
tomorrow. Large, complex challenges require radical solutions. We wish to offer our
perspective on innovations that can assist the recovery of surgical care and training as
we emerge from the global pandemic.Wewill present specific examples of how tech-
nology enhanced learning (TEL), extended reality (XR) technologies and artificial
intelligence (AI) can be deployed to improve surgical care and surgical training.

2 Innovations in Surgical Care

2.1 Remote Ward Rounds

Extended reality (XR) technologies have been trialled during the COVID-19
pandemic to allow doctors to care for patients remotely. XR encompasses virtual
reality (VR), augmented reality (AR) and mixed reality (MR). In this section AR and
MR will be discussed in more depth given their potential uses in a live clinical envi-
ronment. Applications of VR will be discussed in greater detail in the “Innovations
in surgical training” section.

Augmented reality (AR) has been thrust into themainstreamby smartphone games
and social media platforms such as Pokemon Go™, Instagram™ and Snapchat™
[5]. AR is achieved by superimposing digital information on to a live view of the
real world captured using a video camera. This digital information can be over-
laid on to a smartphone screen, endoscopy monitor or a wearable device such as
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Google Glass™. Users can visualise (but cannot manipulate) the augmented infor-
mation on screen. Mixed reality (MR) takes AR one step further. MR allows users
to physically interact with and manipulate digitally rendered holograms which are
superimposed onto a view of the real world. Specially designed wearable headsets
known as head-mounted displays (HMD) are required to facilitate MR. These can be
tethered (requiring a connection to a computer or laptop) or untethered (standalone
and wireless). Microsoft’s HoloLens™ 2 is a recent example of an untethered MR
HMD. Many predict huge investment growth in XR industry in the coming decade,
with some analysts predicting a sixfold increase in VR andMR headset purchases by
2025 [6, 7]. An extensive review of the digital future of the National Health Service
in the UK (NHS) predicts that by 2040, greater than 80% of the NHS workforce will
use XR technology for their day-to-day working [8]. This burgeoning sector offers a
multitude of exciting opportunities to modernise surgical care, with many examples
to be discussed in this chapter.

Paediatric cardiac surgeons in the UK have piloted MR ward rounds using
HoloLens™ 2 and remote assist software [9]. Using the untethered headset, ward
rounds were conducted by a single clinician whilst the audio and visual feed was
live-streamed to the rest of the team. Two-way communication allowed the remote
team to display relevant imaging and blood results directly to the clinician’s heads-
up display, all whilst keeping the clinician’s hands free to interact with and examine
patients. Patient records were updated easily and remotely by a junior member of
the team. Traditionally, scribing of ward round notes can be an onerous task when
writing in large volumepaper case notes or having to repeatedly log on tomobileward
laptops to update electronic records during the round. Voice-activated commands for
sharing of images and making calls proved useful in scenarios when personal protec-
tive equipment (PPE) was required. Minimising the number of clinicians present on
ward rounds can reduce risk of infection whilst also reducing PPE usage [9, 10].
One study reported a 52% reduction in the time staff were exposed to COVID-19
and an 83% reduction in PPE usage by using HoloLens™ 2 for MR ward rounds
on COVID-19 wards [11]. The use of MR ward rounds can be particularly useful in
highly specialised care settings such as paediatric cardiac surgery, where numerous
specialists are required to attend the multi-disciplinary round [9]. In the UK, highly
specialist services are usually centralised in centres of excellence, based in hospitals
in large metropolitan areas. MR technology could facilitate specialists to “attend”
ward rounds in rural areas remotely, potentially improving the quality of care and
expertise for these patient populations. So far, MR ward rounds have only been
trialled in pilot studies. It is clear that there are many exciting potential applications
whichmaywarrant rapid adoption of this technology for use in the ward environment
in the near future. However, a reduction in patient contact timemay diminish learning
opportunities for junior clinicians in addition to preventing the development of strong
doctor-patient relationships. These factors must be considered when upscaling use
of MR technology in the ward environment.
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2.2 XR Enhanced Multi-Disciplinary Team Meetings
and Pre-Operative Planning

Immersive and interactive MR multidisciplinary team (MDT) meetings have been
piloted. A congenital cardiac surgery MDT was conducted with multiple atten-
dees donning HoloLens™ HMDs. All participants were able to visualise virtual,
patient-specific 3D anatomical models whichwere rendered from real patient cardiac
magnetic resonance imaging (MRI) data. Participants were able to manipulate and
interact with the 3D anatomical model through use of gestures rather than traditional
keyboard and mouse. This approach could allow greater visuospatial appreciation
of complex cardiac anatomy, which may be particularly beneficial for pre-operative
planning [12]. The immersive nature of MR could potentially reduce distraction and
improve clinician engagement inMDTdiscussions, leading to better decisionmaking
whilst improving the educational value for junior staff in attendance [13].

2.3 XR Pre-operative Planning and Intra-operative
Anatomical Guidance

AR software has been developed to enhance pre-operative planning. One example
is a program called OpenSight AR, has received approval from the Food and Drug
Administration (FDA) in the USA [14]. It utilises Microsoft HoloLens™ to project
patient-specific CT and MRI images directly on to the patient in the form of 3D
anatomical holograms. Infrared cameras around the patient trackmovement, allowing
the holograms to accommodate for changes in patient position. So far, this tech-
nology has been tested in proof-of-concept studies, where percutaneous pedicle
screws were inserted accurately into silicone lumbar spine models by orthopaedic
residents without the need for fluoroscopic guidance [15]. This technology has the
potential to assist in the optimal placement of surgical incisions and before “knife-
to-skin” in open surgery. It may also help with planning of precise instrumentation
for percutaneous procedures, endoscope insertion or foreign body removal. So far,
pre-operative AR anatomical guidance programs have mainly been piloted in the
laboratory by orthopaedic surgeons in artificial physical models [15, 16]. Plastic
surgeons have conducted a six-patient case series which utilised AR projected CT
angiography images to locate and dissect perforator vessels for pedicled free flaps
in live patients, instead of the conventional Doppler probe [17]. They found the AR
surface anatomy guidance to be more reliable and less time consuming than using
Doppler ultrasound. MR anatomical guidance has been piloted by otolaryngologists
in live parotid surgery. The study found that MR anatomical mapping in soft tissue
structureswith complex anatomymay not yet be sufficiently accuratewith the current
generation of MR technology [16]. Further in-vivo studies are warranted before
increased adoption of this technology in to the live operating theatre environment.
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In endoscopic and minimally-invasive surgery, it may be ergonomically advan-
tageous to use MR HMDs to visualise the video feed from the endoscope instead
of using traditional monitors. Medical students learnt how to perform ureteric stone
removal on a physical model simulator more quickly and with greater competence
using a Microsoft HoloLens™ device [18]. The authors postulate that better perfor-
mance was achieved in the HoloLens™ group due to improved alignment of line of
vision and hand placement compared to the use of a conventional monitor. Use of
the headsets was well tolerated, with 90% of participants not reporting any negative
effects during usage. 97% of the participants felt that MR training with Hololens™
will have a significant role in surgical education in the future [18].

2.4 XR Intra-Operative Telementoring

In the operating theatre, AR operative instructions can be sent by a remote mentor
to a mentee wearing an MR HMD. These 3D annotations are then projected onto
the mentee’s operative field in real time. One study showed how surgical residents
performed leg fasciotomies with greater confidence, in less time and with fewer
errors when receiving telementoring and AR instructions from an expert surgeon
based remotely [19]. Live MR HMD-assisted telementoring could prove useful in
difficult operative cases where specific surgical expertise may not be available to
attend physically. This is particularly pertinent given the current pandemic situation.
Surgeons with underlying health conditions can still offer their expertise remotely
whilst ‘shielding’. However, data protection and information governance must be
carefully considered in the context of live video streaming of surgery.

2.5 The Rising Role of AI in Surgical Care

AI is a field of applied computer science whereby computer algorithms are designed
to perform tasks in a manner that usually requires human intelligence [20]. These
computer programs can imitate intelligent human behaviour through learning,
reasoning and self-correction [21]. AI is expected to transform the delivery of health-
care in the near future. The last few years have seen huge growth in the healthcare AI
market, and this is likely to accelerate. Global market size was estimated to be $2.5
billion USD in 2018; this value has been forecast to exceed $31 billion USD by 2025
[22]. The availability of ‘big data’ in healthcare and declining computer hardware
costs are some of the factors driving growth in this sector [22]. In addition, automa-
tion of administrative processes have the potential to reduce human resource costs.
However, adoption of AI algorithms in healthcare is in its infancy. Fewer than 40 AI
programs have so far been adequately trialled and approved by theUS Food andDrug
Administration (FDA) for safe use in healthcare, mostly in non-surgical specialties
such as cardiology and radiology [23, 24]. It is predicted that AI will revolutionise
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medical and surgical care around the world. However, it is clear that an investment
of significant resources is required to develop, validate and importantly implement
the applications described later in the chapter.

AI is an umbrella term encompassing various modalities of data processing by
computer algorithms.

So far, the most widely utilised AI modality in healthcare has been machine
learning. This is an AI technique whereby computer algorithms are trained with
large amounts of labelled data during a training period known as supervised learning.
The expected outcomes (known as ground truths) are carefully defined by human
experts. Following this training phase, the algorithm will subsequently undergo a
testing phase. If the algorithm does not produce the desired output, humans can
adjust the algorithms and repeat the training accordingly [25]. Alternatively, algo-
rithms can be devised to undergo unsupervised learning, where no labelled data is
given to the algorithm. The algorithm analyses the training data more generally and
identifies common themes or clusters in the data. During supervised or unsupervised
learning phases algorithms can subsequently change their behaviour depending on
what it has learned from the data it has been given. If a machine learning algorithm
encounters a new problem, it will produce a solution as an approximation based on its
prior ‘knowledge’ acquired during the training phase. This differs from conventional
computer programs which utilise rule-based algorithms, whereby data is processed
inflexibly within the confines of the rules that have been set by a human programmer
[26].

Deep learning is built upon the machine learning concept. Deep learning algo-
rithms process data using so-called deep neural networks. These neural networks
consist of multiple interconnected layers of algorithmic processing. Data is inputted
at one end and is processed sequentially at each layer, but cross-talk between each
layer happens simultaneously, in away comparable to human brain activity.However,
massive amounts of data are required to train a deep learning algorithm, after which
the algorithm can classify data into groups without any explicit programming by
humans [25, 26]. This AI technique is particularly useful for object recognition and
feature extraction from images [25, 27]. Here we present use cases of AI in surgery
and explain how they could enhance surgical care and training and assist in the
pandemic recovery.

2.6 AI in Clinical Diagnostics

Ophthalmology AI can help clinicians diagnose disease. Deep learning algorithms
have been designed to autonomously and accurately analyse and interpret digital
images including photographs, plain radiographs and scans. The clinical burden of
screening programmes can be significantly reduced with the help of deep learning
algorithms. In ophthalmology, one retinal image analysis AI algorithm has been
prospectively trialled in the screening of 30,000 UK patients for presence of diabetic
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retinopathy. The study demonstrated 95.7% sensitivity for detecting retinal damage
requiring referral to ophthalmology and 100% sensitivity in diagnosing moderate to
severe retinopathy [28]. It reduced screening workload of ophthalmologists by half,
which could free up clinician time to address the post-pandemic backlog of elective
procedures [28]. Two automated retinal image analysis systems to date have received
FDA approval [28, 29]. There is hope that automated screening tools could be used in
primary care, facilitating earlier diagnosis and minimising delay to treatments such
as retinal laser photocoagulation surgery.

Orthopaedics Deep learning may prove effective in the diagnosis of fractures
from radiographs. One deep learning algorithm was better at identifying scaphoid
fractures from radiographs than emergency physicians, but not quite as accurate
as an experienced orthopaedic surgeon [30]. Another deep learning algorithm has
received FDA approval in theUS by significantly improving clinician performance in
diagnosis of distal radius fractures from radiographs [31]. These diagnostic support
tools have the potential to increase speed of diagnosis and reduce the number of
missed fractures, thus improving outcomes in the management of fractures.

Otolaryngology Large sub-specialty areas within otolaryngology are beginning to
incorporate some degree of AI technology [27]. Liu et all demonstrate the utility of
machine learning algorithms in accurately diagnosing endolymphatic hydrops from
optical coherence tomography scans in mice [32]. In order to address well known
inter-rater variability in the analysis of paranasal sinus CT scans, Chowdhury et al.
describe a neural network created to classify cross-sectional sinus imaging [33].
Both examples have shown remarkably positive results in early testing, however
demonstration of how this technology actually improves the care of patients is yet to
be shown with any confidence.

Oncological Surgery As with retinopathy screening discussed above, radiology-
based nationwide cancer screening programmes are likely to benefit greatly by
adopting AI algorithms. In the UK and Europe, breast cancer screening requires
two radiologists to “double read” the mammograms. Preliminary results from one
UK study analysing 40,000 mammograms demonstrated how replacing one of the
radiologists with a deep learning algorithm produced equivalent results in breast
cancer detection and patient recall rate for further assessment when compared with
the traditional double reader screening [34]. Due to the COVID pandemic, it is
predicted that one million women in the UK have missed breast cancer screening
appointments [35]. AI algorithms may help to reduce this backlog, allowing earlier
detection of breast cancers which could expedite surgical intervention for those that
require it.

In cancer surgery, intra-operative histopathological analysis is sometimes required
to define tumour margins during the surgical resection. Halicek et al. have used novel
imaging techniques to rapidly analyse histology specimens. Hyperspectral imaging
captures reflected light from specimens which can be used to distinguish benign
and malignant lesions. This data was used to train a deep learning algorithm, and
the authors demonstrated a greater than 85% accuracy in detecting close or posi-
tive tumour margins for head and neck squamous cell carcinoma (SCC) resections
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[36]. The hyperspectral imaging analysis takes less than two minutes to complete.
Currently, standard practice for intra-operative pathology is through frozen section
analysis. In the literature, reported accuracy of SCC detection from frozen sections is
between 71 and 92%, but each specimen analysis takes around 25 minutes to report
[36]. This novel AI-based technique has the potential to drastically reduce intra-
operative pathology consultation time and thus total operating theatre time, whilst
maintaining equivalent accuracy.

2.7 AI in Histopathology

AI algorithms have the potential to greatly reduce clinical workload for histopathol-
ogists. Increasing adoption of digitised whole slide images of pathology slides could
allow pathologists to utilise AI autonomous image recognition capabilities. One
study showed how pathologists were able to more accurately and more quickly iden-
tify breast cancer micrometastatic deposits in lymph nodes with the assistance of
a deep learning algorithm. AI assistance halved the time it took for pathologists
to review the slides for metastases, taking 61 seconds versus 117 seconds without
AI [37]. Similar algorithms have been studied in urological pathology. Ström et al.
studied a deep learning algorithm which was able to detect and grade prostate needle
biopsy samples with accuracy equivalent to expert histopathologists [38]. Reduc-
tion of urological pathology workload could be particularly valuable given there is a
worldwide shortage of prostate pathologists [38]. These examples demonstrate how
AI could expedite histopathological diagnosis of suspected cancers. These advances
have the potential to streamline the workflow for urgent oncological surgical special-
ties. More timely diagnosis may allow more timely surgery, thus helping to reduce
the surgical backlog that has accrued.

2.8 Current Limitations of AI Technology

There aremanybarriers to thewidespread adoption ofAI technologies into the health-
care sector.As a consequence, only a fewAI applications have received approval from
the regulatory authorities in the developed nations, despite an explosion in interest
and investment in the field. Regulatory frameworks must be carefully designed to
assess the safety of this new category of medical device. In the USA, the FDA are
currently considering a “total product lifecycle-based regulatory framework” which
allows ongoing regulation, taking into consideration that algorithm performancemay
change over time, as it undergoes further training and real-world learning [24]. In the
UK, theNational Institute for Health Research (NIHR) have established theArtificial
Intelligence in Health and Care Award (AI award) to fund promising AI applications.
Their aim is to streamline the implementation of these technologies into the NHS
whilst allowing independent and transparent evaluation. This could accelerate the
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adoption of technologies that have been proven to be effective [39]. However, the
majority of published studies in AI interventions to date are proof-of-concept or
early stage validation studies. More robust clinical trial data is essential before the
widespread adoption of AI technologies. Comprehensive consensus guidelines for
the reporting of AI-specific clinical trials protocols were recently published [40].
This document will support research teams in conducting rigorous clinical trials and
reduce reporting bias in the literature. It may also assist external reviewers critically
appraising research studies for AI interventions in healthcare.

Confidentiality and data governance are important considerations. The training
of AI algorithms requires vast amounts of data sharing. It is paramount that sensitive
patient data be handled and stored safely. Apprehension regarding the ‘black box’
nature of deep learning algorithms has been previously documented [25]. The convo-
luted and opaque processing of deep learning algorithms means it can be difficult to
ascertain exactly how they arrived at their conclusions. This raises concerns about
accountability and liability, which could damage public trust in the healthcare system
[41]. These implications need be carefully considered when implementing AI tech-
nologies. However, rather than dismissing deep learning algorithms on this basis,
it pertinent to remind ourselves that many drug mechanisms of action are poorly
understood, yet this does not preclude their usefulness.

3 Innovations in Surgical Training
and Technology-Enhanced Learning (TEL)

The pandemic has decimated training opportunities for surgical trainees the world
over. An unprecedented backlog of patients requiring elective surgery has accumu-
lated. As we steer our way towards recovery from the pandemic, there will be an even
greater emphasis on ‘service provision’. Pressure to reduce the backlog through high
turnover of elective cases reduces training opportunities further. The NHS is heavily
reliant on trainees for unsupervised ‘service provision’, to the detriment of their
training [42]. Diminished training opportunities have forced educators to consider
novel methods to facilitate acquisition of surgical knowledge and skills.

Simulation allows trainees to practice scenarios whichmimic real life. It is a broad
term which encompasses everything from simulated history taking to performing
surgical procedures on human cadavers. Simulation is an indispensable part of
modern surgical training, and concerted efforts have been made to upscale its use in
the UK surgical curricula [42]. More recently, there has been a growing adoption of
technology-enhanced learning (TEL) in surgical education. TEL is defined as “the
use of technology as a part of the learning process [8]. More specifically, we will
discuss virtual reality (VR) and its role in modernising surgical training. AR and
MR technologies will be discussed briefly as they have mostly been covered in the
previous section.



474 M. M. H. Chu et al.

VR is the creation of an immersive and interactive digital environment, combining
visual information in the form of computerised graphics through head mounted
displays (HMDs), auditory information through headphones and haptic feedback
and interactivity through paired hand controls. It differs from AR and MR in that it
is completely immersive—the entire landscape is computer generated, without any
view of the real-world environment. Mass adoption of VR technology has histori-
cally been held back by unconvincing computer graphics due to low resolution screen
technology and inadequate computer processing power. High costs and reports of
motion sickness have served as further barriers [43]. However, rapid technological
advancements largely adapted from the smartphone sector have given rise to stan-
dalone VR HMDs such as the Oculus Quest 2™. These can operate without a wired
connection to a PC, allowing portability and unrestricted movement whilst signifi-
cantly reducing cost. Tethered VR HMDs such as the Valve Index™ are typically
more powerful than standalone HMDs, but require a cable connection to a powerful
‘gaming’ PC. Fast computer processors and next generation graphics cards are essen-
tial for smooth operation. TheseHMDs arewidely used in the gaming industry but are
now being adopted for medical simulation. More advanced enterprise level HMDs
include those developed by Varjo™ and Pico Interactive™. These companies are
concentrating on industry use-cases such as product design, engineering and flight
simulation. These systems use state-of-the-art computing to maximise fidelity and
therefore carry higher cost.

3.1 Acquisition of Surgical Skills

VR training is particularly useful for junior surgeons acquiring new surgical skills
[44, 45]. A recent randomised controlled trial (RCT) demonstrated how VR training
versus traditional methods allowed orthopaedic trainees to perform more correct
steps, quicker, withmore accurate component placement in cadaveric total hip arthro-
plasty [46]. Another RCT demonstrated how a curriculum of deliberate individu-
alised practice in laparoscopic cholecystectomy on aVR simulator improved surgical
performance of novices as rated by a blinded expert [45]. Advanced trainees can
also benefit from VR simulator training. Following VR practice, trainees performed
technically challenging advanced laparoscopic suturing on patients in theatre to a
proficient level in less time and with fewer attempts than those trained convention-
ally [47]. The immersive nature of VR may encourage prolonged engagement with
the training materials [45]. Unlike skills practice on cadavers, VR training can be
repeated ad ifinitum.

AR technology can be used in a telementoring capacity to enhance trainee acqui-
sition of skills. In one study, the trainer was able to provide real-time assistance
through overlaid images of the surgical instruments onto the trainee’s laparoscopic
monitor. This resulted in an improved learning curve for achieving competence in
laparoscopic suturing on a box trainer [48].
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AR can be used to generate a live anatomical overlay, acting as surface landmark
guidance for training in percutaneous procedures. Students demonstrated higher
success rate in facet joint injection on a physical model with AR assistance [49].
Whether it is for teaching medical students on artificial anatomical models in the
laboratory or on live patients in the operating theatre, AR anatomical guidance has
fantastic educational potential.

3.2 Remote Teaching Ward Rounds

Remote MR ward rounds have been piloted as a modality for teaching medical
students. However, data protection and information governance must be considered
carefully when using technology to live stream patient interactions via an internet
connection, especially if only for teaching purposes. A team from Imperial College
London successfully overcame these complex governance issues to pilot hybrid,
partially remote education ward rounds for medical students using HoloLens™ 2
during the COVID pandemic [50]. This was found to be an effective method of deliv-
ering ward-based teaching during the pandemic when students had limited patient
exposure. The students found it particularly useful in that they could easily interact
with the clinician leading the ward round and ask questions which they may not have
done so easily if physically in front of the patient on a traditional ward round.

3.3 Acquisition of Clinical and Anatomical Knowledge

Highly realistic immersive VR experiences can facilitate learning and knowledge
retention. Enhanced student engagement with anatomy learning materials using XR
has been reported [51, 52]. A RCT study involving dental trainees demonstrated
improved test scores followingVR training onLeFort osteotomyusingOculusRift™
headsets compared to the control group taught viaPowerPoint presentation [53]. They
also reported improved self-confidence scores in performing the procedure. Huang
et al. hypothesise that VR enhances knowledge retention by inducing feelings of
“spatial presence” and through enjoyment of interacting with the virtual environment
[54]. Moro et al. showed that skull anatomy teaching was equally effective when
delivered using VR (via Oculus Rift™ headset), AR (via Samsung Galaxy™ S2
tablet) and conventional tablet-based resources, with no significant differences in test
scores between the groups [55]. However, the students cited enhanced engagement
and enjoyment whilst learning using VR and AR modalities versus regular screen-
based material. A study of medical students showed greater time efficiency learning
limb anatomy using HoloLens™—based anatomy software compared to cadaveric
dissection. The MR anatomy group required less study time compared to the control
group to achieve equivalent test scores [56].
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VR can be used to enrich physical simulation by combining it with 3-D printed
physical models. Highly customisable 3-D printed plastic anatomical models have
been shown to be more effective in teaching complex anatomy to students compared
to conventional ready-made plastic anatomical models and photographed anatomy
atlases [57]. Barber et al. devised a virtual endoscopic sinus simulator using a 3D
printed skull with patient-specific anatomy rendered from real patient CT imaging
data. A virtual operating theatre environment was generated using the HTC VIVE™
VR HMD and a motion tracked 3D-printed mock endoscope could be inserted in
the nasal cavity of the 3D printed skull. Endoscopic views of the nasal cavity were
digitally recreated and shown on virtual screen within the VR operating theatre
environment visualised through the HMD [58]. This high-fidelity multi-modality
simulator with haptic feedback could be created at reasonably low cost.

3.4 Emergency Skills

VR can be utilised to practice low frequency, high pressure emergency scenarios
without risk to patient safety [7]. Bongers et al. demonstrated how VR training
can improve multitasking and problem-solving skills. Students were able to resolve
laparoscopic insufflation problems more quickly following VR training compared to
the control group [59]. VR training may be ideal for simulating rare events such as
operating theatre fires, emergency airway management via front of neck access and
major incident protocols. Trainees who received interactive Oculus Rift™ based VR
training were able to manage an operating theatre fire more effectively compared to
the control group who received didactic training [60].

3.5 VR Assessment of Surgical Performance

VR could prove to be a powerful tool in the assessment of trainee surgical perfor-
mance. As trialled by Larsen et al., gynaecology trainees had to achieve a bench-
mark score on VR laparoscopic simulator before they were permitted to perform
salpingectomy on live patients [61]. Other specialties are considering this approach
for procedural benchmarking, for example in gastrointestinal endoscopy [62]. We
predict that with the increased uptake and robust validation of such technologies,
similar XR-based competence evaluations may be implemented in other surgical
specialties. Ophthalmologists have demonstrated that performance on a VR cataract
surgical simulator correlates to real-life surgical performance as assessed using a
validated assessment score [63]. Another study used motion-tracking software to
create a technical proficiency score for cataract surgery using average instrument
movements and total path length. In addition to motion-tracked controllers or native
tracking of the user’s hands, several HMD manufacturers are implementing eye
tracking within their hardware. We postulate that this technology, if interrogated
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carefully, can providemuch needed insight into where a trainee looks for information
during a scenario [64]. Trainee confidence in a procedure could be assessed with eye
movement tracking, providing useful feedback as simulation becomesmore complex
and realistic. This suggests that VR simulators could be used not only as a training
tool, but for assessment of technical proficiency also [65]. Wider utilisation of VR
assessments of surgical competence may help to modernise UK surgical training,
facilitating the shift away from a time-based training model towards a competency-
based progression. It is perceivable that in the future, validated VR simulator assess-
ments could assist the selection of surgeons for specialty training based on technical
and visuo-spatial skills.

3.6 AI Autonomous Assessment of Surgical Performance

Machine learning algorithms have the potential to objectively evaluate surgeon
performance [66, 67]. In urology, an algorithmhas been developed to analyse intraop-
erative video footage from da Vinci surgical robots. It is able to evaluate procedure-
specific surgical performance metrics such as camera and instrument movements,
and with this predict clinical outcomes for the surgery [66]. By analysing surgical
footage of robot-assisted radical prostatectomy, the algorithm was able to predict
with 87% accuracy which patients would require a hospital stay of greater than
two days [66]. Traditional evaluation of surgeon performance by peer observation
is subject to bias and is extremely time consuming. In addition, small fluctuations
in surgical performance may not be obviously perceptible to human trainers. There
is potential for these machine learning algorithms to conduct autonomous, highly
personalised performance assessments which would be greatly beneficial to surgical
training. Automated video analysis would be time efficient and scalable, but more
research is required to validate this before it is widely adopted for the training of
robotic surgeons.

3.7 VR Surgical Training in the Developing World

It may seem like cutting-edge VR surgical training would be accessible only in
resource-rich countries. Indeed, custom-built VR surgical simulators with haptic
controls can cost up to £80,000 GBP [68].

The running costs of a traditional cadaveric dissection laboratory are considerable.
Furthermore, each procedure or dissection can only be performed once on a cadaver
before the integrity of the tissues are compromised. Conversely, technology-based
simulation can be repeatedly re-used and can be regularly updated and improved over
time.More recently, low-cost VR surgical simulation platforms have been developed
using consumer computer gaming hardware. Thismay prove a cost-effective resource
for training novice surgeons to reach proficiency in resource-challenged countries.
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Bing et al. designed a VR training resource to teach Zambian gynaecology trainees to
perform radical abdominal hysterectomy usingOculus Rift™HMDs [69]. Their total
hardware costs were approximately $1500 USD. It is estimated to cost $14,525 USD
to train a surgeon in Zambia excluding trainee salary and costs of the mentor. The
authors hypothesised that VR training could produce ‘pre-trained novices’, reducing
surgical training time in Zambia and Malawi where there is a dearth of qualified
surgeons with respect to population size.

3.8 VR Surgical Training Improves Patient Safety

Surgery has long been taught using a ‘master and apprentice model’. Trainees are
guided through surgical procedures on real patients under the close observation of
their trainer. Even under close supervision, an inexperienced surgeon wielding a
scalpel carries a theoretical risk of harm to the patient [70]. Traditional surgical
simulation on cadavers and artificial anatomical models allows trainees to practice
without risk of harm to patients. Similarly, VR allows surgical trainees to practice
surgical skills repetitively in a risk-free environment, improving technical proficiency
and thus improving patient safety when it comes to performing the procedure on
live patients [63]. But the true advantages of VR surgical simulation over cadaveric
dissection is the repeatability, portability and comparatively low maintenance costs.
In a RCT involving obstetric trainees, the group that trained on a laparoscopic VR
simulator were able to perform salpingectomy on a live patient in half the time
compared to the control group, potentially reducing morbidity risks of a prolonged
procedure [61]. A Cochrane review similarly concluded that VR training reduced
operating time in junior laparoscopic surgeons [44].

3.9 Limitations of TEL and XR Training Modalities

There are significant limitations to the use of XR technologies in surgical training.
There have been great advances in the fidelity and detail of computer graphics and
haptic feedback controllers—yet they cannot replace the feel and tactility of real
human tissue. A fast and reliable internet connection is required for optimal running
of multi-user XR surgical training programs—this is not consistently available even
in UKNHS hospitals (although single-user programs can operate without an internet
connection.) Many of the trials discussed in this paper have low participant numbers
and are at high risk of selection, performance and detection bias [71]. In addition,
motion sickness whilst using VR HMDs is a well reported side effect which can be
intolerable for some [43].
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3.9.1 Data Protection and Confidentiality

Patient confidentiality and data protection must be considered when using XR live-
streaming and telementoring in a real clinical environment [72]. Different healthcare
systems around theworld have differing data protection requirements. It is imperative
that all XR-based research, training and patient care adheres to these stipulations.
We have begun to see institutions tackle this barrier. Imperial College London have
established a HoloLens™MRworking group. They were able to overcome complex
governance issues to successfully conduct remote ward rounds and live-streamed
patient consultations for medical students [50]. Now the precedent has been set in
the UK, we predict this to be approach will be translated nationally as the technology
becomes more easily available and its benefits have been more widely demonstrated.

4 Conclusion

An unprecedented backlog of elective surgery has now accumulated due to COVID-
19 disruptions. By reverting to ‘business as usual’, we will never succeed in clearing
this. High volume, high turnover operating lists will be required; but the quality of
surgical training will likely suffer as a result. It is vital that we embrace technological
innovation to drive our healthcare systems towards recovery from the pandemic.

Timely yet carefully considered implementation of TEL, XR and AI technologies
can:

1. Enhance remote care via virtual ward rounds and telementoring
2. Enhance MDTs and pre-operative planning through immersive experience
3. Expedite clinical diagnosis through automated photographic and radiological

image recognition
4. Expedite histological diagnosis through automated specimen analysis
5. Improve acquisition of clinical and anatomical knowledge through

engaging, interactive virtual platforms
6. Enhance acquisition of surgical and emergency skills and encourage

practice in a risk-free environment
7. Reduce the cost of surgical training versus traditional cadaveric dissection
8. Improve objectivity, consistency and accuracy in assessment of a trainee’s

surgical competence
9. Recuperate training experience lost during the COVID-19 pandemic
10. And ultimately improve patient safety and minimise harm though high-

quality training and greater efficiency in the delivery of surgical care
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Abstract Health professionals are constantly exposed to stressful situations in their
places ofwork.When stress becomes somethingnegative in thework routine, creating
challenges for the correct performance of their practices, failure can be one of the
consequences. The COVID-19 pandemic clearly showed how much the frontline
health professional needs support in situations of extreme demand. This chapter
presents a theoretical study focused on the health of these professionals who work on
the front lines, presenting amodel based onbiomarkers for identifying and classifying
stress levels. This model is going to be integrate in a recommender system aiming
to proactively propose mitigation actions in the surveillance of occupational stress
of these professionals. Furthermore, exploration and analysis of biomarkers that can
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assist in monitoring the professional were carried out so that excessive and constant
stress does not result in the need for their removal, thus further impairing patient care
services.

Keywords Occupational stress · Biomarkers · Internet of things · Recommender
systems

1 Introduction

Due to the Sars-Cov-2 virus pandemic, healthcare professionals have faced an intense
stress load, with long working hours, overload of tasks, lack of protective equipment,
and permanent need for concentration. In addition, they receive diverse instructions,
strict security measures, and surveillance, including reduced social contact in the
whole world [1, 2]. All over the world, since the beginning of the pandemic, there are
reports of contamination and death of these health professionals and suicide records,
reinforcing the information that the psychological effect of the disease is devastating
[3]. In the study carried out between 2003 and 2016 by Ji et al. [4], the authors present
risk factors that can lead these professionals to commit suicide. The results of the
data analysis helped to detect the worsening of occupational stress (burnout) and the
use of this information for interventions to prevent the act of taking one’s own life.
It is noteworthy that the nursing activity points to a psychic overload concerning
other health professionals arising from the chronic stress of daily life [5]. Exces-
sive doses can lead to undesirable consequences such as extreme fatigue, insomnia,
irritability, anxiety, depression, and lack of concentration, negatively interfering in
the work environment and, consequently, decreasing the individuals’ productivity
[1, 6]. Therefore, the stressful conditions that health teams have been experiencing
around theworld can lead to failures, not only in the correct use of personal protective
equipment (PPE), but also in the care of infected patients, putting the patient’s health
at risk, the professional and his team, and even his family [1, 3]. In other words, it
is essential to prioritize actions so that these conditions can be identified early and,
with this, attenuate the adverse outcomes [1, 7, 8]. The damages caused range from
lost productivity, work accidents, increased health costs, and absenteeism at work
[2, 9]. According to David Koh [10], the physical signs of stress can be observed in
the form of excessive sweating, stomach pain, dry mouth, cold extremities, cardiac
acceleration, wheezing, tremors, hypertension; or else it manifests itself in mind
through insecurity, insomnia, anguish, hopelessness, fears, panic, etc.

Based on the above, this chapter aims to present a study on biomarkers that aim to
help identify occupational stress and, associating deep machine learning techniques,
to model a system to assist in occupational stress surveillance. When dealing with
different types of context and volume of information, deep learning has been recom-
mended in problems with a high degree of complexity [11–13]. Through the study
of these approaches, ways of extracting data with stress characteristics are proposed.
and recommending actions to face it [12, 14]. We also highlight the investigation of
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techniques that may be explainable, associated with the development of the system.
Thus, the study presented here intends to seek the possibilities of identifying phys-
iological factors represented by biomarkers to help mitigate these symptoms with
health professionals.With this, avoid chronic stress in the face of the current moment
of coping with the pandemic.

The chapter is organized into five sections. Section 2 presents issues related to
the stress of health workers. Section 3 presents a theoretical study of biomarkers that
can be applied to a wearable device. Section 4 proposes a discussion on modeling a
system for the Internet of Things (IoT), biomarkers, and machine learning to identify
stress symptoms. The summary, final considerations, and bibliographical references
follow.

2 Health Workers and Occupational Stress

According toRuotsalainen et al. [15], health professionals, especially thosewhowork
on the front lines in situations of high emotional overload, are highly likely to suffer
from occupational stress because of the lack of skills, organizational factors, and
low social support at work, leading to anguish, exhaustion, and psychosomatic prob-
lems, in addition to the deterioration of quality of life and service provision. Many of
these professionals can cope well with adaptations and stressful moments but toler-
ating long periods in these conditions without any illness (physical or psychological)
is more complex, which can cause consistent loss of health, absence from work,
and a condition of chronic stress. Moreover, in the specific crisis of the COVID-19
pandemic, the exposure to various situations of suffering and impotence in the face
of varied pain conditions, the possibility of death in people of different ages, and
multiple conditions added to the possibility of illness of the professional. The occupa-
tional stress among these professionals is considered to result from submission to the
job stressors or environmental stressors at work, accomplishment there are different
stress factors in the workplace of health professionals, such as high hours’ journey,
overloaded, work pressure, effects at the personal life, weak social support, and lack
of participation at the decision-making process. This increases the risk of distress
and burnout consequently. Furthermore, there is a high economic impact resulting
from absenteeism and turnover of the health workers [16]. It is worth considering
that work-related stress does not simply disappear when the worker goes home for
the day. When stress persists, it can affect health and well-being more generally.
In the case of workers who work on the front lines of COVID-19, an increase in
work intensity and, consequently, an increase in fatigue due to work overload has
been reported. The number of infected professionals demands longer shifts in the
workday. In addition, the adaptation with personal protective equipment requires
rigorous care to perform simple tasks, such as drinking water, breathing, and the
vision itself, which is compromised. This demands more effort, concentration, and,
consequently, more significant emotional wear, leading in some cases to exhaustion
from work [7, 8].
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Several works present different methodologies based on the application of ques-
tionnaires and self-report scales to assess occupational stress, pointing out cases of
Burnout Syndrome and other consequences due to occupational stress, specifically
in the health area [17–22]. There are different approaches for a formal definition for
burnout, for example, “burnout is a syndrome of emotional exhaustion, deperson-
alization, and reduce personal accomplishment that can occur among individuals,
what do people work of some kind [19]” or “burnout is a persistent, negative, work-
related state of mind in normal individuals that is primarily characterized by exhaus-
tion, which is accompanied by distress, sense of reduced effectiveness, decrease
motivation, and the development of dysfunctional attitudes and behaviors at work
[15]”. Important to highlight that burnout symptoms occur in “healthy” individuals,
it means, individuals who do not suffer from mental disease or psychopathologies.
In the health workers [20] several work conditions have been identified as stres-
sors, such as long hours worked, overloaded, some pressure about the team, lack of
control about the job journey, social life effects, lack of participation in the decision-
makingprocess, andweak social support. Because of the severe suffering, exhaustion,
emotional, and physical illness, also were pointed to a reduced life quality and high
costs as absenteeism and turnover in the job. The authors related that these psycho-
logical illnessesmay be potentially changed by some interventions as shown by some
investigations.

Another difficulty in identifying and evaluating automatically is since the changes
in the body are the same for both positive and negative situations. To integrate several
contributions, Fig. 1 synthesizes signs that arise with the presence of positive and
negative stress, according to some articles read in this area [23, 24]. Emphasizing that
occupational stress is from resulting in-state experience froma sense of reduced effec-
tiveness, a decrease of motivation, and other bad experiences from the job occupation
[20].

Fig. 1 Signals to identify the positive and negative stress
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In addition, signs pointed out by health professionals on the front line in different
studies carried out on this topic by other researchers were added to negative stress.
These data reflect signs found at the current time of the pandemic and during the
crisis facing SARS published in 2004 [1, 2, 7, 8]. When the body is in eustress, it
is associated with favorable situations, leading to extreme happiness, and generating
symptoms such as insomnia, change in appetite, and lack of concentration, generating
increased productivity in terms of work activities. On the contrary, distress has only
negative consequences, such as sadness, fatigue, tension, anxiety, insecurity, reduced
ability to concentrate, aggressiveness, or even passivity. Distress can be associated
with overwork, fear of being fired, lack of pleasurable activities, and working envi-
ronment conditions. For example, in a study of nurses working on the front line of the
Covid-19 pandemic, about 73.8% had symptoms of stress, and 25% were identified
with psychological distress [1]. This is because they are working in the hospital,
fearing contracting the disease or transmitting it to family members. It is also note-
worthy that occupational stress can present three distinct stages: acute, episodic, and
chronic [23, 25]. Acute stress is that of the body’s immediate response and presents
an increase in heart rate, change in respiratory rate, energy mobilization, loss of
appetite, change in glucose, fluid retention, increased blood flow, muscle changes,
and possible responses of each organism. While chronic stress is one in which signs
may persist for days, weeks, or even months [26].

3 Biomarkers

Health professionals, more specifically those acting on the front lines of combating
Covid-19, have been undergoing an extremely stressful routine since last year due to
the pandemic. Among themost frequent complaints reported are the lack of resources
in hospitals and health facilities (PPE, respirators, medication, etc.), fear of contam-
inating family members, fear of contracting the disease, and working hours with
few employees due to the high rate of infections that have been recorded since the
beginning in March 2020 [3]. Amidst this chaos, it is challenging to monitor the
situation of these professionals through the consolidated methods of stress identifi-
cation. According to a theoretical study on psychosocial changes related to workers,
it is possible to create personal coping strategies early [24]. Faced with stressors,
the human organism prepares for the extreme, or flight, or fight. It is possible to
perceive it through the physiological changes of each individual. Among the reac-
tions are sweating, rapid heartbeat, and hormonal changes. This physical alertness
can also result in changes in the skin’s constricting vessels to reduce bleeding, and the
increased heart rate also helps to increase oxygen flow [5, 23, 27]. In addition, some
hormones can help to identify stress more accurately, such as cortisol and others
shown in [26].
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3.1 Biomarkers for Stress Identification

Articles in the scientific literature point to the use of biomarkers to identify stress in
different types of situations: driving, performing cognitive activities or even different
work activities. Analyzing some of these works, the biomarkers with the highest
degree of confidence for stress classification are cardiac and brain activities and skin
conductivity. Other biomarkers that also stand out in this context are blood pressure,
skin temperature, and respiration [27, 28]. Three metrics have been identified as
the most reliable and non-invasive. These physiological measures are related to the
autonomic nervous system, composed of two subsystems: the sympathetic nervous
system and the parasympathetic nervous system. These two systems regulate the
body’s response, producing physiological variations identified through changes in
biomarkers [24]. Of the countless biomarkers mentioned in the literature, those used
to compose a wearable wrist device to identify occupational stress are investigated. It
seeks to establish the values of changes in the physiological conditions of individuals
that were mentioned in previous works [13, 23, 29]. These indices will be discussed
in the next section.

3.2 Parameters for Measurement

There are measurements of invasive parameters and other types of measurement
considered non-invasive, and several biomarkers have been researched to address the
identificationof stress in individuals [30]. Invasivemethods are related to biochemical
factors that mainly show hormonal changes related to physiological and behavioral
changes in the face of stressors [26]. However, non-invasive forms are promising
for identifying stress. Some of these parameters have been investigated over time,
showing a degree of reliability for identifying acute or chronic stress in their research.
In some cases, the parameters are associated with improving the credibility of the
results [23, 29, 31]. Next, the parameters that can be applied to a wristwear will be
highlighted and are related to cardiac activities, skin conductance, and body temper-
ature. Other parameters can also be used for stress assessment and have been regis-
tered in recent years, but they will not be the object of this theoretical study. Some
biomarkers show changes, both physical and physiological, due to the sympathetic
nervous system that increases the level of hormones, changing homeostasis and
causing changes in the body, such as changes in the musculature, pupil diameter,
blood pressure, glucose level, cortisol, and breathing [23, 32, 33].

3.2.1 Cardiac Activities

Many authors consider heart rate variations to be an efficient non-invasivemeasure to
detect cardiovascular conditions. These variations are directly related to the activities
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of the autonomic nervous system (ANS) and are therefore considered a reliable
parameter to monitor stress [34, 35]. Furthermore, heart rate variation reflects the
ability of individuals to adapt to changes. Heart rate variability can be measured
by optical sensors or by ECG (Electrocardiogram). The ECG provides a graphic
record of the electrical activity produced by the cardiac muscle, and it is possible
to use it in wireless wearable devices as shown in [29]. However, as it requires
electrodes, it does not apply to the development of a wearable device. In recent years,
in some devices used for cardiac monitoring during physical activities, measurement
by optical sensors has been used, which work through light beams that cross the
skin layers and measure blood volume changes in the pulse area. These devices
also have other types of sensors that can be associated with them and that measure
through a strap used at chest height. Heart variability can be analyzed in the time
domain or its frequency domain [33]. In a review of stress biomarkers, baseline
heart rate depends on the individual’s cardiovascular fitness, which is individual
measurements. According to the survey, the most prominent measure for calculating
cardiac variation is themean of the RR interval. A low value of this measure indicates
the stress condition. Among the parameters considered in the articles, mean, median,
variance, and heart rate stand out [28, 34, 36]. While in the frequency domain, stress
conditions are more prominent in high-frequency and low-frequency data analysis.
A low frequency is associated with the sympathetic nervous system and is around
0–0.08 Hz, or 0.04–0.15 Hz. In contrast, the high frequency is associated with the
parasympathetic nervous system and is around 0.15–0.5 Hz or 0.16–0.4 Hz or even
0.05–0.15 Hz. These variations are related to changes in respiratory rate. In intense
physical activity or deep relaxation, these ranges of values should be changed [23].

3.2.2 Skin Conductance and Skin Temperature

Changes in the individual’s skin are measured using the GSR (Galvanic Skin
Response). Skin conductance increases when the individual is in a stressful situation.
Because it elevates the moisture on the skin’s surface and consequently increases the
individual’s flow of electricity. When the individual is less stressed, the conductance
decreases, there are some devices on the market to measure the skin conductance of
individuals and are presented in [18]. One way to increase the measurement credi-
bility using theGSR is associating it with other parameters, such as theBloodVolume
Pulse (BVP) measurement, which reduces when the individual is in a stressful situ-
ation [20]. Few references were found regarding the subjects’ body temperature and
stress. However, it is also considered a parameter that can be easily associated with
a wearable wrist device, and its information can improve the confidence of the result
of stress identification and assessment [27, 37, 38].
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4 Biomarker-Based Model Recommender System

Both eustress and distress can generate changes in the body’s homeostasis due to
changes in physiological, physical, and chemical signs in the body of individuals
due to the presence of stressors, as mentioned above [23]. Through the theoretical
discussion about biomarkers, it is possible to design a wearable device to acquire
individual data. In addition, the study investigates ways to compose a model that
transmits these data to an intermediate unit in an Internet of Things infrastructure
so that this information can help manage people who work on the front lines of the
pandemic. Combining artificial intelligence resources and applying other computa-
tional techniques, the system should provide recommendations to alleviate symptoms
of occupational stress early and serve as support for themanagement of people within
a hospital unit.

4.1 Internet of Things

The Internet of Things is an ecosystem composed of various technological devices
with the ability to perform numerous functions, such as supporting the monitoring
of stress conditions pointed out in this chapter. There are different types of sensors,
communication protocols, platforms for data acquisition, information processing,
distribution, security, and synchronism. These features allow the development of a
multimodal data capture system with feature extraction, pre-processing in an inter-
mediate system, classification, and later distribution and synchronism, presenting
recommendations to mitigate the stress situation, or recommending the search for
professional help according to the classification indicated by the system. An infras-
tructure for IoT healthcare can be developed with 3 or 4 layers, as presented in
[39].

Figure 2 presents a layered architecture proposed by the authors for the system
considering a device for IoT healthcare. This type of problem requires a layered
architecture to meet the specifics and functionalities of a possible solution. For
example, the volume of information collected, transmitted, and processed needs
to be forwarded to an intermediate level (such as a fog layer or edge computing) not
to overload the network and increase the delay in transmitting and processing infor-
mation. Data collection is carried out by sensors, which may comprise a wearable
device (imagine a wrist wearable to facilitate day-to-day use). After acquiring this
data, they are sent via a wireless protocol (in this case, it could be 6LowPAN, or
even WiFi or Bluetooth itself, given the distance and amount of data that needs to be
forwarded and the frequency of updating the information). These characteristics will
be deepened at another time, with the specific study for developing the acquisition
hardware. The pre-processing layer performs the analysis and classification of infor-
mation and is subsequently transmitted to the cloud computing, and from this system
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Fig. 2 IoT architecture proposal to biomarkers collection and communication system

in the cloud, make recommendations and send them directly to a mobile device of
the people being monitored.

4.2 Stress Classification

In the scientific literature, there are different works that compare stress classification
with the use of different techniques in various types of work activities; many of
these works employ machine learning algorithms, statistical probability algorithms,
fuzzy logic, and neural networks. For example, Support Vector Machine (SVM), K-
Nearest Neighbors (KNN), Linear Discriminant Analysis (LDA), Fuzzy Logic, and
Artificial Neural Networks (ANN). Some of these works make comparisons between
the algorithms and results presented, as is the case of [38, 40]. In this scientific
investigation, a classification solution that does not point only to the presence or
absence of stress is sought. As proposed in [41], the presence or absence of stress
is not sufficient to support the recommendation system. For example, the statistical
method proposed in [38] presents 95% accuracy for the use of the GSR (stress
classification with only one biomarker for vehicle driving activity), employing two
levels of stress for each segment of the experiment, considering two levels for low, two
levels formedium, and two levels for high stress. To develop a surveillance system for
health professionals, different levels of stress identification will be needed. A survey
of stress conditions and their biomarkers in frontline professionals will be done using
appropriate sensors in the project’s next stage. How the different biomarkers may be
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associated or interrelated to identify different levels of stress considering that a rating
scale can be made. Furthermore, based on this information, the system proactively
points out a recommendation for the stressful situation.With the selected biomarkers,
it will be possible to predict a scale ranging from the lowest stress to the highest stress
level. Works using scales to identify stress were found in [28, 42].

The following biomarkers should compose individual features that are important
for determining scale within the system:

• • HRV with low and high frequencies, indicating stress or non-stress levels. This
parameter can be used by frequency.

• • GSR presence or absence of stress through skin conductance.
• • ST (Skin Temperature)—skin temperature, inversely proportional to stress.

Combining the above parameters with periods in which these conditions are
repeated in everyone, it is still possible to differentiate between acute and chronic
stress. Furthermore, store individual records with the history of each monitored indi-
vidual. Estimating the length of this time will also be an exciting research task. It
can help identify the duration of the period of occupational stress and its relationship
with the psychological and social conditions of the work environment. It predicted
the use of recommendation systems techniques [14] because this type of monitoring
generates a large volume of information. In other words, this type of system needs
computational resources to process and assist in identifying stress and generating
a set of recommended actions to prevent an early worsening of the stress situation.
Perhaps themost significant difficulty inmodeling the system is to propose an accept-
able scale for classifying occupational stress levels for health professionals working
on the pandemic’s front lines. These data can only be proven after acquiring and
collecting data from professionals working on the front line. It is also estimated that
the classification may have a data validation mechanism (considering the individu-
ality of the biomarkers) through questions and answers carried out by the system to
certify the validity of the data indicated by the device.

Through this research, a system capable of identifying at least five levels of indi-
vidual conditions is estimated, associating the different types of biomarkers and
other features of labor occupation. Figure 3 illustrates the acquisition of signals on
biomarkers, where it is possible to identify the layers of the IoT healthcare and the
systemic structures necessary for the extraction of features and later classify the
stress into five levels. It is essential to point out that the figure is illustrative and only
demonstrates the flow of individual information from the biomarkers.

4.3 Recommendation Systems with Deep Learning

Recommendation systems emerged in the e-commerce area and advanced to other
areas because they present a great way to process a high volume of data and asso-
ciate recommendation responses to specific user profiles. They can be associated
with different techniques, including deep learning to assist in the decision-making
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Fig. 3 Levels for identification of health workers’ occupational stress

process in the medical field [39]. Recommendation systems can make predictions
about user consumption. Likewise, there are similar scenarios in the health area
where there is an immense amount of data to be processed and analyzed and all
the personification of users who work in these environments. As is the case with
the medical field and health professionals in a hospital, in this case, it is possible
to identify different professionals with different working hours and specific activi-
ties. For example, doctors, nurses, nutritionists, physiotherapists, speech therapists,
nutritionists, nursing technicians, radiologists, and other people linked to cleaning
sectors and other hospital administrative activities. All these professionals may be
suffering from different stress conditions due to their work activities due to the
Covid-19 pandemic. It is a highly complex problem to automatically measure and
assess occupational stress for these different categories. Recommendations should be
personalized. In this case, the recommendation system should employ deep learning
techniques to identify these different categories in the processing of information
related to stress and how to point out to users how to face the situation so that it
does not become a more serious situation and a case of seeking help from profes-
sionals. Hybrid recommendation systems are the most suitable for this high number
of categories with different features and the information processed by sensors that
are individual information of each professional [12]. Each of these professionals has
a specific working day, working closer to the sectors of Covid-19, considering those
who directly serve the ICUs and hospital wards with access to patients with Covid-
19. All these factors are stressors and should be considered, in addition to individual
biomarker measurements.

Figure 4 presents important points from the systemic view and some samples
about the health workers’ occupational information that has some influence on the
distress condition.

The complexity of the problem requires using a more robust technique so that
the results are better suited to the classification solution, such as in the case of
deep learning. Furthermore, the modeling points out multimodal characteristics for
the problem in question. Deep learning techniques are more appropriate for feature
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Fig. 4 Recommendation system architecture and interactions preview

extraction and knowledge representation, as traditional machine learning techniques
are not effective for such complex situations. However, about training, a much larger
volume of data is required for these techniques to present good results [43]. This is a
new and unprecedented study in which the techniques to be employed must be unsu-
pervised to present a classification scale according to the values of the input sensors
and other information used to identify stress conditions. This encourages the use of
techniques such as neural networks with recurrent characteristics so that the parame-
ters reported by the sensors can be correlated with the information on the occupations
of each individual. They imagined that each individual would have associated a set
of biomarker features and a set related to their work occupation. The importance of
using explainable techniques for the development of this type of system is also high-
lighted. The ability to explain how the algorithm works or how a decision is being
recommended is considered essential for this type of solution to be implemented in
a hospital network. This information is essential for the community to accept the use
of these mechanisms and systems in real environments, as it has the ability to help
understand how the system arrived at given reasoning, facilitating the acceptance of
the results. Thus, increasing the reliability of IoT healthcare applications. That is,
the solution to stress checking should not be a black box learning process. Some
studies point to using new algorithms that help in the mapping of information and
aid in decision-making processes [44, 45]. The solution needs to combine different
Artificial Intelligence techniques that point the way through explainable reasoning
different from the studies investigated so far. Moreover, the second issue concerns
data protection, privacy, and security within the system [46, 47]. This is another
critical point for the system to leave modeling for a real application environment.
Having been adopted in Brazil, the general legislation on data protection is one of the
points included in the model. The possibility of associating blockchain techniques
in the system solution has been studied.
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The multidisciplinary project team will develop the recommendations. For
example, the systemmay recommend meditation and relaxation activities or outdoor
physical activities by identifying lower stress levels. In identifying symptoms of
distress, it should be recommended to seek help from a qualified professional to
conduct a more specific treatment. This system, in the future, in addition to helping
professionals deal with stress, should be able to map the mental health conditions
related to occupational stress of professionals working on the front lines. It is a tool
designed to support managers of health units to help identify the conditions of the
professional team and support the definition of the team’s work schedule.

5 Conclusion

This chapter presented a theoretical study on the main biomarkers for identi-
fying occupational stress in health professionals who are facing the front line
of the Covid-19 pandemic. The survey of this information is part of a research
conducted by members of the Research Group on Intelligent Systems Applied to
Health/CNPq/Brazil, which can be used in an IoT healthcare mechanism. These are
the preliminary results of modeling a recommendation system for occupational stress
surveillance in health professionals, which is currently underway, in cooperationwith
the institutions Federal University of Health Sciences of Porto Alegre (UFCSPA) and
Federal University of Santa Catarina (UFSC). As a future work, this model is going
to be integrate in a recommender system aiming to proactively propose mitigation
actions in the surveillance of occupational stress of these professionals.
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The Experience of Diagnosis
and Management of Oral Maxillofacial
Surgery, and Dental Education During
the Pandemic

Rasa Mladenovic, Yue Yang, Zhi-gang Cai, Xin Peng, Yi Zhang,
Chuan-bin Guo, Guang-yan Yu, and Soh Hui Yuh

Abstract During the process of diagnosis and treatment of patients, medical staff
in oral and maxillofacial surgery are prone to infection through respiratory droplets
transmission and close contact with the infected person. Therefore, precise epidemic
prevention and control measures must be taken during daily diagnosis and treatment,
and oral and maxillofacial surgeries should be carried out in an orderly manner to
reduce the risk of infection as much as possible. In addition, in order to ensure
the quality of resident training, it is necessary to actively utilize the hospital’s
modern educational technology and expand new trainingmodels. Through e-learning
teachers can convert educational resources into e-content, trying to make it engaging
so as to enhance student motivation. As most dentistry training is conducted in clin-
ical setting it is necessary to apply all the resources provided by digital technologies
in order to improve distance learning for students.

Keywords Oral maxillofacial surgery · Dental informatics · Education · Pandemic

1 The Importance of Technology in Dental Education
During the Pandemic

Preventive measures to contain the spread of the COVID-19 pandemic have initiated
the closure of educational institutions around the world, impacting over 90% of the
world’s student population. In their efforts tomitigate the immediate impact of school
closures, many universities and faculties have replaced the traditional methods with
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Fig. 1 Necessary equipment for e-learning (Image by the author)

distance learning. Distance learning has been based primarily on electronic commu-
nication between students and teachers, i.e. on e-learning. E-learning is defined as
the provision of educational content through the media based on the computer and its
networks to the recipient (Fig. 1). This way teachers can visually present educational
content in a technology-based environment, so as to arouse the interest of students.
[8]. Students, on the other hand, can learn at the desired pace [19].

Since dentistry is more demanding compared to other branches ofmedicine in that
a large part of practical training requires interaction with a patient, it is necessary
to apply all resources in additional education to improve student’s understanding
of certain clinical procedures outside clinical practice. To this end, a number of
advantages provided by digital technologies are applied.

1.1 Lectures/Problem Based Learning

As it regards the provision of theoretical knowledge, it was rather easy to switch
to online learning with the help of electronic learning platforms. One of these is
Moodle®—a free teaching tool with a simple interface that has been widely used
during the pandemic. Its advantages are reflected in the simple posting of teaching
material (presentations, video and audio material), the possibility of discussion and
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evaluation of student progress. However, Moodle® does not allow live communi-
cation between users, which being extremely important, highlighted the efficacy
of open and paid online learning platforms such as ZOOM®, Google Classroom®,
Skype®, etc. These tools enable good interaction between users but they require
daily improvements, maintenance, and stable internet connection [1, 6]. In addition
to the mentioned e-learning platforms, social networks were of great importance
in the transfer of knowledge during the pandemic, enabling easy communication
between users and rapid file-sharing (Instagram®, Facebook®, WhatsApp®, Viber®,
Telegram®, and YouTube®).

In addition to student education, e-learning has found application in continuing
dental education programs; conferences and symposia have been conducted via
webinar technology. Webinars are online learning tools the main feature of which is
personalized learning environment with lower costs and access to online content for
users who have not been able to watch live broadcasts [2].

1.2 Dedicated Applications

With numerous entertainment-oriented applications available online, teachers have
a challenging task in finding creative ways to display educational content. One of
them is the creation of dedicated applications for educational purposes. These are
particularly valuable in situations that are not ordinary in daily dental practice, such
as managing dental trauma (Traumatic Dental Injuries—TDI) the training of which
is of particular importance in dentistry studies [3]. During pandemic a step by-step
mobile application for managing traumatic dental injuries was developed. Mobile
learning resulted in improved knowledge of dental traumatology diagnostics and
treatment, and students of other dental disciplines showed a preference in having
this method of learning as part of the curriculum [8, 11]. In addition to training in
management of TDIs, rarely encountered in student practice, local anesthesia training
is of great importance as this is a routine procedure in dermatological practice. The
application of local anesthesia requires a thorough knowledge of the anatomy of the
orofacial region, thus it is very important that the student understands the concepts
of the procedure and develops fine motor skills to implement it [14]. Due to the
impossibility of conducting conventional classes for learning local anesthesia, which
was based on exercise on plastic models and jawbones, 3D simulation was used. In
addition to learning at one’s own pace this method of distance learning is supported
by the fact that the human brain operates on the principle of images and associations;
the fastest and easiest way it adopts content is through images, that is, through a
visual experience [9] (Fig. 2).

The benefits of 3D technology in dental education during the pandemic have
also been demonstrated by Mahrous et al. [7] who have developed a useful plat-
form for learning tooth morphology. In addition to improving the 3D spatial under-
standing of tooth structure, the use of virtual models has advantages over natural
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Fig. 2 Simulation of local anesthesia in a 3D environment (Image by the author)

teeth because they are often damaged and require restoration before use for educa-
tional purposes. To tackle the problem of absence of a dental laboratory during the
pandemic, Giugliano et al. [4] established a platform on artificial teeth arrangement
for a complete denture. The platform does not require any software installation or
purchase by students; it allows students to work independently and have unlimited
practice, while the automated grading provides an efficient measure, which is of
special importance during remote instruction.

Dedicated educational applications are an excellent way to improve students’
motivation, given the high level of engagement and novelty, personalization and
autonomy. These technological resources provide ease of access to information,
reusable resources, training, and upgrade of procedures or techniques.
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1.3 Virtual Reality and Augmented Reality

Virtual Reality (VR) is a computer-generated environment that allows users to
immerse themselves in the “virtual world” through visual, auditory, tactile and olfac-
tory sensations, making the VR experience different from watching television or
playing video games. Initially, VR was used in entertainment industry exclusively;
with the development of Oculus Rift in 2012, and the launch of Google Cardboard in
2014, the application of VR in education and training came into focus [12]. Dental
education is the discipline that could benefit the most from VR, as a significant
portion of preclinical dental education is dedicated to teaching psychomotor clinical
skills [21]. But despite its great potential, this technology has not found widespread
use during the pandemic. Only one study has dealt with the application of VR tech-
nology in dental education during the COVID-19 pandemic [22]. The main reason is
that VRSs are immobile, expensive and require equipment not readily available for
use at home [5].

Although it requires more sophisticated devices, augmented reality (AR) is less
immersive thanVR. The reason is that it enhances the existing environment by adding
virtual elements, rather than replacing it with a completely new environment. (AR
is 25% virtual and 75% real) [12]. AR enhances students’ engagement by providing
unparalleled interactive experiences in a computer-generated environment. Mlade-
novic et al. [13] have examined the effect of using an AR simulator in mandibular
anesthesia training during pandemic (Fig. 3). This type of learning enables great
user interaction and training on a virtual patient, thus improving manual dexterity of
dentistry students. The special significance of this technology is that it that it allows
for 3D planning of the procedure. Using the augmented reality technique, anatomical
structures in the oral cavity and anatomic reference points are simpler for localization
and identification [15]. It is important to note that no additional expensive devices
are needed for the AR simulator to function. All you need is a mobile phone or tablet
and AR markers (which are usually printed on paper), this being one of the main
potentials of this technology.

The time of VR and AR technologies is yet to come; they can contribute to
the progress of the traditional education system by transforming the entire learning
experience. Currently, the focus is on creating quality educational content and finding
ways to effectively implement these new educational technologies in teaching. The
lack of computer skills of teachers is currently a significant obstacle in the devel-
opment of educational applications, which negatively affects the wider use of these
technologies as learning tools.

1.4 Final Considerations

e-learning has become a convenient tool for the progress of education, and it has
received special attention during distance learning during a pandemic. In the fight
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Fig. 3 Administering local anesthesia for inferior alveolar nerve block in Augmented Reality
environment (panel A—student sees; panel B—environment sees) (Image by the author)

for attention, science has competitors in the entertainment and leisure industry, and in
order to improve the transfer of knowledge, it is necessary to include all the resources
provided by new technologies. It is very important that teachers keep up with the
times, thus addressing the interests of students [10]. E-learning methods provide
more open access to educational content and continuous learning [6, 16], as well
as additional flexibility because they allow students to explore the content at their
own pace and dive deeper into what is most interesting to them. However, despite all
the advantages of digital technologies, none of them can replace the experience that
students gain in interaction with real patients.
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2 The Experience of Diagnosis and Management of Oral
and Maxillofacial Surgery Patients During COVID-19
Pandemic

The New Coronavirus 2019 (2019-ncov) that first emerged in late 2019 has spread
globally. The virus is highly contagious and generally all ages of the population
appear to be susceptible SARS-cov-2 infection, and this has resulted in a world-
wide pandemic of coronavirus disease 2019 (COVID-19). SARS-cov-2 is predomi-
nantly spread from person-to-person, it is infectious during the incubation period and
highly contagious in the first 5 days after symptom onset. The modes of transmission
include: (1) Respiratory droplets transmission and close contact with the infected
person are the primary mode of transmission, transmission can also occur via indi-
rect contact with the contaminated surfaces or objects; (2) Airborne transmission
may also occur in circumstances or settings that generate aerosols; (3) As SARS-
CoV-2 RNA could be detected in feces and urine samples, appropriate precautions
should be implemented to prevent environment contamination and transmission of
SARS-CoV-2.

AsSARS-CoV2 is transmittedmainly by exposure to infected respiratory droplets
and close contact transmission, or throughdirect contactwith blood andbodyfluids of
the infected patients, the healthcare personnel of Department of Oral and Maxillofa-
cial Surgery are especially vulnerable due to the close proximity to the oral and nasal
cavities during procedures [20]. Besides, the routine procedures in oral and maxillo-
facial surgery including endotracheal intubation, tracheostomy, airway suctioning,
and oral irrigation are generally aerosol-generating procedures (AGPs) In view of the
healthcare workers are at increased risk for contracting COVID-19, it is important
to triage the patients and to execute strict adherence of cross infection control and
use of personal protective equipment (PPE) [29]. In addition, COVID-19 has brought
challenges to the original standardized offline training mode for residents. In order to
ensure the safety of residents and minimize the impact of the epidemic on residents,
it is necessary to actively utilize the modern educational technology conditions of
hospitals to expand the new training mode.

2.1 Intern Education of Oral and Maxillofacial Surgery

The Coronavirus disease 2019 (COVID-19) pandemic has had immense impact in
residency training programs of oral and maxillofacial surgery residency. As the
patient admissions mainly focused on emergent and urgent cases and elective cases
of other sub-specialties of oral and maxillofacial surgery were postponed during this
crisis, therefore, the residents’ clinical exposure and clinical skills were significantly
restricted. Besides, certain residents were unable to attend clinical training in the
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hospital during the lockdown period. Despite of problems and challenges encoun-
tered, the department is dedicated in ensuring continuation of residency training
programs.

Didactic lectures, which are part of the educational component of residency
training program, were recorded in the form of videos and conducted through
online learning platform to adhere to social distancing recommendation during this
pandemic, allowing the residents to continue their learning process. While the resi-
dency training programs also include clinical hands-on training, the COVID-19
pandemic has resulted in substantial decline in numbers of relevant clinical cases,
and some residents were unable to attend due to the lockdown measures. Hence,
lecturers created educational videos from previously recorded surgical demonstra-
tion videos on “Open reduction and internal fixation of mandibular fracture”, “super-
ficial parotidectomy” and other classical surgical demonstration to allow effective
online learning.

Through videoconferencing software such as Tencent Meeting and Zoom
Meeting, virtual ward rounds and case discussion can be conducted. Residents were
engaged through the online case presentation and journal club, while senior consul-
tants were present to guide the clinical discussion. High-resolution video and audio
technologies provided clear display of patients’ pathology, allowing effective clinical
teaching through live streamed ward round. Online meeting platform enabled resi-
dents to observe classical clinical cases during virtual ward round and formulate case
presentations for subsequent case-based discussion in small groups, thus creating an
effective clinical teaching session. Regular and structured online case discussions and
virtual ward round had provided active learning opportunities during the pandemic.

With the strict adherence to cross infection control and adequate use of personal
protective equipment (PPE), residentswere allowed to continue routine clinical duties
in emergency department or to attend urgent procedures. During the COVID-19
outbreak, most of the surgical procedures prioritized were emergent surgical proce-
dures including open reduction and internal fixation (ORIF) of maxillofacial frac-
tures, incision and drainage of maxillofacial space infection, surgical resection and
reconstruction in malignant maxillofacial tumors. Such learning opportunities were
especially cherished as residents were able to fulfill clinical training while helping
the patients during this pandemic.

2.2 Triage of Patients

The patients in oral andmaxillofacial surgery can be triaged based on the urgency and
severity, including critically ill patients, subacute patients, patients who require expe-
ditious interventions and patients requiring elective procedures. During the control
and prevention phase of COVID-19, the patient admission is prioritized based on the
urgency and severity.
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2.2.1 Critically ill patients: patients who require emergency surgical interventions
or procedures due to life threatening conditions such as hemorrhage and
obstruction of upper respiratory tract following trauma, tumors or infections.

2.2.2 Subacute patients: patients with stable vital signs requiring urgent interven-
tions, including closed fractures and non-life-threateningmaxillofacial space
infections.

2.2.3 Patients who require expeditious interventions: patients diagnosed with
malignant tumors and chronic infections, who require surgical interventions.

2.2.4 Patients who require elective procedures: adequate preoperative preparation
should be done, and timing of surgery has no significant impacts, which
include patients diagnosed with cleft lip and palate, dentofacial deformities
and benign tumors.

2.3 Admission Protocol

Critically ill patients will be admitted directly, while the patient admission of the
other three categories is dependent on the triage of the patients, the policies of higher
authorities, the current and local epidemic situation and the allocation of medical
resources. Pre-screening for COVID-19 is required prior to hospital admission.

2.3.1 Risk Assessment and Screening: Comprehensive Risk Assessment
and Analysis Based on the Epidemiology, Clinical Presentation,
Laboratory Test Results

2.3.1.1 Epidemiologic history taking: please note that the content is subject to change
based on the actual pandemic situation. According to the COVID-19 Diagnosis and
Treatment Guidelines (8th trial edition) [25]:

i. Travel or residence history at the infected area in the past 14 days;
ii. Contacts with confirmed COVID-19 cases (symptomatic or asymptomatic) in

the past 14 days;
iii. Contacts with symptomatic individuals (e.g., Fever or upper respiratory infec-

tion symptoms) from the community with confirmed COVID-19 cases in the
past 14 days;

iv. Cluster of cases, in which two or more confirmed cases with fever and/or upper
respiratory infection symptoms, associated with the single facility, including
living facility, workplace or school facility
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2.3.1.2 Clinical presentation and laboratory testing.

Patients will be classified as suspected case of COVID-19 if they fulfill any one of
the above epidemiologic criteria and fulfill any two of the clinical criteria; or if they
fulfill any two of the clinical criteria and SARS-CoV 2 specific IgM antibody was
tested positive; or if they fulfill any three of the clinical criteria.

i. History of travel or residence in community with confirmed cases within
14 days of onset;

ii. Fever and/or upper respiratory infection symptoms (dry cough, sore throat) and
other relevant clinical presentations

iii. Chest Computed Tomography (CT) scan revealed multiple small patchy shad-
owing and interstitial changes, which are obvious at the periphery of the lungs.
In severe cases, multiple ground glass opacification, infiltration appearance and
lung consolidation can be seen in both lungs; in the early stage of the disease,
the total white cell count is normal or decreased, and the lymphocyte count is
normal or decreased.

2.3.1.3 Oropharyngeal or nasopharyngeal swab sample taken for Real-time reverse
transcriptase-polymerase chain reaction (RT-PCR) for detection of SARS-CoV 2, in
which a positive test is the gold standard for diagnosis [26].

2.3.1.4 The SARS-CoV 2 specific antibody test may serve as reference for diagnosis
in individuals who have not been vaccinated. However, this test is not applicable to
individuals who have been vaccinated or with history of past COVID-19 infection
[26].

2.3.2 Hospital Admission Process

2.3.2.1 Via Emergency Department (ED): applicable to critically ill patients who
required admission, in which the risk assessment, screening and vital signs measure-
ments will be performed by attending doctor in ED while arranging for emergency
operation. Risk assessment and screening should be completed as soon as possible,
according to patient’s physical conditions.

2.3.2.2 Via Outpatient Clinic: applicable to subacute patients, or patients requiring
expeditious or elective procedures. Patients are required to complete the risk
assessment and screening and fulfill the requirements below prior to hospital
admission.

i. No epidemiologic risk factors;
ii. Relevant tests: Negative COVID-19 test 3 days prior to admission; Negative

findings of chest CT scan within 1 week prior to admission (no obvious patchy
shadowing and interstitial changes, no ground glass and infiltrative appearance
and lung consolidation); Hematological test (normal or raised white cell count
and lymphocyte count); Other relevant tests such as cardiac and lung function
tests and polysomnography should be completed prior to hospital admission
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during pandemic, in view of such investigations are not available in dental
hospital. Patients are not allowed to leave the hospital facility after admis-
sion. Patients aged 60 years old and above are required to complete anesthetic
preoperative assessment and patients with known cardiovascular or pulmonary
diseases are required to complete Echocardiogram, lung function test. Patients
are afebrile (temperature <37.3 °C), no fatigue of unknown cause, no upper
respiratory tract infection symptoms such as dry cough, sore throat, congestion
or runny nose.

Please note that patients who sustained trauma of maxillofacial region or diag-
nosed with maxillofacial space infection or malignant tumors are often febrile. Thus,
it is important rule out COVID-19 through history taking, clinical presentation,
hematological test and chest CT scan.

As dental hospitals are unable to provide treatments andmanagement for COVID-
19 patients, it is of utmost importance to practice standard precautions and isola-
tion measures, and refer to the designated hospital, regardless of suspected or
confirmed COVID-19 cases. See Flowchart 1, the algorithm of diagnosis and treat-
ment for patients categorized according to the urgency and severity of the disease
and interventions.

Flowchart 1 Algorithm of diagnosis and treatment for patients categorized according to the
urgency and severity of the disease and interventions
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2.4 Patient Management During Hospital Admission

2.4.1 Basic Facilities

2.4.1.1 Inpatient’s elevators and walkways are designated for inpatient transport;

2.4.1.2 Wards should be well-ventilated, equipped with lavatories and sinks and/or
alcohol-based hand sanitizers. Education and instruction on appropriate handhygiene
protocol are provided to both patient and escort (if present);

2.4.1.3 Preparation of isolation rooms or buffer areas.

i. Ensure adequate supplies of hospital-grade disinfectants and personal protec-
tive equipment (PPE) in response to acute respiratory infection cases;

ii. Dedicated for isolation or quarantine of suspected or pending cases;
iii. Critically ill patients who are not adequately screened prior to admission will

be admitted to isolation room, and will be transferred to normal ward once
COVID-19 has been ruled out;

iv. Patients developing fever of unknown origin or acute respiratory infection
symptoms will be transferred to isolation room and crisis preparedness and
response team will be activated;

2.4.2 Visitors are prohibited during the hospital admission, remote communications
via telephone or video calls using internet connection are set up as alternatives.

2.4.3 Strict restriction on entry intowards: 24 h access control, temperature screening,
history taking on epidemiologic data and health declaration are pre-requisite to enter
the wards. Healthcare workers will be scheduled for regular COVID-19 testing and
visiting is strictly prohibited.

2.4.2 Patient’s Escort Services

2.4.4.1 Escort services are discouraged, except for activities of daily living (ADL)
dependent patients one escort is allowed throughout the admission and the duration
of escort should be minimized;

2.4.4.2All escorts are required to complete COVID-19 risk assessment and screening
(including epidemiologic history, health declaration and negative COVID-19 test
3 days prior) before entering the facilities.

2.4.4.3 Temperature screening and health declaration for signs and symptoms of
upper respiratory tract infection for escorts will be conducted and recorded by staff
nurses twice daily. Should the body temperature is ≥37.3 °C, or presented with
upper respiratory tract infection symptoms, attending doctor and matron must be
informed immediately to rule out COVID-19 and crisis preparedness and response
team will be activated if necessary (Follow as 1.2.4.5).
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2.4.4.4 Movement of escorts in the healthcare facility should be restricted. Escorts
should only accompany the patients they are caring for during investigations and
surgery throughout the admission.

2.4.4.5 Details of access to the facilities of both patient and escort, including time
and reasons of entry or exit of the ward and mode of transport will be recorded.
Temperature screening and health declaration will be recorded prior to entry.

2.4.3 Contingency Plan for Inpatients

If patients or escorts developed fever and/or upper respiratory tract infection symp-
toms (after completion of COVID-19 screening), further laboratory investigations
should be performed, and clinical presentations should be correlated to rule out
COVID-19. As postoperative fever is common following maxillofacial surgical
procedures, detailed history taking, clinical examination, hematological test and chest
CT scan should be performed to rule out COVID-19 if patients presented with similar
signs and symptoms. However, if COVID-19 cannot be ruled out, or the signs and
symptoms fulfill the clinical criteria of COVID-19, crisis preparedness and response
team should be activated. The same protocol is applied to the patient’s escort, if
escort presented with fever and/or upper respiratory tract infection symptoms (See
Flowchart 2).

2.5 Personal Protection of Healthcare Personnel

As SARS-CoV 2 is highly contagious, the rational and appropriate use of personal
protective measures during routine clinical practices should be selected based on the
risk of exposure and transmission dynamics of the pathogen.

2.5.1 Categories of Surgical Patients:

2.5.1.1 Critically ill patients are divided into 3 groups [23]

I. Group A: Suspected or confirmed COVID-19 cases should be transferred to
designated COVID-19 hospital, if circumstances permit; or individuals who
cannot complete the screening for COVID-19 disease and requires immediate
surgical intervention.

II. GroupB:NegativeCOVID-19 test but presence of characteristic epidemiologic
features or COVID-19 symptoms such as fever and/or upper respiratory tract
infection or positive findings in chest imaging; or patients who had acquired
COVID-19 in the past 4 weeks.

III. Group C: COVID-19 disease has been ruled out
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Flowchart 2 Emergency procedures for patients or escorts developed fever and/or upper respira-
tory tract infection symptoms

2.5.1.2 Subacute patients, patients requiring expeditious or elective surgeries who
have completed COVID-19 screening and COVID-19 disease has been ruled out,
will be managed as according to Group C patients.

2.5.2 Personal Protective Measures

2.5.2.1 Refer Table 1 for the personal protective measures for operating theatre (OT)
staffs and surgical patients [23].

2.5.2.2 In accordance with the ‘Technical Guidelines for Use of Protective Personal
Protective Equipment for Healthcare Personnel for COVID-19 (Trial)’ [27], the clin-
ical procedures were categorized into three categories based on the risk of exposure.
(See Table 2).
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2.6 Healthcare Facilities Area Division and Management

2.6.1 According to WST-512-2016 Environmental and Surface Cleaning, Disinfec-
tion Guidelines [17], the oral and maxillofacial surgery wards and operating theatre
can be categorized into 3 areas based of the risk of infection, and the cleaning and
disinfection practice for different areas are shown in Table 3.

2.6.1.1 Low risk areas: facilities not accessible by patients, including doctors and
nurses’ lounges.

Table 3 The cleaning and disinfection practice for different areas

Risks of infection Methods Frequency (Per day) Agents/
Disinfectants

Low risk areas Use water for cleaning 1–2 times Water

Moderate risk areas 1. Clean floors with
chlorine-containing
disinfectants, contact
time of approximately
30 min is recommended
2. Contact time of
approximately 10 to
30 min is recommended
for surfaces disinfection
followed by cleaning
with water

1–2 times 500 mg/L
chlorine-containing
disinfectants

High risk areas 1. Clean floors with
chlorine-containing
disinfectants, contact
time of approximately
30 min is recommended
2. Contact time of
approximately 10 to
30 min is recommended
for surfaces disinfection
followed by cleaning
with water
3. Thorough cleaning and
disinfection are required
after each clinical
procedure, the subsequent
clinical or surgical
procedures can only be
carried out after terminal
cleaning and disinfection
of the operating theatre

>2 times 500 mg/L
chlorine-containing
disinfectants

Note All contaminated (by body fluids, blood, body waste or secretions) areas or surfaces are to be
promptly cleaned and disinfected. If it is contaminated by large amount (≥10 mL) of blood or body
fluids, absorbent materials can be used to remove the contaminants prior to disinfection
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2.6.1.2 Moderate risk areas: areas accessible by patients, mainly the normal wards
and doctors’ office.

2.6.1.3 High risk areas: infected or contaminated areas or isolation areas for highly
susceptible individuals, including operating theatres, intensive care units (ICU)/post-
anesthesia care units (PACU), isolation rooms.

Terminal cleaning and disinfection should be performed in high-risk areas in case
of admission of suspected or confirmed COVID-19 cases: Spray with 3% sodium
hypochlorite solution → contact time of approximately 30 min → regular cleaning
and disinfection with 1000 mg/L chlorine-containing compounds→ repeat spraying
with 3% sodium hypochlorite solution → contact time of approximately 30 min →
allow ventilation.

2.6.1 Waste Disinfection and Management

2.6.2.1 In critically ill patients who has not completed COVID-19 screening, the
waste disinfection and management are as followed:

I. Healthcare and domestic waste management [28]: Use double layered
biohazard bags and disinfection before they are tied.

II. Used instruments or equipment: Use double layered biohazard bags and label
accordingly before transporting to designated sterilization unit. Soak instru-
ments or equipment with 1000 mg/L chlorine-containing compounds for
30 min, followed by regular cleaning, disinfection and sterilization. Choice of
sterilization for heat-resistant instruments is autoclaves, while chemical disin-
fection or low-temperature sterilization techniques can be used for sterilization
of heat-sensitive instruments [24].

III. Management of hospital linens [24]: Single use and disposable sheets are
recommended and will be sent for incineration. If the linens are not heavily
soiled, it can be placed in clearly labelled water-soluble bags and soaked in
500 mg/L chlorine-containing compounds for 30 min, followed by regular
washing (Guide for Infection Prevention and Control Techniques during
COVID-19 2020c).

2.6.2.2 The waste disinfection and management of patients who have completed
COVID-19 screeningwill be carried out according toClinical Guidelines of Infection
Control in Hospital (WST-510–2016) [18].

2.7 Management of Patients’ Follow-Up and Review Visits

Follow-up: Patients’ education via texts or visual aids using audio, video during
the hospital admission is important to reinforce postoperative instructions and
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precautions. Healthcare workers can utilize internet to contact patients and provide
professional and personalized postoperative instructions following discharge.

Review: All patients are required to attend regular reviews postoperatively,
patients are encouraged to perform routine investigations at nearest local hospital,
prior to discussing the results with attending doctors through telephone, video calls
or telehealth services, thus reducing the crowds and risk of cross infection.

2.8 Case Discussion

2.8.1 Inpatient

A 46-year-old lady whoworks as bus ticket collector. She was allegedly involved in a
motor vehicle accident on 14th of February 2020 and sustained right zygomatic arch
fracture. She was categorized into the group of “Subacute patients” and the routine
screening and risk assessment for COVID-19 were performed and revealed no recent
epidemiologic history or contacts with the infected areas for COVID-19. Chest CT
scan, blood investigations and vital signs were within normal limits. She was then
admitted to ward for further management.

After close monitoring for 3 days in the ward, open reduction and internal fixation
(ORIF) of right zygomatic arch fracturewas performedon18th of February 2020.Her
vital signs remained stable post-operatively. At post-operative day 4, she complained
of chills and rigors, accompanied by body aches, with intermittent coughs. However,
there were no signs and symptoms of nasal congestion, sore throat, or dyspnea. Upon
examination, the body temperaturewas 37.4 °C and elevated to 38.6 °C after 1 h, there
was no improvement despite administration of oral non-steroidal anti-inflammatory
drugs (NSAIDs).

Her body temperature maintained below 37.0 °C on the next morning but she
started to present with signs and symptoms of upper respiratory tract infection such
as cough, congested and runny nose, sore throat, except dyspnea. There were no
significant abnormalities reported from the urgent chest CT scan. Her full blood
count revealed white cell count of 3.3 × 109/L and percentage of lymphocytes of
17.5%. The possibility of viral infection cannot be ruled out following consultation
with the respiratory medicine team. Screening for Influenza A and B viral infec-
tion was performed and reported negative results. Crisis preparedness and response
team for COVID-19 was activated and the case was reported to the regional CDC.
Regional designated hospital for COVID-19 was then contacted immediately for
patient transfer and SARS-CoV 2 test. The patient was transferred according to the
standard transfer protocols, and terminal cleaning and disinfectionwere performed to
all contact surfaces and hospital facilities. Simultaneously, the screening for health-
care providers with close contacts with the patient was done under the guidance by
CDC. A total of 52 healthcare workers appeared to have had close contacts with the
patient. They were placed in isolation for close surveillance and body temperature
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monitoring. Compulsory isolation was terminated as the two laboratory tests for
SARS-CoV 2 and clinical presentation were negative.

Analysis of the case: The case took place in February 2020, where COVID-19
testingwas yet to be available nationwide, but only available atCOVID-19 designated
hospitals. The patient was categorized as ‘Subacute patients’ and admission proto-
cols was strictly adhered, even before COVID-19 testing was performed. Although
there was no recent history of contacts with the infected areas for COVID-19 upon
screening prior to admission, attention should be drawn to her occupation as a bus
ticket collector. Thus, close monitoring for 3 days following admission was required
prior to moderate to high-risk surgical procedure was performed. She presented with
flu-like symptoms with fever at post-operative day 4. Although the body temperature
returns to normal following medical treatment and tepid sponging, the symptoms of
upper respiratory tract infection worsen on the coming morning.

Viral infection cannot be ruled out in view of her blood investigation results
despite negative findings in the chest CT scan. Further investigations were carried
out to exclude the possibilities of Influenza A and B. Based on the CDC guidance, the
patient fulfilled the criteria for COVID-19 screening and was transferred to regional
designatedCOVID-19hospital as suspected case for further investigations.The above
mentioned was the algorithm of patient admission during COVID-19 outbreak and
it was proved to be practical and feasible.

2.8.2 Oral and Maxillofacial Surgery (OMFS) Attachment Student

One imported COVID-19 case was reported at Jinan city on 23rd February 2021, in
which the patient’s RT-PCR and SARS-CoV 2 specific antibody tests were negative
during quarantine period. The patient was confirmed as COVID-19 positive 2 days
after leaving the quarantine center. Contact tracing showed history of traveling from
Taizhou to Jinan via high-speed train (G882).

On 24th February 2021, the OMFS student, named XX, whowas attached to post-
graduate’s outpatient clinic received call from regional CDC, and was informed that
she was categorized as close contact, as she was in the same cabin of the high-speed
train with the confirmed case. She was then required to self-quarantine at home.
Crisis preparedness and response team was activated, and the postgraduate’s outpa-
tient clinic was closed for sanitization and disinfection, and the subsequent clinical
duties were suspended. Contact tracing confirmed 10 individuals had close contacts
with XX, and they were transferred to designated quarantine center with negative
pressure ambulance for quarantine. During the quarantine period, the RT-PCR test
for XX and other close contacts individuals were negative, and the quarantine was
lifted on 15th of March 2021.

Case analysis: This close contact occurred during the journey to Beijing following
Chinese New Year holidays. Due to the uncertainties in imported COVID-19 cases
and crowds were unavoidable during festive seasons, thus the immediate and prompt
response is especially important. As cabin of high-speed train is considered as
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enclosed space, therefore once there is a confirmedCOVID-19 case, the other passen-
gers will be listed as close contacts. Hospital crisis preparedness and response team
took prompt and appropriate actions in managing the individuals and other health-
care workers after receiving the notice from CDC. This ensures the safe and smooth
operation of the subsequent teaching activities at postgraduate outpatient clinic, in
which the emergency protocol management was proved to be feasible.
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Abstract Timely information on population, their locations and health informa-
tion, is central to a pandemic response. In the Maldives, a geographically dispersed
archipelago, information technology is a necessity for the pandemic response. This
chapter examines the information anddata flow in relation to the business processes of
the pandemic response, the technologies adopted and how these were used. Observa-
tions, interviews, data systems analysis and business process mapping were used for
this study. The findings underscore the critical role the digitized pandemic response
operations system “Outbreak”, played for timely response and decision making for
effective pandemic control. The experiences in establishing a verifiable identification
system, motivation and confidence of the technology users, connecting health care
providers and intersectoral institutions are discussed. The sheer shortage of human
resources for the notify-test-trace-isolate-care strategy, internet connectivity across
the country, policy commitment, technology friendly populace and urgency were the
critical driving forces. Since the core pandemic response processes and information
needs are nearly universal across countries, the concepts and system described here
provide a framework for other small island countries and resource poor settings to
improve pandemic operations. The Outbreak system has the potential to be devel-
oped with capabilities for connecting with institutions across international borders,
for future pandemics preparedness and responding to endemic disease outbreaks.
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1 Introduction

The COVID-19 pandemic was a crisis beyond health for many countries, particularly
the low income and small island countries. This is due to the pre-pandemic challenges
in the health systems and development including technological developments. In
the Maldives, the pandemic posed challenges for delivery of health care and other
services to small, geographically dispersed islands in the archipelago, with travel and
movement across and between islands restricted. The pandemic halted all established
service and product delivery channels in many ways. This forced all the sectors to
identify alternative pathways and adopt digital platforms. The sectors and people
adapted and evolved to a more techno-friendly response.

This chapter demonstrates the utility of digitizing the pandemic responsemanage-
ment for effective control of the pandemic, in a resource poor and logistically chal-
lenging environment. It examines the information and data flow in relation to the
business processes of the pandemic response, the technologies adopted and used
in these processes and how these were used in the operations and decision making
in the Maldives. Observations, interviews, data systems analysis, business process
mapping and validation with focus group discussions as well as the experiences of
the system users were used for this study and literature are analyzed for drawing
conclusions.

The Maldives is an archipelago of over 1000 islands dispersed across the Indian
Ocean with very small populations per island, with a total population estimated at
568,362 in 2021 [13]. The geographic dispersion of the islands and challenges of
travel by boats, had led to investments in increasing digital connectivity in a number
of small island countries such as the Maldives. Maldives is currently ahead of most
South Asian countries in terms of digital connectivity. According to [17], 63% of the
population uses internet and 57% of the population has unique mobile subscriptions
(Fig. 1). However, as compared with other South Asian countries, the monthly prices
of a mobile broadband basket (1.5 GB of monthly data allowance) is higher in the
Maldives and people with access to 3G/4G is lower [17].

These statistics indicate that the digital transformation is taking place in the
country at a rapid pace and sets the environment to further accelerated adoption
of digital technologies. Smartphone (mobile phone) ownership is prevalent across
the country, with nearly all households owning at least one smartphone [17]. As [5]
noted, although there is a relationship between gross national income (GNI) and
ownership of technology devices, the same is not observed for technology adoption.
The affordability, internet speed, access to digital support and the level of digital
skills of the population are factors that can determine that these devices are actu-
ally used to access the Internet [5]. With over one third of the Maldivian population
residing in Male’, the capital of Maldives, there is an obvious digital divide, based
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Fig. 1 Access to internet and mobile phones (Source [17])

on location, education and income. In this sense, Male’ has more access to devices,
twice the download speed of internet compared to atolls (World Bank, 2021. Despite
these caveats, the country provided a favourable context to adopt digital options in
the pandemic response and discounts were provided by the providers to mitigate
some of the negative impacts of the pandemic [2, 17] (Fig. 2).

In this context, at the onset of the pandemic most of the businesses tapped into
the digital literate community and made their platforms online. They started online
shops and delivery across the Maldives and public utility companies switched to
digital bills and accepted payments via internet. Some schools that have already
handed out tablets and established means to deliver the curriculum via online plat-
forms started teaching online and health services started online consultations [12].
The government information systems and workforce, however, were not ready for a
digital response. The digital infrastructure, platforms and ecosystems that are capable
of providing information and communication technology solutions were limited in
the public sector and is evidenced by the lower e-government development index
for Maldives compared to regional countries such as Sri Lanka [18]. Existing infor-
mation systems were neither efficient, nor consistent [10]. The workforce was not

Fig. 2 Access to digital devices and Internet speed in the Maldives ([Source 17])
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confident with the security of the systems and processes ensuring confidentiality of
information, which made the systems operate in silos. Hence, the social services and
public administration lagged behind and picked up the momentum much slowly.

The following sections examine how the pandemic response adopted digital tech-
nology in its emergency operations to provide timely interventions and services to
the people and keep the people informed.

2 Business Process and Information/Data Flow

TheCOVID-19pandemic response in theMaldives likemanyother countries adopted
the notify-test-trace-isolate-care approach. Operationalizing this strategy required
data on population characteristics, their residential localities and households, contact
information, domestic and international travel history, health and social situation
data. In any country, this information is collected and produced by different institu-
tions distributed across the government, business institutions and the public [15]. As
with many middle-income countries (MICs), most information systems are neither
digitized nor complete in the Maldives. Even the health information systems are
developed only for the institutional needs and do not capture important elements for
a public health response [19]. Furthermore, like in many other countries, existing
electronic information systems lack interoperability hampering timely exchange of
information needed in a public health emergency [9].

Informationon thepopulation residingondifferent islands and their locationswere
extremely critical in the pandemic response as they are the clients of the response.
Maldives has a national identity registration system for its citizens that enable veri-
fication of identity of the person and their permanent addresses. However, it lacks
information on their current location. This was the limiting factor in planning and
reaching the at-risk population during the response as no service in country necessi-
tated registering temporary address. Even the utility services are registered to house-
hold owners rather than the residents—residents frequently seen to be moving their
place of stay for various reasons A variety of information sources were available
that could provide a solution to this, and attempts were made to tap into the infor-
mation systems of telecom providers, national health insurance records and even
hospital records. Despite this, none of the systems could verify the contact details
and current location of the individual. While these challenges existed for citizens,
information on foreign migrants’ resident locations proved to be nearly impossible
as a data source is not available. Even for travelers, information was accessed from
the tourist establishments, as the only single source, immigration records, include
only the initial check-in places and hence has no way of tracking movements within
the country. The solution was to verify from the individual once contact has been
made. This situation required whole of government and society approach, working
together to exchange up-to-date information and a platform that could draw on these
siloed information sources.
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In the Maldives’ response, the strategy of notify-test-trace-isolate-care was based
on the epidemic investigation processes. Table 1 presents the data requisites in
conducting the epidemiological investigation that forms the basis of the strategy.

In any information system solutions, it takes time to connect and interface existing
databases and sources of information. However, the pandemic situation did not allow
this and hence a new information system “Outbreak” customized to the business
process of the COVID-19 operations was crafted in a short span of time and rolled out
and tested and debugged as the operations continued. A prerequisite for the system
development was a clear understanding of the business processes and associated

Table 1 Data requisites at each stage of the business process of the operations

Process Information needs Sources Technologies

Identification Identity*—locals,
foreign workers,
travelers

Department of national
registration (locals);
Immigration department
(travelers and foreign
migrant workers)

Databases—local or
on network (cloud)

Current residence
location*

Person; Employers
(civil service)

Mobile phone,
Databases

Contact number* Person; telecom
providers

Mobile phone,
Databases

Clinical symptoms Person; Border health;
Health facility

Mobile phones;
Spreadsheets; email;

Testing Identity of authorized
personnel (licensed)

Health facilities and
laboratories; Allied
Health Professionals’
Council; Emergency
operations centre (EOC)

Databases

Unique identifier for the
sample

System generated
number; bar codes

Mobile phone;
barcode generator;
barcode reader

Designated labs Health ministry Database;
Spreadsheet

Test specific details
(brand, type, kits,
controls

Designated laboratories; Polymerase chain
reaction (PCR);
lateral flow; rapid test

Tracing Travel history Immigration; border
health

Databases; social
media

Movement details Person; phone Location apps;

Workplace Person; Employers Attendance databases

Household Person; Family
member; landlord

Phone; social media

Recreational and sport Person; colleagues;
sports associations

Social media

(continued)
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Table 1 (continued)

Process Information needs Sources Technologies

Shops and Food
establishments

Person; colleagues;
Economic ministry;
City council

Databases

Tourist establishments Person; Tourism
ministry

Databases; digital
registries

Isolation Designated facilities Health ministry

Identity of authorized
careers

Health facilities and
laboratories;
Professional Council
(medical, nursing, allied
health); EOC

Databases

Diagnostic data
(radiology/laboratory)

Health facilities;
designated facilities

Patient information
system; medical
technologies

Clinical status Health facilities;
designated facilities

Patient information
system; medical
technologies

Care Underlying health
conditions

Person; Health
facilities; health care
cover providers

Databases; medical
records

Underlying functional
disability

Person; Health
facilities; health care
cover providers; Social
Protection Agency;

Databases; medical
records; social
protection benefit
records

Identity of vulnerable
persons

Person; Family
member; Social
Protection Agency;
Social services ministry

Databases; phone
contact

Carer details (identity
and contact number)

Person; Family
member; Department of
national registration
(locals);

Databases; phone
contact

Other: essential
movements

COVID-19 case
information

EOC Database; mobile app

Reasons for movement Person; health facility;
Island councils

Emails; phone;
mobile app

Assessment of
destination residence

health facility; Island
councils; police service

Emails; phone;
mobile app

* Required in all processes
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information needs of each process. Figure 3 shows the core business process in the
Maldives COVID-19 emergency operations centre (EOC). Other business processes,
particularly those related to movement of people between islands for essential and
emergency purposes during periods of curfew and domestic travel restrictions that
also required connectivity with the Outbreak system. The process for these activities
goes beyond EOC to the island administrations andwas also considered as an integral
part of the Outbreak system in its development.

Other countries have also adopted information systems for the pandemic using
frameworks based on the epidemic stages [3]. Ye and colleagues [19] note that each
stage of the epidemic requires integrated application of various information sources
technologies and the importance of developing the information and technology solu-
tions based on these. Similarly, in the Maldives, the framework for conceptualizing
the digital operations was based on the information needs (Table 1 and the business
process (Fig. 3) of the EOC.

3 Concept and Schema of the Outbreak System

A comprehensive, event-driven system to digitize COVID-19 response and relief
efforts for the Maldives, Outbreak provides person centric automation tools for
the pandemic operations; surveillance, contact tracing, quarantine management,
COVID-19 testing, call centre and emergency response and giving special attention
to the vulnerable.

The system triggersCOVID-19 surveillance protocols from the point of symptoms
reporting, initiates COVID-19 tests and contact tracing mechanisms. The system
facilitates escalated events and tasks with regard to positive cases and those that
need special care (Fig. 4).

Connecting all laboratory facilities with polymerase chain reaction (PCR) capa-
bility across the country and enabling Rapid Response Teams for sample collection
using the specialized Sampler application ensures smooth testing for more than a
3000 PCR tests daily. The Sampler application is optimized to making COVID-19
test sample collection, movement, and results entry seamless. Automated scheduled
result notification and result based triggers is a feature embedded into Outbreak.

The self-reporting portal Haalubelun extends ability for every person to raise
emergencies and to request for quarantine movement. TheHaalubelun portal is used
to submit the health status of those under monitoring, reach emergency response
should an incident occur, reserve online consultations, and check the COVID-19 test
results.Haalubelun facilitates persons and families whowant tomove to another area
to request for home quarantine. The systems have automated schedulingmechanisms
to trigger request for release sampling where applicable and consequent automated
quarantine release.
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Fig. 3 Business process at COVID-19 EOC, using notify-test-trace-isolate-care approach. Source
authors compilation
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Fig. 4 The components of the online COVID-19 Response Systems, Outbreak. Source authors
compilation

The system also provides the Faas interface for councils and hospitality sector
to process quarantine services. Faas allows island councils to approve requests for
families to get quarantined in their island and affirm when they arrive. Faas also
provides for quarantine process in industrial and hospitality islands and facilities.

The systems are interconnected via APIs and data systems and sources authorized
identification data directly from relevant authorities for data validation. All systems
operate in tandem relying on one another to facilitate the holistic total toolkit for the
operations.

Business Intelligence and data analytics tools provide aggregation and data anal-
ysis capability with features to generate on the tap queries, dashboards and graphs
from live data for better visibility of trends and status, facilitating data driven decision
making. Location geotags are used to provide heatmaps of the spread of infection.
In addition, searchable node graphs are provided for surveillance to facilitate tracing
of contacts and epidemiological analysis (Fig. 5).
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Fig. 5 Login view of Haalubelun and Faas poral. Source Health Protection Agency, Maldives

4 Utility of the Digitized Operations System

The system met a number of objectives in terms of providing timely alerts and
metrices of the operations in terms of operational targets and its outputs. Operational
targets for the EOC were set at, to achieve over 80% completion of tasks for almost
all clusters within 48 h. Embedded alerts to the relevant persons in charge of each
process was critical for timely response. For instance, one operational target is to
complete contact tracing and isolation of 80%of the casewithin 48 h at the designated
locations. As per the business process, Outbreak sent out alerts to the mobile phone
of operations head in real time as laboratory enters the test results in the system.
This triggers tickets to the tracing and isolation within seconds. The system has
enabledMaldives to maintain their response performance target well above the limit,
throughout 2020.

Another critical feature of the system that improved performance of the pandemic
response is the mechanism that links Outbreak to the call centre and providing them
with access to generate multiple tickets to response operations clusters. This was
particularly important in responding to community reported suspected cases, triaged
online, advising and collecting samples to the issuance of the results. Realtime
analytics of operational tasks facilitated timely action. Key metrices provided by
the analytics were categorized into pending, started, ongoing, on-hold, cancelled,
completed closed. The incident manager had a key role to play in monitoring these
keymetrices and carryout the necessary follow-up actionswith the respective clusters
(Fig. 6).

Critical to the response operations were the add-ons to the Outbreak. Haalubelun
and Faas portal though not directly related to health response, they were critical
for facilitating safe movement of people for and to provide essential services across
the country. These applications allowed for community engagement of the response
and expected to facilitate safe practices. Furthermore, the applications allowed for
smoother intersectoral collaboration between local councils and tourism sector.

The features of the system and analytics were beneficial beyond the operational
actions—it facilitated epidemiological analysis and monitor the epidemic. Features
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Fig. 6 Examples of analytics metrices used to monitor performance of the operations. Source
Health Protection Agency, Maldives

such as trend charts, node and heat maps were useful for the epidemiological analysis
and forecasting the epidemic spread.

Key to the epidemiological analysis were the dashboard and health map and the
capability of the system to query different questions required for epidemiological
analysis. One example of this was the alert of possible UK variant (now classified
as alpha variant) of the SARS-CoV2 in the country, using the S-Gene Target Failure
from the test results entered into Outbreak. In a scenario that did not allow such
analysis, the public health professionals had to send samples to an international
lab for genome sequencing of the virus, that was expected to take several months.
In the current pandemic continuous data analytics and forecasting are critical for
informing policy and public health decisions [1]. The capability of the Outbreak
allowed real-time analytics that facilitated timely decisions on appropriate public
health interventions.

Research into the evolving pandemic situation was also supported by Outbreak.
For instance, in the seroprevalence study of COVID-19 in Male’ area, Outbreak was
used to generate the sampling frame, contact information of selected participants
and issuing results of the serological tests through the messaging function in the
Outbreak. This reduced the duration of the research and provided timely evidence
to produce epidemic forecasts for decision making. The Outbreak has the potential
to support further epidemiological research on COVID-19 in the country that should
be more widely used by the researchers.

5 Lessons and Experiences

In the digitization of the pandemic response, intersectoral collaboration was key
to its success. Although the country is regarded as a high middle-income country,
resources are scarce and digital services are just emerging in business use. Current
work processes in public institutions rely little on electronic, digital platforms and
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applications. The existing information systems are designed for the purpose of the
institution and the owners of these systems are extremely protective of their systems.
In this backdrop, lobbying for high level policy and commitment was required to
initiate dialogue and process of collaboration. However, high level commitment
alone was not adequate to implement such collaboration and data sharing as has
been reported in other countries [14]. Other countries’ experiences observed that
frictions in terms of transaction costs are common in such joint processes, and notes
that these emerge due to inefficient institutional capabilities and technical skills and
poor communication rather than inadequate infrastructure [4]. Fears and miscon-
ceptions about data integrity and security were key concerns and addressing the
fears of the managerial and operational staff was necessary to move forward. It was
important to demonstrate common principles stakeholders can identify with regard
to data integrity, security and confidentiality of the data and develop a level of trust
between the parties [20].Multiple consultations at different level of the organizations
(middle management and technical operations) were necessary to develop effective
collaboration with other stakeholders. Whole of government approach and commit-
ment to work on a linked platform enabled overcoming the pre-existing frictions
while increasing access to the services for the public at a time of limited physical
interaction.

Motivation of the users was equally important for successful digitization of the
pandemic operations in the country. As with any information system or digitized
process users’ motivation became critical for effective implementation the Outbreak
system. Demonstration of the utility of the system in improving performance of the
operations were key to motivation of the users. Developing confidence in the system
by training the responders on the Outbreak system was found critical to effective
deployment [20]. Sensitization and awareness sessions were staged to allow for buy-
in from incident managers and cluster heads at the outset. This was quite challenging
as the EOC was responding to emergency and finding time and attention of the key
personnel was a limiting factor for quick decision on digitizing the operations. At the
second stage, training of the responders proved to bemore challenging than expected,
not because of a higher skill level required for the digitized process, but due to the
large number of volunteers involved that were always changing. This was overcome
by providing more intensive training to the permanent staff of the health system
and public institutions involved in the response, so that they could act as master
trainers in their respective process in the operations. This strategy proved useful with
the prolonged pandemic operations by creating skill and capacities within the health
system to absorb the technology thatmay be useful in future institutionalization of the
system [11]. A challenge however is the system support that require the institutions
to take control of the system, as this requires a workforce with higher skills who has
a good understanding of the system algorithms and the work process [6]. This needs
to be considered by the health policy makers to ensure the benefit of the system is
used in other national disease control programmes in the country.

The pandemic operations required exchange of personal information between
the EOC clusters, health care facility, local councils and police services and digital
exchange have shown to improve efficiency of the response in other settings as
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well [19]. Maintaining confidentiality of information was a core principle adopted
throughout the digitization process and use of Outbreak in the operations, particu-
larly in the absence of adequate legal frameworks for privacy protection in the use
of information technology in the country. It was observed, that public quite freely
divulge personal information among their informal networks, perhaps influenced by
the close-knit community in the islands of Maldives. However, confidence in the
government institutions is low in the country as was observed in the low uptake of
the local version of the TraceTogether application. Even though data governance
was centralized at EOC, the evolving nature of the operations with high reliance on
volunteers meant that the users frequently changed. This required monthly checks
on user access and their current roles in the operations and adjusting or removing
the user access. Data confidentiality becomes particularly important in relation to
maintaining privacy of personal information when using a digital system as it has the
potential to create social problems, not only for the clients, but also for the workers
that blur their professional personal boundaries. Pan and Zhang [15]. In theMaldives,
one of the main concerns that further enhanced the need for the confidentiality of
information was the stigma and discrimination the cases and contacts faced during
the pandemic.

Furthermore, as the operations require action in other sectors for citizen services
in the context of movement restrictions, the plugins to the Outbreak, Haalubelun
and Faas applications were extremely useful catering to the public’s domestic essen-
tial travel needs. It allowed intersectoral collaboration and enhanced coordination
between local council, police services and the tourism sector, building team spirit
among the response partners working towards a common goal serving for the public
safety. The tourism sector used theFaas portal to ensure the tourism industry workers
movement to and from tourist resorts complied with the public health measures,
including quarantine for the designated period followed by testing prior to starting
work. The connectionsmadewith the tourism sectorwas critical not only for essential
services but opening tourism safely in the country.

The digitized response usingOutbreak andplugins, particularlyHaalubelun paved
way to establish connection and engagement with the public and opened avenues
for societal functioning to some extent. The technology friendly populace is one
factor that made this digital service effective. Nevertheless, some segments of the
population, particularly elderly and unskilled foreign migrant workers were at a
disadvantage. Some of this was overcome with the support from members of the
family and employers taking the initiative to support these segments. The digital
divide is a concern across any society, yet the benefits of digitization in service
provision far outweigh the disadvantages, particularly in pandemic situations [5,
16]. The experience of Maldives pandemic operations has been mostly positive and
has demonstrated due diligence needs to be maintained to cater for those needing
support in using digitized services. The lessons from digitization of the pandemic
operations will be valuable in institutionalizing this technology solution in the public
health system for management of other disease outbreaks.
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6 Opportunities and Recommendations

The digitization experience has provided several opportunities to further refine the
Outbreak system and institutionalized it in the health system. Its established connec-
tions with different health care institutions hold promise to widen the scope of the
Outbreak as the national disease surveillance system. This is particularly relevant
for the control of endemic communicable disease outbreaks when information and
analytics is needed for public health decisions and measures. The possibility of
expanding the scope of Outbreak system to have the capabilities to cater to multiple
disease outbreaks needs to be explored, as there are subtle differences in the business
process to that of the pandemic in endemic disease outbreaks. Furthermore, digitized
surveillance systems at country level will open the door to embark on contributing
more effectively to global epidemiological surveillance and epidemic alerts [8].

The COVID-19 vaccination module is still in its infancy and needs to be further
integrated into the Outbreak to allow for required analytics for decision making.
Furthermore, the vaccination involves further processes such as monitoring of
adverse events following immunization which require more detailed clinical and
diagnostic reporting. The value to the system can be enhanced with capabili-
ties to provide information on these parameters. This is particularly relevant for
future domestic and international travel as countries and airlines are contemplating
introduction of proof of vaccination [7].

The collaboration establishedwith island councils, police services and the tourism
sector hold promise for continued partnership for public health. These collaborations
however need to be nurtured to develop an environment of trust and confidence in data
governance. Continued work towards interoperable and shared platforms is likely to
pave way towards digitizing a range of public services. Development partners have
noted the potential for the government to progress towards e-government [17].

To reap further benefits of digitization a number of structural investments and
legislative changes needs to bemade. First, it is recommended that necessary changes
are made to existing data systems to update resident information on current address
and contact details. This is a priority given the central role current resident location
of people need to be verified for emergency response. Secondly, legislative frame-
work needs to be put in place for data governance and confidentiality in digital
developments, management of digital information system and digital administrative
processes of the government. The third recommendation is to develop institution
capacity, particularly skills of the workers to maintain and produce data analytics
from the information systems. Finally establish a community support mechanism to
assist those segments of the population with low digital literacy to be able to engage
with institutions on an online platform. Fourth, but not the least, is to explore possible
cross border collaboration with public health institutions in other countries, particu-
larly in relation to the health status of travelers.With countries enforcing requirements
for test results and vaccination records, developing compatible pandemic response
systems with application programming interphase between national systems that
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allow for paperless verification of health risks for travelers, with appropriate cyber
security, will be a milestone in global health security.

The study of the experiences of the digitization of the pandemic response in this
small island country has allowed to produce a framework based on the response
strategy notify-test-trace-isolate-care, linking epidemic investigation stages with its
information needs. This framework can be adopted and similar digitized response
systemcan be developed in different country contexts and in national endemic disease
control. Critical to its success is due consideration of the business processes and
motivation of the users and partners involved in the pandemic response.
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Resilience to COVID-19 Pandemic
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Abstract Coronavirus disease 2019 (COVID-19) is a global issue that has been
affecting all countries differently. The number of confirmed cases, recoveries, and
deaths in each country can reflect the appropriateness of the response and reaction of
the governments and people. To better illustrate the preparedness and capacity of the
countries to cope with this crisis, a health resilience score (HRS) is defined. The HRS
is an indicator that integrates the normalized number of death and recovery rates.
This score can indicate a relative performance of the countries in managing COVID-
19. To increase community health resilience, the integration of physical and mental
health care is crucial. Uncertainties and lack of control cause stress that affectsmental
health and thus immune system. This chapter discusses causes and effects of stress
and ways to prevent and manage it. In addition, the application of information and
communications technology (ICT) in education as one of the sectors that aggravate
stress during pandemic and lockdown is explained. Enhancing resilience not only in
the health system but also in sectors including environment, livestock agriculture,
and academics during pandemic can reduce the risk of damages now and in the
future. An important message of this pandemic is that the integrity of the world and
ecosystem is essential for a sustainable health system.
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1 Introduction

COVID-19 is one of the deadly contagious diseases, which is considered as a global
disaster [18]. To develop the ability of the communities to overcome this risk, commu-
nity health resilience needs to be improved. The health resilience is the capacity
of the communities to adapt to changes and recover from crisis [28]. To compare
the performance of the countries in risk and disaster management, different studies
defined varied resilience indicators or scores like Social Progress Index, SPI [12] and
HumanDevelopment Index, HDI [22]. For instance, based on Resilience Index 2021,
global economic resilience decreased by 18% in 2020 due to COVID-19 pandemic
[9]. To reduce vulnerability to coronavirus crisis, an integrated mental and physical
health care should be included in developing resilience strategies [28]. The COVID-
19pandemic includesmanychallenges, uncertainties, bad feelings that increase stress
and thus decrease resilience (Centers for Disease Control and Prevention, CDC).

All diseases are followed by stress. Uncertainties, lack of control and informa-
tion are the main causes of stress that directly affects physical and psychological
health [5]. The mechanism of psychological defense has been most fully studied in
the context of the theory of cognitive dissonance or cognitive distribution [8], which
shows that we do not process information properly, but distort it so that it satis-
fies our previously acquired ideas [2]. Thoughts and feelings related to unpleasant
associations, memories, and experiences weaken the thymus. Pleasant thoughts and
associations strengthen the thymus and the “Life Energy”, which is defined as
“Homing thoughts” [7]. If you need a lift, strengthen your thymus with a “homing
thought” – think of something uplifting [25].

The theory and practice of avoiding stressful situations proposed by [21] high-
lighted the benefits of normal stress and the harmof negative types (especially distress
and frustration) to the health. One of the main causes of stress during the pandemic
and lockdown is school closures. Due to outbreak and fast spread of COVID-19,
governments around the globe are compelled to close the functioning of the school
and colleges temporarily to restrict the spread of the disease [24]. The lockdown
across nations has affected the entire population of student largely. This has forced
the governments across the globe to introduce new methods of technology enabled
teaching to reduce the knowledge and learning gap among students (Robin et al.
2020).

Student population is greatly affected across the globe. In 1946, United Nations
established a specialized agency named United Nations Educational, Scientific and
Cultural Organization (UNESCO) with the main goal of encouraging peace and
security through international collaboration. One of the several projects handled
by UNESCO is education and they are taking great initiatives to keep the learning
process active among students in this pandemic situation. It has been estimated by
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UNESCO that more than 60% of the world student’s population is affected due
to the closures of school in nationwide lockdowns, which has influenced millions
of students. UNESCO declared that due to closure of schools around 32 crores of
students are affected in India, where the high rate of infection and death occurred
[23]. It is quite indicative from the images (Figs. 1 and 2) taken from the UNSESCO

Fig. 1 The number of learners enrolled at pre-primary, primary, lower-secondary, and upper-
secondary levels of education [ISCED levels 0 to 3], as well as at tertiary education levels [ISCED
levels 5 to 8]; Figure from UNESCO Education Response [23]

Fig. 2 The number of learners enrolled at pre-primary, primary, lower-secondary, and upper-
secondary levels of education [ISCED levels 0 to 3], as well as at tertiary education levels [ISCED
levels 5 to 8]. Figure from UNESCO Education Response [23]
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webpage that how drastically this pandemic has shadowed the closures of schools
worldwide form 15 country-wide closures in March 2020 to 106 country-wide
closures in July 2020 and the statistic is increasing exponentially with every passing
day.

This chapter defines a health resilience score to compare the performance of the
countries in handling theCOVID-19 outbreak. In addition, causes and effects of stress
on mental health and immune system during pandemic are addressed. Techniques
and strategies that reduce stress and increase resilience are explained. For instance,
the benefits, challenges, and impact of information and communications technology
(ICT) on education are discussed.

2 Health Resilience Score

Resilience is the main factor of success in disaster management. Although resilience
defines differently in varied organizations (e.g. DFID,1 UNISDR,2 IPCC3), the main
concept as “the ability of the system to properly resist and recover from negative
impacts of disaster” is similar. Resilience as the process of coping with COVID-19
(as a crisis) can be defined based on death and recovery rate. Related data including
confirmed cases, deaths, and population are obtained from European CDC (www.
ecdc.europa.eu). The data used in this study are from the day when the 5th deaths
are confirmed for each country till 15th June 2020 [15], in which the coronavirus
outbreak started (first wave). The death and recovery rates due to COVID-19, that are
the total number of confirmed deaths and recoveries per population, are normalized
between -1 and 1. The normalized death (X

′
d ) and recovery (X

′
r ) rates are integrated

to form the health resilience score (HRS) as

HRS = X
′
r − X

′
d (1)

Indeed, X
′
d and X

′
r have negative and positive loading in this resilience score,

respectively. Large absolute values of the normalized recovery rate (towards + 1)
and normalized death rate (towards −1) enhance resilience score. The CDF (cumu-
lative density function) of the HRS [F(HRS)] can show a relative levels of scores
in countries [11]. Percentiles of the CDF including 2.50%, 8.54%, 26.99%, and
66.98% are used to classify countries into five levels of health resilience. Countries
with the probability of health resilience score [F(HRS)] smaller than 2.50%, between
2.50% and 8.54%, between 8.54% and 26.99%, between 26.99% and 66.98%, and
larger than 66.98% have very low, low, moderate, high, and very high score, respec-
tively. Figure 3 shows classification of the countries based on these levels of health
resilience.

1 Department for International Development.
2 United Nations International Strategy for Disaster Reduction.
3 International Panel on Climate Change.

http://www.ecdc.europa.eu
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Fig. 3 Health Resilience Score (HRS) of the countries

Figure 3 can indicate a relative grade of countries on dealing with COVID-19.
Most countries in Asia and Africa have high resilience score, which can refer to a
small number of deaths and a large number of recoveries relative to their popula-
tion. Andorra, Belgium, Luxembourg, San Marino, and United Kingdom have the
lowest score, which can reveal a large number of deaths and a small number of recov-
eries in those countries. In north and center of Europe, different resilience scores in
nearby countries (neighbors) can be observed. For instance, Scandinavian countries,
Germany and neighbors (e.g. Denmark, Netherlands, Belgium, Austria, and Poland)
are in different health resilience groups.

The developed health resilience score based on the probability distribution can
consider some uncertainties that are related to the data. HRS as a proper indicator
allows for a fair comparison of the COVID-19 situation among countries. This index
can consider different factors that are vital in health resilience by integrating both
numbers of deaths and recoveries. Different levels of HRS in nearby countries can
highlight the role of policy of the countries in dealing with COVID-19 crisis. In
addition, the average age of people and eating/dietary habits in countries can affect
the risk of getting sick and dying. Medical conditions, healthcare access/quality,
health insurance, and related costs also influence the number of deaths and recoveries.
More detailed information about age, career, and underlyingmedical condition of the
infected and dead people in each country can help government and public to make
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the best possible decisions to cope with the disease. For instance, restrictions, certain
plans, and support for specific groups, that are at higher risk (e.g. based on age or
job), can reduce not only the pandemic growth rate but also limitations for other
groups, which is important for economic growth and mental health of the countries.

The most resilient countries integrate adaptation and mitigation strategies that
lead to an increase in the number of recoveries and a decrease in the number of
corona-infected cases. An integrated adaptation andmitigation framework developed
by “high health resilience” countries is an invaluable source of information for all
countries now and in the future that more pandemics are expected due to population,
economic, and technological growth and environmental ignorance. Results confirm
that governments that noticed the first cases quickly and took fast and emergency
actions in response to outbreak aremore successful in handlingCOVID-19. To reduce
possible risks, these countries should continue to monitor the situation closely and
make sure that people are following the rules and specific policies. On the other hand,
delayed response and improper policies in “low health resilience” countries resulted
in unavoidable outcomes and risks. Although results are shown for the first wave of
COVID-19, the global distribution of this score can be different in next waves. This
difference can indicate varied responses and policies of the countries to deal with
this pandemic. Countries that learned lessons from the first wave, applied their own
and other countries’ experiences, and predicted next waves and possible issues like
mutation and COVID-19 variants, are better prepared to overcome this pandemic.
Resilient countries strengthen community and social health system to overcome
negative effects of COVID-19. To increase health resilience during pandemic and
crisis both physical and mental health should be improved.

3 Connection Between Mental and Physical Health

Mental health care plays vital role in dealing with the new situation during the
coronavirus pandemic.Mental and physical health affects immune system. Any issue
in either mental or physical health influences immune system and thus causes or
exacerbates existed problems. Although coronavirus directly affects physical health
like respiratory system, it can influencemental health through fear of getting infected,
stress, grief, and pain of loss. These factors directly influence normal functioning of
the immune system and responses. Indeed, the physical and mental health feedbacks
are in a loop, in which initial responses to either physical or mental health problems
lead to positive feedbacks. In other words, positive feedbacks between physical and
mental health issuesweaken the immune system. This continuous loop leads to severe
consequences and symptoms. An analysis of scientific literature on various aspects of
health concludes that “health as a psychophysiological entitymost fully characterizes
the state of integrity of the human body, thus ensuring the functional completeness
and diversity of this organism (Voznyuk 2018)”. Integrity at the psychophysiological
level suggests that all organs and systems of human body are in functional unity.
This integrity of the human being is manifested in the fact that any negative stimulus
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of external environment is met by the organism in the form of the stress, leading
to various diseases [17]. Indeed, stress is one of the main factors that exacerbates
negative impacts in a connected loop of physical and mental health. The stress, the
nonspecific response of the body as a whole to any stimulus, is accompanied by a set
of nonspecific reactions that are common to all diseases without exception. Thus, a
narrow set of reasons or some universal factor lies at the root of any disease including
COVID-19, which leads to the weakening of the organism’s vitality/immunity. This
section focuses on stress as one the main triggers that affects mental and physical
health.

3.1 Effects of Stress

Stress can energize a person, restore their interest to life, and also cause exhaustion
and illness. Indeed, stress that is a response of the body to uncertain, dangerous, and
detrimental situations is not always bad. This natural reaction is vital to protect us
from possible threats and dangers. People deal with stress differently and different
bodies have varied vulnerabilities to the stress. For instance, during the pandemic,
stress can make people take COVID-19 risks more seriously. Furthermore, it can be a
trigger of proper tasks and actions, which are important in mitigation and adaptation
to the risks and new conditions. Although human bodies manage levels of stress
differently, everyone can deal with a certain dose of stress. Prolonged chronic stress
contains emotional (e.g. depression, loss of control), behavioral (e.g. not eating or
eating/drinking too much), and physical symptoms (e.g. headache, insomnia, contin-
uous colds, infections). The severity of the symptoms depends on levels of stress and
the strength of the immune response. If a person cannot manage stress properly,
the emotional (stressful) reaction can lead to “closure” of the body both literally
and figuratively. The blood vessels contract and the blood pressure increases, which
causes deteriorating the trophic functions of the tissues and organs. All ensuing phys-
iological consequences trigger consequent diseases whose treatment should consist
an elimination of the causes but not the symptoms. Note that some physical symp-
toms of mental disorders and COVID-19 are similar that can lead to confusion, high
anxiety, and stress. Mental disorders weaken immune system and influence physical
illness like heart diseases, which is the main cause of the global death.

Our long-term studies have led to discovering five types of stress that corre-
spond to five types of temperament. The fifth type was revealed by Tsukanov, a
Ukrainian scientist, who proposed to call this type an equilibrium type, since it is
located between choleroids and sanguinoids, on the one hand, and melancholoids
and phlegmatoids, on the other [20]. Thus, a psychotherapy who works with people
to overcome stress should take into account their temperament. Speaking about the
types of temperament, one can pay attention to such preferred diseases and the
symptoms stemming from the conditions of person’s psychodynamic incongruence
as:
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(a) possible cholecystitis, hepatitis in choleroids;
(b) myocardial infarction in sanguinoids (about half of their total number);
(c) lung diseases and the problems with kidneys in the representatives of the

equilibrium type;
(d) angina pectoris and hypertension in melancholoids;
(e) probable gastrointestinal disorders and diseases, even stomach ulcers in

phlegmatoids.

In the course of our work, it turned out that during the psychological consultations
on different psychological and behavioral problems, it is possible to give advice
that actually reduces painful manifestations or even leads to the removal of clients’
diseases. It should be especially noted that the representatives of equilibrium type of
temperament are characterizedbypulmonary and renal diseases as preferred diseases.
There are 4% of such representatives in the entire population. In the light of statistical
data on coronavirus disease in a pandemic, they can be considered as a high-risk
group. In our opinion, this group that can form the core of 10–15% of the population
are open to the coronavirus threat, which is consistent with the results of [20].

The disease occurs when human cannot adequately respond to external stimuli
because of their own psychological and worldview inadequacy, which leads to
forming a lot of negative psychological sets and social attitudes that in their turn
generate different diseases. Negative perception and attitude to reality leads to weak-
ening energy tonus. This was proved by John Diamond, the founder of Life-Energy
Analysis (formerlyBehavioralKinesiology), a systembased onAppliedKinesiology,
who developed what he termed "Life-Energy Analysis" in the 1970s [7].

3.2 Causes of Stress

Selye discovered that the greatest and single contributor to physiological mechanism
of stress is human negative thoughts and feelings, which is why the annihilation of
these symptoms lies in the positive emotions such as love, gratitude, and goodwill
[25].Negative emotions are the state of stress that, according to the information theory
of emotions of Simonov, stem from the lack of information regarding the process
of satisfying current needs [19]. Based on the information theory of emotions, we
can believe that emotion, as the lack of information about the outside world is an
expression of situational uncertainty as well as the fundamental uncertainty in today
and tomorrow.

Everyone should have enough valid information about COVID-19 for efficient
collaborative efforts. Lack of data and information about this disease and required
actions by countries affects our analysis of the situation. In addition, limited testing
and different policies of the governments to announce an accurate number of cases
(deaths and recoveries) can mislead our understanding. The number of the confirmed
cases can be underestimated since no symptom is observed in many infected people.
In addition, symptoms vary in infected groups with different ages, which makes
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COVID-19 recognition harder. Detection of mortality due to COVID-19 in many
countries is still a challenge. Different scientific results and news about coron-
avirus increase uncertainties. The complex condition that includes high uncertain-
ties can increase stress and anxiety in people. The COVID-19 pandemic has been
initiating feeling of mental discomfort that leads to an alteration of the attitudes,
beliefs, or behaviors. Contradiction between ideas and information leads to doubts
and loss of adequate perception. In addition, experiences including success and
failure in previous illnesses and pandemics influence our perception and under-
standing. Although the history and memory of everyone is important to generate
stress, uncertainties and concerns for the future can trigger or exacerbate stress and
anxiety.

4 Mental Health Resilience

The psycho-energy-behavioral factor of human life has a decisive impact on
human health. Similar to virus, energy, moods, and thoughts of the people are
exchangeable and contagious, which can spread globally. During personal contacts,
the disturbances in mental balance, destructive emotional reactions, and negative
values/attitudes can be transmitted from one human being to another worldwide.
Thus, a positive mood and attitude towards the world is a factor to increase the
resilience and vitality of a person and strengthen their immunity with all the social
and biomedical consequences. During the pandemic when people face contradiction
between ideas and lack of information, those who are able to think in a paradoxi-
cally ambiguous way can eliminate this ambivalence. They overcome the cognitive
ambivalence of opposing events/cognitions by combining the opposites into an inter-
mediate cognition being a neutral paradoxical essence. Indeed, “creative” paradox-
ical metamorphic thinking can unite the opposites and reconcile warring parties. This
act as the ability to connect opposing entities and operate them is a leading factor
in human development in ontogenesis and phylogenesis [13]. This ability is partic-
ularly crucial during the global pandemic of new diseases like COVID-19, when
people are facing uncertainties and many different findings. Members in community
and families should act like a chain to build a resilient system. For instance, parents
should control their stress without transferring it to the others. Stress and anxiety are
contagious like virus and can quickly spread. Although stress of the pandemic affects
kids, parents play an important role to cause and exacerbate stress in younger age
groups. Coronavirus may have lower risks for kids (younger age) while stress can
affect their immune system and lead tomental disorders. Indeed, the consequences of
the pandemic significantly influence their lives. It is hard for kids to integrate oppo-
sites and uncertainties of the situation and be “creative”. We need to ease conditions
for kids to make them feel safe and secure.

There aremany contradictions and uncertainties about COVID-19 from the begin-
ning (e.g. the origin of the virus, factors of transmission, symptoms, care/safety tips,
treatment,medicines). A “creative” person, who acts as an open system that perceives
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the world with full confidence and combines its polar aspects, can better associate the
conceptwith oppositemeanings.Creative people canmaintain the state of uncertainty
for a long time due to their ability to self-reflection and their capacity to use several
ideas, concepts, and theories being opposite to each other. Thus, creative people can
explore such relationships and relate them [16]. Creativity as a process of combining
contradictory and conflicting thoughts/perspective can create new integrities (mean-
ings), which is the main feature of the evolutionary mechanism. This mechanism
that is essential to manage and relieve stress and anxiety particularly during an
uncertain situation like COVID-19 pandemic can increase mental health resilience.

Distress is one of the factors that reduces the level of functioning the immune
system, thus we need to apply proper anti-distress methods. For instance, the psycho-
logical training directed at creating person’s ability to recover from intense chronic
stress and anxiety compensates for depletion of the nervous system. In this aspect,
the autogenous training that aims at improving the respiratory system, eliminating
infections, and strengthening the immune system and health is beneficial. To relax
and relieve stress, we need skills and abilities. There are techniques and strategies to
reduce stress as follows:

• recalling the experience of working with similar problems in the past; the
experience of successes and failures can enable us to cope with distress;

• checking our attitude to the problems and changing thoughts/perspective; develop-
ment of an attitude toward positivity and effectiveness of actions helps to manage
stress. Kind attitude and being careful increases the ability to relax and achieve a
state of peace;

• avoiding bad and invalid news and information;
• focusing on improving physical strength and body resistance at different types of

stress (e.g. good sleep and exact “tuning” of the body through exercise);
• organizing proper human nutrition.

Concerns and lack of control over newconditions trigger stress. To boost resilience
for better stress relief it is important to know and predict challenges and changes
during the pandemic. One of the main concerns of the parents during the pandemic
and lockdown is their relationship and communication with the kids. In addition,
education/learning is one of main issues and causes of the stress for both kids and
parents during the pandemic that needs to be handled properly. Indeed, governments
are responsible to build required infrastructure to deal with these issues during the
pandemic. Ignorance and lack of attention and proper actions leads to stress that can
be followed by dissatisfaction, disappointment, sadness, regret, anxiety, and other
mental disorders. Issues in education andmental health are important not only during
the pandemic but also after that.
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5 Lifeline of Education System During COVID-19
Pandemic

Education as one the main rights for everyone is a big concern during the pandemic.
Educational institutes are centres for communal activity andpeople interaction,which
is especially important for overall development of students. The regular academic
session halted due to the lockdown. During the closure of institutes, students lose the
social development. UNESCO is trying to support different countries especiallymore
affected and destitute countries to catalyze the continuity of learning progression via
distant learning, which is the most suitable solution for the current scenario [23]. It
provides convenient, readily available and reasonable access to lessons. The usage
of information and communications technology (ICT) in education across the world
has become widespread. The continuation of the existing education system has been
possible only because of ICT, which needs to be properly established by governments
and educational institutions. The term ICT can refer to data, correspondence, and
innovation while data innovation and correspondence innovation cannot stand freely
thus it represents innovation. Nevertheless, this meaning and significance of the term
ICT is unbalanced and appears to be inadequate. Besides, it might propose data,
correspondence, and innovation. Another perspective of ICT can refer to.

1. Data (or information) in paper or electronic configuration;
2. Correspondence face to face or electronically (electronic correspondence),

recorded as a hard copy or voice media communications and broadcasting;
3. Data or Information Technology (IT)—including programming, equipment and

hardware;
4. Correspondence Technology—including conventions, programming and equip-

ment.

There are differentmethods of utilizationof ICT in training, for example, computer
supported, computer based, Internet based or software based as follows:

• PC supported: with the presentation of ICT in instruction, homeroom learning is
one trait that makes learning experiential and trial to understudies. Understudies
can tune in to the teacher, get obvious signs through PowerPoint pictures, freebees
or whiteboard records and partake effectively.

• PCbased: It confers PC information in understudies and empowers them to acquire
many data put away in the framework. It likewise encourages the understudies to
process information and use it properly.

• Internet based: Internet apparatuses like email, informal communities, news-
groups and video transmission have been used more than ever. With the assis-
tance of long-range interpersonal communication destinations and messages,
the students can cooperate and share data. Web based learning and separation
adapting additionally work through web. The understudies can learn on the web
and can likewise converse with specialists on the web. Moreover, understudies
from anywhere can obtain notes, instructional exercises, and tasks. The web gives
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significant data in messages, sounds, recordings, and illustrations, which can be
received by each person.

Similarly, there are different methods of utilization of ICT in instruction, for
example, computer helped, computer based, Internet based, and software based.
Different structures can be applied for control of the universities/colleges/schools,
which are changing to a more of blended learning of synchronous and asynchronous
modewith the support of specially designed teaching-learning software for improved
learning management systems of educational institutes. Although application of ICT
certainly has positive impacts, it poses many challenges. Primarily it has cost and
it needs installation and availability of computers, projector, smart board, scanner,
television etc. These devices are expensive, and many students and teachers cannot
afford it. In addition, the cost of buying licensed software is extremely high. More-
over, Internet, which plays a significant role in transmission of knowledge in ICT,
may hinder the learning for thosewho do not have stable Internet connection. Despite
of these challenges, the responsibility of creating educational activity system robust,
dynamic and output-oriented rests with all the stakeholders of education sector espe-
cially teachers, administrators, universities, and government. Thus, governments and
decision makers should ease the use of the ICT and different empowerment tech-
nologies like Internet, smart objects, and sensors that can be effectively utilized for
education during the pandemic. Indeed, education is one of the main sectors that
needs to be resilient during the COVID-19 pandemic. Resilience not only in educa-
tion but also in all sectors that are affected by the pandemic is crucial for efficient
recovery and reduction of lose and damages.

6 Proper Actions and Strategies During Pandemic
for Developing Resilience

To combat COVID-19, it is necessary to combine individual and institutional strate-
gies and tactics of conscious psychological counteraction to the threat of coron-
avirus infection and disease. Corresponding to new results, findings, and statistics,
frequent systematic development and update of management plans is required. A
person, who appears not as a defenseless passive object of the negative impact from
a pandemic, but as a subject actively acting according to a certain program, can
successfully counter the pandemic threat. It is important for everyone to become a
full-fledged subject of self-protective actions, promptly using scientific data on the
nature of the pandemic that appears online. People may need to consider different
types of communication and lifestyle. For instance, countries need to be placed on
lockdown during the pandemic, which should be fully managed and protected by
the governments. In a lockdown situation, establishing constructive interaction in
the family between adults, parents, and children is needed. Elderly people, as the
most vulnerable category of the adult population with weak immune system and
functional insufficiency, deserve special attention. On the other hand, old people are
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enriched in a unique life experience and the ability to survive in hard conditions.
Therefore, older people should receive special psychological assistance and, at the
same time, act as competent experts in overcoming the difficulties associated with
the coronavirus pandemic.

To protect others and ourselves from COVID-19 it is important to consider safety
rules, advice, and precautions (i.e. wearing masks, keeping away from the crowd,
keeping a safe distance, washing hands frequently, and vaccination). An important
role of a kind of vaccine against coronavirus disease can be played by some types of
psychological defense revealing some internal mechanisms of human life, including
the body’s immune system. Since there are uncertainties about the vaccines such
as vaccination efficacy, immunization coverage, level and duration of immunity,
everyone needs to follow the health tips andprotocols even after vaccination. If people
think logically about a pandemic, disease, and treatment steps, they would be able to
consider issues and possibilities in the future that are fundamental in overcoming and
managing stress. For instance, someone may get COVID-19 even after vaccination.
Although it affects people’s perspective, thoughts, hope, and trust, it is important
to remember the pros and ratio of infections after COVID-19 vaccination. Global
vaccination can boost immune system and decrease the risk of infection, level of
severity, virus transmission, mutation, and severe symptoms.

The government strategic plan not only in providing guidelines and vaccines but
also in increasing public trust for vaccination and implementation of recommen-
dations during the pandemic is crucial. Although governments and policy makers
are playing critical and vital roles in overcoming COVID-19 and decreasing related
risks, success of COVID-19 control needs support for plans and decisions. In other
words, the role of the people to mitigate or exacerbate hazards should not be ignored.
Proper interaction, reasonable communication, and mutual relationship between
governments and people can build trust, credibility, confidence, and collaboration.
Indeed, not only the governments but also everyone should know their roles and their
contribution to COVID-19 hazards and controls.

At the same time, the harmonious homeostatic state should be steadily maintained
not only in each body, but also in the course of organism’s interaction with other
bodies and the environment. For instance, in COVID-19 like many other diseases,
the animal-human bond transferred virus and the virus spread between people and
thus led to a global pandemic. The human–human transmission can cause virus
variants and mutation. This conclusion leads us to the idea about the integrity of the
world and corresponds to the phenomenology of health, which is implemented as
a phenomenon of integrity. Indeed, the integrity of the sustainable ecosystem and
mental/physical health of all people is vital to enhance the resilience of the world in
the face of hazards like COVID-19.
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7 Concluding Remarks

Resilience is an important indicator of success or failure in coping with hazards
and risks. The developed health resilience score (HRS) indicates the relative ability
of the countries in recovery and adaptation during COVID-19 pandemic. HRS that
is a health-related indicator can illustrate an integrated view of levels of risk and
hazard controls in COVID-19. Different policies of the countries in dealing with
different types of crisis (e.g. in health, environment, academics, energy, economy,
and society) lead to varied levels of success/failure inmanaging each of those hazards.
To resolve the global issues like COVID-19 unity among countries is required.
Increased awareness/responsibilities, quick actions, unity/integrity, valid commu-
nication, and reliable collaboration play fundamental role to stop disease outbreak.
In addition, honesty and clarity in communication between government-people and
among leaders is vital to control global hazards of coronavirus before improper
actions turn crisis into a disaster. Experiences of all countries including the most and
the least successful (resilient) ones at prevention and control of COVID-19 should
be documented and publicly available in WHO. Those experiences and lessons are
essential to avoid or overcome the next pandemics.

To increase community health resilience both physical and mental health should
be improved. Although the physical symptoms of the COVID-19 are apparent, the
mental health disorders are not easily noticeable, which needs to be diagnosed prop-
erly. Indeed, the mental health issues not only during the pandemic but also after
COVID-19 should be considered seriously. Uncertainties and various possibilities,
which can be perceived differently, triggers stress that can cause or exacerbate health
problems. It is important to consider lateral factors like stress and anxiety disorders
that influence immunity particularly during the pandemic. Note that both excess and
lack of stress can be hazardous to human health. Indeed, according to some leading
experts, up to 90% of all diseases are “stress-dependent”, that is, they are associ-
ated with stress [1, 6, 10, 17]. Overall, negative person’s psychological states arise
from stress being an information phenomenon, accompanied by a decrease in body’s
energy tone and realized in the situations of informational uncertainty, which leads to
stressful states and behaviors. The latter is expressed in negative psychosocial reac-
tions of fear, anger, depression, aggression, sadness, and frustration. Conversely,
positive emotional states associated with optimism fill our body with energy.

Education, training, and self-development during the pandemic and lockdown
is one of the global concerns and causes of stress. One of the resources that can
efficiently help to handle these issues is ICT. Although ICT has challenges and
difficulties, it is generally beneficial in easing the situation. Indeed, ICT, which may
continue to be used even after pandemic, avoided learning lose due to school closure.

To prevent the next pandemics, the whole story of COVID-19 should be reviewed
carefully from the origin of the coronavirus to the end of this pandemic. The pandemic
has brought extensive changes in society and many of these changes will be long
lasting. Outputs and findings of this pandemic should be applied in adaptation and
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mitigation plans of related sectors like health, environment, foodmarketing, commu-
nications, education, and society. One of the main highlights of this pandemic is
to remember how human health depends on a healthy planet and living organisms.
Although technological progress can facilitate human lives and productivity, which is
required particularly with population growth, it can lead to degrade environment and
put living organisms at risk. This global lockdown provides an opportunity to restore
ecosystem health and sustainability. For instance, a significant reduction in pollution
of air, water, land, and sound is reported globally [3, 29, 30]. Indeed, conservation of
ecosystem and natural resources (e.g. animal, plant, water, air, soil) is essential for
the food chain. Improper use of ecosystem services threatens human health and lives.
The fast outbreak of this pandemic can highlight not only the mutual dependence
between ecosystem and human health but also the importance of integrity of the
world. The pandemic will not end without global unity of the human and ecosystem,
which needs support of health standards and safety policy.

To improve coping ability for new situation during the coronavirus pandemic,
resilience in different sectors is important. Resilience as the ability to adapt and
recover quickly should be developed in human beings, ecosystem, natural resources
(e.g. animal, plant, air, water, land), and their linkages/interconnections. Indeed,
resilience level in sectors like health system, environment, and academics is an indi-
cator of incurring damages and overcoming difficulties/hazards, which is a funda-
mental principle for a sustainable society. Similarly, othermeasures should be defined
to assess the impact of this pandemic on different sectors like mental health, social
behavior, environment, and economy that is affected largely. In addition,more studies
should assess andmonitor connections and linkages between health system and other
related sectors and highlight the application of ICT in other fields (e.g. marketing,
business, economy) during pandemic.
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Use of Remote Sensing and GIS
Techniques for Adaptation
and Mitigation of COVID-19 Pandemic

Hemant Bherwani and Rakesh Kumar

Abstract The globe has been caught off guard by COVID-19, which is caused by
SARS-CoV-2. With the globe already facing global issues, the pandemic, which
began in Wuhan in December 2019, put tremendous pressure on the scientific, polit-
ical and medical communities, compelling them to search for a vaccine in a matter
of months. The pandemic also provided an opportunity for researchers to try and test
the latest tools and techniques to manage this crisis. Right from medical scientists to
mathematical modelers, the fraternity was engaged in rigorous work to control and
mitigate the spread of this virus. The current chapter discusses the use of advanced
tools such as Geographic Information System (GIS) and Remote Sensing (RS) to
devise adaptation and mitigation strategies for the control of such pandemics. Case
studies from various states of India are discussed to explain the controlling strategies
which can be developed from these tools and techniques. Remote sensing data from
various satellites are discussed to showcase its utility for such crucial times, whereas,
GIS tools such as Voronoi Diagram (VD) and ArcPy are discussed as strategic tools
for controlling and mitigating the spread of the virus.

Keywords COVID-19 · GIS · Remote Sensing · Voronoi Diagram · Adaptation ·
And Mitigation

1 Introduction

COVID-19 is a current worldwide communal health disaster that has caused signifi-
cant mortality and morbidity [1, 2]. To control the spread of this disease, healthcare
organizations, from local hospitals to the World Health Organisation (WHO), need
resources that can increase the speed and ease of communication [3]. Since all of the
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analytical methods available for detecting virus spread, identifying hotspot areas,
and fighting this disease have their limitations in the current pandemic scenario,
there is a need for fast and cost-effective predictive and diagnostic tools [3, 4].
Advanced tools such as Remote Sensing (RS) and Geographic Information System
(GIS) have already got hold of their roles in the contemporary situations since it
manifests a myriad of applications in pandemic management. Simply put, GIS is a
digital information system that can combine, cache, modify, scrutinize and organize
geo-referenced information hence called spatial data management systems. Imprints
of its significance are well evident in the field of public health, mental health, health-
care services& environmental healthmanagement [5]. The intervention of GIS in the
field of health has created a revolutionary trend, henceforth it can be well utilized as
a support system for the identification of trails of COVID-19 cases during this global
pandemic [6]. Current research domains of GIS encompass the ability to perceive
the COVID-19 phenomenon, its spatial data, spatial and temporal dimensions and its
geographic effect on decision-making, social interactions and predictive analytics of
the disease’s evolution. The specialized agency of the United Nations which oversees
the international public health known as theWHOeven takes advantage of the various
applications of GIS technology to track and keep records regularly and precisely on
their dashboards about the number of covid cases and deaths occurring globally.
Spotting of COVID-19 outbreak even took place quicker with the spatiotemporal
algorithms present in GIS. The estimation and documentation of the relevant number
of virus-infected people are the important functionalities of such algorithms. GIS,
in conjunction with remote sensing, offers real-time aerial and satellite photographs,
allowing for the assessment of disease progression and variability around the globe
or in a specific region [7].

The data gleaned by GIS can be used to evaluate and identify the locations that are
the most severely infected, as well as locations that are in a high-risk region prone to
rapid virus spread in the future. Formulationof stern pandemicmanagement protocols
can be done in time in high-risk zones where virus infection created drastic effects
with the aid of the GIS technique since it offers timely awareness of the spread of
COVID-19 [8]. Using spatial analysis in GIS, disease risks, trends of time and space
epidemics and hotspot infections can all be identified [9]. The disease incidence
and disease control in various countries can be well comprehended with the help
of parametric and probabilistic modelling along with statistical tools available with
GIS. To better understand the relationship between COVID-19 cases and population
density in the area, a GIS-based Voronoi Diagram (VD) or Thiessen Polygon (TP)
is formed to determine the limits of danger zones. The GIS-based VD specifies that
it can be used as a guiding tool for the declaration of high-, medium- and low-risk
zones based on the polygons. The zones are to be defined based on the spread of
COVID-19 cases and the corresponding population of the region [10].

GIS technology extends its application for contact tracing, emergency treatment
unit site selection and digital mapping that illustrates the location and time-sensitive
functions straightaway associated with a spread of the virus. As a result, adminis-
trators will be notified and the specified public event will be postponed, limiting
the number of people who will be affected. Issues created by increased demand for
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medical instruments can be solved in advance with the assistance of web mapping
giving a prior indication to the distributors [11]. Some of the research uses GIS
and modelling approaches to access the relationship between environmental vari-
ables including air pollution and microclimate, as well as their impact on SDGs, and
COVID-19 occurrence [12]. Various GIS-based mobile/Android applications devel-
oped by a variety of countries are used to trace any infected persons’ contacts. Arogya
setu (India) and COVID-19 symptom trackers are some of the examples among them
[13]. These applications are more cost-effective, provide reliable statistics and are
therefore more dependable. Nowadays, municipal sewage test results are utilised to
detect the presence of viruses and data acquired from mass testing in the selected
area is integrated into the city’s GIS system that helps make critical decisions [14].

With the advent of RS, a science that uses satellite imageries and aerial images
to collect information about earth surfaces without making direct contact, signifi-
cant changes have occurred in a wide spectrum of fields. These fields cover Earth
science discipline areas along with military, intelligence and economy, commercial,
planning and humanitarian applications. In that sense drones or Unmanned Aerial
Vehicles (UAVs) which follow the same science extends numerous applications in
the pandemic management activities during the COVID-19 outbreak. One of the
recent researches work proposed a UAV-based smart healthcare system for COVID-
19. The proposed system includes diverse activities such as monitoring, sanitization,
social distancing, analysis of data and generation of statistics for the control room.
Moreover, the implementation results of the proposed UAV-based smart healthcare
system in Delhi/NCR regions illustrate that it is found well efficient and effective
in managing COVID-19 operations and prior decision making since the system can
cover large distances in a short period [15].

For evaluating the efficiency of regulations created to stay at home and social
distancing the satellite imageries procured from RS technology can be utilized at a
local as well as global scale. Satellite images provide an idea about what’s going on
(or not going on) in metropolitan areas, tourist hotspots, roads, production plants and
other locations that are considered to be busy on regular days [16]. The intense urge
to mitigate the effects of the pandemic always engaged the researchers in developing
innovative mechanisms/systems with the available advanced tools. Concerning this,
for successful risk alleviation, a COVID-19 Risk Assessment andMapping (CRAM)
model was proposed in recent times which integrates the two important domains
of a pandemic such as Hazard and Vulnerability. It uses a GIS-based risk allevi-
ation procedure for the quantification of COVID-19 Risk indices (C19Ri) for the
area of interest. So many factors have been established to influence the COVID-
19’s mortality and disease, according to existing knowledge. A range of hazards,
biophysical and socioeconomic factors are used to determine a region’s inherent
threat of COVID-19 infection. This method can be used to prioritize territories for
choices about control and containment. As a result, this strategy offers long-term
COVID-19 risk management opportunities, ensuring that the growth and environ-
ment of the research area experience hurdles as little as possible [17]. Aside from
that, different statistical studies have lately been conducted to be used as a tool to aid
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in the management of the epidemic. A recent study uses the Susceptible-Exposed-
Infectious-Removed (SEIR) model to assess the development of COVID-19 in India
and identify the effects of socio-behavioral factors, particularly social distancing.
It also explains the relationship between environmental factors and their influences
on COVID-19 cases [18]. Air pollution in a location is exacerbating the worldwide
burden of mortality attributable to COVID-19, according to the data evaluated by
statistical methodologies such as analysis of variance and regression models [19].
However, taking into consideration its chemical properties, shape and particle size,
as well as its widespread distribution on practically all surfaces, Particulate Matter
(PM), can play a significant role in pathogen transmission via air, water and by
contact [20]. Another issue associated with the pandemic is the appropriate disposal
of Personal Protective Equipment (PPE) by frontline staff, as it is a possible source of
infection. Decentralized incineration has been determined to be sustainable both for
the ecology and for human health, with the goal of safe waste disposal and preventing
disease spread from such equipment [21].

Among the countless application of RS and GIS, the above-mentioned informa-
tion only gives a glance at the utilization of RS and GIS in the field of pandemic
management. These advanced tools are still developing and extending their function-
ality not only to tackle the current situation but also in all the fields closely associated
with them.

2 Prime Focus of the Proposed Chapter

Theproposed chapter focuses onmitigation strategies to reduce the spread of the virus
with specific attention to Remote Sensing and GIS-based techniques and describes
the case study of Indian States. There are various tools in GIS and remote sensing,
which can help in developing adaptation and mitigation steps for such a pandemic.
The major objectives of the research work are as follows:

• Use of GIS for Pandemic Management:
The section will discuss how GIS is involved in pandemic management strategies
and explains the use of advanced tools like Voronoi Diagram and ArcPy for iden-
tification of vulnerable zones to devise a targeted strategy for containment, buffer
and open zones. Indian states shall be analyzed for showcasing the hypothesis
and results.

• Use of Remote Sensing tools for Adaptation and Mitigation:
The section will discuss the employment of satellite data such as Moderate Reso-
lution Imaging Spectroradiometer (MODIS) and analyze the results to showcase
the application of RS to illustrate the effects of pandemic control strategies in
the environmental quality. It will demonstrate the use of Remote Sensing data for
adaptation towards the pandemic. The mechanism shall be demonstrated using a
case study.
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3 Applications of GIS for Pandemic Management

According to the Dictionary of Epidemiology the explanation for the term “pan-
demic” which is accepted globally is “an epidemic occurring worldwide, or over a
verywide area, crossing international boundaries andusually affecting a largenumber
of people”. A pandemic is defined by its wide geographic spread, disease movement,
novelty, severity, high attack rates and explosiveness, minimal population immunity,
infectiousness and contagiousness. When a pandemic strikes, the equilibrium of a
well-balanced culture is disrupted in every way. A pandemic would impact health,
as well as economic, social and security consequences. During a virus outbreak,
emergency responses would be required, including shorter path tracing for health
and medicine facilities, vaccination center mapping, isolation center mapping and
recognition of hotspot areas and confirmed infected cases. Systematic and productive
emergency responsewillminimize death and disability, aswell as the socio-economic
consequences. To cope efficiently with epidemic outbreaks and pandemics now and
in the future, policymakers will need to figure out how to provide a proper and
well-structured emergency response system [22].

By showcasing its implementations in selected Indian cities, the following section
discusses how advanced tools in GIS contribute to pandemic management activities
and how they can be employed to tackle the situation for the adaptation andmitigation
of the COVID-19 pandemic.

3.1 GIS-Based Analysis of COVID-19 for Understanding
the Spatio-Temporal Spread of Infections

GIS, a versatile comprehensive framework that offers provisions for delineating
and tracking the Spatio-temporal diffusion of contagious diseases. GIS can permit
epidemiologists to plot the current and earlier incidence of diseases jointly with
several other variables signifying the surroundings, natural features and population
statistics of a region. This information may assist in the understanding of outbreak
source as well as the distribution trend and severity. Hence the execution of suitable
measures for the control of disease, defensive and inspection measures can be imple-
mented. During the disease outbreak, the GIS network devised quick approaches
for visualizing COVID-19 data, tracing virus-infected cases in space and organizing
and managing resources to meet fundamental community requirements [23]. The
following Fig. 1a, b represents the Active and Confirmed cases in India created with
the available tools in GIS.

The Ministry of Health and Family Welfare (MoHFW), Government of India
updates all information concerning the pandemic in their dashboard and provides
data regarding Active, Confirmed & Death cases along with the total number of
vaccinations done [24]. A “Confirmed case” can be defined as a person who tested
positive for the confirmatory test of COVID-19 virus infection and is considered
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Fig. 1 COVID-19 (a) Active cases map of India (b) Confirmed cases map of India
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to be contagious. Moreover, it is possible that a COVID-19 case can be consid-
ered as a “Probable case” if there is a risk to have a COVID-19 infection or if the
person has a present COVID-19 virus infection but not confirmed by a confirma-
tory viral test. A “Confirmed case” or a “probable case” are both “Active cases”
[25, 26]. To develop COVID-19 Active & Confirmed cases map case statistics of
each state as of May 6th 2021 were collected from the MoHFW. Using ArcGIS 10.6
the dataset collected from the above-mentioned source is coupled with the Indian
state boundary shapefile attributable table and is correlated with the state-wise data.
The GIS Symbology Toolset provides classification & colour coding provisions and
accordingly theActive&Confirmed casesmaps of India are developed. Jenks natural
breaks classification method is used for developing Active & Confirmed COVID-19
cases map with 9 classes in each map. It is a data cluster approach for determining
the best way to group values into various categories [27]. As per the datasets, the
states having Low & High Cases scenarios are visible with color-coding.

Figure 1a, b shows that Maharashtra and Karnataka have high active case
scenarios. It is followed by Kerala and Uttar Pradesh. Maharashtra is the top state in
terms of confirmed cases. The south Indian states, wise Kerala, Karnataka, Andhra
Pradesh, Tamil Nadu and Uttar Pradesh holds the second position after Maharashtra
in terms of confirmed cases. It is clearly evident from the analysis that states having
high population density or very active lifestyles have higher number of cases. In
comparison to other states, the active and confirmed cases in the eastern states of
India are very low. The analysis of these types of maps aids in determining the
current state of the pandemic, its magnitude and guides making prior decisions and
procedures for disease control.

3.2 GIS-based Voronoi Approach and Bayesian Probabilistic
Modeling for Understanding COVID-19 Transmission

To monitor the progression of the disease, major initiatives such as clinical trials
of drugs and vaccinations, social distancing, and the use of PPE are being intro-
duced. A recent research work highlighted the Indian government’s lockdown and
social distancing policies and assesses their efficacy using a Bayesian Probability
Model (BPM). According to the Change Point Analysis (CPA) performed using the
aforementioned method, indicates that introduction of the lockdown before the rapid
increase in cases was competent to control the epidemic much more effectively and
efficiently. The above-stated study is unique as it employs the BPM to analyze the
evolving phase of COVID-19 transmission across states. The borders of zones of risk
can be defined by constructing TP. GIS-based VD or TP is formed to evaluate the
relationship between cases of COVID-19 and the density of population in the study
area. The study establishes a new concept for using probabilistic modelling and tools
based on GIS to comprehend COVID-19’s situation.
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CPA is carried out to truly comprehend the virus’s spread, the outbreak’s function,
and the possible measures used in area of interest. The COVID-19 tracker can be
used to acquire estimates of COVID-19 cases in various Indian states. CPA is used
to calculate the inflection point for COVID-19 events in each state using the data
regarding the weekly cumulative statistics of COVID-19 cases in a study region.
Bayesian modelling can be done with the PyMC3 package. The number of sampling
points is used to establish Bayesian inference. PyMC3 is a recent open-source Python
Probabilistic Programming (PP) package that is better suited for Bayesian statistical
models. Determination of Delta (�) can be done by taking the data regarding the
state’s first case and the date of lockdown concerning the respective state’s change
stage. Delta is a metric that gauges how swiftly states responded to the virus’s spread.
By the time lockdown was implemented, disease transmission had already increased
inmany states.Delta assists in recognising the time period preceding the rapid disease
progression that goes out of hand. The population, population density, and area are
employed as study parameters in connection to the delta. Cases per unit population
(CPP), cases per unit population density (CPD), and cases per unit area (CPUA) can
be measured and correlated with delta using linear Pearson’s correlation, with t-tests
proving the significance of the correlation. For hypothesis testing, a statistical tool
such as two-sample t-tests aids to compare the mean of two independent parameters.
Under the assumption of normality of the dataset and equality of variance, this
parametric test method helps determine the mean difference between test groups
equal to 0 as the null hypothesis (vs �=0 as an alternative hypothesis). To determine the
significance of the tested parameter, the test can be performed with a 95% confidence
interval. To analyze the normality of the distribution, the kurtosis and skewness values
can be noticed. The above-mentioned study of factors related to population and delta
provides an insight into the fundamental factors that lead to virus transmission.

The same data which is collected for the execution of BPM is applied to create the
VDor TP for a given study area and hereMaharashtra andKarnataka states have been
studied.VDorTP is built for the analyzed states in an attempt to comprehend the areas
of intervention amongst these regions. The polygon, in a sense, acts as a hotspot for
the COVID-19 instances. TP is a fundamental tool for evaluating neighborhood and
proximity. Since TPs aremade up of a series of sampling points, each polygon defines
an impact region that surrounds its sampling point. The nearest point is assigned space
using TPs. In this scenario, the goal of employing polygons is to determine where
the area’s potential safe zones and hot spots are. TP can be generated in ArcGIS
using the software’s built-in tool. The data for each point in the tool, as well as its
position, is entered. The shape of the polygon is determined by the position, while
the color represents the data’s intensity or magnitude. For ease of understanding,
the color-coding has been kept consistent across the states. For each state, TP is
prepared for the population and COVID-19 situations. The following Figs. 2a, b and
3a, b illustrates the study results obtained for Maharashtra and Karnataka states.

A high rate of population statistics can be seen in the western side of Maharashtra
and consequently high rate of COVID-19 cases are there which are presented on a log
scale in the above maps. Eastern Maharashtra holds a medium range of population
and COVID-19 cases. However, in the southern part, the population is greater than a
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Fig. 2 (a) Population and (b) Thiessen polygon map of COVID 19 cases in Maharashtra
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Fig. 3 (a) Population and (b) Thiessen polygon map of COVID 19 cases in Karnataka
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medium-range while the COVID-19 cases fall under the medium-range. COVID-19,
which is an indication of distress, is already creeping in towards the eastern side,
which is intriguing to see.

The population in the southern part of Karnataka is high compared to the northern
part. The coastal side of Karnataka possesses amedium range of population statistics.
However, the COVID-19 circumstances are found high in the southern part and while
a medium-range is there in northern Karnataka. The spreading is slowly moving
towards the coastal and northern sides. These kinds of data are useful because they
estimate the potential transmission pathway and assist decision-makers in issuing
proper alerts to the areas which are likely to be affected and providing advance
warnings formanaging COVID-19 outbreaks. It should also bementioned that places
with large populations have a high rate of infected cases.

3.3 GIS-Based Analysis for Understanding the Statistics
of Accessible COVID-19 Testing Centers

If a rapid diagnosis of the infection is possible, a pandemic and its potential spread
can be halted immediately. For this aim, an area should be equipped with sufficient
testing laboratories with sufficient testing capacity to allow for the diagnosis of a
large populace in the event of an uncontrollable virus outbreaks. Testing laboratories
with facilities that provide test results in a more timely manner plays an important
role in infection control. GIS tools can be used to analyze and depict the magnitude
of accessible COVID-19 testing centers in a region.

The Indian Council of Medical Research (ICMR) always updates the information
regarding the state-wise number ofCOVID-19 testing laboratories (BothGovernment
and Private) reporting to them in their dashboards. The information gathered is used
to create maps depicting the number of COVID-19 testing centers that are accessible.
The quantitative information is shown in the Indian map using ArcMap 10.6 and a
graded symbol renderer. It permits quantitative values for a field to be organized
into ordered classes, with each class given a graded symbol ranging from smallest to
largest. Graduated symbology, which is one of the classification methods available
in ArcGIS, is used for classifying numerical fields and provides a better overview.
The following maps in Fig. 4a, b portrays the Government and Private COVID-19
testing centers in India developed using GIS techniques.

It can be seen that Maharashtra and Uttar Pradesh have the most government
testing labs, while Sikkim and Tripura have the fewest. In Kerala, Tamil Nadu,
Karnataka,Maharashtra andUttar Pradesh, the number of private testing labs is larger,
whereas it is lower in Jammu and Kashmir, Himachal Pradesh and most of India’s
eastern states. It is evident that the number of screening facilities in India’s eastern
states is relatively low. The use of such maps allows administrators to focus their
attention on areas that lack such amenities. The analysis allows for the establishment
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Fig. 4 (a) Government and
(b) Private COVID-19
testing laboratories in India
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of testing facilities based on population density and virus outbreak severity in a region
in advance.

4 Applications of Remote Sensing Tools for Adaptation
and Mitigation

The changes brought by the pandemic in the normal social life of a community and
the resultant difficulties that emerged were not small. Social distancing, Lockdown
and Quarantine associated with the pandemic all were new to the society and have
hampered the balance of the same in all respects. However, it imparted some bene-
fits in terms of air quality improvement. Extensive research has been conducted in
recent times to demonstrate the effects of lockdown in improving air quality. Satellite
imageries procured from RS technology along with ground-based data play a vital
role in the understanding of air quality improvements associated with the lockdown
policy of the government.

The RS technology manifests numerous applications; however, it can be well
utilized to estimate the after effects of a pandemic in the environmental quality.
The following section illustrates the application of RS to extract Aerosol Optical
Depth (AOD) data ofMaharashtra and Karnataka states during the pre-lockdown and
lockdown period. Aerosols are microscopic solid and liquid particles floating in the
environment which occurs due to natural causes as well as anthropogenic activities.
Certain aerosols can be detrimental to individuals and communities if inhaled. The
study period selected for the current study is 2019 and 2020. PM2.5 is considered to
be a major air pollutant that develops and aggravates respiratory illnesses in humans.
Hence the study of its concentration in the environment is important during such
a pandemic since the virus adversely affects the person already having the illness.
Ground-based monitoring stations to gauge the PM2.5 levels at higher frequencies in
ambient air are installed globally in most of the major cities, however, to understand
its spatial distribution, these systems are insufficient [28, 29]. By coupling AOD
and meteorological variables, a new approach for predicting the PM2.5 level in the
environment is used in this study. Traditional PM2.5 field measurements are hard
to procure spatial data, particularly at the precise scale necessary to determine the
volatility of high-density cities. RS technology extends its application to estimate the
aerosols and aids in the assessment of PM2.5 where ground estimates are not possible
[29, 30]. The AOD data are collected with the help of MODIS. Since the AOD is
easier to produce, it has been themost commonly used technique in statistical models
to forecast PM2.5 levels in the environment [31, 32].

For the Maharashtra and Karnataka states the MODIS AOD data is extracted for
the desired study period from Level 1 and Atmosphere Archive and Distribution
System Distributed Active Archive Centre (LAADS DAAC) and AOD is estimated
accordingly. Conversion of AOD data to PM2.5 measurements are done by Simpli-
fied Aerosol Retrieval Algorithm (SARA) binning model with low surface pressure
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period equation [PM2.5 = 110.5 [SARA AOD] + 12.56] and the model is vali-
dated [33]. The model offers a high degree of correlation between AOD and PM2.5

measurements and is dependent on meteorological parameters. It also improves the
meteorological dimensions of the PM2.5 prediction model’s regression coefficient.
Numerous equations are developed for each meteorological parameter in binning
method to precisely predict the PM2.5 measurements [34]. Among these the above
method equation holds better prediction. The model has good correlation, accurate
slope, low intercept, low error and can accurately represent the spatial distribution
of PM2.5 at 500 m resolution in urban areas. The following Fig. 5 represents AOD
data extracted for Maharashtra state and Fig. 6 represents the same for Karnataka
state for the year 2019 and 2020 respectively.

Analysis of the maps provided in Figs. 5 and 6 reveals a considerable reduction
in the PM2.5 levels in Maharashtra and Karnataka states. The higher value of AOD
falls to 0.72 in 2020 from a value of 0.92 in 2019 for Maharashtra while it is 0.52
and 0.62 respectively for Karnataka state. Analysis of these values convey that a
substantial reduction in PM2.5 levels has occurred in this state and are brought about
by the concerned authorities’ lockdownmethods,which resulted in the cessation of all
operations and anthropogenic activities.As a result, there is a noticeable improvement
in the environment, whichmay indicate favourable trends in the community’s general
health.

Apart from this Drones or Unmanned Aerial Vehicles (UAVs) which function
through RS technology have been deployed for extensive applications by several
countries during COVID-19 situations. During a pandemic like this, where the possi-
bility of infection by a highly contagious virus is high, the employment of drones
for various management methods is greatly acknowledged since it involves only
minimum human interactions and can reach remote areas. “Cyient” is a global tech-
nology solutions company that extended unmanned aerial spectrummonitoring tech-
nology to Telangana police during such a pandemic to support the management of
lockdown strategies. Furthermore, a Hyderabad-based start-up known as “Marut
drones” just introduced a series of drones to battle India’s COVID-19 problem.
Drones are used for crowd control, public announcements, mass screening, disin-
fectant spraying and the delivery of medical supplies and other necessities, to name
a few. Surveillance drones are fitted with cameras installed, allowing the police to
properly observe vulnerable parts of towns and respond quickly to any inappro-
priate scenario. Drones, in conjunction with crowd observation, can be extremely
useful for transmitting crucial information, especially in areas where connectivity is
limited. Thermal imaging drones can be used to measure the temperature of multiple
individuals at once, something that an infrared thermometer can’t do because it only
examines the temperature of one person at a time. Using drones to spray disinfectants
in virus-infected areas can help lower the risk of an infection epidemic while also
limiting the virus’s interaction with service people. Drones can be used to transport
medical supplies from one medical centre to another, as well as frommedical centres
to patient’s location [35].



Use of Remote Sensing and GIS Techniques for Adaptation … 573

Fig. 5 AOD Maps of Maharashtra for the years 2019 & 2020
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Fig. 6 AOD Maps of Karnataka for the years 2019 & 2020
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Drones make it feasible to deliver samples, blood, vaccinations, drugs, organs
and life-saving medical devices. It also aids in the identification of relevant geo-
referenced data on climate aspects and other parameters that affect contagious disease
spread. Because of the necessary need for social distance to control virus transmis-
sion, there has been a surge in internet purchases and digitally enabled delivery
systems that do not require direct physical touch. As the need for no-contact distri-
bution has grown, autonomous transport technologies, such as unmanned aerial vehi-
cles or drones, have received increasing attention from government, organizations
and authorities [36]. Numerous countries are currently well involved in using these
devices in various fields and significant changes are being made in their designs in
conjunction with modern technology to smoothly handle a difficult condition such
as this. RS can also make health data available instantaneously for the doctors and
clinicians in ambulances and other on-the-go treatment centres and in several occa-
sions to assist the service staffs on their jobs in real time. With remotely sensed data
in effect, healthcare may operate with greater coordination among multiple facilities
owing to legitimate data sharing and accessibility to real patient status reporting.
Better integration will almost certainly lead to a better field as a whole.

5 Conclusion

Pandemics and their spread always strike unexpectedly and without warning. They
spread quickly, wreaking havoc on society’s health, security, social and economic
well-being. New diseases evolve over time that the human species is completely
unaware of. As a result, society should be well-equipped with the fundamental
necessities that can be used on time so that the pandemic effects on all sectors
can be dampened to some extent. Proper pandemic management is also required to
reduce the consequences of a pandemic. The efficiency of pandemic management is
governing by a number of criteria, ranging from timely administration to technology
deployment.

The applications of advanced technologies like GIS and RS and their utility in the
various situations of a pandemic discussed in the above sections reinforce their impor-
tance in such crucial circumstances. The capabilities available in GIS technology
may be used to analyse the number of infected cases, estimate potential transmission
routes and determine the number of available testing centres. Such information is
crucial for establishing the current state of the pandemic, the rate of transmission and
whether the testing facilities available in a given location are enough. It allows the
administrator to issue a pre-alert in a region that is likely to be affected by the virus,
as well as select what kind of control tactics to use in regions that have already been
afflicted by the epidemic. Analysis of GIS-generated maps allows for the establish-
ment of new testing laboratories in areas where these facilities are scarce. The RS
application sheds light on the improvement in environmental quality that has been
achieved as a result of themitigation strategies proposed by the concerned authorities.
COVID-19 hurts people who already have respiratory illnesses; therefore, pollution
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rate analysis and control are an inescapable component of the current situation. It is
also worth noting that areas with large population figures have a higher prevalence
of diseases as a result of pollution emissions caused by anthropogenic activity. RS
can be used to assess the effectiveness of declaring confinement zones and lockdown
control techniques. Drones or Unmanned Aerial Vehicles (UAVs) powered by RS
technology have shown awide range of uses for smooth pandemic control in a variety
of countries. It included everything from well-managed congestion in affected areas
to the distribution of needed commodities to those in need in inaccessible areas, all
intending to reduce the community’s hardships at such a critical time.

6 Suggestions and Future Perspective

For the contemporary health care industry to work more quickly and productively,
geo—spatial technology is highly vital. Location-based intelligence, recognizing
patterns of health, monitoring the transmission of contagious diseases, displaying
medical and health data through RS & GIS are some of the common applications
covered under this technology. The impact of these tools in health and healthcare
systems is growing. The applications of these tools in this sector have a promising
future. The growing emphasis on healthcare data, as well as the spatial data held
among them, can offer up plenty of growth opportunities for public health analysis.
Apart from the above-mentioned applications their usefulness is yet to be explored
more and should be investigated to spread their functionalities for the betterment
of mitigation strategies and efficient decision making. A country’s officials should
focus on research initiatives in order to improve existing applications and establish
relevant strategies to concentrate on developing tailored, user-friendly systems to
meet specific requirements while preserving a framework for sharing important data
throughout the whole health and welfare sector. The impending growth of these tech-
nologies and their integration into healthcare systems will result in a breakthrough
in the realm of pandemic management.
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Mapping Blockchain Technology
Prospects and Solutions in the Healthcare
Industry for Pandemic Crises

Arezou PourMirza

Abstract Throughout history, pandemics have extensively impacted humans’ lives
inmany differentways.Despite theWorldHealthOrganisation (WHO), governments
and supporting health agencies and non-profit organisations’ widespread efforts to
identify, control, and manage pandemics, such crises are increasing in frequency.
Using measures to prevent, address, or overcome them has become challenging
and overwhelming. Overall, the current pandemic influenced life, has left scien-
tists, practitioners and politicians no choice other than to find solutions to support
societies to live the new normal in a more thriving way. Their focus has been on
helping individuals and communities prepare for the ‘ad-hoc future’ health-related
crises. One of the most recent promising discoveries and creative developments that
seems to be playing a vital role in everyone’s daily life is ‘Blockchain Technology’.
In recent years, blockchain has received increased interest and has moved beyond
finance, and its emergence is revolutionising many industries in various ways. For
instance, blockchain has been actively researched and used for multiple purposes
such as monitoring supply chains, managing retail loyalty rewards programs, certi-
fying digital credentials, etc. While blockchain has positively disrupted many of the
past and current healthcare-related practices, still it’s essential to gain an in-depth
understanding of blockchain technology’s intriguing benefits and open challenges.
Such comprehensive knowledge can enhance the development and utilisation of
further promising healthcare products/services and processes within societies. This
chapterwill support the readers in understanding theblockchain technologyprospects
and solutions for the healthcare industry in general and healthcare-related crises in
particular.
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1 Blockchain Technology and Healthcare Industry

Blockchain technologywas initially introduced and considered a decentralised ledger
for financial transactions, andmanybusiness leaders andpractitioners sawblockchain
and cryptocurrencies as synonymous [16]. In 2014 when Blockchain 2.0 was intro-
duced, mainly the focus was on enhancing smart contracts and financial transactions
and later, when Blockchain 3.0 was developed, additional uses, covering a range
of non-financial transactions such as healthcare, supply chain, government, and etc.
was considered [38].

According to [19], (p. 3) “Blockchain is a distributed ledger shared by multiple
partieswho can add transactions to the ledger”. Blockchain securely stores all records
in a peer-to-peer network and verifies transactions by its decentralisation attribute
[22]. At its most basic, blockchain allows two or more parties to securely exchange
value in digital environments without any intermediary third-party intervention [15,
16, 26, 31]. According to [20], (p. 3), “Blockchain uses public-key cryptographic
techniques to create an append-only, immutable, time-stamped chain of content.
Copies of the blockchain are distributed on each participating node in the network”.

Overall, five basic principles are underlying blockchain technology [14, 20, 22,
49]:

• Distributed Ledger—The entire ledger and its history are accessible by each
using partner. No single user controls the data and its flow. Each partner on the
ledger can verify the records directly.

• Peer-to-Peer Transmission—Communication happens among peers and in a
decentralised way.

• Transparency with Pseudonymity—Every activity on the ledger is visible to
anyone with access to the ledger.

• Irreversibility of Records—Once the records enter the distributed
ledger/database, no one can change them because they link to every trans-
action record before them. All records are permanent and available to all users
on the ledger.

• Computational Logic—The activities and transactions on the blockchain ledger
are programmed to enable users to set up rules that automatically trigger
transactions on the register.

Based on the above-focused blockchain technology principles, it is clear that
this technology possesses some outstanding individual and collective benefits that
make it unique and special, specifically for healthcare-related crises where clarity,
consistency, efficiency, trust and integrity are vital. For instance, blockchain can
prevent data loss and record tampering. Furthermore, due to blockchain technology’s
architectural design, utilizing it can ensure data integrity and security. In addition,
since blockchain records are ‘time-stamped’ and stored almost everywhere on the
ledger, all activities and transactions can be easily reviewed by everyone on the
network. Therefore, this makes blockchain-enabled platforms transparent, traceable,
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and suitable for auditing, fraud detection, and public services in standard and critical
states [49, 60].

Further, blockchain can let systems be autonomous and free from any central
governance [41]. In other words, blockchain technology can enable its users to maxi-
mize cost savings and efficiency by excluding any intermediary systems or third
parties. Overall, blockchain enables users to create a secure data-sharing platform
to share data freely, synchronize services efficiently, and enhance interoperability
significantly in different situations [40]. And finally, due to the cryptographic nature
of blockchain technology, the authenticity of the recorded data on the decentralised
public network can be easily verified [49]. For verification, different consensus
mechanisms and algorithms are used [37]. In this regards, the most well-known
consensus algorithm is the Proof-of-Work (PoW) which ensures reliable authenti-
cation, enhanced transaction verification, diminished cost, and increased speed and
accuracy [18].

Overall, blockchain technology can improve processing efficiency, create busi-
ness opportunities, formulate regulation requirements, and effectively enhance
information security and transparency [14].

Blockchain technology has moved way beyond its earlier buzzword status.
Blockchain technology is suitable to verify, secure and share data; therefore it is
ideal for managing multi-party, inter-organisational, and cross-border transactions
[57]. Blockchain technology can increase efficiency and accuracy, lower costs and
enable users to focus on further growth. [32] and [22] highlight that this technology—
blockchain—has arrived in numerous industries and organisations and is used for
various collaborative purposes and business process improvements [18].

Another example of blockchain technology’s emerging application is for
managing food supply. One of the critical challenges all supply chains face is the
lack of accessible, consistent and accurate data, which becomes even more severe
and essential when the focus is on food supply, where food safety and quality are
crucial. By using blockchain solutions, we can be sure that the food supply chain is
managed effectively and reliably.

Among blockchain technology’s application adopters, healthcare-related stake-
holders are the most important ones [8]. The Healthcare sector is among the most
regulated industries globally as it is directly related to humans. In addition, within the
healthcare sector, challenges such as data inconsistency, data privacy, data sharing
and lack of transparency among key roles players, and patients’ inability to know
and manage their records remain critical and mainly under question [49].

The Healthcare industry benefits from blockchain technology’s inherent capabili-
ties (e.g. shifting the ownership of medical data to patients, integrating data security,
enhancing data transfer efficiency, etc.) extensively [8]. Blockchain technology in
the healthcare industry has improved the transparency and communication between
patients and healthcare providers [55]; however, some improvements can still occur
especially for healthcare crisis related situations. For instance, the trend of improve-
ment for blockchain technology is expected to accelerate to help alleviate the delivery
problem of medicine, especially during a healthcare-related crisis [18].
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Mainly, healthcare stakeholders are patients, pharmaceutical firms, hospital
systems and insurance providers. According to [52], blockchain-based solutions
provide the following capabilities within the healthcare sector:

• Aggregate healthcare-related information across stakeholders in a shared and
decentralised way within a decentralised ledger/repository;

• Track and trace healthcare-related information across healthcare sector’s stake-
holders via a shared and decentralised data ledger/repository;

• Reconcile and validate the accessible electronic health record (EHR) across
different stakeholders in the healthcare services/products’ delivery value chain;

• Manage the validity of the electronic health record and automate processes using
smart contracts.

Blockchain-mediated solutions enable healthcare-related stakeholders to capture
and share medical records with authorised stakeholders in a transparent way. In addi-
tion, such solutions also help the users to capture the custody trail of medical supply
back to the pharmaceutical companies, provide patient-centred care through more
organised systems and smart contracts and rest assured the validity and reliability of
the data are obtained [52].

Since the early days of the recent pandemic in 2020, the use of blockchain tech-
nology by governments, for-profit and not-for-profit organisations to provide viable
solutions to some different challenges and issues in various industries and sectors
have accelerated. According to [57], (p. 2) “It has taken the COVID-19 pandemic
to push through the obstacles to blockchain adoption. The virus has revealed the
weaknesses in our supply chains, our inability to deploy resources where they are
most needed to address the pandemic, and difficulties in capturing and sharing the
data needed to make a rapid decision in managing it”.

To obtain a clear understanding of how blockchain-enabled applications within
the healthcare industry have supported the stakeholders to overcome such urgent
and critical challenges, its best to learn about a few real-time use case examples
from different countries with various focuses. As shown in Table 1, governments
and organisations have made sure that they are focused on the available resources
and are using their creativity and innovative ideas to utilise blockchain technology
since the early days of the recent global outbreak. They also attempt to combine
such facilities with other technologies and processes to achieve their higher-level
objectives.

To gain an in-depth understanding and knowledge of blockchain technology’s
prospects and solutions for the healthcare industry, we also need to establish a clear
understanding of the different types of blockchain platforms available in the industry
due to the diversification of interest in blockchain applications.

Although blockchain-mediated applications and platforms are considered to be
decentralised, in practice, three distinguished blockchain types—public, private and
consortium- have been noticed, which do not mainly follow the ‘decentralisation’
aspect of the initially defined blockchain technology.
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Table 1 Blockchain-enabled healthcare products and solutions use case examples

Blockchain-enabled solution
provider

Place/country Details

Tymlez Netherlands Tymlez is a distributed ledger
technology firm. It is one of the 10
Dutch companies that launched the
‘TechAgainst Corona’ initiative to
freely provide services and
technologies to the Dutch
Government to fight the recent
outbreak

Founded in 2016 by Michael Reh
and Reinier van der Drift, Tymlez
was listed on the Australian
securities exchange, and in 2019 it
released its Blockchain Solution
Platform (TBSP)

It brings transparency to the medical
supply chain by preventing
predatory value extraction (e.g.
price extorting). It helps to model
the medical goods ecosystem
through a platform that matches
supply and demand

Alipay health China Alipay focuses on introducing
Blockchain-enabled solutions that
enable users to share approved and
validated tamper-free information
(e.g. healthcare related data)

Alipay shares epidemic-related
materials over mobile apps to help
Chinese citizens learn good
prevention habits

The Health Commission and
Committee of Economic and
Information technology of Zhejiang
Province leads the project and uses
Ant Blockchain to keep the
information accurate to its origin

Chinese University of Hong Kong
& ConsensSys

China & Hong Kong The Chinese University of Hong
Kong and ConsensSys launched the
COVID-19 digital health passport
(Medoxie Platform) by using
blockchain technology

Initially, healthcare professionals
and academics in Hong Kong used
the digital health passport, but it
later became available for patients

(continued)
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Table 1 (continued)

Blockchain-enabled solution
provider

Place/country Details

This digital passport records
COVID-19 test results, temperature
checks and vaccinations

The digital passport platform
facilitates limited and consented
access to a patient’s health
information while protecting
personal data privacy

Rapid Medical Parts (RMP) USA Founded in March 2020 by James
Allen Regonor, Rapid Medical parts
Inc

A trusted blockchain-enabled digital
medical supply chain focused on
producing, designing and
engineering lifesaving medical parts

VertiTX Corp created Rapid
Medical Parts (RMP) to respond to
the USA’s urgent medical supply
chain needs

RMP signed a cooperative
agreement in April 2020 with the
US Department of Defence to
develop a novel emergency
ventilation solution for hospitals to
increase capacity for COVID-19
patient care and prepare a potential
second wave of cases

RMP converts the sleep apnea
machines into ventilators using the
built blockchain-powered platform
initially made to buy and sell
traceable 3D printed parts and
printing instructions

RMP enables a decentralised
manufacturing process where clients
can order and print medical parts for
their use where and when it’s
required

MiPasa USA MiPasa is an open data platform
which was created by HACERA
through partnership work

(continued)
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Table 1 (continued)

Blockchain-enabled solution
provider

Place/country Details

The objective of MiPasa is to
efficiently detect COVID-19 carriers
and infection hotspots around the
globe

It helps practitioners and public
health officials access the data they
require and conclude and
recommend solutions that can help
subdue the outbreak or support
recovery

Designed to enable the synthesis of
data sources, address their
inconsistencies, help identify errors
or misreporting and seamlessly
integrate credible new feeds

MiPasa is working on a map of all
those infected to pinpoint more
precisely where isolations and
quarantines need to happen

Everyware & Hedera Hashgraph USA & UK The National Health Services (NHS)
in the United Kingdom is using tech
developed by Everyware (from the
UK) and Hedera Hashgraph (US
blockchain organisation)

The aim is to keep a tamper-proof
digital record of vaccines and pick
up any irregularities where
necessary and required

Everyware uses sensors to monitor
requirements in real-time, and
Hedera is a blockchain consortium
backed by Google and IBM

Emerge Canada & Honduras Emerge is a blockchain startup
based in Toronto (Emerge Inc.)
which launched a public safety app
(Civitas)

Civitas app helps local authorities,
most importantly in Latin American
countries, verify if the patients have
travel rights, even if they don’t have
access to patients’ medical records

(continued)



586 A. PourMirza

Table 1 (continued)

Blockchain-enabled solution
provider

Place/country Details

Civitas app associates individuals’
government ID numbers with
unique blockchain-supported
records. It allows authorities to
know if the individuals qualify for a
permit to leave their homes during
the outbreak or not

The Civitas app supports the
citizens by showing which days are
safest for them to go out if they are
experiencing coronavirus-like
symptoms

Civitas enables the governmental
agencies to design and implement
more accurate and real-time data
about the distribution of infection

Source [1, 3, 11, 12, 21, 29, 47, 54, 57]

• Public Blockchains—They are permissionless and are fully decentralised.
Anyone can join the network, read or write and participate in their consensus
with a full right without prior permission. Public blockchains can be vulner-
able to privacy issues and cyberattacks. In this regards, Ethereum is a very good
example, being used in multiple industries and supporting the development and
use of smart contracts [49, 59].

• Private Blockchains—They are permissioned, and their blockchain-enabled
application users require to be authorised to join the network. In private
blockchains, authorised users are known to the network and can read, write
and validate transactions. The two good examples for permissioned blockchain
platforms are Hyperledger Fabric and Ripple which were introduced by Linux
Foundation and Ripple Labs Inc. (ibid).

• Consortium Blockchains—They are less likely to experience cyberattacks and
sit between public and private blockchain. They are categorised as permissioned
blockchain and are used by independent organisations sharing information with
little or no trust. Consortium blockchains are centralised and have less privacy
and security concerns and no severe cyberattacks as all parties benefit from the
mutual security aspect within the network (ibid).
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2 Benefits of Blockchain Technology in Healthcare Sector

To facilitate the understanding of blockchain technology’s benefits within the health-
care sector, addressing them from two different perspectives—patients and organisa-
tions (e.g. hospitals, clinics, insurance providers, pharmaceutical companies, etc.)—
will be helpful. In Table 2, four distinct attributes for patient-related and healthcare
organisational-related benefits have been highlighted and discussed.

Due to the nature of the health-related data, the healthcare sector’s stakeholders
have mainly focused on permission-based blockchain platforms to ensure privacy
is secured; however, this contrasts with the decentralisation principle of blockchain
technology. Furthermore, within the healthcare sector’s business environment, due to
continuous disruptions (e.g. technological, political, legal, environmental, social and
economic) and the importance of operating as a sustainable businesswithin a compet-
itive business environment, public blockchain platforms have not been accepted and
adopted widely. Healthcare organisations are reluctant to adopt public blockchain
platforms because mainly their financial state influences their interests in utilising
technologies for their businesses.

3 Challenges of Blockchain Technology in Healthcare
Sector

Althoughblockchain technologyhas supported the healthcare industry’s stakeholders
in numerous ways, with its several advantages (as discussed in Sect. 3); however, it is
still in its early stages and is rapidly evolving. Today only some of the core elements
that make a blockchain are being used while other attributes are rejected. In this line,
several challenges require careful attention within the healthcare industry in general
and during health-related crises in particular.

3.1 Governance Issues

Lack of governance regulations and guidelines can prevent users from implementing
and using blockchain-enabled applications accurately and appropriately [7, 17].
For instance, blockchain technology’s promise has always been providing and
supporting “decentralised governance”. Today’s blockchain technology architecture
is rarely decentralised, as was intended in the original blockchain design. In prac-
tice, many blockchain solutions available today are governed by a single company
(private blockchain) or small group of companies (consortium blockchain), and only
authorised users (permissioned) can join (centralised governance).
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According to [16], there are four business “currencies” produced in digital envi-
ronments: data, contracts, access and technology. When one company or consor-
tium of companies builds a centralised blockchain within the healthcare sector, that
dominant company can own and govern the technology, capture and centralise the
data, control who can access or not access the solution, and set the terms of the
smart contracts. In this line, blockchain-mediated applications’ security is linked
and interrelated with the authorisation aspect [5, 10, 33, 35, 44, 46, 53]. Overall,
if the decentralisation factor fails to be implemented, we will always return to the
problems of power and trust among stakeholders/users [19].

3.2 Scalability and Storage Capacity Concerns

Although blockchain technology is maturing, its issues related to the manage-
ment and processing of high volume transactions per second are still unresolved
[10]. According to [22], the storage of medical data on the blockchain network
causes confidentiality and scalability issues. For instance, the storage of data on the
blockchain makes it visible to everyone on the ledger because of the transparency
and decentralised nature of the blockchain technology, which puts privacy at risk.

To use blockchain to help build a better future for the healthcare industry where
managing health-related crises can be achievable, leaders must protect data privacy,
be transparent about data usage, and avoid eroding democratic values with commu-
nities [57]. Furthermore, collecting and recording different medical records on a
blockchain network can cause a significant storage issue. According to [24] and
[48] the scalability constraint is linked to the computer power required to handle the
high volume of transactions which needs careful attention and a better solution to
overcome such challenge.

3.3 Lack of Technical Competencies Among Healthcare
Personnel

According to [32], blockchain is based on machine language and non-technical
medical employees may find hard to understand it. Given the unique aspects of
blockchain-based collaboration; healthcare organisations need to develop different
sets of capabilities among their staff to understand blockchain’s benefits fully.

Smooth coordination between different organisational teams and technicians will
be critical for adopting and implementing blockchain [5]. Overall, the biggest chal-
lenge in adopting this technology is not the technology itself, instead, it’s the users’
and stakeholders’ change attitude for building a framework for collaboration across
vendors, sectors and users [52].
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3.4 Universal Interoperability and Standardization Issues

As blockchain is still evolving, the interoperability feature is becoming more and
more vital for users [6, 10, 24, 28, 61] and still no established standards are available
for it yet. Furthermore, blockchain implementation in the healthcare sector also
is taking more time and effort to adopt due to the need for international certified
standardisation.

Once an international standard is formatted and defined, the adoption of
blockchain will become easier for stakeholders and they will be able to adapt their
current available operations and systems with the blockchain-enabled platform and
application [24, 28]. Overall, as more countries and healthcare stakeholders start
to adopt blockchain-enabled applications and solutions, the issue of standardisation
and universal interoperability will become eminent [42].

3.5 High Installation Costs, Slow Processing Speed and High
Energy Consumption

Overall, utilising blockchain-enabled platforms can be time-consuming for health-
care stakeholders [2] and most importantly, its initial instalment can also be high
[17, 53, 55, 62]. However, using blockchain can lower costs and support healthcare
organisations to invest in other areas in the long run financially. Slow processing
speed and high energy consumption occur because many users join the network [5,
13, 24, 33, 44, 58, 62].

4 Mapping Blockchain Technology Prospects and Solutions
in the Healthcare Industry

There is a nexus between blockchain-related benefits and challenges that can help and
support practitioners to focus on improving and developing more reliable healthcare-
related products/services and processes. In this line, all stakeholders,whether govern-
ments, policymakers, leaders, practitioners, scholars and users, must be open and
ready to move on and transform challenges into opportunities and be focused on
optimised solutions available by blockchain technology to support societies during
crises.

Based on the basic principles of blockchain technology and the identified patient
and organisational benefits of blockchain-enabled applications in the healthcare
industry, seven prospects aremapped formore promising healthcare-related products
and services during normal and critical times.
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4.1 Improve Scalability

One way to scale blockchain-enabled applications and solutions in the Healthcare
sector is through the combination of network effects, learning effects and coor-
dination effects [9]. This means that the more stakeholders become part of the
blockchain-supported community (network effects), the value of the blockchain-
enabled portal/platform will increase (learning effects) because of network effects,
and in this line, stakeholders start creating value to one another (coordination effects).
One of the risks in this area is the stakeholders’ ability to adapt to the new situation
and operating environment.

4.2 Track and Trace Medication and Medical Equipment

According to [22], counterfeit medications and medical equipment can cause serious
health issues within societies, whether under normal situations or during healthcare-
related crises such as pandemics. By using blockchain technology, pharmaceu-
tical companies and medical equipment makers can focus on decentralised tracking
systems that can ensure the traceability of medication and medical equipment in
real-time. Pharmaceutical companies and medical device manufacturers can rely on
the timestamp nature of the blockchain transactions and ensure that tracking will take
place transparently and accurately [25, 45]. For example, MediLedger is working on
applying blockchain technology to track and trace where a box of a drug is and where
it has been at any time within the value chain. With blockchain-enabled applications,
this process can be done without revealing confidential information to anyone in the
ecosystem and being sure the right information is acquired.

4.3 Transform, Simplify and Streamline Partnerships

Collaboration is vital for humans in their personal and professional lives. Within the
healthcare sector, to build successful products, services, and processes, leaders and
managers need to work closely and collaborate with their inter-organisational and
intra-organisational partners and stakeholders efficiently and effectively. For this to
happen, commitment should be motivated, communication and information sharing
should be enhanced, and information consistency should be considered [32].

Blockchain supports the creation and development of publicly monitored and
governed digital ledgers where control and governance are shared (in general), and
everything is transparently communicated; therefore, it can enhance the trust factor
for further continuous successful partnerships and the development of new collabo-
rations. According to [32], transparency and enhanced trust result from the technical
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design and the unique nature of blockchain that makes it impossible for anyone to
change the contents of the distributed ledger without approval from other users.

Reference [32] discuss how blockchain technology fundamentally can alter each
phase of collaboration. For instance, for the ‘partner selection’ phase, as blockchain
share data on the network and smart contracts automatically ensure the execution
of the confirmed agreements, the level of dishonesty and distrust will be minimised
as no party will be willing to refrain from any future agreements that blockchain
governs.

Furthermore, in the ‘agreement formation’ phase, due to the immutability nature
of the blockchain technology, users will require to be more cautious when negoti-
ating agreements as defined protocols and agreements cannot be easily changed,
and everyone will be kept accountable. The immutability feature of blockchain
technology supports the trust factor and supports more reliable and well-thought
deals.

Finally, within the ‘execution’ phase, as blockchain technology reinforces the
execution of the confirmed agreement, the process is managed efficiently and with
consistency. The level of trust among collaborators increases, and they become more
responsive and active during the execution phase as the information and data are
confirmed in real-time. According to [56], (p. 5) “combining complementary capa-
bilities frommultiple organisations save time and other resources”. By collaborating
on an industry level, companies can also split the costs and reduce the risks of
innovation.

4.4 Transform Electronic Health Records (EHR)
Management

One of the significant challenges healthcare systems are confronted with; especially
during outbreaks, is about how in real-time they can share more medical data with
more stakeholders for more purposes, while data integrity, security, patient privacy
is ensured [20].

Unfortunately, in today’s technology disrupted, fast-paced business environment,
there are still healthcare institutions and organisations that are manually attempting
to reconcile medical and health-related data for their daily tasking. In such situations,
scattered data sources are created, and it’s not clear where and when the data was
recorded and who was responsible for recording the data. For instance, a medical
doctormight knowwhatmedicationwas prescribed to a patient at his clinic; however,
he may not be able to confirm whether the patient is still taking the medication or
has visited another specialist and is taking other medications (ibid).

To overcome such challenges, it is advised to use blockchain-enabled platforms
for streamlining and connecting all the dots. For example, by using a decentralised
blockchain-enabled platform, all information about the patients’ medication, chal-
lenges, and conditions can be recorded securely on an open-source ledger where
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transparency is provided when additions and subtractions to the records are made.
In this case, EHR data from all databases will be available through the blockchain-
enabled ledger and transparency, data integrity and trust in the accuracy and reliability
of the data will be maximised, and there will be minimum manual human interven-
tion [20]. Such a platform also inherently includes an audit trail. Furthermore, such
initiative also supports the patients’ privacy rights and supports all parties’ interests
with no exclusivity. For instance, the blockchain-enabled platform for EHR records
stores a signature of the EHR and notifies the patient who own the record/data. The
signature assures that an unchanged copy of the medical record is obtained.

4.5 Transform Medical Supply Logistics

With technology advancement and digitisation, all business models across many
industries are disrupted. For instance, no longer only two key parties are present
in the collaboration equation. These days, technology-enabled platforms connect
more stakeholders and create hubs for more expanded collaborations [9]. In this
line, if medical supply logistics stakeholders endeavour to implement and develop a
blockchain-enabled collaboration platform, theywill enablemultiple key role players
to collaborate and co-govern their shared data at a single point of truth and rest
assured that transparency is maximised. Furthermore, smart contracts can also be
executed automatically on the blockchain-enabled ledger,which canminimise human
interventions and document loss and enhance accuracy by holding all actor on the
distributed ledger accountable to high standards.

A high level of transparency enables decisionmaking optimisation throughout the
medical supply value chain. Furthermore, blockchain technology can enhance quality
assurance by managing permissions, ownership and accountability. This improves
stakeholders’ trust as it holds each member accountable for their conduct at every
stage of the Medical Supply Value Chain (ibid).

4.6 Fix Healthcare Supply Chain Vulnerabilities

Using blockchain-enabled supply chain platforms, stakeholders can work collabo-
ratively on a shared permanent decentralised ledger without being concerned about
giving up control. All data will be collected using smart contracts and will be used in
the decision-making process [18].As the gathered data are in a cumulative blockchain
sequence, no omissions, redundancies, or inaccuracies exist; therefore, it’s reliable
to reduce friction, expose fraud, and assure product authenticity with new speed [18,
34] as it is vital during healthcare-related crises such as pandemics.
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4.7 Real-Time Update Through Intelligent Monitoring
Systems

During healthcare-related crises, monitoring the situation—individual and society—
and providing real-time updates is essential. Such initiative can be facilitated via the
development and implementation of intelligent monitoring systems. For instance,
installing a smart monitoring system on a wearable provides updates about the indi-
vidual’s health-related conditions (e.g. blood pressure, temperature, location, etc.)
to the patient and the physician.

Furthermore, it can support the individual with sharing information about the
community’s state (e.g. high-density populated suburbs, news feeds, etc.). In this line,
by leveraging the advantages of blockchain (e.g. data immutability, data integrity,
etc.), the reliability of such intelligent monitoring systems can be reviewed and
assured [4, 36, 38].

5 Summary and Conclusion

This chapter reviewed the fundamental aspects of blockchain technology in general
and its applications within the healthcare industry. It discussed the benefits of such
technology-mediated applications from both organisational and individual perspec-
tives and developed a clear understanding of the nature of the blockchain-enabled
solutions. Itwas clarified that the development of blockchain technology in the health-
care industry has its advantages and disadvantages, and blockchain can be compared
to a General Purpose Technology (GPT) as it is pervasive and can be adopted bymost
sectors and industries. Blockchain technology can revamp global healthcare systems,
especially in crises such as improving and developing the current and new healthcare-
related products/services and processes. The chapter concluded seven prospects and
solutions—scalability enhancement, medical product traceability, medical supply
logistics improvement, healthcare supply chain and partnership optimisation, and
real-time updates—that can support societies to overcome challenges promptly.
Overall, blockchain-related attributes could boost hope and confidence in communi-
ties and support inventors, entrepreneurs, practitioners, and leaders with their daily
healthcare-focused responsibilities and decision-making activitieswithin and outside
country borders.
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The Role of Healthcare in Post Pandemic
Era—“COVID Normal”

Tej Prakash Sinha, Brunda RL, Sakshi Yadav, Vishakh C. Keri,
and Sanjeev Bhoi

Abstract COVID-19 pandemic created a havoc and hampered every sphere of life.
Healthcare industry has beenmajorly affected. Post pandemic era requires adaptation
and modifications to combat the damage caused by the pandemic. It also demands
preparedness for management of future infectious pandemics. Pandemic manage-
ment plan and a pandemic management team are the need of the hour. Digitalization
of healthcare industry and increased utility of telehealth services could be sustained
changes extending into the post pandemic phase.

Keywords COVID normal · Pandemic management · Future infectious
pandemics · Telehealth

1 Introduction

The effects of the COVID-19 pandemic are striking as it has affected greatly the
social, political, economic, and healthcare aspects globally. TheCOVID-19 has taken
a toll over the world and its end anytime soon appears to be a bleak possibility. This
pandemic accelerated the implementation and adoption of numerous changes in
public health interventions.

COVID-19 did not create new problems but violently brought to the surface many
of the challenges healthcare systems have been facing for a long time. Beyond the
health and human tragedy of the coronavirus, it is now widely recognized that the
pandemic triggered the most serious economic crisis in a century.

Rapid implementation of social distancing measures and rescheduling of elective
procedures has led healthcare providers to resort to digital health applications to
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(at least partially) grant access to virtual consultations and remote visits and moni-
toring [1]. As a result, in just three months, there has been an unparalleled surge in
digital health adoption, with a general scale-up of telemedicine and an up to ten-fold
increase in the number of online consultations reported in the United States [2, 3].
However, if not managed properly, digitalization can alsowiden inequalities between
patients, since it requires digital and internet access that involve not only suitable
devices, but also basic IT skills. While the economic incentives can be set by specific
governmental programs, there are many barriers to internet access, such as age and
education [4].

The ‘infodemic’ of false information about COVID-19 is exacerbating the fear of
contagion, misconceptions and myths about the virus which has led the health care
providers to be seen as a risk to communities rather than the solution to this public
health emergency.

The comforting prospect for the post-COVID-19 era is the realization that a
substantial portion of healthcare activities in thewider sense can be improved by tech-
nologically empowered approaches, and some can even be done remotely equally
as effectively. Advanced telehealthcare innovations will be continually utilized in
the post pandemic phase too. It has been observed that in recent times, telehealth
utility has increased by 38 times from pre-covid baseline. Positive attitude towards
digital healthcare has been showcased by both consumers and providers. Investment
in virtual healthcare industry has also increased by three times as compared to 2017
[5].

Though post pandemic era seems similar to times before world was affected
by COVID-19, in reality COVID-19 has left an everlasting mark in many sectors.
Like already discussed, digitalized healthcare is just one of the few examples of
such pandemic impact. Lessons learnt during the pandemic necessitate a need for
better,well planned interventions,management strategies and preparedness for future
pandemics. With anticipated third wave of surge in COVID-19, formulation of
an institutional pandemic management plan (PMP) and concentration on capacity
building measures still remains main focus in immediate post pandemic era too.

2 Problem Statement

Infectious diseases should be considered amongst the most important health hazards
that we will need to continue facing in the foreseeable future as we have been hit
with numerous pandemics, including H1N1, Ebola, SARS-CoV, MERS-CoV, and
currently, COVID-19 in past few decades. Thus, the transformation of various health
services at the individual as well as the societal and governmental levels seems bound
to happen.

This pandemic proved many aspects of healthcare, a failure, especially in terms of
their overall readiness. Even after contingency planswere already in place, healthcare
systems appeared unable to absorb and manage sudden and persistent pressures on
their workload especially in the settings of acute care. Staff shortages may be the
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primary challenge to implementing surge capacity plans during a pandemic. Staff
may be furloughed due to unprotected exposures or illness. COVID-19 has sickened
many health care workers, although it is unclear how many of these were personal
protective equipment (PPE) device failures versus failure to use PPE for patients
with mild or atypical symptoms [6].

During the pandemic, the tele-health services has been widely utilized and hence
there is a high chance that significant portion of health services will remain tele-
health based post covid. Apart from its numerous advantages, it may act like a
double edged sword sometimes. Virtual clinical treatment decreases human interac-
tion among the healthcare professionals and patients that increases the risk of error in
clinical services, if the service is delivered by inexperienced professional. Moreover,
confidential medical information can be leaked through faulty electronic system.
It might take longer time for the difficulties in connecting virtual communication
due to low internet speed or server problem. Other than that, it requires tough legal
regulation to prevent unauthorized and illegal service providers. Also many patients
were unable to use digital services due to lack of knowledge or skills to use internet
or other web devices. The pandemic has also highlighted that poor health literacy
among the general population is an underestimated public health problem globally
[7].

One of the defining aspects of the current pandemic was the unprecedented levels
of misinformation, conspiracy theories, and rumors reproduced by lay and social
media related to COVID-19; these can only be counterproductive in the fight against
the current epidemic, both in the short and long term. Consistency in the public
health messaging as well as increased funding dedicated to fact-checking seems to
be needed as the immediate first step. Enormous quantities of COVID-19 information
that seem continually to be expanding also places a significant burden on clinicians
seeking to respond to patient questions and, when appropriate, modify treatment
recommendations [8].

COVID-19 has exposed health workers and their families to high level of risk.
Although not representative, data frommany countries acrossWHO regions indicate
that COVID-19 infections among health workers are far greater than those in the
general population. In addition to physical risks, the pandemic has placed extraor-
dinary levels of psychological stress on health workers. Extrinsic organizational
risk factors—including increased work demands and little control over the work
environment—and the trauma of caring for patients who are critically ill have been
heightened by the COVID-19 pandemic and represent important exacerbating factors
for poor mental health among health-care workers. Despite serving COVID patients
and risking their life, healthcare workers are also facing violence in many countries.
Under usual working conditions, severe burnout syndrome affects as many as 33%
of critical care nurses and up to 45% of critical care physicians [9].
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3 Post Pandemic Era: The “COVID Normal”

The key areas of emphasis during post pandemic era should be:

i. Resumption of stalled services—During COVID-19 pandemic routine health-
care services were stalled in most countries. During COVID-19 times most
nations had set up separate covid patient care facilities which were disjunct
from other parts of the hospital. Current day scenario where multiple waves of
pandemic have been anticipated it would be wiser to adapt to certain models
such as “Covid Capable Healthcare Services” where covid care is integrated
withmultispecialty care needed by patients thus focusing on a holistic approach
[10].

ii. Management of post covid squeal—Covid-19 pandemic has led to major
setbacks in health and economy sector.WHO estimates atleast 3 million excess
deaths to be Covid-19 related [11]. Post-covid syndrome has been reported in
about 10–50% of covid-19 infected population [12–14]. The post pandemic era
thus should concentrate on handling damage caused by devastating pandemic
in addition to challenges associated with resumption of normalcy.

iii. Preparedness and prevention of further outbreaks—With constantly mutating
virus, detection of various new strains around the world, infectious Variants
Of Concern (VOCs) and unclear evidence of vaccine efficacies against these
VOCs, strict adherence to infection prevention measures should continue to be
the focus of post pandemic normalcy [15].

iv. Digital preparedness—“The digitally normal post-covid phase”—Post-
pandemic period will most likely resonate the impact of digitalization and
technological interventions which occurred during the pandemic phase. Tele-
health services, E-triage services, artificial intelligence in the form of chat-
bots, humanoid robots for triaging, disinfection, sample and food transport
will mostly continue to prevail as important adjuncts to conventional patient
care [16, 17].

4 Pandemic Management Plan—Need of the Hour

Covid-19 was declared a pandemic on 11th march 2020 by the Director General of
World Health Organization (WHO) [18]. Timing of interventions to curtail pandemic
spread is the key factor influencing outcomes. A theoretical model suggested if non-
pharmacological interventions had been implemented 1 week, 2 weeks or 3 weeks
earlier than actual implementation time in China, the number of cases could have
been reduced by 66%, 85% or 95% respectively and if interventions were delayed
by one week period the case load could have increased by three folds [19]. Similar
delays with exponential rise in cases has been noted throughout the world. Main
reason for these delayed responses could be due to lack of capacity building and
preparedness in communities to combat emerging infectious diseases [20]. Infectious
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diseases have proven to be a global threatmandating strategic action plans. To address
emerging infectious disease threats CDC has devised a strategic plan with four main
goals of strict surveillance, applied research, prevention—control and infrastructural
modifications [21]. Similar strategic plans need to be formulated at national and
institutional levels for smoother operation during infectious pandemics. Pandemic
situations unmask the demand—supply mismatch present in healthcare sectors. A
strategic plan to combat these existent gaps in pre-pandemic phase could reduce chaos
and prove to be a game changer. Institutional/Hospital Pandemic Management Plan
(HPMP) is need of the hour to address current pandemic as well as unprecedented
future infectious pandemics. PMP thus needs to be considered an integral part of
pandemic phase as well as the post pandemic phase.

4.1 Proposed Pandemic Management Plan

Disaster has been defined as “an unusual natural or man-made event, including
an event caused by failure of technological systems, which temporarily over-
whelms the response capacity of human communities, groups of individuals or
natural environments and which causes massive damage, economic loss, disrup-
tion, injury, and/or loss of life”. Epidemics have been included under biologic
phenomenon category of natural disasters [22]. Disaster management cycle has
been formulated to address pre-disaster preparedness, intra-disaster response and
post-disaster recovery/rehabilitation. Applying these principles to cruise through
pandemic scenarios appears appropriate (Fig. 1).

Fig. 1 Pandemic management cycle—four phases
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4.2 Pandemic Management Cycle—Four Phases

1. Mitigation—Mitigation embraces all measures taken to reduce both the effects
of the pandemic itself and the vulnerable conditions to it in order to reduce the
scale of a future pandemic. Risk assessment, public health education, education
of healthcare workers and capacity building constitute key elements of this
phase. Virtual educationmodels such as online classes or awareness programs to
educate the general public could be beneficial. Virtual conferences or symposia
for healthcare professional to update and equip them with preventive measures,
latest guidelines to combat the pandemic will be helpful in uniform care during
pandemic phase.

2. Preparedness

a. Pandemicmanagement team (PMT)—An institutional “pandemicmanage-
ment team” needs to be formed consisting of multidisciplinary personnel.
Infectious diseases specialist, respiratory physicians, emergency physi-
cians, staff from hospital administration, general physicians, pediatricians,
nursing officers, sanitation workers, social workers and technical staff to
facilitate virtual care for patients should all be a part of PMT. Pandemic
management will be like an orchestral performance which requires every
individual involved from various disciplines to be aware of their roles and
responsibilities thoroughly. In a pandemic situation an intimation from
incident command system should trigger immediate response from PMT
without any chaos. This requires manpower training well in advance.
Representatives from each field who are members of the PMT need to
be further responsible for training individuals who will be recruited in the
response activity. For example, representative from Infectious diseases will
be responsible for hospital infection prevention and control. They need to
train health care personnel or residents whowill be working in the response
teams during a pandemic in infection prevention strategies. They need to
work in collaboration with respiratory therapists and hospital adminis-
tration members to formulate isolation guidelines for infective patients,
to earmark isolation areas of the hospital, to organize training sessions for
residents to teach personal protective strategies etc. Similarly an emergency
physician need to work in collaboration with general physician, respira-
tory physicians, hospital administration staff to build surge capacity and
modify emergency rooms to cater to both sick infective and non-infective
patients simultaneously while adhering to infection prevention measures.
PMT needs to be formed and be functional with regular meetings and
practice drills during pre-pandemic and post-pandemic phase too as this
will help entire institute remain informed regarding available resources and
shortcomings. Gaps present can be bridged beforehand and chaos can be
reduced in pandemic phase.
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b. Analysis of threat—Continuous strict surveillance is an integral part of
pre-pandemic preparedness. Awareness regarding threat of resurgence of
the pandemic in the society.

c. Analyze available resources—PMT formed should be aware of the
resources available example oxygen cylinders, oxygen masks supplied
regularly, mechanical ventilators if a respiratory illness is expected. Lack
of essential resources needs to be noted and measures to avail adequate
supplies to be undertaken in the pre-pandemic phase itself. In the recent
Covid-19 pandemic world witnessed acute shortage of personal protective
equipment and oxygen supply. Atleast some amount of disparity could be
avoided during the second wave of pandemic but countries diligently failed
resulting in suboptimal care to patients and increased exposure and risk of
infection of HCW. Such events can be avoided and reduced if prior prepara-
tion and awareness can be instilled regarding available resources and plans
be made to either increase supplies or to judiciously use available limited
resources. Digital dashboards can be incorporated in all healthcare setups
to keep a log and continuous audit of all essential commodities.

d. Assess demand—supply gaps—Pandemic exaggerates demand–supply
mismatch. So preparedness regarding unmasking of such disparities even in
a developed economy is extremely important. A knowledge of supply chain
and regarding important vendors is necessary. And in cases of anticipated
international travel/transport disruption, mobilization of local vendors who
could cater to essential needswell in advancemight be essential. This could
prove beneficial and help bridge the demand–supply mismatch.

3. Emergency response

a. Incident command system (ICS)—The roles for ICS system are to
prepare the organization, its staff, patients, and city to deal with the
pandemic in the best way possible. Objectives are carried out through
5 major functional areas: command, operations, planning, logistics, and
finance/administration. The ICS helps focus leadership time and attention
on those issues that mattered most [23].

b. Communication—Clear, consistent communication intradepartmental,
interdepartmental, with patients and general public are all important
components to.

c. Resource allocation—Resource assessment and allocation is a responsi-
bility of the incident command system.

d. Early detection—Once the pandemic strikes, first and foremost important
step of management will be early detection of cases. This might include
early warning signs, clinical scores to detect suspected infective patients
and new testing methods to confirm diagnosis.

e. Isolation and infection prevention measures—Infectious pandemics will
require setting up isolation facilities quickly to contain spread. Negative
pressure rooms, distancing amongst patients, limiting number of people in



610 T. P. Sinha et al.

a room, universal masking and hand hygiene are all important infection
control measures to be adhered to.

f. Emergency care and care of non-emergent cases—in a pandemic scenario,
overwhelmed healthcare systems usually shut down non-emergency and
non-essential services. Chronically ill patients land up in already overbur-
dened emergency departments due to lack of any other portal to address
their issues. Virtual consultations or teleconsultations during pandemic can
be helpful to prevent the above problem.

g. Triage—Triage facilities are the first point of medical contact for patients.
Patients need to be categorized based on the severity of symptoms as
routinely done and additionally need to be triaged based on probability
of being infective too. Improper ineffective triage could aggravate disease
spread and also lead to inadequate care. A two-step triage model has been
proposed for triage of covid-19 patients at emergency department [24].
Electronic triage models have emerged as technologically driven solu-
tions for triage during pandemic. Telehealthcare technology is both patient
centred as well as physician centred. Integrating triage with virtual visits to
create a broader front door for healthcare that enables patients to easily get
care when they need it and lowers the cost of care by avoiding unnecessary
ED visits [25].

h. Treatment—Treatment guidelines to handle the pandemic need to be
formulated by the decision making team and uniformly followed
throughout the institute.

i. Uniform care—virtual help—The standard of care could vary based on
institutional limitations. Peripheral health care centers and remote hospi-
tals catering to patients might need a helping hand from apex institutes or
tertiary care centers. Tele-health based hub and spoke models could prove
beneficial to bridge these knowledge gaps [26]. Higher levels of patient
satisfaction due to reduced wait time, better instructions and technical
details has been observed at few centers [27]. Strengthening tele-health
model in pre-pandemic and post-pandemic phase is essential for its smooth
functioning during pandemic phase.

j. Medical education—COVID-19 pandemic has disrupted the traditional
structure of medical education. The new limitations of physical pres-
ence have accelerated the development of an online learning environment,
comprising both of asynchronous and synchronous distance education, and
the introduction of novel ways of student assessment. Online learning and
simulation have become the new normal strategies of medical education
[28].

4. Recovery

a. Resumption of normalcy—Post pandemic phase comes with many chal-
lenges. Dealing with the damages caused by the pandemic, resumption
to pre-Covid normalcy is necessary. Streamlining care of chronically ill
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patients, rescheduling work hours, restarting routine services are neces-
sary but with a caution of possibility of another wave and need to switch
to pandemic model immediately.

b. Post pandemic squeal—Patients might present with post-covid squeal such
as lung fibrosis, thromboembolic phenomenon, myalgia, fatigue and other
symptoms which require evaluation and treatment.

c. Special clinics—Special clinics or separate care facilities to cater to post-
covid syndrome patients might ease burden on routine and emergency care
facilities. Such measures would also ensure better care and follow up of
this subset of patients.

d. Patient education—Patient education in the recovery phase regarding
possible complications and alarming symptoms, awareness regarding
immediate visit in case of any severe symptoms and need for covid appro-
priate behavior due to risk of reinfections and variants of concernswould be
necessary. This would help instil caution and also stress on the importance
of vaccination.

e. Digitalization of services—On-demand virtual urgent care can work as an
alternative to lower acuity emergency department (ED) visits, urgent care
visits, and after-hours consultations. These are themost common telehealth
use cases today among patients. This allows them to remotely consult on
demand with an unknown provider to address immediate concerns and
avoid a trip to the ED. Virtual office visits with an established provider
for consults that do not require physical exams or concurrent proce-
dures enables clinicians to better manage patients with chronic conditions,
with the support of remote patient monitoring, digital therapeutics, and
digital coaching, in addition to virtual visits. The value of virtual care can
be measured by quantifying clinical outcomes, access improvement, and
patient/provider satisfaction [5].

Studies have shown that implementation of a national hospital disaster prepared-
ness plan increased the hospital disaster preparedness score by almost 25% [29]. A
pandemic management plan implementation can thus prove extremely beneficial for
healthcare sectors in post-covid era to cope with damages caused by the pandemic
as well as be well prepared to reduce negative impact of future pandemics.

Strategic management plans have been prepared for influenza pandemic and
recently for global response of covid-19 pandemic too [30].

5 Conclusion

COVID-19 pandemic has had a waxing waning course. Healthcare systems have
been devastated due to unforeseen case surges. Similar pandemics are anticipated
in the future, considering which the post pandemic era health goals need to focus
on a uniform “Pandemic Management Plan” formulation and implementation at



612 T. P. Sinha et al.

institutional, national and international levels and also on strengthening virtual care
models for use during pandemics. Regular meetings to discuss shortcomings in
healthcare setups and to practice drills for pandemic management are necessary.
Multidisciplinary, multisectoral management of pandemic is the need of the hour.
Post pandemic era cannot forget to continue complying with COVID-19 appropriate
behaviour considering variant strains causing disease. Health care setups need to
continue to be vigilant and at the same allow smooth transition from pandemic phase
to post pandemic COVID normal.
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Abstract Today, all countries globally, including Iran, face the challenge of
spreading theCOVID-19 disease.Given the limited capacity of the health care system
and the risk of a recurrence of demand for testing and intensive care units (ICU),
some countries may again experience fluctuating behaviors or the return of viral
pandemics. Various reasons are resulting in this emerging virus in the world. Apart
from the tendency to cause severe disease with a higher death rate than previous
coronavirus diseases, it can spread so quickly. This study aimed to reach an optimal
capacity allocation in the health care centers by intervening in government decisions
and public holidays in Iran on disease control. This research is the first to analyze and
develop a healthcare capacity allocation strategy by considering the mutual effects
of disease outbreaks and government actions as decision aiding tools via a hybrid
simulation–optimization framework. Also, we calibrate the developed hybrid simu-
lation–optimization model for Iran on the improved SEIR framework to generate
reliable outputs. The simulation results show that it is necessary to allocate some
part of the health capacity to the mild symptomatic patients.
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1 Introduction

The prevalence of epidemics in countries worldwide is inherently different in a
temporal and spatial process [29]. Modeling the effects of the spread and conse-
quences of the rapid transmission of these diseases requires a better understanding
of their dynamic behaviors and how human societies deal with this phenomenon [15].
Identifying crucial cause-and-effect feedback loops makes it possible to implement
control policies [21]. Because of the swift spread of the COVID-19 disease, infor-
mation and components related to this disease have been used to simulate different
control scenarios related to the situation in Iran.

In this study, several scenarios are simulated to investigate the effect of spatial units
and factors affecting the prevalence of the COVID-19 and then compared with the
historical data [10]. These scenarios are developed based on the dynamic behaviors
of people in the community, the impact of hospital resource capacity, population
size, disease incidence period, disease period, and disease detection power rate on
the spread of the disease [3].

System Dynamics (SD) is used as the simulation methodology in this study. The
SD approach refers to practical tools that help us understand and analyze complex
dynamic systems [11]. This modeling method is often used for an extensive and
long-term complex problems. This type brings about the details of the constituent
components ignored and only analyzed at the aggregate level [24]. A Systematic
review of SD by Darabi and Hosseinichimeh [9] identifies an increasing trend of its
applications in health areas over the past four decades. Most studies are on regional
health modeling (38%) and disease-related modeling (35%), rather than fewer of
those on organizational modeling (27%).

Therefore, in the infectious disease-related modeling of SD, using the compre-
hensive and improved SEIR model makes it possible to provide the necessary details
tomodel not only the impact of an agent’s decisions, such as confinements or curfews
protocol ruled by government, on outbreaks, epidemics, and pandemics but also that
of the public holidays.

Once a system ismathematicallymodeled, computer-based simulations give infor-
mation about its behavior. However, because of the complexity of this simulation
approaches like SD, it can be difficult and costly to evaluate the objective function.
The input of each variable is varied with other remaining parameters in parametric
simulation techniques, and the influence on the design objective is seen, which
is time-consuming and less efficient. The problem is iteratively solved using the
methods known as “numerical optimization” or “simulation-based optimization”. In
each iteration, the solution advances closer and comes up with the optimal solution
with minimal computation and time.

According to previous studies, the combination of SD and optimization models to
examine the components affecting the appropriate capacity assignment in the health-
care centers has not been comprehensively studied. Combining SD simulation and
static optimization approach in this work paves the way for this matter. The SD
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model of this proposed model is built on the improved SEIR framework by consid-
ering the influence of government as a decision-maker agent and public holidays in
Iran, resulting in developing the more compatible SD model with the actual disease
spread.

We expect that the results of the proposed model in this study can find the
appropriate solutions for capacity allocation in the healthcare system. Using the
proposed hybrid simulation model also allows epidemiologists to assess the dynamic
effects and behavior of the system under different conditions in the improved SEIR
framework with more reliable estimates.

The rest of the article is structured as follows. Section 2 provides a review of
the literature on the research topic. In Sect. 3, the simulation modeling framework is
presented. The experimental design, simulation, and simulation–optimization results
are discussed inSect. 4. Finally, the concluding remarks and future researchdirections
are provided in Sect. 5.

2 Literature Review

Wang and Ruan [31] developed a mathematical framework to simulate the proba-
bilistic scenarios of the SARS outbreak based on limited input data. They considered
several types of entities, including susceptible, suspect, unprotected, isolated, prob-
able, and removed. Pruyt and Hamarat [20] developed the possible dynamics of the
influenza A (H1N1) pandemic variant. The model was used to illustrate Exploratory
System Dynamics models as scenario generators for exploratory modeling and anal-
ysis.Viana andBrailsford [30] proposed an integrated frameworkof systemdynamics
anddiscrete-event simulation tomodel and analyzeChlamydia infection in the health-
care sector. The simulation result provided valuable insights for better management
of the hospital outpatient system.

Dadlani and Kumar [8] studied the dynamics of infectious diseases based on an
extended version of the susceptible-infected-susceptible (SIS) model. The random
nature of the disease outbreak was modeled by a complex network method. Li and
Mohebbi [16] developed an agent-based simulation model for analyzing dangerous
disease outbreaks using geographic information systems (GIS) data. Sharareh et al.
[26] developed alternative simulation models to predict the mortality trend and to
report the statistics of theWorldHealthOrganization for the prevalence ofEbola. Shin
et al. [27] developed a macro-level health system dynamics model that establishes
experimental knowledge to test the case from operational and financial perspectives.
Chang et al. [7] developed an agent-based model for a fine-grained computational
simulation of COVID-19 epidemics in Australia. This model was calibrated to repro-
duce several COVID-19 transfer characteristics, including the number of reproduc-
tions, the length of the incubation and generation periods, the age-related attack
rate, and the growth rate of cumulative prevalence during a sustained and relent-
less local transmission. Ivanov [15] developed the specific features that cause the
spread of epidemic diseases as a unique type of supply chain disruption risk. Gorji
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et al. [13] used a simple model that includes a set of simple differential equations
concerning population size, reported and unreported infections, reported and unre-
ported improvements, and the number of deaths in Covid-19. They concluded that
mass testing is more effective than social distancing in reducing the prevalence of
Covid-19.

Bouchnita and Jebrane [4] addressed diffusion dynamics for COVID-19 using a
multi-stage numerical simulation method. The aim was to model virus transmission
via a discrete–continuous framework and compare some interventions’ performance,
i.e., quarantine. Zia [33] studied the simulation analysis of outbreak COVID-19
in Oman using mobility and travel patterns. They used the Global Epidemic and
Mobility model, namely GLEAMviz [5], a flexible stochastic simulation model of
epidemic modeling analysis. Liu et al. [17] proposed a machine learning approach
to the short-term prediction of COVID-19 transmission based on multi-sources data,
i.e., search engines, social media on the web, healthcare reports, news alerts, and
simulation results generated by GLEAMviz tool.

Ghaffarzadegan and Rahmandad [12] focused on the prevalence of the COVID-
19 disease in Iran based on data related to frequency and mortality. They developed
a simple dynamic model of the epidemic to provide a more reliable picture of the
disease based on available data. They designed a framework based on the generic
SEIR (Susceptible, Exposed, Infected, and Recovered) model. Mehrotra et al. [18]
studied a stochastic optimizationmodel for dedicating and sharingmedical resources
to mitigate the risks of epidemic disease. Peng et al. [19] proposed a generalized
SEIR model to analyze the COVID-19 epidemic. Ghaffarzadegan and Rahmandad
[12] designed a simulation-based method for estimating the severity of an epidemic
by combining different sources of data. Using data fromvarious outlets, They showed
that official estimates are at least an order of magnitude lower than the accurate distri-
bution of the outbreak. Azarafza et al. [2] applied Deep Learning and LSTM neural
network algorithms to predict COVID-19 spread in Iranian provinces. ArunKumar
and Kalaga [1] proposedmachine learning and time series methods to predict the rate
ofCOVID-19 infections and recoveries at the global scalewithin twomonths. Struben
[28] focused on the impact of specific interventions on coronavirus epidemics. A
dynamic epidemic behavior model was developed for multidimensional policy anal-
ysis, including endogenous virus transmission, social contacts, case testing, and
reporting. Calabrese and Demers [6] used a modified SEIR model to optimize test
strategies under limited test capacity. Rahmandad et al. [23] focused on effective
responses to the COVID-19 pandemic and the need to integrate behavioral factors
such as reduced risk-based contact. A dynamic model was developed and estimated
for countries with reliable test data.

The literature review shows that hybrid simulation modeling frameworks take
advantage of different simulation paradigms, thus it creates a more reliable method
for analyzing complex dynamic systems. This work proposes a hybrid SD simulation
optimization model for capacity allocation of patient beds and testing for COVID-19
patients in healthcare systems. The contribution of this study is threefold:
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First, we implement the SD model in the improved SEIR framework by imposing
the dynamic impact of two factors, including government’s decisions and public
holidays, on the SD model.

Second, we integrate the SDmodel as input to the Unbounded Knapsack Problem
(UKP) optimization problem for allocation capacity of testing and hospital beds
between patients.

Third, the validity of the hybrid simulationmodel is tested using actual time-series
datasets of Iran from February 26, 2020, to April 23, 2021.

3 Methodology

3.1 System Dynamics (SD) Model

The vast majority of the coronavirus simulators that have arisen in the past are
based on what is known as the SEIR Model. However, in this study, an SD model is
developed by improving the classical SEIR framework for modeling the spread of
COVID-19 in Iran.

The flow diagram of the system dynamic model, including the model’s primary
variables in the stock-flow diagram, is shown in Fig. 1.

The SEIR framework is based on System Dynamics and comprises a series
of stocks representing different populations and flows that generate the variations
between them. In its classical form, the systemcomprises four distinct stocks, namely,
Susceptible, Exposed, Infected, and Removed/Recovered, that give a name to the
model and represent its current state for any given point in time. The Susceptible
refer to the population who can contract the disease, but the Exposed are those who

Fig. 1 A general view of the stock-flow diagram of the model
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are infected but are not yet infectious. The Infected are the portion of the population
that carries the disease. The Removed, also referred to as Recovered, includes the
population who have become immune.

In the designed model, the same as the classic SEIR model, several susceptible
will turn into exposed every day. Exposed stock shows the number of asymptomatic
infected persons according to the contacts that susceptible people have with other
kinds of infected people. A dynamic variable called “rate” changes a person’s state
from susceptible to exposed based on the number of contacts that infected people
will have with the susceptible population in the SEIRmodel. However, in our model,
we customize this rate variable, especially for Iran’s case. The following equation
displays the formula for the rate variable, which changes the state of susceptibility
to exposure.

Exposed Rate = (Total Exposed Contacts + Total I n f ected Contacts)

∗ Redundancy Coe f f icient

∗ Probabili t y o f Meeting a Susceptible

∗ E f f ect o f Holidays on Contact Rate

∗ E f f ect o f Government on Contact Rate (1)

The first two terms calculate the number of contacts leading to the infectivity by
being in touch with either infected or exposed individuals. Note that in the COVID-
19 case, even the exposed patients without symptoms have this ability to transmit
the disease. That is why we should consider the exposed contacts besides that of the
symptomatic infected.

After an incubation period, the exposed people will turn into symptomatic
infected. In the classic SEIR model, there is only one infected stock; however, in
the COVID-19 case, the severity of symptoms of infected persons will affect the
fatality rate, recovery time, and other characteristics of the patients.

As a result, in our model, we proposed to segregate the infected stock into three
other stock variables based on their disease intensity, from mild to severe. Following
segregation, a particular contact rate parameter is specified for each intensity that
determines the contact numbers of a person with others during a day. By doing so,
the homogeneity assumption is relaxed for the infected persons.

To calculate each type of contact for each type, their special correspondence
contact rate multiplies their infected stock variable. Then, we can calculate the “Total
Infected Contacts” by summing these multiplications for each infected type, which
determines all the contacts during a day whose one side is an infected individual.

By doing so, two issues happen: First, calculating redundant contacts, although
each contact with two sides is such an unordered pair, we count them as ordered,
two times, redundantly. Second, a new exposed case is generated, provided that the
contacts would be between the infected and susceptible, while we count all possible
contacts with the infected.

To solve the mentioned problems:
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1. For the first issue, we propose using a “Redundancy Coefficient” to remove
them.

2. For the second one, we multiply the previous terms by a variable called “Proba-
bility ofMeeting a Susceptible,” which can be determined through the following
equation.

Probabili t y o f Meeting Susceptible = Susceptible

T otal Population
(2)

Two factors directly affect the number of contacts in Iran’s COVID case; the first
is the public holidays, when people travel or gather, causing more contact. The other
is COVID-19 restriction protocols acted by the government. Three different lock-
down periods were scheduled and carried out in Iran between February 2020 and
April 2021, bringing about fewer contacts. To consider the effect of these factors,
the equation is multiplied by two functions called “Effect of Holiday on Contact
Rate” and “Effect of Government on Contact Rate”. During the holidays, “Effect
of Holiday on Contact Rate” returns a value greater than one, otherwise equal to
one. In lock-down periods, “Effect of Government on Contact Rate” returns a value
between 0 and 1, otherwise equal to 1. We estimate the parameters’ values of these
two functions through calibration.

In the next step, after being infected, the infected patient may go to take a COVID-
19 test. Taking this test depends on the availability of the testing capacity. In our
model, the priority to take a test is with severe infected cases. A rate variable is
assigned to each of the three infected stock variables that determine the availability
of testing capacity. Due to the limited capacity for testing per day, it is impossible to
fulfill all test demands. In this case, the rest patients may either die or be recovered
according to correspondence death coefficient and recovery time.

After taking the test, we expect a positive result; however, because of the error
probability of the test, it is likely to report wrong. Therefore, we categorized the
infected patients with any intensity into two distinct groups. The first group includes
the infectedwith a positive test result, and the other iswith a negative. The latter group
mayeither die or be recovered according to the specified recovery timeanddeath coef-
ficient. Nonetheless, according to the available hospital capacity, the former group
will also be divided into two subgroups, including hospitalized and self-quarantined.
Finally, these two subgroups may either die with a death rate defined by the death
coefficient of each subgroup or be recovered regarding the recovery rate and time
parameters.

According to recent research on the characteristics of the novel coronavirus, the
recovered patients may be infected again after passing the immunity period. Despite
the previous studies, this characteristic is involved in the model by introducing
a rate variable from recovered stock variables wherein the state of the recovered
patients will be changed to susceptible after the immunity period. A list of detailed
descriptions of model parameters and equations is available in Appendixes 1 and 2.
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3.2 Optimization Model

For this part, we use the OptQuest optimization engine of the AnyLogic software to
make optimal decisions regarding testing and hospital bed capacity. To do so, these
parameters for all three groups of the infected individuals are to be optimized.

Optimization in simulation exists in two major branches of operations research:

• Parametric optimization (static)—The purpose is to determine the “static” param-
eter values for all states. In this scenario, simulation helps when the parameters
contain noise, or because of their complexity, the issue of evaluation would need
excessive computer time.

• Control of Optimization (dynamic)—Optimal control is per state, and the results
in each. The simulation can produce random samples and address complicated
and significant issues in this scenario. Because of the complexity of our model,
we intend to use static optimization:

In this approach, we import our proposed mathematical modeling in the OptQuest
optimization engine in the AnyLogic to optimize the desired parameters in the
SD simulation model. The proposed optimization model follows the formula-
tion of UKP, which is a well-known resource allocation problem in real-world
decision-making processes.

UKP can be formulated as it restricts the number of copies of each item to a
non-negative integer. Given a set of n items numbered from 1 up to n, each with a
weight and a value, along with a maximum weight capacity W.

Maximize
n∑

i=1

vi xi (3)

Subject to

n∑

i=1

wi xi ≤ W (4)

xi ≥ 0, xi ⊂ Z (5)

Solving this problem for both testing and hospital bed capacity let us get the
optimal allocation strategy for healthcare system resources between three different
groups of the infected. We call this static approach optimization because a constant
valuewill be assigned to the parameters after conducting the simulation–optimization
experiment. The parameters will not vary during the simulation course.
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4 Experimental Validation

4.1 The Experimental Protocol

The SD model is simulated under three different scenarios. Table 1 provides a
summary of these scenarios. At first, the SD model is simulated, and the results are
used to validate the SDmodel. In the following scenarios, the SDmodel is simulated,
considering the optimal values for the health capacity parameters in themodel. These
optimal values are obtained by the simulation–optimization experiment conducted
in AnyLogic.

First scenario: The simple SD model

We simulated the SD model with the original parameter values in the first scenario
to prepare a valid simulation model for simulation–optimization experiments. There
are a lot of parameters in our SD models that should be determined. Some of them
are determined through calibration, e.g., “Redundancy Coefficient” and “Normal
Contact Rate”. Some of the parameter values are estimated, and the other ones are
determined from the literature.

Second scenario: SD model with optimal health capacities using optimization
model 1

In this scenario, the SD model is simulated by the optimal health capacity param-
eters obtained by the simulation optimization. The optimization model is trying to
maximize the utilization of healthcare capacity. By healthcare capacity, we mean
the number of hospital beds assigned for COVID cases. The following optimization
model is used for this scenario, and Table 2 describes the variables used in this model.

Max 0.8x1 + 0.15x2 + 0.05x3
(6)

s.t. x1 + x2 + x3 ≤ 30000
(7)

Table 1 Three scenarios of simulation

Scenarios Model Details

First scenario The simple SD model The results of this simulation are
used for validation

Second scenario The simulation–optimization model A constraint adds the optimization
model on the capacity of severe

Third scenario The simulation–optimization model A constraint adds the optimization
model on the capacity of mild
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Table 2 Mapping between
variables’ full name and their
short form in the optimization
model

Variable full name Short form in the optimization
model

Mild health capacity* x1

Moderate health capacity x2

Severe health capacity x3
*Health capacity means the number of beds devoted to the infected
patients with different levels of symptom severity

x3 ≥ 2025
(8)

xi ≥ 0, xi ⊂ z (9)

The first constraint is to guarantee that the total number of assigned beds will not
exceed the total available capacity. The second constraint is considered to make sure
that we will, at least, have 2025 beds for severe patients. 2025 is the average number
of beds that the SD model considered for severe patients.

Third scenario: SD model with optimal health capacities using optimization
model 2

In this scenario, we used a different optimizationmodel to examine a different alloca-
tion strategy on the results. In this strategy, the focus will be on the mild symptomatic
patients, and the optimization model will assign at least half of the capacity to the
mild symptomatic patients. The decision variables and the objective function are as
same as in the previous model. There is just one change in the second constraint. In
this model, we considered a low bound for the mild health capacity instead of the
severe patients, and the value of the low bound is considered 15,000.

4.1.1 Implementation

Vensim and AnyLogic software are used for implementing the proposed model.
The SD model is simulated with Vensim, and the simulation–optimization part is
implemented in AnyLogic using OptQuest Optimization Engine. The results are
obtained by using an Acer Aspire PC with a processor speed of 1.6 GHz.
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4.2 Results

4.2.1 Validation and Verification of SD Model

One of the main methods of validation of the SD model is a comparison with the
historical data. There are three primary variables that we have their data to be used
for the validation, including infected cases, dead, and recovered patients. Figures 2,
3, and 4 show the historical data, and the simulated results for the three mentioned
variables.

Fig. 2 Comparison of the real-world data and the simulated data for the infected patients

Fig. 3 Comparison of the real-world data and the simulated data for the dead variable
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Fig. 4 Comparison of the real-world data and the simulated data for the recovered variable

As the figures show, the simulated data displays the same trend as the real-world
data.

The sensitivity test is another validation method. The model’s behavior will be
examined in this method when some parameters are set to their critical values. To
check the validity of the model with this method, all the death coefficient parameters
were set to 0. This means that there should not be any dead cases in the model.
Figure 5 shows the dead graph when the model is simulated, considering 0 as the
value of the death coefficients.

As Fig. 5 shows, the dead variable does not change through the simulation course,
and it remains 19 during the simulation that is its initial value.

Fig. 5 Dead graph while considering 0 as the value of the death coefficients
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Fig. 6 Exposed graph while considering 0 as the value of “normal contact rate” parameter

In addition to setting the death coefficient to 0, another parameter is also consid-
ered 0 to examine the model’s validity. This time the “Normal Contact Rate” is set 0.
The simulation result indicates that there are no contacts between the population, so
there should not be newly exposed cases in the model. Figure 6 shows the exposed
graph when the model is simulated, considering 0 as the “Normal Contact Rate”
value.

As Fig. 6 shows, the exposed variable does not increase through the simulation
course, and it decreases from its initial value to 0 and remains 0 until the end of the
simulation.

4.2.2 Simulation–Optimization Results

As mentioned before, we use the validated SD model to conduct a simulation–opti-
mization experiment for finding the optimal values of the health capacity parameters.
We used two different experiments, and the results are provided in the following
paragraphs.

First experiment: SD model with optimal health capacities using optimization
model 1

The simulation–optimization experiment is run in AnyLogic using the first optimiza-
tion model. Figure 7 displays a view of the experiment when it is completed. The
simulation–optimization method converges after 238 iterations.

Table 3 provides the optimal values for the health capacities considering two
different optimization models.

The results of this experiment seem to be like the original SD simulation and
the real world because the priority is with the patients with severe and moderate
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Fig. 7 A completed simulation–optimization experiment in AnyLogic for the first optimization
model

Table 3 The
simulation–optimization
results of the optimization
models

Parameter name Model 1 results Model 2 results

Mild health capacity 700 15,200

Moderate health capacity 19,000 300

Severe health capacity 10,300 10,500

Fig. 8 Comparing optimal resource allocations with model 1 with the original model and actual
data for the infected patients’ variable

symptoms. However, in the SD model, the capacity for the mild patients is 0 and in
this experiment is 700.

To understand the effect of optimal resource allocation on the model outputs,
the SD model is simulated using the optimal parameter values obtained by the first
experiment.
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Figures 8, 9, and 10 compare the simulation results by the optimal parameters
with the baseline SD simulation results and the real-world data for the three primary
variables of the model i.e., infected patients, dead, and recovered cases.

As the figure shows, the simulation with optimal allocation improves the system’s
behavior in all three graphs. The number of infected and dead patients will be lower
than the original model. The simulation result implies that it is better to consider a
capacity for the patients with mild symptoms, and it is not optimal not to hospitalize
all the patients with mild symptoms.

Fig. 9 Comparing optimal resource allocations with model 1 with the original model and actual
data for the dead variable

Fig. 10 Comparing optimal resource allocations with model 1 with the original model and actual
data for the recovered variable
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Second experiment: SD model with optimal health capacities using optimization
model 2

The simulation–optimization experiment is run in AnyLogic using the second opti-
mization model. Figure 11 displays a view of the experiment when it is completed.
The simulation–optimization converges after 252 iterations.

Table 3 provides the optimal values for the health capacities using the simulation–
optimization method considering the second optimization model.

The results of this allocation are entirely different. In this model, most of the
capacities are assigned to the patients with mild symptoms. When we run the SD
model with these parameters, the results will be like the graphs shown in Figs. 12,
13, and 14.

Fig. 11 The completed simulation–optimization experiment in AnyLogic for the first optimization
model

Fig. 12 Comparing optimal resource allocations with model 2 with the original model and actual
data for the infected patients’ variable
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Fig. 13 Comparing optimal resource allocations with model 2 with the original model and actual
data for the dead variable

Fig. 14 Comparing optimal resource with model 2 with the original model and actual data for the
recovered variable

As a result of implementing this scenario, the number of infected patients will be
higher; however, the number of dead patients will be lower. The recovered do not
change much.

Analyzing the results of the two mentioned scenarios leads us to conclude that
it is necessary to allocate some part of the health capacity to the mild symptomatic
patients. If we allocate a large portion of the health capacity to the mild symptomatic
patients, only the number of dead cases will be lower than the original SD model.
Still, suppose we assign most of the health capacity to the severe and moderate
symptomatic patients and assign a small amount to the mild symptomatic patients.
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In that case, the behavior of all three primary variables will be better than the original
SD model.

5 Conclusion

Today, all countries worldwide, including Iran, are still facing the threat of the
COVID-19 illness spreading. Some nations may see changing behaviors or the reap-
pearance of viral pandemics due to the healthcare system’s limited capacity and the
danger of a repeat of demand for testing and intensive care units.

Numerous factors have contributed to the spread of this newvirus across theworld.
Except for its propensity for causing serious conditions with a greater mortality
rate than earlier coronavirus infections, it spreads extremely fast. By interfering in
governmental policies and public holidays in Iran on illness management, this study
attempted to achieve optimal capacity allocation in medical centers.

This is the first study to examine and create a healthcare capacity allocation
plan using a hybrid simulation–optimization approach to incorporate the mutual
impacts of disease outbreaks and government actions. Using the developed simu-
lation model, public health experts may analyze the system’s dynamic impacts and
behavior under various situations in the enhanced SEIR framework, resulting inmore
reliable estimations.

Among the perspectives of this work, the next challenge is to integrate the
proposed simulation–optimization approach with a dynamic optimization model for
testing capacity allocation. To be more compatible with reality, another extension
of this work would concern the multiple agents simultaneously. For better interac-
tions between these agents, we plan on proposing more comprehensive agent-based
modeling to reach compromise results close to the real-world data.

Appendix 1

Name Explanation Quantity Unit Source

Susceptible Stock’s initial value 83,000,000 Person Determined

Exposed Stock’s initial value 10,000 Person Estimated

Mild infected Stock’s initial value 5300 Person Estimated

Moderate
infected

Stock’s initial value 1000 Person Estimated

Severe infected Stock’s initial value 300 Person Estimated

Mild infected
tested

Stock’s initial value 0 Person Given data

(continued)



Scenario Assessment for COVID-19 Outbreak in Iran … 633

(continued)

Name Explanation Quantity Unit Source

Moderate
infected tested

Stock’s initial value 0 Person Given data

Severe infected
tested

Stock’s initial value 0 Person Given data

MIT covid+ Stock’s initial value 0 Person Given data

MIT covid+ Stock’s initial value 0 Person Given data

MMIT covid+ Stock’s initial value 0 Person Given data

MMIT covid+ Stock’s initial value 0 Person Given data

SIT covid+ Stock’s initial value 0 Person Given data

SIT covid+ Stock’s initial value 0 Person Given data

MIT covid− Stock’s initial value 0 Person Given data

MIT covid− Stock’s initial value 0 Person Given data

MMIT covid− Stock’s initial value 0 Person Given data

MMIT covid− Stock’s initial value 0 Person Given data

SIT covid− Stock’s initial value 0 Person Given data

SIT covid− Stock’s initial value 0 Person Given data

Documented
recovered

Stock’s initial value 54 Person Given data

Documented
death

Stock’s initial value 19 Person Given data

Mild
self-quarantined

Stock’s initial value 0 Person Assumed

Moderate
self-quarantined

Stock’s initial value 0 Person Assumed

Severe
self-quarantined

Stock’s initial value 0 Person Assumed

Mild
hospitalized

Stock’s initial value 0 Person Assumed

Moderate
hospitalized

Stock’s initial value 0 Person Assumed

Severe
hospitalized

Stock’s initial value 0 Person Assumed

Holiday contact
increase
coefficient

How many times
contact rates, in
holidays, are greater
than normal
situations

3.2 DNL Calibrated

Lock-down
decrease
coefficient

How many times
contact rates, in
lock-down, are less
than normal
situations

0.55 DNL Calibrated

(continued)
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(continued)

Name Explanation Quantity Unit Source

Exposed contact
rate

Number of contacts
that each exposed
person has during
one day

Normal contact rate Contact Same as normal
contact rate, because
the person has not
been detected yet

Mild SQ Number of contacts
that each mild self
quarantined person
has during one day

0 Contact It is assumed that
people in quarantine,
will not contact the
other ones

Mild H Number of contacts
that each mild
hospitalized person
has during one day

0 Contact It is assumed that
people in quarantine,
will not contact the
other ones

Moderate SQ Number of contacts
that each moderate
self quarantined
person has during
one day

0 Contact It is assumed that
people in quarantine,
will not contact the
other ones

Moderate H Number of contacts
that each moderate
hospitalized person
has during one day

0 Contact It is assumed that
people in quarantine,
will not contact the
other ones

Severe SQ Number of contacts
that each severe self
quarantined person
has during one day

0 Contact It is assumed that
people in quarantine,
will not contact the
other ones

Severe H Number of contacts
that each severe
hospitalized person
has during one day

0 Contact It is assumed that
people in quarantine,
will not contact the
other ones

Severe infected
contact rate

Number of contacts
that each severe
infected person has
during one day

Normal contact rate Contact Same as normal
contact rate, because
the person has not
been detected yet

Moderate
infected contact
rate

Number of contacts
that each moderate
infected person has
during one day

Normal contact rate Contact Same as normal
contact rate, because
the person has not
been detected yet

Mild infected
contact rate

Number of contacts
that each mild
infected person has
during one day

Normal contact rate Contact Same as normal
contact rate, because
the person has not
been detected yet

Severe infected
tested contact
rate

Number of contacts
that each severe
infected tested
person has during
one day

0.5* normal contact
rate

Contact Assumed*

(continued)
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(continued)

Name Explanation Quantity Unit Source

Moderate
infected tested
contact rate

Number of contacts
that each moderate
infected tested
person has during
one day

0.5* normal contact
rate

Contact Assumed*

Mild infected
tested contact
rate

Number of contacts
that each mild
infected tested
person has during
one day

0.5* normal contact
rate

Contact Assumed*

SIT covid+
contact rate

Number of contacts
that each SIT covid+
person has during
one day

0 Contact It is assumed that
after having a
positive test people
will go to quarantine
and do not contact
the other ones

MIT covid+
contact rate

Number of contacts
that each MIT
covid+ person has
during one day

0 Contact It is assumed that
after having a
positive test people
will go to quarantine
and do not contact
the other ones

MMIT covid+
contact rate

Number of contacts
that each MMIT
covid+ person has
during one day

0 Contact It is assumed that
after having a
positive test people
will go to quarantine
and do not contact
the other ones

SIT covid−
contact rate

Number of contacts
that each SIT
covid− person has
during one day

Normal contact rate Contact Same as normal
contact rate, because
the test is negative

MIT covid−
contact rate

Number of contacts
that each MIT
covid− person has
during one day

Normal contact rate Contact Same as normal
contact rate, because
the test is negative

MMIT covid−
contact rate

Number of contacts
that each MMIT
covid− person has
during one day

Normal contact rate Contact Same as normal
contact rate, because
the test is negative

Testing data Number of tests that
can be taken in each
day

Look-up Number We have the data

Infectivity Probability of
transmitting disease
in a contact

0.09

(continued)
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(continued)

Name Explanation Quantity Unit Source

Total health
capacity

Number of available
beds for covid cases

30,000

Immunity period The number of days
that a recovered
person won’t be
infected

8 moths (240 days) Day Reference (https://
www.healthline.
com/health-news/
how-long-does-imm
unity-last-after-
covid-19-what-we-
know)

Moderate
coefficient

The percentage of
the infected cases
that have moderate
symptoms

0.15 DNL WHO (https://www.
who.int/emerge
ncies/diseases/novel-
coronavirus-2019/
question-and-ans
wers-hub/q-a-detail/
coronavirus-disease-
covid-19)

Mild coefficient The percentage of
the infected cases
that have mild
symptoms

0.8 DNL WHO (https://www.
who.int/emerge
ncies/diseases/novel-
coronavirus-2019/
question-and-ans
wers-hub/q-a-detail/
coronavirus-disease-
covid-19)

Severe
coefficient

The percentage of
the infected cases
that have severe
symptoms

0.05 DNL WHO (https://www.
who.int/emerge
ncies/diseases/novel-
coronavirus-2019/
question-and-ans
wers-hub/q-a-detail/
coronavirus-disease-
covid-19)

Incubation
period

The number of days
that an infected
person has no
symptoms

5 Days [13] WHO (https://
www.who.int/eme
rgencies/diseases/
novel-coronavirus-
2019/question-and-
answers-hub/q-a-det
ail/coronavirus-dis
ease-covid-19)

MMI death
coefficient

The percentage of
mild infected people
which die through
covid

0 DNL In most of the papers
that studied a
number of covid
cases, all the patients
with mild symptoms
recovered form
covid

(continued)

https://www.healthline.com/health-news/how-long-does-immunity-last-after-covid-19-what-we-know
https://www.who.int/emergencies/diseases/novel-coronavirus-2019/question-and-answers-hub/q-a-detail/coronavirus-disease-covid-19
https://www.who.int/emergencies/diseases/novel-coronavirus-2019/question-and-answers-hub/q-a-detail/coronavirus-disease-covid-19
https://www.who.int/emergencies/diseases/novel-coronavirus-2019/question-and-answers-hub/q-a-detail/coronavirus-disease-covid-19
https://www.who.int/emergencies/diseases/novel-coronavirus-2019/question-and-answers-hub/q-a-detail/coronavirus-disease-covid-19
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(continued)

Name Explanation Quantity Unit Source

MI death
coefficient

The percentage of
moderate infected
people which die
through covid

0 DNL In most of the papers
that studied a
number of covid
cases, all the patients
with moderate
symptoms recovered
form covid

SI death
coefficient

The percentage of
severe infected
people which die
through covid

0.49 DNL [30]

MMI recovery
time

The number of days
that it takes for an
infected person with
mild symptoms to
recover

5 Days WHO (https://www.
who.int/emerge
ncies/diseases/novel-
coronavirus-2019/
question-and-ans
wers-hub/q-a-detail/
coronavirus-disease-
covid-19)

MI recovery
time

The number of days
that it takes for an
infected person with
moderate symptoms
to recover

10 Days WHO (https://www.
who.int/emerge
ncies/diseases/novel-
coronavirus-2019/
question-and-ans
wers-hub/q-a-detail/
coronavirus-disease-
covid-19)

SI recovery time The number of days
that it takes for an
infected person with
severe symptoms to
recover

14 Days WHO (https://www.
who.int/emerge
ncies/diseases/novel-
coronavirus-2019/
question-and-ans
wers-hub/q-a-detail/
coronavirus-disease-
covid-19)

Mild
self-quarantined
recovery time

The number of days
that it takes for an
infected person with
mild symptoms, who
is staying at home, to
recover

5 Days Same as the MMI
recovery time

Moderate
self-quarantined
recovery time

The number of days
that it takes for an
infected person with
moderate symptoms,
who is staying at
home, to recover

10 Days Same as the MI
recovery time

(continued)

https://www.who.int/emergencies/diseases/novel-coronavirus-2019/question-and-answers-hub/q-a-detail/coronavirus-disease-covid-19
https://www.who.int/emergencies/diseases/novel-coronavirus-2019/question-and-answers-hub/q-a-detail/coronavirus-disease-covid-19
https://www.who.int/emergencies/diseases/novel-coronavirus-2019/question-and-answers-hub/q-a-detail/coronavirus-disease-covid-19
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(continued)

Name Explanation Quantity Unit Source

Severe
self-quarantined
recovery time

The number of days
that it takes for an
infected person with
severe symptoms,
who is staying at
home, to recover

14 Days Same as the SI
recovery time

Mild
hospitalized
recovery time

The number of days
that it takes for an
infected person with
mild symptoms, who
is staying at hospital,
to recover

3 Days [23]

Moderate
hospitalized
recovery time

The number of days
that it takes for an
infected person with
moderate symptoms,
who is staying at
hospital, to recover

5 Days [23]

Severe
hospitalized
recovery time

The number of days
that it takes for an
infected person with
severe symptoms,
who is staying at
hospital, to recover

9 Days [23]

Normal contact
rate

The average number
of contacts for a
person in Iran in
normal condition

2 Contact Calibrated

Testing error The percentage of
tests that have wrong
results

0.3 DNL [20]

*It is assumed that the contact rate of the persons who are waiting to know their test results are less
than normal contact. We assumed that their contact rate is half of the "Normal Contact Rate". This
assumption is because of the uncertainty about the test result. In this case, the patients are not sure
whether they are infected or not. Although they will not be in quarantine, they are more careful than
the normal situation regarding their contacts with other people and will avoid unnecessary contacts.
As a result, their contact rate parameter will be lower than the normal situation

Appendix 2: Differential Equations

In this section, the differential equations which builds the proposed model are
provided.
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Er = GSr − dS

dt

I1r = Er − I2r − I3r − dE

dt

I2r = Er − I1r − I3r − dE

dt

I3r = Er − I1r − I2r − dE

dt

Dr I1 = I1r − I1Tr − d I1
dt

Dr I2 = I2r − I2Tr − d I2
dt

Dr I3 = I3r − I3Tr − d I3
dt

I1Tr = I1T Nr + I1T Pr + d I1T
dt

I2Tr = I2T Nr + I2T Pr + d I2T
dt

I3Tr = I3T Nr + I3T Pr + d I3T
dt

I1T Pr = SQ1r + H1r + d I1T P

dt

I2T Pr = SQ2r + H2r + d I2T P

dt

I3T Pr = SQ3r + H3r + d I3T P

dt

I1T Nr = Rr I1T N + Dr I1T N + d I1T N

dt

I2T Nr = Rr I2T N + Dr I2T N + d I2T N

dt

I3T Nr = Rr I3T N + Dr I3T N + d I3T N

dt

SQ1r = Rr SQ1 + Dr SQ1 + dSQ1

dt

SQ2r = Rr SQ2 + Dr SQ2 + dSQ2

dt

SQ3r = Rr SQ3 + Dr SQ3 + dSQ3

dt
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H1r = Rr H1 + Dr H1 + dH1

dt

H2r = Rr H2 + Dr H2 + dH2

dt

H3r = Rr H3 + Dr H3 + dH3

dt

dR

dt
= Rr SQ1 + Rr SQ2 + Rr SQ3 + Rr H1 + Rr H2 + Rr H3 − GSr

dD

dt
= Dr SQ1 + Dr SQ2 + Dr SQ3 + Dr H1 + Dr H2 + Dr H3 + Dr I1

+ Dr I2 + Dr I3 + Dr I1T N + Dr I2T N + Dr I3T N

Full variable name Type (stock/flow) Short form

Susceptible Stock S

Exposed Stock E

Mild infected Stock I1

Moderate infected Stock I2

Severe infected Stock I3

Mild infected tested Stock I1T

Moderate infected tested Stock I2T

Severe infected tested Stock I3T

Mild infected tested with negative results Stock I1TN

Mild infected tested with positive results Stock I1TP

Moderate infected tested with negative results Stock I2TN

Moderate infected tested with positive results Stock I2TP

Severe infected tested with negative results Stock I3TN

Severe infected tested with positive results Stock I3TP

Mild self quarantined Stock SQ1

Mild hospitalized Stock H1

Moderate self quarantined Stock SQ2

Moderate hospitalized Stock H2

Severe self quarantined Stock SQ3

Severe hospitalized Stock H3

Dead Stock D

Recovered Stock R

Exposure rate Flow Er

Mild infectious rate Flow I1r

Moderate infectious rate Flow I2r

(continued)



Scenario Assessment for COVID-19 Outbreak in Iran … 641

(continued)

Full variable name Type (stock/flow) Short form

Severe infectious rate Flow I3r

Mild infected death rate Flow DrI1

Moderate infected death rate Flow DrI2

Severe infected death rate Flow DrI3

Mild cases testing rate Flow I1Tr

Moderate cases testing rate Flow I2Tr

Severe cases testing rate Flow I3Tr

Mild cases negative test result Flow I1TNr

Mild cases positive test result Flow I1TPr

Moderate cases negative test result Flow I2TNr

Moderate cases positive test result Flow I2TPr

Severe cases negative test result Flow I3TNr

Severe cases positive test result Flow I3TPr

Mild infected tested with negative results recovery Flow RrI1TN

Mild infected tested with negative results death Flow DrI1TN

Moderate infected tested with negative results recovery Flow RrI2TN

Moderate infected tested with negative results death Flow DrI2TN

Severe infected tested with negative results recovery Flow RrI3TN

Severe infected tested with negative results death Flow DrI3TN

Mild infected tested with positive results self quarantining Flow SQ1r

Mild infected tested with positive results hospitalization Flow H1r

Moderate infected tested with positive results self quarantining Flow SQ2r

Moderate infected tested with positive results hospitalization Flow H2r

Severe infected tested with positive results self quarantining Flow SQ3r

Severe infected tested with positive results hospitalization Flow H3r

Mild self quarantined recovery Flow RrSQ1

Mild self quarantined death Flow DrSQ1

Moderate self quarantined recovery Flow RrSQ2

Moderate self quarantined death Flow DrSQ2

Severe self quarantined recovery Flow RrSQ3

Severe self quarantined death Flow DrSQ3

Mild hospitalized recovery Flow RrH1

Mild hospitalized death Flow DrH1

Moderate hospitalized recovery Flow RrH2

Moderate hospitalized death Flow DrH2

Severe self quarantined recovery Flow RrH3

Severe self quarantined death Flow DrH3

(continued)
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(continued)

Full variable name Type (stock/flow) Short form

Getting susceptible Flow GSr
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Ensuring a Superior Level
of Prepareness and Readiness
by Adopting a Knowledge-Based
Network-Centric Approach Leveraging
Information Systems for Emergency
and Disaster Management
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Abstract In December 2019 cases of pneumonia were first detected. By April 2020
the global pandemic called COVID-19 was declared by the WHO. As of January
2021, nearly 2 million people globally had died from COVID and numbers continue
to growwith many areas around the globe still in crisis mode while other parts toggle
between lock down and opening up again. Since June 2021, there are still concerning
out breaks of COVID with new variants such as the “Indian variant” that continue to
create catastrophes in different countries even as vaccine are being rolled out. By any
measure, COVD is a global emergency and disaster situation (E&DS). Such E&DS
events serve to underscore the utter chaos that ensues both during and in the aftermath
of such disasters; the many casualties and loss of life not to mention the devastation
and destruction that is left behind. One critical question that is apparent in such
situations is that irrespective of warnings of the eminent threats, why have countries
not been prepared and ready to exhibit effective and efficient crisis management and
how can we address this moving forward? This chapter tries to answer this question
and suggests that by applying the tools, techniques and processes of the knowledge
economy to develop a prescriptive model to support superior decision making and
better context awareness in E&DS contexts it is possible to be better prepared and
ready as well as enable effective and efficient crisis management.

Keywords Crisis management · Emergency and disaster situations · Data mining ·
Business intelligence · Knowledge management · Knowledge economy · Boyd ·
OODA loop

N. Wickramasinghe (B)
Swinburne University of Technology and Epworth Healthcare, Melbourne, VIC, Australia
e-mail: Nilmini.work@gmail.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
S. Adibi et al. (eds.), The Science behind the COVID Pandemic and Healthcare
Technology Solutions, Springer Series on Bio- and Neurosystems 15,
https://doi.org/10.1007/978-3-031-10031-4_30

645

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10031-4_30&domain=pdf
mailto:Nilmini.work@gmail.com
https://doi.org/10.1007/978-3-031-10031-4_30


646 N. Wickramasinghe

1 Introduction

COVID-19 first surfaced in December 2019 inWuhan, China. It was not until March
2020 that theWorld Health Organization (WHO) classified it as a pandemic [33]. The
virus is well adapted to human cell receptors, enabling it to easily infect people with
an R0 of approximately 2.2 [6]. COVID-19 causes severe respiratory issues which
can develop into pneumonia with older adults and people with underlying medical
conditions being at higher risk for serious illness requiring oxygen or ventilator
assisted breathing [5].

2020 and now 2021 are being dominated by the COVID-19 global pandemic that
has affected everyone, some countries more than others. Not only have healthcare
systems been challenged but the economic impacts have been significant and will
continue to have far reaching implications for several years to come. Scrutiny of
how the COVID-19 pandemic has been handled through 2020 indicates that the poor
information flow both within and among organizations/agencies involved in prepa-
ration for- and management of this emergency and disaster scenario is a key factor
and has led to failures whose costs have reached millions of dollars and thousands
of unnecessarily lost lives.

Generally, insufficient information distribution is the result of human error, infe-
rior or non-existing interoperability of information systems, inter-agency conflicts
and political considerations. This chapter proffers a new approach to emergency
and disaster management such as the COVID-19 pandemic grounded in informa-
tion/knowledge needs based on the combination of the doctrine of network-centric
operations, the techniques of knowledge management and the tools of information
systems, NOKOMIS framework. The presented framework provides appropriate
guidance and support for decision making in real time, facilities the flow of factual
information and knowledge among all stakeholders, and assists in the elimination
of rumour as a factor in decision making. Thus, the combination of NCO (Network
Centric Operations) and KM (Knowledge Management) and Information Systems
(IS) provides the core platform for adaptivemanagement and leadership in the context
of a superior approach to emergency and disaster management.

2 Description of Model

COVID-19 like any Emergency and Disaster Scenario (E&DS) requires effective
crisis management capability, i.e., pre-hospital and emergency/trauma in-hospital
medical services, firefighting, disaster-related law enforcement operations, border
control etc. and superior decision making capabilities if the crisis is to be at best
averted or at least contained [15, 38, 29]. Most of these services are governed by
different local or national agencies, are subject to different rules and regulations,
and develop independent operational plans [38]. This in turn leads to the gathering
and storing of data in disparate databases [29]. However, given the interdependent
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nature of these elements, any decision making based on only one or a few of these
data elements will logically provide at best only a partial picture and thus an inferior
decision. Hence, it is necessary to collect multi-spectral data, analyze this data in
aggregate to develop a complete picture in order to support superior decisions [29].
To do this effectively and efficiently it is imperative embrace the tools, techniques
and processes of the knowledge economy [15, 29, 31, 32] and industry 4.0 [17].

To understand and fully appreciate the key tools, techniques and processes of the
knowledge economy, it is necessary first to understand the socio-technical aspects
of knowledge management.

2.1 Technical Aspects

The technical aspects of knowledge management are generally addressed within the
areas of data mining, analytics and more recently artificial intelligence and machine
learning [17, 24, 25].

Due to the immense size of the data sets today, computerized techniques are
essential to help decision makers understand relationships and associations between
data elements. Data mining is closely associated with databases and shares some
common ground with statistics since both strive toward discovering structure in data
[7, 10]. However, while statistical analysis starts with some kind of hypothesis about
the data, data mining does not (ibid). Furthermore, data mining is much more suited
to deal with heterogeneous databases, data sets and data fields, which are typical
of data in E&DS that contain numerous types of text and graphical data sets [29].
Data mining also draws heavily from many other disciplines, most notably machine
learning, artificial intelligence, and database technology and in today’s world of
Industry 4.0 is considered is considered its essential enabler [10].

Related to data mining is another key technical aspect data analytics which essen-
tially is the science of analyzing raw data in order to make conclusions about that
information [10]. Given the advances in digital technologies, many of the techniques
and processes of data analytics today have been automated intomechanical processes
and algorithms and thus are able to rapidly analyze large and disparate volumes of
data (ibid).

Artificial Intelligence (AI) and Machine Learning (ML) have been applied in
diverse industries such as manufacturing, agriculture and healthcare to improve
performance of processes, reducing the downtime of machine, and by improving
predictability [14, 17]. AI/ML methods and technologies have made machines
capable of making decisions with reasoning similar to humans while also main-
taining objectivity [11]. Moreover, the wider adoption of AI-based technology and
the increased volume of real-world data captured from multiple sources such as IoT
devices, wearables, sensors, and other measurement devices [11] contributes to the
development of data-driven models which helped better and expeditious decision
making vital in E&DS scenarios.
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2.2 People Aspects

To best understand the people or socio aspects, it is necessary to understand under-
lying concepts within the field of knowledge management [24, 25]. In particular
that knowledge has different structures and can be tacit (or experiential in someone’s
head) or explicit (or factual and recorded) [18, 19, 20]. From the stand point of E&DS
what is relevant is that factual knowledge and tacit or experiential knowledge must
be combined and often extrapolated from a different and distinct context into the
current E&DS scenario [15, 38, 25, 29]. It is this rapid and continuous extraction
that requires in addition to the technical and people perspective and appreciation of
Boyd’s OODA Loop and a process perspective.

2.3 Boyd’s OODA Loop

A process centric perspective not only combines the essentials of both the people
centric and technology centric aspects but of equal importance it also emphasizes the
dynamic and on-going nature of the process. This is particularly important in E&DS
which are always dynamic and rapidly changing. This process centered perspective
is grounded in the original work of Boyd and his OODA Loop; a conceptual frame-
work that maps out the critical process required to support rapid decision making and
extraction of critical and germane knowledge [26].While Boyd’s focus was on the art
of air warfare and the need to develop situational awareness, assess the options avail-
able and make the critical decision to remaining airborne while the enemy became
embedded in the terrain below, this maps very well into E&DS in which the fight is
again typically a natural protagonist such as fire, flood or a virus [15, 38, 25, 26, 30].

To summarize, the OODA Loop is based on a cycle of four interrelated stages
essential to support critical analysis and rapid decision making that revolve in both
time and space: Observation followed by Orientation, then by Decision, and finally
Action (OODA). At the Observation and Orientation stages, implicit and explicit
inputs are gathered or extracted from the environment (Observation) and converted
into coherent information (Orientation) [26, 30]. The latter determines the sequen-
tial determination (knowledge generation) and Action (practical implementation of
knowledge) steps (ibid). The outcome of the Action stage then in turn, affects the
starting point (Observation) of the next revolution in the forward progression of the
rolling loop (ibid) (Fig. 1).

This process centric perspective also supports a network centric focus [38] that
enables heightened situational awareness which will assist in being prepared and
ready [29]. The concept of networks as the informational backbone for complex,
time-dependent operations performed in unpredictably evolving environments is not
new (ibid). In fact, network centric operations have been created and developed
and used effectively in the US Department of Defense [1]. Moreover, the network-
centric concept evolved into one of the cornerstones of the transformation philosophy
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Time

Fig. 1 The OODA loop adapted from [27]

embraced by the Department of Defence [9]. Accordingly, as noted by von Lubitz
and Wickramasinghe [15], implementation of network-centric principles in opera-
tions allows timely, unhindered sharing of data, information, and knowledge among
applications, platforms, and users that is independent of time, technology, and user
boundaries, which will result in improved situational awareness and not only signif-
icant reduction of decision-making cycles, but contemporaneously more optimal
decision making will ensue. Clearly of paramount importance in E&DS.

2.4 The Intelligence Continuum

The Intelligence Continuum consists of the unified collection of key tools, techniques
and processes of the knowledge economy; i.e. including data mining, business intel-
ligence/analytics and knowledge management which are applied to a generic system
of people, process and technology in a systematic and ordered fashion [27, 30]. Taken
together they represent a very powerful instrument for refining the large, voluminous
and multispectral raw and often disparate data stored in data marts and/or data ware-
houses and thereby serve to maximize the value and utility of these data assets. As
depicted in Fig. 2 the intelligence continuum is applied to the output of the generic
information system. Once applied, the results become part of the data set that are
reintroduced into the system and combinedwith the other inputs of people, processes,
and technology to develop an improvement continuum (ibid). Thus, the intelligence
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Possible solution Scenarios

Analytics

Knowledge 
Management

Data mining

People Data Problem/Challenge

Continuous iterations over 
time

Fig. 2 The intelligence continuum adapted from [27]

continuum includes the generation of data, the analysis of these data to provide a
“diagnosis” and the reintroduction into the cycle as a “prescriptive” solution.

The key capabilities and power of the Intelligence Continuum are in analyzing
large volumes of disparate, multi-spectral data so that superior decision making can
ensue. This is achieved through the incorporation of the various intelligence tools
and techniques which taken together make it possible to analyze all data elements
in aggregate (ibid). In addition to the ability to analyze large volumes of multi-
spectral data the model emphasizes the need for the interaction with people, domain
experts.Whenwe apply such a systematic and structured approach as the intelligence
continuum affords to a specific E&DS scenario it will be possible to effect superior
consequent management.

It is important to note that E&DS scenarios are concomitant with complex,
unstable and unpredictable environments where the unknown or position of informa-
tion inferiority prevails. Hence, such scenarios are typically chaotic, and sub-optimal
decision making results. By leveraging the tools and techniques of the intelligence
continuum it becomes possible to transform the situation of information inferiority
to one of information superiority in real time through the effective and efficient
processing of disparate, diverse and seemingly unrelated data. This will then enable
decision makers to make superior decisions and chaos will be lessened and order
restored.
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3 A Possible Network Solution for Better Pandemic
Preparedness and Readiness

In April 2020, The WHO together with its members established the GOARN [8]
(GLOBAL OUTBREAK ALERT AND RESPONSE NETWORK). This collabora-
tion includes institutions and networks around the world that are alert and ready to
respond topublic health threats. Further, this network combines stakeholder resources
to help rapidly identify, confirm, and respond to outbreaks of international impor-
tance [33, 34]. GOARN’s alliance of technical partner institutions are supported by an
oversight steering committee and operational support team based atWHO headquar-
ters [36]. These technical and operational resources come from scientific institutions
inWHOmember states, medical and surveillance initiatives, lab networks, technical
networks, United Nations organizations, and non-governmental organizations (e.g.
RedCross andMSF) [33, 35]. Incorporating intoGOARN, a global pandemic surveil-
lance and response information system would complement GOARN’s established
network of partners, mission, and technical expertise (Fig. 3; [12]).

Such an expansive information system could expand the network of systems
alreadymonitored byGOARNsuch as theGlobal PublicHealth IntelligenceNetwork
(GPHIN) in Canada or The WHO’s Global Influenza Surveillance and Response
System (GISRS). GPHIN is an early warning system that monitors printed media
reports and the Internet for potential public health threats worldwide including chem-
ical, biological, radiological and nuclear [22]. TheGISRSwas established as a global
surveillance mechanism to improve preparedness and response to support seasonal,
pandemic and zoonotic influenza [37]. Data from these types of systems could poten-
tially provide early detection of likely pandemic threats and help monitor public

Fig. 3 Data flow for a proposed global pandemic surveillance and response network [12]
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health responses to outbreaks. A critical aspect would be to established procedures
and standards that can help alleviate interoperability problems before an outbreak
occurs and is important for data collection for outbreak investigations [23]. This
network system realizes a network centric approach as discussed above underpinned
by OODA Loop principles.

Clearly such a network of systems would be able to collect massive quantities of
varied data that arrive essentially in real time and at high frequency and includes types
of data such as disease surveillance and population health management. By applying
the Intelligence Continuum to these data, it would be possible to then produce
evidence based recommendations quickly. This in turn would enable large datasets
to be suitable for exploratory data analysis and machine learning algorithms. Unsu-
pervised learning algorithms could provide early detection and warning of outbreaks
provide greater chances to eliminate spread of a disease and establish a better state
or both preparedness and readiness [4]. In addition, during an outbreak, data from
geospatial spread monitoring, phylogenetic analysis of an organism, contact inves-
tigations, national health information exchanges, and research coming from partner
institutions are some examples of data that would flow into this system (see Fig. 3).

As discussed in Sect. 2, facilitation of this type of system (the proposed a global
pandemic surveillance and response information system), requires the consideration
of adopting a network-centric perspective. Adopting such a perspective ensures a
world health information grid infrastructure could be established so that maximum
monitoring of the spread and change in the spread of the disease can be detected as
early as possible. A system designed for this type of approach can be a powerful tool
to improve public health policy and decision-making [4].

Additionally, as noted by Wickramasinghe and Schaffer [28] noted to be
successful with such transformative systems it is also necessary to establish the
appropriate standardization policies, protocols, and procedures. However, once this
has been established, the proposed system would enable better preparedness and
readiness with respect to future E&DS especially pandemics.

There are many challenges to the creation, implementation, and adoption of this
type of a global pandemic surveillance and response information system. In addition
to the need for data standards and procedures already mentioned, providing incen-
tives to conform to new data standards to facilitate information sharing among the
many partners will be a challenge. Another large set of barriers to such a system
includes the consent, privacy, and information security policies of the system. While
many countries have national health care systems in place, they each have separate
laws and regulations regarding privacy. While there exist technology solutions such
as data aggregation and anonymization, distributed data networks, and blockchain
technology for securing the information [4], it will be difficult to get all countries to
easily come on board.
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4 Discussion

Irrespective of the E&DS, the development of preparedness and readiness, the
management of the disaster itself and the subsequent mitigation of its consequences
involve a series of steps and tasks which fall into four key phases of prevent, protect,
respond and then recover [38]. The current COVID 19 pandemic has certainly high-
lighted failures globally regarding at least the first 3 of these stages. In contrast,
sound emergency and disaster management requires the ability to follow seven key
principles [2, 3, 16, 25]:

1. Focus on solvable problems
2. Priorities the elements of a problem in terms of how much progress can be

achieved with each element in a small amount of time
3. Delegate responsibility
4. Manage the “span of control”
5. Communicate clearly and rationally
6. Keep a level head in a crisis
7. Make sound decisions

To do this, we need multi-spectral data, pertinent information and germane
knowledge.

This chapter has set out how we might be better prepared and ready by incorpo-
rating the tools, techniques and technologies of the knowledge economy. In partic-
ular, it has served to highlight the importance of taking a socio-technical perspective
coupled with a network centric focus assisted with Boyd’s OODA Loop and the
Intelligence continuum. In Sect. 3 a global pandemic surveillance system was prof-
fered, and while this might seem unatonable at first development, it behooves us
all to attempt to realise even parts of this solution to enable us to facilitate a better
state of preparedness and readiness a priori so that ex ante operations can in fact be
more effective and efficient, decision making superior and order replace much of the
chaos.

While many regions and countries were severely impacted by the COVID
pandemic, health organizations focused on working to create solutions capable
of eliminating the repeat of key errors. These solutions would optimally result in
controlling orminimizing the rapid spread of the disease.While COVID-19 impacted
different countries at various points in time, a number of ineffective responses were
repeated inmany countries and resulted in unfortunate outcomes [21]. The recurrence
of similar patterns was additional proof that oversights occurring systematically in
the absorption of meaningful data and establishing effective and timely response had
a key role in repeating the same mistakes [21]. Areas that were severely impacted by
the disease, experienced systematic errors that led to lack of effective communication
and could transfer timely and meaningful information used in the design of effective
pandemic response [13].

What this highlights is a failure at multiple levels to follow the above mentioned
7 key principles but also ensure that pertinent information and germane knowledge
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are of central focus. To do this rapidly, efficiently and effectively it is only possible
by utilizing the intelligence continuum. However, a key success factor is an orga-
nizing framework that supports extraction of relevant data, pertinent information and
germane knowledge, the combination and utilization of these knowledge assets to
support rapid, real-time and superior decision making to enact the 7 key principles of
E7DS management. This chapter proffers the NOKMIS framework as such an orga-
nizing framework that is powered by the intelligence continuum and incorporates
OODA thinking.

5 Conclusion

Despite the numerous challenges in designing, implementing, and operating the
proposed global pandemic surveillance system proffered it surely is important if
by doing so we might avoid a pandemic as devastating as the current COVID-
19 pandemic. The key lesson from COVID-19 and other previous pandemics is
that infectious organisms and viruses do not recognize country borders and will
rapidly spread across the world. Given today we are a globally economy and so
inter-connected, it does become important to focus on a network centric global solu-
tion to ensure better preparedness and readiness. The benefits of such a systemwould
be shared by all.

This chapter tries to answer this question of how we might be better prepared and
ready for pandemics and other E&DS. The answer lies in leveraging the tools, tech-
niques and technologies of our knowledge economy. In addition, a prescriptivemodel
was proffered (Fig. 3) to support superior decision making and better context aware-
ness in E&DS contexts that would make it possible to be better prepared and ready
as well as enable effective and efficient crisis management. However, in answering
this question, the conclusion leaves several more unanswered questions which must
be left to future work; namely, how can we realise such a vision in practice? One
key area is the need for collaboration and partnerships between private and public
sectors to enable transfer of accurate information as well as co-ordination of effort
and leveraging of vital resources.
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mHealth Systems and Applications
in Post-pandemic Healthcare

Jeban Chandir Moses and Sasan Adibi

Abstract The prolonged duration of COVID-19 has caused an unprecedented strain
on the healthcare systems to provide necessary treatment and care to COVID-19
infected patients and other existing chronic disease patients with varying severity.
With no well-defined preventive and curative treatment available for COVID-19
yet globally, the local and national levels enforced restrictions termed lockdowns
with differing magnitude. For the government to ease the lockdown restrictions,
healthcare authorities need to identify an infected person and those who came in
contact with them to stop the spread of the infection, and for this purpose, federal
governments developed contact tracing smartphone applications (apps) to be used by
people in that country. In this chapter, we discuss the available contact tracing apps
and their technical specifications. Several mobile health (mHealth) apps to address
the healthcare needs rising as an outcome of the pandemic are developed, and this
chapter gives an overview of a few pandemic driven systems. Finally, the chapter
discusses the opportunities and challenges mHealth systems possess to consider for
effective, long-lasting implementation.

Keywords Contact tracing apps · Pandemic driven apps · Technology acceptance ·
mHealth opportunities · mHealth challenges

1 Introduction

COVID-19 is a contagious respiratory tract infection with varying symptom severity
ranging from a mild common cold-like illness to severe viral pneumonia, which
could lead to acute respiratory distress syndrome that is potentially fatal [1]. More-
over, the risk of mortality due to COVID-19 is high amongst elderly and adults living
with chronic conditions such as cardiovascular disease (CVD), diabetes, asthma, and
others [2, 3]. Nevertheless, to curb the spread of the virus globally, the national and

J. C. Moses (B) · S. Adibi
School of Information Technology, Deakin University, 1 Gheringhap St, Geelong, VIC 3220,
Australia
e-mail: jcmoses@deakin.edu.au

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
S. Adibi et al. (eds.), The Science behind the COVID Pandemic and Healthcare
Technology Solutions, Springer Series on Bio- and Neurosystems 15,
https://doi.org/10.1007/978-3-031-10031-4_31

657

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10031-4_31&domain=pdf
mailto:jcmoses@deakin.edu.au
https://doi.org/10.1007/978-3-031-10031-4_31


658 J. C. Moses and S. Adibi

local governments have taken various precautionary measures, including isolations
at homes, travel restrictions, and various rigorous quarantine methods [4]. However,
although countries are rolling out several vaccinations prioritising high-risk indi-
viduals, the emergence of new strains of COVID-19 and slackness in vaccination
challenges the return to normality, i.e., a return to pre-pandemic lifestyle [5, 6].

Globally, with uncertainties surrounding spontaneous outbreaks, rapid-
widespread infection, and the emergence of new strains, educational institutions and
organisations are encouraging their students and employees to undertake their day-to-
day tasks from home, resulting in prolonged confinement of many at home [7–9]. In
contrast, staying at home restrictions alonemight not play a significant role in curbing
the spread ofCOVID-19but could cause several long-lasting emotional, physical, and
medical distress due to the drastically reduced physical activities and restrictions in
socialisation [10]. Worryingly, although many individuals never develop symptoms,
i.e., asymptomatic, they are 75% as infectious as those who develop symptoms [11].
However, irrespective of an individual being symptomatic or asymptomatic with
infection, household dwellers and close contacts are subjected to a higher risk of
infectivity [12].

The mHealth technology is an essential tool in improving healthcare provision
during the current pandemic [13]. The World Health Organization (WHO) Global
Observatory for eHealth defines mHealth as medical and public health practice
supported by mobile devices and integrated technologies, including communication
systems and peripheral devices [14]. Moreover, with an increase in mobile phone
ownership globally in recent years [15], mHealth is finding widespread healthcare
applications, including clinical diagnostics, treatment advice, and remote patient
monitoring, offering preventive and curative medication to identify, monitor, and
manage many globally prevalent chronic diseases [16]. Furthermore, the advance-
ment of embedded sensors in mobile devices, the growing mobile device market
globally, advanced communications systems and protocols, and the development of
apps, collectively considered, and the awareness of chronic diseases and the chal-
lenges posed by the pandemic are an impetus for disruptive mHealth technology
development [17].

Globally, tomitigateCOVID-19 transmission, contact tracing,which aims to inter-
rupt chains of infection transmission (e.g., throughquarantining contacts), has formed
part of the response and the effectiveness depends on timely detection and isolation
of index cases [18]. Several methods, including apps, are used in contact tracing and
with frequent recurring outbreaks globally, contact tracing could play a vital role in
containing the spread of the virus until the development of a comprehensive solution
to overcome the pandemic. Also, the pandemic has facilitated the development of
several apps tomonitor individual’s health andwellbeing, and the health practitioners
could rely on these systems henceforth to deliver care to their patients. Hence, this
chapter discusses the functionalities and features of a few contact tracing apps and
other pandemic-driven health apps developed and deployed during the pandemic.
Furthermore, this chapter outlines the importance of technology acceptance and the
opportunities and challenges of mHealth systems.
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2 Contact Tracing Apps

Contact tracing plays a significant role in the public health surveillance system to
mitigate the spread of the infection and curb mortality, and effectively identify indi-
viduals who had come in contact with an infected individual and proactively took
protective and preventive measures resulting in COVID-19 related mortality reduc-
tion [19]. This section presents few contact tracing apps available from different
countries and their features, and Table 1 shows the details of the apps.

Contact tracing apps are developed by national government organisations or by
other organisations and supported by federal governments [20]. Moreover, the apps
are launched and used by the public in developed and developing countries. However,
although many users use the app, the percentage of penetration varies according to
the country’s population. For example, the population of India is high, and although
163,000,000 users are using the app, it just constitutes 12.05% of the population.
At the same time, 4,511,200 users in Singapore represents 80% of the population
using the app. Hence, to harness the benefits of contact tracing apps, the national
government and public health departments shall take the utmost effort in promoting
the app use amongst the population.

The apps have notification features to automatically let users and public health
officials know if somebody has potentially been exposed to a covid-19 infected indi-
vidual. Additionally, the apps used various technologies to effectively identify the
contacts in proximity with a COVID-19 infected individual. Most apps used Blue-
tooth to swap encrypted tokens with any other nearby phones over Bluetooth to
capture the individuals within the proximity [20]. Whereas, a few apps used loca-
tion tracking, i.e., identifying a person’s contacts by tracking the phone’smovements,
usingGlobal Positioning Systemor triangulation fromnearby cell towers and looking
for other phones that have spent time in the exact location [20]. Furthermore, many
apps rely on the joint Application Programming Interface that Apple and Google
are developing, enabling Apple (running iOS operating system (OS)) and phones
using Android OS developed by Google to communicate with each other over Blue-
tooth, allowing developers to build a contact tracing app that will work for both the
operating system [20]. Finally, apps used decentralized privacy-preserving proximity
tracing (DP-3T), an open-source protocol for Bluetooth-based tracking in which an
individual phone’s contact logs are stored locally, denying others from knowing those
exposed [20].

The apps were free to be downloaded from Google Play Store (Android OS) and
App Store (iOS); however, while the use of contact tracing apps is optional in many
countries, it is mandatory to use it in a few countries. Moreover, while the primary
objective of using the data captured through the app is for contact tracing, there is
a possibility for the data to be used for other purposes, such as law enforcement
by federal agencies. Furthermore, the captured data availability duration varied, i.e.,
how long the data is available to be accessed and analysed. For example, a few
apps automatically deleted the captured data in a reasonable amount of time, usually
a maximum of around 30 days, whereas other apps allow users to delete their data
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ğa
r

14
,1
86
,0
00

17
.3
0

B
lu
et
oo
th
,

L
oc
at
io
n

N
N

N
Y

N
L
au
nc
he
d

U
A
E

T
ra
ce
C
ov
id

T
B
D

T
B
D

B
lu
et
oo

th
N

T
B
D

T
B
D

Y
N

L
au
nc
he
d

U
K

N
H
S
C
O
V
ID

-1
9

A
pp

19
,0
00
,0
00

28
.5
1

B
lu
et
oo
th
,

G
oo
gl
e/
A
pp
le

Y
Y

Y
Y

Y
L
au
nc
he
d

V
ie
tn
am

B
lu
eZ

on
e

20
,0
00
,0
00

20
.9
3

B
lu
et
oo

th
Y

Y
N

N
Y

L
au
nc
he
d

T
B
D
:T

o
be

de
te
rm

in
ed
,Y

:Y
es
,N

:N
o,

U
A
E
:U

ni
te
d
A
ra
b
E
m
pi
re
,U

K
:U

ni
te
d
K
in
gd
om



664 J. C. Moses and S. Adibi

manually, and a few apps did not have the option to delete the captured data. Besides,
most of the apps precisely collected data necessary for the contact tracing purpose,
but a few apps failed to collectminimised information. Additionally, the transparency
determined if the developed apps were transparent, taking clear, publicly available
policies and design and an open-source code base.

3 Pandemic Driven Health Apps

The prolonged duration individuals are spending at home due to various COVID-19
restrictions is causing several long-lasting emotional, physical, and medical distress
due to the drastically reduced physical activities and restrictions in socialisation [10].
Moreover, chronic disease patients are dependent on healthcare systems life-long
that involves different stakeholders, including healthcare professionals, specialised
healthcare centres, primary healthcare providers, and community-based services [16,
21]. However, COVID-19 local and global travel restrictions and hospital access poli-
cies have limited access to hospital care for chronic disease patients, created uncer-
tainty over their disease status, accentuated their emotional situation, and aggravated
their medical condition [22]. Consequently, COVID-19 highlights the imperative
need for countries irrespective of their economic levels to ensure an equitable and
accessible healthcare system to meet people’s emerging healthcare needs, such as
easily accessible, affordable, non-discriminant and equitable care, and tailored to the
individual’s needs [23].

To assist individuals in self-management of their health and wellbeing and
monitor the patient’s health while at home, several apps are developed globally
by governments or national authorities, healthcare organisations, and others drasti-
cally during the pandemic [24]. Moreover, the apps adapted methodologies such as
surveys, passive monitoring and surveys, and passive monitoring to capture individ-
uals recording according to the objectives of the apps. Accordingly, in this section,
we discuss a few mHealth systems developed and deployed after the onset of the
pandemic and Table 2 presents the details.

Surveys are a straightforward approach to understand the perception of an indi-
vidual. Moreover, due to the enforced restrictions and hesitation in visiting hospi-
tals to examine their health, undertaking a survey could present individuals with
an appropriate suggestion to seek further medical attention. Furthermore, although
apps are a medium to deliver the surveys, the studies have used standard question-
naires that are evaluated and well accepted for the administered objective. Addi-
tionally, customised questionnaires were also administered for specific purposes
that are evolving currently, for example, evaluating COVID-19 news exposure and
COVID-19 perceived threat of death on mental health [25], and work and life pattern
changes due to COVID-19 [26]. Moreover, using a questionnaire or a group of
collective questionnaires, the studies evaluate the participant’s mental health [25,
27], changes in physical activity [28], changes in work and life patterns [26], and
emotional intelligence and mindfulness [29].
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The advancement in smartphone technology enables health and behaviour param-
eters to be captured passively [17]. In addition to capturing the user perceptions
through surveys, the apps had the provision formonitoring other parameters passively
[30, 31]. For example, a study to evaluate the participant’s mental health surveyed
the influence of COVID-19 news coverage and passively monitored its consequences
on physical activity, sleep, location, and phone usage [30]. Likewise, another study
to observe the influence of physical activity on the emotional state of the individ-
uals surveyed their emotional state and correlated it against the passively captured
physical activity and phone usage statistics [31].

A few studies passively monitored the individual’s physical activity and day-to-
day behavioural patterns such as phone usage [32–35]. In addition to the app’s capa-
bilities, studies integrated wearable devices such as Fitbit and wristband to capture
additional physical activity and health parameters recording [32, 35]. Moreover,
to evaluate the behavioural changes with the severity of COVID-19 over a period,
studies analysed the captured recordings.

4 Technology Acceptance

Older adults infectedwithCOVID-19have severe infection resulting in critical illness
andmortality [36]. In addition to themobility challenges, the severity and restrictions
associated with COVID-19 have restricted older adults for a prolonged period in their
usual residence. Nevertheless, the minimised physical activity has adverse effects on
psychological wellbeing during the pandemic [37]. On the contrary, the considered
studies have comparatively younger participants [25–35]. Hence, there is a need to
design apps targeting older adults.

The acceptance of mHealth systems amongst end-users can be evaluated by
performing usability testing using Technology Acceptance Models in a realistic
scenario and environment to evaluate the easiness in use and usefulness of the solu-
tion and determine system acceptability [38]. Additionally, addressing the following
factors when developing an app targeting older adults could enable the app to receive
wider acceptance among them and would be beneficial [39].

Interface design: The interface is the mode through which the user communicates
with the app. Hence, having an effective interface is very important to engage users.
Accordingly, having a simple and clean interface could be engaging, i.e., an interface
not crowded with too much text or information [39]. Moreover, having the texts with
visible fonts and sizes could assist older adults to read easily. Additionally, including
visual informatics could be of assistance.

Navigation: Navigation options are vital for transiting seamlessly between contents
presented in the app. Moreover, having an option to seek help and support regarding
the app’s features and navigation menus could be of assistance to users [39].
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Notifications: Notifications through alerts and reminders encourage app users to
proactively use the app for the designated purpose and enhance the user interactions
with the app. Moreover, users desire apps with simple notifications by smartphone
alerts, text messages, or emails that provide a comprehensive overview of their health
goal overview [39]. Preferably, the apps should have the option to let the user have
control over the type and frequency of the notifications.

Data collection: The apps methods to capture user information related to their health
and wellbeing vary between manual data entry and passive sensing. Moreover, users
prefer apps that could passively sense relevant information and, to an extent, those
apps that assist them to enter details quickly through visual selection using graphical
designs and other options such as clicking and selecting from drop-down menus
rather than manually entering.

Goal management: Apps can have options to set goals to assist users to achieve the
daily target for their wellbeing. For example, apps considering physical activity as
a parameter for the wellbeing of the users could permit them to set goals for their
daily steps walked, active time, and other customisable parameters, consequently
promoting health andwellbeing [40]. Additionally, apps sending regular notifications
about their progress through text messages, push pop-ups, or emails, help users stay
motivated and on track with their goals over time [39].

Medication adherence:Among elderly adults, forgetting could be a significant reason
for not adhering to their prescribed medication. Apps tended to increase medication
adherence by various notification methods [41]. Accordingly, designing and devel-
oping apps that could promote medication adherence among the elderly according
to their healthcare needs could be of great assistance.

Fit between user and system: Although there are several healthcare apps developed
and available for various healthcare needs, apps with a fit between user and system
is used by many users and for a long duration, i.e., apps having a good match
between user attributes and app attributes [39]. Moreover, when there is a good
match between user attributes, such as preferences, expectations, and personality
traits and app attributes, such as interface, features, content, navigation, and rules,
the apps usage continues beyond the first few interactions [39].

5 Opportunities of mHealth

With mobile subscriptions poised to grow globally [42] and innovation and develop-
ment of various mHealth systems, mHealth systems could revolutionise the health-
care systems globally, and the following are a few significant opportunities for
mHealth systems in healthcare systems.

Equitable healthcare access: Developing countries lack healthcare infrastructure,
equipment, easy hospital access, and many other healthcare access challenges [43].
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On the other hand, mHealth promises to support public health and clinical care in
developing countries with steady growth in chronic diseases and a constant burden
from communicable diseases [44]. Nevertheless, although the technology adoption
is at a languid pace due to challenges such as inadequate health literacy, cultural and
language barrier, lack of skilled medical staff, lack of infrastructure, and economic
barriers, the implementation of mHealth technologies in the healthcare system has
numerous benefits, including education and awareness, clinical decision support
systems, epidemic outbreak tracking, training of healthcare workers, remote moni-
toring, and many others [45]. Hence, to strengthen the use of technology in the
developing countries healthcare systems, it is essential to have strong governance
and policies, investment in technology and training to improve acceptability [43].

Patient monitoring at home: Embracing technology in healthcare would assist health-
care workers to be supported digitally and provide healthcare access at the indi-
vidual’s residence [46]. Furthermore, monitoring at an individual’s residence opens
an avenue to capturemultiple physical, medical, and behavioural data non-invasively.
Moreover, the option to monitor multiple parameters and capture various data could
generate a massive amount of patient health digital data which could be used to
deliver personalised healthcare solutions [46].

Decision support systems: The mHealth systems comprising various sensor inte-
grated apps facilitate capturing a vast amount of patient-related data. Moreover,
using assistive systems to analyse the vast amount of differing captured data could
provide various insights and support healthcare practitioners in treating their patients.
Accordingly, decision support systems (DSS) tools aim to improve clinical diagnostic
decision-making and patient safety by analysing the patient-generated data and are
increasingly prevalent with improvements in mHealth systems [47]. Moreover, the
use of DSS tools in healthcare could offer better healthcare services to individuals.

Machine learning: The application of machine learning, a branch of artificial intel-
ligence in patient-generated data, could extract new knowledge that could assist
healthcare practitioners in making well-informed decisions to maintain individual’s
health and wellbeing by providing appropriate healthcare services [48]. More-
over, machine learning has found applications starting from information extrac-
tion from medical documents until predicting or diagnosing disease [49]. Addi-
tionally, machine learning-based computational decision making is used in patient
care, resource allocation, and research on treatments for various diseases [49].

6 Challenges of mHealth

The mHealth systems have several associated opportunities; however, various chal-
lenges surround their implementation and utilisation. In this section, we discuss a
few challenges.
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Implementation: The unprecedented humanitarian and economic needs due to
COVID-19 is an impetus to the development and adoption ofmHealth technologies at
an unprecedented scale and speed; however, since these technologies cannot operate
in isolation, there is a need in integrating the technologies seamlessly into existing
public healthcare systems [50]. Moreover, infrastructure deficiencies, limited access
toMedicare, hospital resources centred in urban areas, and shortage of trained health-
care workers are barriers to equitable healthcare access in developing countries [44,
51]. Consequently, there is a need to revisit the healthcare policy to make suitable
adjustments and formulate guidelines to accommodate mHealth systems during the
pandemic era and subsequently in longer terms with robust public policy [52].

Open access data: The pandemic triggered an unprecedented growth of collaborative
efforts to capture various data and deployment of analysis frameworks; however,
while several countries collected clinical data at a national level, these data are
restricted to non-government establishments for independent researchers [53]. The
availability of data and application of digital technologies for big data analytics, next-
generation telecommunication networks and artificial intelligence could assist in the
fight against the various issues related to the management and containment of the
pandemic and could revolutionise the healthcare system in providing personalised
healthcare solutions [53]. Moreover, it is imperative to ensure that the systems are
interoperable [53].

Requirement analysis: It has been observed that during the development of ICT
based healthcare system, the systemdevelopers haveminimal interactionswith stake-
holders of the healthcare system, resulting in the development of inept healthcare
systems [51].

Data Privacy: There are concerns about privacy and data protection threat due to the
vast amount of data generated through mHealth technologies [54]. There is a need to
develop and formulate guidelines for developing mHealth systems to adhere to the
collection of optimal data according to the necessity and how it will be stored and
used for necessary analysis without compromise in user identity and security breach
[54].

Regulation: The revolution in smartphone technologies, direct-to-consumer genetic
testing, crowd-sourced information, and big data have enabled researchers, including
independent researchers, citizen scientists, patient-directed researchers, do-it-
yourself (DIY) researchers, and self-experimenters, in facilitating the development
of mHealth systems [55]. On the other hand, the easy access to mHealth systems
increases the potential of unregulated health research [55], which could be beneficial
but could pose risks to the users such as accuracy, privacy, and safety [56]. Moreover,
there is an ambiguity regarding when a medical app could be considered a formal
medical device [57]?

COVID-19 has forced the development of various mHealth tools to facilitate
information sharing, risk assessment, self-management of symptoms, contact tracing,
home monitoring, decision making, and rapidly offering valuable and usable disease
monitoring and managing tools [58]. Although mHealth system is vital for epidemic
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control, mandatory conformance to relevant data privacy regulations is needed to
minimise data misuse [59]. Furthermore, apps developed in a country and uploaded
to app stores are accessed by individuals from different countries [32, 60, 61]. Hence
there is an imperative need for the governments to regulate the development and
deployment of mHealth systems through competent regulatory agencies [56, 62].

The apps uploaded in app stores can be downloaded and used by individuals from
different countries. The processing of personal data in Europe is regulated by general
data protection regulation [63]. However, there is an uncertainty in the governing
regulation to be followed when other country users access an app developed in
Europe, and there is an ambiguity if data collected by apps are protected by any laws
or regulations [64]. Nevertheless, the current pandemic has highlighted the need for
standardisation of apps developed following appropriate regulations and guidelines
for accessing globally.

Developing countries: The pandemic has shaken developed countries with sophis-
ticated infrastructure, sanitation, and hygiene and developing countries lacking
infrastructure, resources, fragile governments, and impoverished communities [65].
However, developing countries are plagued with barriers, such as infrastructure, lack
of equipment, technology gap, and many others in deploying mHealth systems effec-
tively and overcoming the barriers could transform the healthcare system globally
[43]. Hence, implementing a technology-based system could be at an apathetic pace.

7 Conclusion

The mHealth system with track and trace options are currently an effective tool
in contact tracing. Additionally, mHealth systems assist in the health and wellbeing
monitoring of individual’s during challenging times due to the COVID-19 pandemic.
Affirmatively, the increasingmobile phone subscriptions globally and the application
of mHealth in various aspects of healthcare suggest that mHealth could significantly
affect advancing healthcare during and after the pandemic. However, to realise the
mHealth opportunities, the challenges associated with mHealth are to be addressed
efficiently, which could take a prolonged duration and needs effective policies and
regulations to govern the development and deployment of such systems.

References

1. Bestpractice.bmj.com: Coronavirus disease 2019 (COVID-19). BMJ (updated 13August 2020;
cited 2020 13 August). Available from: https://bestpractice.bmj.com/topics/en-us/3000168
(2020)

2. Williamson, E.J.,Walker, A.J., Bhaskaran, K., Bacon, S., Bates, C.,Morton, C.E., et al.: Factors
associated with COVID-19-related death using OpenSAFELY. Nature 584(7821), 430–436
(2020)

https://bestpractice.bmj.com/topics/en-us/3000168


672 J. C. Moses and S. Adibi

3. Clark, A., Jit, M., Warren-Gash, C., Guthrie, B., Wang, H.H.X., Mercer, S.W., et al.: Global,
regional, and national estimates of the population at increased risk of severe COVID-19 due
to underlying health conditions in 2020: a modelling study. Lancet Glob. Health 8(8), e1003–
e1017 (2020)

4. Meo, S.A., Abukhalaf, A.A., Alomar, A.A., AlMutairi, F.J., Usmani, A.M., Klonoff, D.C.:
Impact of lockdown on COVID-19 prevalence and mortality during 2020 pandemic: observa-
tional analysis of 27 countries. Eur. J. Med. Res. 25(1), 56 (2020)

5. Fontanet, A., Autran, B., Lina, B., Kieny, M.P., Karim, S.S.A., Sridhar, D.: SARS-CoV-2
variants and ending the COVID-19 pandemic. Lancet 397(10278), 952–954 (2021)

6. Hossain,M.K., Hassanzadeganroudsari, M., Apostolopoulos, V.: The emergence of new strains
of SARS-CoV-2.What does it mean for COVID-19 vaccines? Expert Rev. Vaccines 1–4 (2021)

7. Engzell, P., Frey, A., Verhagen, M.D.: Learning loss due to school closures during the COVID-
19 pandemic. Proc. Natl. Acad. Sci. 118(17), (2021)

8. Lin, C.-Y., Browning, M.H.E.M., Larson, L.R., Sharaievska, I., Rigolon, A., McAnirlin, O.,
et al.: Psychological impacts from COVID-19 among university students: risk factors across
seven states in the United States. Plos One 16(1), (2021)

9. Vyas, L., Butakhieo, N.: The impact of working from home during COVID-19 on work and
life domains: an exploratory study on Hong Kong. Policy Des. Pract. 1–18 (2020)

10. Savaris, R.F., Pumi, G., Dalzochio, J., Kunst, R.: Stay-at-home policy is a case of exception
fallacy: an internet-based ecological study. Sci. Rep. 11(1), 5313 (2021)

11. Johansson, M.A., Quandelacy, T.M., Kada, S., Prasad, P.V., Steele, M., Brooks, J.T., et al.:
SARS-CoV-2 transmission from people without COVID-19 symptoms. JAMA Netw. Open
4(1), e2035057 (2021)

12. Li, F., Li, Y.-Y., Liu,M.-J., Fang, L.-Q., Dean, N.E.,Wong, G.W.K., et al.: Household transmis-
sion of SARS-CoV-2 and risk factors for susceptibility and infectivity inWuhan: a retrospective
observational study. Lancet Infect. Dis. 21(5), 617–628 (2021)

13. Monaghesh, E., Hajizadeh, A.: The role of telehealth during COVID-19 outbreak: a systematic
review based on current evidence. BMC Public Health 20(1), 1193 (2020)

14. Who.int: mHealth new horizons for health through mobile technologies. World Health Orga-
nization (updated 2011; cited 2021 13 April). Available from: https://www.who.int/goe/public
ations/goe_mhealth_web.pdf (2011)

15. Rowland, S.P., Fitzgerald, J.E., Holme, T., Powell, J., McGregor, A.: What is the clinical value
of mHealth for patients? npj Digit. Med. 3(1), (2020)

16. Adibi, S.: Introduction. In: Adibi, S. (ed.) Mobile Health. Springer Series in Bio-
Neuroinformatics, pp. 1–7 (2015)

17. Baig, M.M., Gholamhosseini, H., Connolly, M.J.: mHealth monitoring system for hospitalised
older adults – current issues and challenges. In: Adibi, S. (ed.) Mobile Health. Springer Series
in Bio-/Neuroinformatics, pp. 299–317 (2015)

18. Braithwaite, I., Callender, T., Bullock, M., Aldridge, R.W.: Automated and partly automated
contact tracing: a systematic review to inform the control of COVID-19. Lancet Digit. Health
2(11), e607–e621 (2020)

19. Vecino-Ortiz, A.I., Villanueva Congote, J., Zapata Bedoya, S., Cucunuba, Z.M.: Impact of
contact tracing on COVID-19 mortality: an impact evaluation using surveillance data from
Colombia. PLoS ONE 16(3), e0246987 (2021)

20. O’Neill, P.H., Ryan-Mosley, T., Johnson, B.: MIT COVID tracing tracker 2020 (updated
16March 2021). Available from: https://www.technologyreview.com/2020/05/07/1000961/lau
nching-mittr-covid-tracing-tracker/ (2020)

21. De Regge, M., De Pourcq, K., Meijboom, B., Trybou, J., Mortier, E., Eeckloo, K.: The role
of hospitals in bridging the care continuum: a systematic review of coordination of care and
follow-up for adults with chronic conditions. BMC Health Serv. Res. 17(1), 550 (2017)

22. Kang, C., Yang, S., Yuan, J., Xu, L., Zhao, X., Yang, J.: Patients with chronic illness urgently
need integrated physical and psychological care during the COVID-19 outbreak. Asian J
Psychiatr. 51, 102081 (2020)

https://www.who.int/goe/publications/goe_mhealth_web.pdf
https://www.technologyreview.com/2020/05/07/1000961/launching-mittr-covid-tracing-tracker/


mHealth Systems and Applications in Post-pandemic Healthcare 673

23. Nomura, S., Siesjo, V., Tomson, G., Mohr, W., Fukuchi, E., Shibuya, K., et al.: Contributions
of information and communications technology to future health systems and Universal Health
Coverage: application of Japan’s experiences. Health Res. Policy Syst. 18(1), 73 (2020)

24. Almalki, M., Giannicchi, A.: Health apps for combating COVID-19: descriptive review and
taxonomy. JMIR Mhealth Uhealth 9(3), e24322 (2021)

25. Elhai, J.D.,Yang,H.,McKay,D.,Asmundson,G.J.G.: COVID-19 anxiety symptoms associated
with problematic smartphone use severity in Chinese adults. J. Affect. Disord. 274, 576–582
(2020)

26. Sato, K., Sakata, R., Murayama, C., Yamaguchi, M., Matsuoka, Y., Kondo, N.: Changes in
work and life patterns associated with depressive symptoms during the COVID-19 pandemic:
an observational study of health app ( CALO mama ) users. Occup. Environ. Med. (2021)

27. Zhang, Z.D., Zhang, L., Zheng, J.W., Xiao, H., Li, Z.G.: COVID-19-related disruptions and
increasedmHealth emergency use intention: experience samplingmethod study. JMIRMhealth
Uhealth 8(12), (2020)

28. Yang, Y., Koenigstorfer, J.: Determinants of physical activity maintenance during the Covid-19
pandemic: a focus on fitness apps. Transl. Behav. Med. 10(4), 835–842 (2020)

29. Sturgill, R., Martinasek, M., Schmidt, T., Goyal, R.: A novel artificial intelligence-powered
emotional intelligence and mindfulness app (Ajivar) for the college student population during
the COVID-19 pandemic: quantitative questionnaire study. JMIR Form. Res. 5(1), e25372
(2021)

30. Huckins, J.F., daSilva, A.W., Wang, W., Hedlund, E., Rogers, C., Nepal, S.K., et al.: Mental
health and behavior of college students during the early phases of the COVID-19 pandemic:
longitudinal smartphone and ecological momentary assessment study. J. Med. Internet Res.
22(6), e20185 (2020)

31. Norbury, A., Liu, S.H., Campaña-Montes, J.J., Romero-Medrano, L., Barrigón, M.L., Smith,
E., et al.: Social media and smartphone app use predicts maintenance of physical activity during
Covid-19 enforced isolation in psychiatric outpatients. Mol. Psychiatry (2020)

32. Sun, S., Folarin, A.A., Ranjan, Y., Rashid, Z., Conde, P., Stewart, C., et al.: Using smartphones
and wearable devices to monitor behavioral changes during COVID-19. J. Med. Internet Res.
22(9), e19992 (2020)

33. Beukenhorst, A.L., Collins, E., Burke, K.M., Rahman, S.M., Clapp, M., Konanki, S.C., et al.:
Smartphone data during the COVID-19 pandemic can quantify behavioral changes in people
with ALS. Muscle Nerve 63(2), 258–262 (2021)

34. McCarthy, H., Potts, H.W.W., Fisher, A.: Physical activity behavior before, during, and
after COVID-19 restrictions: longitudinal smartphone-tracking study of adults in the United
Kingdom. J. Med. Internet Res. 23(2), e23701 (2021)

35. Sanudo, B., Fennell, C., Sanchez-Oliver, A.J.: Objectively-assessed physical activity, sedentary
behavior, smartphone use, and sleep patterns pre- and during-COVID-19 quarantine in young
adults from Spain. Sustainability 12(15), (2020)

36. Singhal, S., Kumar, P., Singh, S., Saha, S., Dey, A.B.: Clinical features and outcomes of
COVID-19 in older adults: a systematic review and meta-analysis. BMC Geriatr. 21(1), 321
(2021)

37. Jenkins, M., Houge Mackenzie, S., Hodge, K., Hargreaves, E.A., Calverley, J.R., Lee, C.:
Physical activity and psychological well-being during the COVID-19 lockdown: relationships
with motivational quality and nature contexts. Front Sports Act Living 3, 637576 (2021)

38. Gerdes, M., Trinugroho, Y.B.D., Næss, M., Fensli, R.: Security, reliability and usability
of mHealth environments. In: Adibi, S. (ed.) Mobile Health. Springer Series in Bio-
Neuroinformatics, pp. 1043–1066 (2015)

39. Vaghefi, I., Tulu, B.: The continued use of mobile health apps: insights from a longitudinal
study. JMIR Mhealth Uhealth 7(8), e12983 (2019)

40. Baretta, D., Bondaronek, P., Direito, A., Steca, P.: Implementation of the goal-setting
components in popular physical activity apps: review and content analysis. Digit Health 5,
2055207619862706 (2019)



674 J. C. Moses and S. Adibi

41. Al-Arkee, S., Mason, J., Lane, D.A., Fabritz, L., Chua, W., Haque, M.S., et al.: Mobile apps to
improve medication adherence in cardiovascular disease: systematic review andmeta-analysis.
J. Med. Internet Res. 23(5), e24190 (2021)

42. Ericsson: Ericsson mobility report. Report No. 1 (2020)
43. Kruse, C., Betancourt, J., Ortiz, S., Valdes Luna, S.M., Bamrah, I.K., Segovia, N.: Barriers

to the use of mobile health in improving health outcomes in developing countries: systematic
review. J. Med. Internet Res. 21(10), e13263 (2019)

44. Kahn, J.G., Yang, J.S., Kahn, J.S.: ‘Mobile’ health needs and opportunities in developing
countries. Health Aff. 29(2), 254–261 (2010)

45. Latif, S., Rana, R.,Qadir, J., Ali, A., Imran,M.A.,Younis,M.S.:Mobile health in the developing
world: review of literature and lessons from a case study. IEEE Access 5, 11540–11556 (2017)

46. Mitchell, M., Kan, L.: Digital technology and the future of health systems. Health Syst. Reform
5(2), 113–120 (2019)

47. Patel, R., Green, W., Shahzad, M.W., Larkin, C.: Use of mobile clinical decision support
software by junior doctors at a UK teaching hospital: identification and evaluation of barriers
to engagement. JMIR Mhealth Uhealth 3(3), e80 (2015)

48. Sako, Z., Adibi, S.,Wickramasinghe, N.: Addressing data accuracy and information integrity in
mHealth solutions using machine learning algorithms. In: Wickramasinghe, N., Bodendorf, F.
(eds.) Delivering Superior Health and Wellness Management with IoT and Analytics. Health-
care Delivery in the Information Age Ser, pp. 345–359. Springer International Publishing AG
(2019)

49. Jayatilake, S., Ganegoda, G.U.: Involvement of machine learning tools in healthcare decision
making. J. Healthc. Eng. 2021, 6679512 (2021)

50. Budd, J., Miller, B.S., Manning, E.M., Lampos, V., Zhuang, M., Edelstein, M., et al.: Digital
technologies in the public-health response to COVID-19. Nat. Med. 26(8), 1183–1192 (2020)

51. Eze, E., Gleasure, R., Heavin, C.: Reviewing mHealth in developing countries: a stakeholder
perspective. Procedia Comput. Sci. 100, 1024–1032 (2016)

52. Lai, J., Widmar, N.O.: Revisiting the digital divide in the COVID-19 era. Appl. Econ. Perspect.
Policy (2020)

53. Dagliati, A., Malovini, A., Tibollo, V., Bellazzi, R.: Health informatics and EHR to support
clinical research in the COVID-19 pandemic: an overview. Brief Bioinform. 22(2), 812–822
(2021)

54. Newlands, G., Lutz, C., Tamò-Larrieux, A., Villaronga, E.F., Harasgama, R., Scheitlin, G.:
Innovation under pressure: implications for data privacy during the Covid-19 pandemic. Big
Data Soc. 7(2), (2020)

55. Rothstein, M.A., Wilbanks, J.T., Beskow, L.M., Brelsford, K.M., Brothers, K.B., Doerr, M.,
et al.: Unregulated health research using mobile devices: ethical considerations and policy
recommendations. J. Law Med. Ethics 48(1_suppl), 196–226 (2020)

56. Jogova, M., Shaw, J., Jamieson, T.: The regulatory challenge of mobile health: lessons for
Canada. Healthc. Policy 14(3), 19–28 (2019)

57. Lewis, T.L., Wyatt, J.C.: mHealth and mobile medical apps: a framework to assess risk and
promote safer use. J. Med. Internet Res. 16(9), e210 (2014)

58. Kondylakis, H., Katehakis, D.G., Kouroubali, A., Logothetidis, F., Triantafyllidis, A., Kala-
maras, I., et al.: COVID-19 mobile apps: a systematic review of the literature. J. Med. Internet
Res. 22(12), e23170 (2020)

59. Ekong, I., Chukwu, E., Chukwu, M.: COVID-19 mobile positioning data contact tracing and
patient privacy regulations: exploratory search of global response strategies and the use of
digital tools in Nigeria. JMIR Mhealth Uhealth 8(4), e19139 (2020)

60. Mehl, A., Bergey, F., Cawley, C., Gilsdorf, A.: Syndromic surveillance insights from a symptom
assessment app before and during COVID-19 measures in Germany and the United Kingdom:
results from repeated cross-sectional analyses. JMIR Mhealth Uhealth 8(10), (2020)

61. Robbins, R., Affouf, M., Weaver, M.D., Czeisler, M.É., Barger, L.K., Quan, S.F., et al.: Esti-
mated sleep duration before and during the COVID-19 pandemic in major metropolitan areas
on different continents: observational study of smartphone app data. J.Med. Internet Res. 23(2),
e20546 (2021)



mHealth Systems and Applications in Post-pandemic Healthcare 675

62. Rodriguez-Villa, E., Torous, J.: Regulating digital health technologies with transparency: the
case for dynamic and multi-stakeholder evaluation. BMC Med. 17(1), 226 (2019)

63. Becker, R., Thorogood, A., Ordish, J., Beauvais, M.J.S.: COVID-19 research: navigating the
European general data protection regulation. J. Med. Internet Res. 22(8), e19799 (2020)

64. Bradford, L., Aboy, M., Liddell, K.: COVID-19 contact tracing apps: a stress test for privacy,
the GDPR, and data protection regimes. J. Law Biosci. 7(1), lsaa034 (2020)

65. Shrestha, N., Shad, M.Y., Ulvi, O., Khan, M.H., Karamehic-Muratovic, A., Nguyen, U.D.T.,
et al.: The impact of COVID-19 on globalization. One Health 11, 100180 (2020)



Synergistic Effects of Environmental
Factors on the Spread of Corona Virus

Mahwish Ali, Syeda Mehpara Farhat, Sumra Wajid Abbasi,
and Amna Ishtiaq

Abstract Epidemiology models, for studying the impact of different environmental
factors on the dynamics of COVID-19 and its predictive mechanisms, gained consid-
erable importance with the start of COVID-19 pandemic. This chapter is aimed
majorly at determining the synergistic effect of different environmental factors on
corona virus and its transmission dynamics. This kind of analysis is helpful for the
health departments of the countries to take action according to the climate predic-
tions and to improve the overall quality of care provided. These modeled predictions
will also be helpful in alerting the people or applying lock downs during the weather
conditions favorable for viral survival and dissemination. The study will lead to
the answers: if there is worth worrying impact of the environmental factors on the
corona virus, what is the measure of impact and lastly how and why they are possibly
influencing the virus.
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correlation ·Modeling analysis
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Data driven insights are the major resources of health technologies and innovations
which can improve healthcare systems and also help to resolve the complex health
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situations, like COVID-19. Data analytics can be helpful for health organizations to
identify the level of major outbreaks as well as opportunities to provide better health-
care monitoring system. Mathematical modeling is a fine way to provide valuable
insights during an ongoing health emergency. It assists the health departments in
creating solutions to enable a system delivering better care and applying improved
intervention techniques.

Epidemiology models, for studying the impact of different environmental factors
on the dynamics ofCOVID-19 aswell as predictivemechanisms, gained considerable
importance with the start of COVID-19 pandemic. The different types of models
proved to be helpful for providing much needed information to the health legislators
and policy makers during this emergency. This approach, in turn aid to reduce the
infections and death rates significantly by taking the required precautionarymeasures
[9, 28, 30, 41, 50, 55].

Among other models, discrete impact of different environmental factors including
weather factors on the spread of corona virus has also been studied through different
models [8, 29, 56, 72, 73, 76, 79, 80]. The determination of interaction between
different environmental factors may provide interesting information regarding envi-
ronmental influence on viral transmission. The unpublished data from our lab also
revealed that the interaction of two or more environmental factors may affect the
viral transmission positively or negatively.

Intense air pollution is one of the major global concerns in the present world.
Smoke fog, commonly known as smog, and photo-chemical smog, commonly known
as summer smog, are affecting the major cities in the world, adversely impacting the
health of the individuals [4, 24, 66, 82]. During an outbreak of infectious diseases
like COVID-19, which is actually targeting the respiratory system of the individuals,
the additional effect of climatic conditions like particulate matter, NO2, SO2, CO2

and O3 could be highly dangerous for the people risking their lives even more. This
scenario makes it vital to investigate whether the higher levels of pollution in winters
and in summers have an impact on the COVID-19 infections and death rates.

This chapter covers synergistic effect of different climatic factors (humidity, dew
point, precipitation, Air quality index (AQI) and temperature) on corona virus and
its transmission dynamics in Pakistan. Based on the results obtained from statistical
model, it was found that AQI has strong correlation with the COVID-19 spread.
Therefore, in the later part of the chapter the pollutants (particulate matter, NO2,
SO2, CO2 and O3) which contribute in AQI level were discussed and their mecha-
nism in SARS-CoV2 dissemination was elaborated in detail. This kind of analysis
is helpful for the health departments of the countries to take action according to
the climate predictions. This analysis will also be helpful in alerting the people or
applying lock downs during the peak periods under such weather conditions. The
study will lead to the answers: if there is worth worrying impact of the studied factors
on the corona virus, what is the measure of impact and lastly how and why they are
possibly influencing the virus.
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2 Environmental Factors and COVID-19

The current outbreak is the third time an animal coronavirus has infected humans
in less than two decades. Like MERS CoV and SARS-CoV1, COVID-19 has been
classified as a zoonotic coronavirus [42]. Its spread is not only limited to direct,
indirect, or aerosol contact with affected people, but several environmental factors
such as climate, temperature and air pollutants may have an impact on COVID-19
transmission, as has been observed with other viral respiratory infections [47]. With
this learning, there came anurgent need of further investigation in this direction taking
in account the environmental factors in order to minimize the risk of disease spread
as well as forming the healthcare policies and managing the situation accordingly.

2.1 Weather Effects on COVID-19

Several researches have been conducted in various countries to study the impact
of climatic conditions on SARS-CoV-2 transmission [2, 8, 17, 47, 48, 59, 65, 86].
Changes in temperature, for example, influence the stability of coronaviruses on
surfaces and thus influence the transmission rate [79]. Similarly, a positive correlation
between the transmission of COVID-19 and various meteorological factors such as
dew point, relative and absolute humidity, temperature, and water vapor has been
reported in a study conducted in Singapore [59]. Another study found that mean
temperature was solely correlated to the spread of this deadly virus [86]. Absolute
humidity was also found to have a strong association and had a key role in the
dissemination of COVID-19 in South America [17]. On the basis of these research
studies, it can be unanimously concluded that the environmental factors have an
impact on the transmission of corona virus, however, there is still contradiction on
whether the impact is positive or negative.

2.2 Synergies Between Weather Factors and COVID-19
Cases in Pakistan

Since the start of this pandemic, the scientists all around the globe are trying in
their respective capacities to provide effective solutions for dealing with this health
emergency. Predictive analytics and risk disease and management, as applications
of healthcare analytics, are majorly used by the scientists during this pandemic.
Various such research studies are conducted specifically to analyze the impact of
environmental factors on the transmission of corona virus, COVID-19 cases and
deaths. We conducted a novel case study in this regard, using a statistical model,
considering the synergistic effect of different climatic conditions rather than their
discrete effect on the COVID-19 transmission, which shows quite interesting results.
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Fig. 1 a Plot of cumulative COVID-19 cases, daily cases and deaths in Pakistan. bMonthly trend
of daily COVID-19 cases in Pakistan

In addition to the previous unpublished research study, a case study regarding the
synergistic effects of different weather factors and Air Quality Index on the daily
COVID-19 cases is conducted in Islamabad, the capital city of Pakistan.We examined
and analyzed the data from 15th March to 31st July, 2020, collected from the official
website of government of Pakistan (https://www.covid.gov.pk) using the regression
model. The climatic factors considered in this study including temperature, dew
point, humidity, precipitation and Air Quality Index (AQI), were assembled from
Pakistan meteorological department (PMD) and official website: https://www.iqair.
com/us/pakistan. The plot in Fig. 1a shows daily cases and deaths in Pakistan from
March 2020 to January 2021. The cumulative number of confirmed cases, deaths and
daily number of COVID-19 cases were plotted against the number of days. In order
to identify clearly the pattern changes among the (summer andwinter) months during
COVID period, the daily COVID-19 infected cases were plotted. It can be clearly
seen from the Fig. 1b that the month of June 2020 has witnessed the highest number
of COVID-19 cases in Pakistan, while in the month of July 2020, the number of cases
subsided rapidly. Besides other factors, the reason behind this phenomenon could
possibly be the synergistic effect of temperature with the level of humidity and dew
point present in the air, as analyzed in our unpublished data. Quasi Poisson regression
model was used to analyze the aforementioned interactions. The daily infected cases
ofCOVID-19were taken as the dependent variable and theweather factorswere taken
as the independent variables. Air Quality Index was taken as the main factor and its
interaction with other variables was investigated. The outcomes of the analysis were
then plotted against the log predicted daily reported cases of COVID-19 obtained
from the model (Fig. 2). It was observed from the outcome of the regression analysis
that the impact of AQI interaction with humidity and with precipitation was higher in
comparison with the other two variables that are temperature and dew point. It can be
seen in Fig. 2a and 2d that the relation of AQI with the predicted cases changes from
positive to negative for higher values of precipitation and humidity, respectively. A

https://www.covid.gov.pk
https://www.iqair.com/us/pakistan
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Fig. 2 Interaction of air quality index with a precipitation, b temperature, c dew point, and d
humidity and their effect on daily COVID-19 cases

similar outcome can be seen in the case of the variable dew point (Fig. 2c), while
temperature does not show any significant interaction with the AQI level (Fig. 2b).
The results showed significant patterns and suggested that even though the AQI is
getting higher, the higher values of humidity and precipitation have a positive impact
on the daily number of cases. Although, the higher AQI level could aggravate the
situation and adversely affect the transmission of the corona virus, higher humidity
and precipitation levels can help us in these circumstances. On the contrary, the
situation could be alarming at the places and time the humidity and precipitation
levels are low and AQI level is high. This modeling analysis will help the health care
providers to foresee the future patterns of disease prevalence and therefore can guide
policy makers to devise strategies accordingly.

2.3 Effect of Pollution on COVID-19

Air pollution has been previously reported to aggravate the pathological outcomes of
various respiratory viruses. A study, published after a century of Spanish influenza
pandemic, reported that the cities with high coal combustion experienced tens of
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thousands of more flu deaths as compared to cities that used less coal [18]. Simi-
larly, a study on SARS CoV-1 also revealed that people living in more polluted areas
had two-fold higher risk of dying from SARS CoV-1 as compared to those living in
less polluted areas [23]. A similar link is reported between COVID-19 pathology,
mortality and air pollution exposure in humans (Table 1). Hence, it can be expected
that the population already exposed to high air pollution is at increased risk of devel-
oping COVID-19 as compared to those experiencing good air quality [52]. The
specific link between SARS CoV-2 infection and air pollution is still not completely
understood but it might be speculated that compromised immune response, due to
air pollution, facilitates viral penetration and replication. Moreover, the air pollution
is also reported to be a major causative agent of cardiopulmonary disease, which
might also contribute to exacerbate the COVID-19 pathogenesis [13]. Therefore, the
possibility cannot be excluded that the virus would be facilitated in the cells whose
integrity is already compromised by air pollution [21].

The air pollution is constituted from mixture of different gases and particulate
matter. The particulate matter is comprised of an inner carbonaceous core which
is coated by chemicals such as Sulphur, nitrate and metals. Additional biological
pollutants such as bacteria and viruses may be adsorbed on the surface of particulate
matter which amplify its toxicity [27]. Among gaseous pollutants the effect of NO2,
SO2, CO and O3 is most widely investigated on COVID-19 related pathology.

2.3.1 Particulate Matter

The particulate matter can increase the severity of COVID-19 disease expression
in two ways. Firstly, the SARS CoV-2 has airborne transmission and presence of
particulate matter act as a vehicle for viral transport to longer distances. Secondly, as
the respiratory tract cells are first target of particulate matter, a long term exposure
to these particulate matter compromises the health of these cell, which facilitates
the entry of pathogens in the cells [21]. Up till now the epidemiological studies
have investigated the effect of particulate matter with aerodynamic diameter 10 μm
(PM10) and 2.5 μm (PM2.5) on COVID-19 pathogenesis. Both PM10 and PM2.5

are ultrafine particles and their transportation and final destination within the blood
streamand lungs is determined by the size of the particulatematter. The long and short
term exposure to PM2.5 is reported to be more strongly associated with COVID-19
infections and mortality than PM10 [3].

The PM2.5 is mostly associated with negative impact on human health. Due to its
small size it can easily penetrate into the lungs and cause serious respiratory issues
[62]. These toxic particulate matter particles when inhaled lead to various serious
health concerns which has led to development of a strong correlation between respi-
ratory diseases, including SARS CoV-2, with particulate matter in various studies
[37, 40, 51, 74]. It has been suggested that with an increase of only 1μg/m3 in PM2.5

concentration, the COVID-19 cases escalate by 15% [81]. Thus exposure to PM2.5

causes respiratory diseases and makes exposed population more prone to catching
respiratory virus and developing severe symptoms [53].
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The particulate matter also contains metals which have cytotoxic effects on the
cells. When the particulate matter reaches the target tissue, a direct interaction
between the particle and cells elicit an immune response resulting in systemic inflam-
mation and sustained oxidative stress [10]. The particulate matter exposure can affect
the lungs via following mechanisms.

1. Compromised immune response

The particulate matter affects immune response in different ways. The macrophages
play a fundamental role in immune systemby phagocytizing the foreign particle. This
phagocytic capability is also reported to be compromised after pollution exposure
and therefore the macrophages will be unable to inactivate the virus [39].

When the particulate matter enters the body, these are taken as foreign bodies and
immune system is activated against these foreign particles. In this situation, if the
respiratory virus enters the body, the immune response, being active against both the
virus and the particulate matter, is less effective as compared to the immune response
focused on defense against respiratory virus only [10].

2. Inflammation

Inflammation is a response of our immune systemwhich is indispensable. The partic-
ulatematter has the ability to induce strong inflammatory response as a result ofwhich
high levels of pro inflammatory cytokines, TNF-α and IL-6 were observed in blood
of mice exposed to PM10 and PM2.5 samples [49]. Similarly, an analysis of lung cells
has also shown elevated levels of IL-8 in humans exposed to pollutants [84]. As it
is already known that the cytokine storm is the major culprit in COVID-19-induced
damage, therefore, the predisposition of individuals, exposed to particulate matter
over a long time, towards an amplified cytokine storm, following SARS CoV2 infec-
tion, may be assumed. This may also explain the correlation between COVID-19 and
particulate matter that has been associated with high mortality in polluted areas [21].

3. Oxidative stress

The pollutant particles are reported to increase reactive oxygen species which are
indicative of oxidative stress [11].

4. Interaction with ACE2 receptor

The angiotensin converting enzyme-2 (ACE2) receptors are expressed in heart,
arteries, kidneys, lungs and intestine, due to their important role in blood pressure
regulation via cleavage of angiotensin 2. The angiotensin 2 binds to AT1 receptor
and causes vasoconstriction and inflammation [16]. The ACE2 receptor cleaves
angiotensin 2 into angiotensin 1–7 which are vasodilator and anti-inflammatory [35].
In severe forms of COVID-19, it has been reported that an imbalance is created
in ACE2/AT1 receptors [16, 67]. Similarly, exposure to particulate matter causes
an increase in the expression of AT1 receptor. Therefore, combined effect, of PM
induced elevated expression of AT1 receptor and SARS CoV-2 induced ACE2/AT1
receptor imbalance, may heighten the inflammatory response, as observed in severe
cases of COVID-19 [13]. Moreover, PM also increases the expression of ACE
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receptor (that converts angiotensin 1–7 to angiotensin 2) and therefore, leads to
an increase in the AT1 receptor-angiotensin 2 liaison [5]. The ACE2 receptor also
protects against inflammation, via inhibition of NFκB (inflammatory response acti-
vation pathway) and activation of NRF2 (pathway that activates anti-inflammatory
pathway). The COVID-19 binding to ACE2 receptor blocks its activity, and thus
alters this mechanism which leads to destructive hyper-inflammatory response [21].

The ACE2 receptors are also a source of corona virus entry into the cell. The
virus binds to the ACE2 receptors with the help of its receptor binding domain
and is later activated by human cellular proteases [71]. Due to the importance of
proteases, it has been reported that inhibiting these proteasesmight be a potent option
to block viral entry [36]. The particulate matter causes activation of these proteases
and therefore, facilitate viral entry [85]. The exposure to PM2.5 is also reported to
cause overexpression of ACE2 receptor, and this receptor being the entry key for
virus into the cell, the elevated COVID-19 infection is also plausible [46].

2.3.2 Nitrogen Dioxide (NO2)

In the urban environment NO2 is a major air pollutant arising from traffic and indus-
trial smoke. The NO2 has been reported to be associated with various respiratory
disorders including asthma, bronchiolitis, chronic obstructive pulmonary disease
(COPD) and cardiovascular disease [7]. The association of NO2 with the COVID-19
is established in many studies. In a study from England it has been reported that high
death rate in London and midland may be because of highest average concentration
of NO2 annually [75]. The nitrogen oxide induced systemic oxidative stress resulting
in decreased pulmonary function [34] may also contribute to increased infectivity
of respiratory viruses including COVID-19. Another study revealed that prolonged
exposure to the high levels of NO2 causes extreme illness such as diabetes, cardiovas-
cular disease, hypertension and even death in some cases [43]. Long term inhalation
in air concentratedwithNO2 causes cytokine Inflammation in the lungswhich lead to
chronic respiratory disorders [63]. A study was held in eight countries to examine the
effect of air pollutants on the infectivity and mortality rate of COVID-19. The study
revealed that all countries which include UK, France, USA, China, Italy, Iran, Spain
and Germany showed higher percentage of viral infections in the regions having high
levels of NO2 in the air [60]. Another retrospective study was done in Wuhan and
Xioa Gan in China which revealed a strong correlation between NO2 and number
of COVID-19 cases [44]. A significant association was found between COVID-19
and NO2 in 12 cities of China. It has been estimated that every 10 μg/m3 increase in
NO2 levels in air caused 6.94% increase in daily COVID-19 cases [87]. Other studies
held in India also showed a positive correlation between NO2 and COVID-19 infec-
tivity [14]. A study held in France demonstrated that nitrogen dioxide and nitrous
oxide called as NOx is contributing towards the formation of secondary particles
by the process of transformation in the presence of photochemical reactions with
nitric acid and ozone. These are the major contributing factors towards acid rain as
well [57]. Although a lot of studies has been done on the relationship between NO2
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and COVID-19, but there is a debate among the scientists that other factors, such as
population density, should be incorporated in the studies in order to understand the
impact of air pollution on COVID-19 in real terms. In this regard, an empirical study
was held in France to check the relationship between NO2 and COVID-19 associated
mortality rate. They used artificial neural network experiments to reveal the threshold
value of NO2 that is adept of inducing adverse effect related to COVID-19 deaths.
They calculated the threshold values as 21.8 μg/m3, 22.9 μg/m3 and 15.8 μg/m3 for
three French cities Lyon, Paris and Marseille, respectively, by considering popula-
tion density in the model as well [54]. More such studies are needed to identify the
potential threshold values for different geographical populations of diverse densities
to mimic the factors contributing to the spread of new pandemics.

2.3.3 Carbon Dioxide (CO2)

Other air pollutants that can stimulate the rate of spread of new pandemics and
mortality rate are CO2, O3 and Sox. The major contributors of these pollutants are
Green House Gases (GHGs) that are directly release into the environment by the
combustion of fuels [15]. Air is termed as polluted air when it contains elevated level
of primary pollutants such as Methane, Cox, Sox and NOx and secondary pollutants
as well which include Sulphur trioxide and Ozone [6].

According to one study held in the University of Colorado Boulder and the Coop-
erative Institute for Research in Environmental Sciences (CIRES), when the level
of indoor CO2 has been doubled, it increases the risk of spread of infection by two
folds. According to them when an infectious person exhales CO2, it is accompanied
with the air borne viruses as well. In this way CO2 can serve as the proxy in the
spread of infections [61]. They suggested that monitoring the level of CO2 indoors
can be helpful in determining the rate of infection spread in the closed environments
such as Buses, Library, classrooms and gyms. They tested that during the COVID-19
pandemic the rate of spread of infections in indoor shared air has been dependent
on the activities of the individuals, such as a person sitting quietly in the library will
exhale less CO2 as compared to the person doing gym. In this manner, the level of
CO2 monitoring can be served as a low cost and robust method for the determination
of virus count in closed air [61]. Moreover, another study revealed the mechanism
of corona virus spread with CO2. According to them the density of CO2 (1.96 g/L)
is quite higher than the density of the air (1.28 g/L). The higher the level of CO2 in
air, the higher is the density of the air which promotes the spread of Corona virus in
the air. Viral droplets start moving and floating in the high density air and can travel
up to certain distance of high altitudes and can stay there for longer periods. In this
way the concentration of CO2 serves as the driving factor for COVID-19 spread in
the air. According to their assumptions Corona virus needs CO2 for its survival and
reproduction and it always moves from low concentrations of CO2 towards higher
concentration regions of CO2. The concentration of CO2 in air is 100 times lower
(0.04% by volume) as compared to the human lungs (4–5%) which favors the virus
to move from air to human lungs through respiratory path and reaches human lung
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where it causes inflammation and in acute cases it causes death in humans. Once it
reaches the human lungs, it starts the replication and the viral particles come out with
cough and are ready to infect other persons who are already immune-compromised
and are exhaling more CO2 as compared to the normal individuals. The virus attacks
them and this cycle of infectivity continues [33]. Hence, it has been concluded that
CO2 does play a vital role in the spread of COVID-19, but more studies are needed
to determine the threshold level of CO2 to mimic the spread of COVID-19.

2.3.4 Ozone (O3)

The elevated levels of ozone at lower altitude adversely impact the humans by
producing free radicals which badly affect the lung functions, respiratory tract and
asthma. This leads to increase the chances of hospitalization and rate of mortality
[68]. Furthermore, it has been studied that individual living at high altitudes such as
Tibet and Bolivia were less susceptible to the COVID-19, because, virus half-life was
being compromised at high altitudes or due to the hypoxia down regulation of ACE2
in COVID-19 pulmonary epithelium. Moreover, they further stated that at high alti-
tudes the UVA and UVB radiations are more intense and they act as natural sanitizers
against COVID-19 [69]. But in literature different studies revealed that O3 has the
potential to work against the COVID-19 infection by its potential of oxidation, per-
oxidation and generation of free radicals that cause lipid membrane permeability in
viruses. Moreover, O3 concentration adversely affects the virus capsid and disturbs
its reproductive cycle by hindering the cell to cell interaction through peroxidation
[25].

3 Conclusion

This study concluded that environmental factors definitely have some impact on the
rate of spread and level of infectivity in pandemics such as COVID-19. However,
the impact of weather factors and pollutions are not conclusive alone, if demog-
raphy, population density, existence of co-morbidities and epidemiology have not
been taken into consideration. These factors may play a vital role in determining the
dynamics of pandemic spread through mathematical and statistical models, globally.
Hence, data (population density, epidemiology, pollution level) from each conti-
nent and region of the world must be collected on regular basis. This investment in
data and mathematical model developed will be a valuable asset for the healthcare
leaders which allow them to foresee the meaningful patterns of the pandemics. This
will ultimately provide healthcare systems a better direction to proceed for making
improved surveillance system to cope with pandemics. This requires the input from
policy makers and think tanks of the countries to make regional reforms and policies
to update the data, which will be helpful to control the new pandemics in future.
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CFD Analysis of COVID-19 Dispersion
via Speaking, Breathing, Coughing,
and (or) Sneezing
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Abstract All human respiratory exhalations (breathing, laughing, singing, talking,
coughing, sneezing, etc.) are multiphase/turbulent jet flows containing respiratory
droplets, which include fluids covering the entire inner surface of the related airways.
Obviously, these droplets are in different sizes and can be either suspended or be
falling down the jet due to their weights. In addition, various environmental factors,
such as temperature, relative humidity, wind, weather, etc., affect the distribution of
these droplets. Since they play very important roles in disease transmission, engi-
neers and scientists study the mechanism of their dispersion, break-up, coalescence,
and deformation experimentally or using computational fluid dynamics (CFD). In
this way, they will be able to offer some valuable non-pharmacological solutions to
prevent the transmission of pathogenic viruses, such as COVID-19. Previous studies
have shown that respiratory exhalation flows produce multiphase/turbulent flows,
which have almost the same temperature (having a high humidity), as the body. In
this work, computational investigation of the effects of a corona effected body and its
surrounding environmental conditions, using large eddy simulation (LES) approach,
are thoroughly described. The ultimate goal is to develop a sound computer code,
which will be able to simulate a turbulent/multiphase flow related to respiratory
exhalations. The main innovations of this research would be studying the different
effects of day and night on related social distancing. Thus, for the continuous phase
(a compressible turbulent jet with high humidity, which is floating due to difference
of its temperature with the surrounding environment; e.g. a plume-like flow) Eulerian
representation is used, while Lagrangian one is used for the dispersed phase, such
that a fluid particle’s velocity and temperature are updated along their path line.
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1 Introduction

During the COVID-19 outbreak, it was found that the international community
has so far failed to control and curb the outbreak; due to little knowledge of the
dynamic properties of respiratory droplets. In addition, medical science realized its
fundamental weakness in controlling and overcoming unknown infectious respira-
tory diseases. Mutation of SARS-CoV-2 in human body was more deadly in some
countries, which has caused concern and confusion among physicians [1]. Experi-
mental studies have shown that shelf life of COVID-19 on different surfaces varies
according to its material, while it stays in air for three hours [2, 3]. The virus is trans-
mitted through contact and distribution of respiratory droplets. In the contact process,
the individual interacts directly with the infected one or indirectly touches contami-
nated surfaces. On the other hand, a collection of droplets are released by exhalation
containing fluidswithin the respiratory system. Studies have shown that about 35%of
patients are asymptomatic [3] and can transmit diseasewithout awareness.According
to recent studies, many active cases have been infected by asymptomatic carriers [4,
5]. As a result, some researchers believe that respiratory droplets lead to much of
the transmission of infectious viruses [6–8]. They found that patients with SARS
and flu spread virus into air in the form of aerosols [9]. Therefore, airborne respira-
tory droplets can play a significant role in the transmission of infectious respiratory
diseases.

The mechanism of droplets’ production includes various physical processes, e.g.,
fluid instability, breakup, and its conversion into droplets [10]. In addition, droplet
dispersion is due to its initial momentum and environmental air current.

Fortunately, investigation of such physical phenomena is feasible using compu-
tational fluid dynamics (CFD) as a powerful tool. Therefore, this way many results
can be obtained by accurate computational simulations.

2 Respiratory Droplets

Numerical studies have shown to be extremely effective in comprehension of virus
transmission, prevention of deterioration of conditions resulting from pandemic
COVID-19, and therefore development and updating public health regulations.
Several experimental and numerical studies have been performed to better understand
respiratory processes and the behavior of droplets [11–13]. Accordingly, the size of
respiratory droplets is in different ranges [14, 15]. The dimensions of droplets affect
their deposition both in external environment and inside human respiratory system.
Larger droplets fall into ground within a limit of about one meter, while smaller
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droplets remain suspended in air at much greater distances. So far, various studies
simulated respiratory processes of sneezing and coughing [16–24] or analyzed the
exhaled flow due to breathing or talking [15, 25, 26]. According to experimental [27]
and numerical [28] data, droplet size range has a critical value, i.e., larger droplets
fall into ground due to gravity through a ballistic path, while fine droplets remain
suspended in air. Respiratory exhalation transfer finer droplets up to certain distances
(about 2 to 8 m). Therefore, the allowable limit for social distancing should be more
than about 2.5 m. Thus, world health organization (WHO) must renew its relevant
regulations regarding social distancing [29]. Every day, millions of airborne droplets
enter bodies with inhalation, wherein deposition in respiratory systems depends on
the size, density, shape, as well as breathing pattern of each individual [30]. The
smaller the droplet, the deeper it can travel the human airways [31]. In addition,
there are enzymes within respiratory tract and the surface of the eyes that act as
cellular receptors for the SARS-CoV-2 [32]. Therefore, infected respiratory droplets
should be prevented from reaching them. Perhaps one of the best ways to reduce
disease transmission is using appropriate coatings to block the virus [33, 34]. In
an outbreak of infectious respiratory diseases, isolated workwear for medical staff,
plastic face shields, and face masks are known as personal protective equipment
(PPE). Improving face mask performance for respiratory droplets filtration is the
principal concern for increasing their effectiveness due to their essential role as a
non-pharmacological method in controlling virus transmission [35]. According to
previous researches, wearing a face mask reduces the risk of infecting influenza,
SARS, and COVID-19 viruses by about 45%, 74%, and 96%, respectively [36].

2.1 Size

Droplets induced by respiratory events are in different sizes and are known to be
non-Newtonian fluids. Mucosa is viscoelastic and significantly affects size distri-
bution and number of respiratory droplets [37]. According to previous analytical
[38] and experimental [39] studies, the diameter range of respiratory droplets is
between 1 and 2000 μm. Table 1 shows the size distribution of respiratory droplets
in sneezing, coughing, and talking. As can be seen, sneezing produces more droplets
than coughing or talking, i.e., the resulting number of droplets is approximately 200
times that of coughing and about 4,000 times that of talking. Furthermore, the most
number of droplets are in the range 2–40 μm in all three phenomena.

In a healthy individual, average diameters of droplets during coughing and talking
are 13.5 and 16 μm, respectively [40]. In addition, the lifetime of droplets varies
according to their sizes (lifetime refers to a period when droplets do not evaporate
or change phase and are suspended in the air at their actual size). According to Ref.
[39], the time to eliminate 90% of droplets (which may carry a virus or bacteria) in a
closed environment with still air is between 30 and 60min. Moreover, droplets larger
than 8μm in diameter disappear in 20min, while droplets larger than 4μm disappear
in 90 min. Nevertheless, smaller droplets can live longer (up to about 30 h), but in the
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Table 1 Size distribution of
droplets in sneezing,
coughing, and talking;
Duguid, JP, The size and the
duration of air-carriage of
respiratory droplets and
droplet-nuclei, epidemiology
& infection, 44, 6, 471–479,
reproduced with permission
[39]

Droplet diameter in μm One sneeze One cough Talk

1–2 26,000 50 1

2–4 160,000 290 13

4–8 350,000 970 52

8–16 280,000 1,600 78

16–24 97,000 870 40

24–32 37,000 420 24

32–40 17,000 240 12

40–50 9,000 110 6

50–75 10,000 140 7

75–100 4,500 85 5

100–125 2,500 48 4

125–150 1,800 38 3

150–200 2,000 35 2

200–250 1,400 29 1

250–500 2,100 34 3

500–1000 1,000 12 1

1000–2000 140 2 0

Approx. Total 1,000,000 5,000 250

presence of airflow, e.g., a fan, droplet lifetime becomesmuch shorter. In severe exha-
lation processes, such as sneezing, fluid may break up and turn into droplets outside
the respiratory tract [41]. According to Fig. 1, droplets are in the form of sheets. Then,
the sheets are fragmented and formed into strands. Due to viscoelasticity, in some
areas of these filaments density is higher, and mucosa turns into spherical granules
and then separates from filaments. Therefore, viscoelasticity delays droplets breakup
and thus, it affects its size distribution and also the dimensions of the smallest droplets
downstream.

2.2 Formation

Thehighvelocity of exhaled air causes atomization of saliva andmucosa inmouth and
nose, leading to droplet formation [42]. Mucosa becomes unstable due to the existing
shear force in the flow. The lung wall is also elastic, which is effective in causing this
instability [43]. All three known Kelvin–Helmholtz, Rayleigh–Taylor, and Plateau–
Rayleigh instabilities occur sequentially in exhaled respiratory jets. As shown in
Fig. 2, a jet of liquid (thin sputum sheet) issues into the ambient air from the mouth
leading to droplet formation. Then, droplets under Rayleigh–Taylor instability burst
and form smaller droplets of different sizes due to Plateau–Rayleigh instability [44].
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Fig. 1 Image of respiratory droplets’ formation by non-Newtonian saliva in process of sneezing:
a image from the side and b image from above the person’s head; Reprinted by permission from
Springer Nature: Springer Nature, experiments in fluids, visualization of sneeze ejecta: steps of
fluid fragmentation leading to respiratory droplets, B. E. Scharfman et al. Copyright (2016) [41]

Fig. 2 Various stages of respiratory droplets’ breakup: a instability occurs when a sheet of mucus
comes out of mouth, b droplet formation by Kelvin–Helmholtz instability, c rupture of droplet
due to Rayleigh–Taylor instability; d effect of surface tension and turning into smaller droplets
due to Plateau–Rayleigh instability; Reproduced from M. Vadivukkarasan, K. Dhivyaraja, and
M. V. Panchagnula, “Breakup morphology of expelled respiratory liquid: from the perspective of
hydrodynamic instabilities,” Phys. Fluids, Vol. 32, No. 9, pp. 094101, 2020, with the permission of
AIP publishing [44]

Eventually, fluid breaks up and turns into droplets of various sizes, which move out
of the respiratory tract. Breakup of droplets and their fragmentation in a viscoelastic
fluid occur later than Newtonian fluid, having narrower and longer strings [45].

Liquid menisci blockage inside bronchus causes fluid to split and moves inside
it. This fluid decomposes to smaller droplets. Factors affecting formation of droplets
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Fig. 3 Production of droplets within respiratory tract a instability of the fluid covering surface
of airway, b atomization in mouth, and c rupture of fluid film in bronchi; Reprinted from airborne
spread of infectious agents in the indoor environment, 44, JianjianWei, Yuguo Li, American Journal
of Infection Control, S102-S108, Copyright (2016), with permission from Elsevier [47]

inside bronchus are:mucosa thickness covering its inner surface,menisci initial thick-
ness, and capillary number (μV /σ , where μ is dynamic viscosity of the viscoelastic
fluid, V is characteristic velocity, and σ is surface tension). There is a critical capil-
lary number for menisci in equilibrium. When it is greater than its critical value and
gradually increases, the fluid mass becomes smaller, leading to droplet formation
even in normal breathing [46]. As shown in Fig. 3, bronchi are narrow tubes at the
end of respiratory tract and are covered by a liquid film on their inner surface.

Breathing is awaveprocess (inhaling andexhaling). In exhalation,walls of bronchi
coalesce and during inhalation they open up. As their walls move away from each
other, liquid film forms the meniscus and droplets in the size of d ≤ 1 μm [47]. After
meniscus formation, severe stress is applied to flexible walls of bronchus, leading to
damaging epithelial cells (cells on the surface of various organs, acting as protective
barriers and preventing viruses from entering the body); thus, in infected people,
it can cause death. In post-coalescence, stresses on bronchial walls are 300–600%
higher than in pre-coalescence, which is a newly found factor in pulmonary cell
disorder [48].
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3 Aerodynamics of Droplets Induced by Respiratory
Events

Respiratory exhalation is a multiphase turbulent flow wherein respiratory droplets of
various sizes are suspended [16]. Temperature, humidity, and velocity of respiratory
clouds are different from the environment in which it is emitted. Besides, droplets
fall out of a respiratory cloud when their speed becomes slower than the cloud.
As mentioned earlier, respiratory droplets of infected persons not only settle on
adjacent surfaces and the objects they touch, but a significant number of them remain
suspended in air for hours [49]. At short distances from the source, i.e., less than
about 1.5 m, droplets smaller than 10 μm are immediately inhaled in a short time
by susceptible individuals, and larger droplets settle on their bodies [50]. Numerical
analysis of respiratory droplets, induced by breathing and talking [51], show that
some letters generate more vortical structures than others during talking, leading to
more droplet dispersion. Also, exhalation due to breathing is in the form of a puff,
the distance it travels is related to time as L t1/4, and is mixed with downstream
ambient air. However, consecutive exhalation, such as talking, which is the result of
several puffs, is a turbulent conical jet flow related to distance as L t1/2. Of course,
the respiratory patterns in different people are different due to various biological
characteristics. For example, age or gender has little effect on average droplet size;
but influences droplet concentration [52].

Therefore, the above points should be considered in numerical simulation of respi-
ratory events to apply correct boundary and initial conditions. Various factors affect
the transport and dispersion of respiratory droplets. For example, air temperature,
humidity, wind, and ventilation are factors causing airborne droplets to evaporate or
condensate. Further, these factors cause droplets to move in different directions or
settle at various distances from the source.

3.1 Relative Humidity

Motion and evaporation of droplets depend on their size [53]. Relative humidity of
environment is one of the efficient factors in this regard. Evaporation rate decreases
at high relative humidity and leads to more droplet settling on surrounding surfaces
due to their weight. Based on reference [54], more droplets remain suspended in air
at low relative humidity and are more likely to be inhaled by other people. Small
droplets (within 30 μm) are relatively light and follow an airflow pattern. While,
relatively large droplets (100 μm) rapidly fall into ground and only 1% of them
travel to a distance of about 2 m. Finally, relatively medium size droplets with a
diameter of 50 μm travel about 4 m.

Relative humidity is not very effective in evaporating small and large droplets.
However, medium droplets are very sensitive to relative humidity. In addition, it
has a significant effect on droplet deposition. Figure 4 shows size distribution at
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Fig. 4 The effect of relative humidity onmotion of respiratory droplets having different sizeswithin
a respiratory jet. Gray lines show jet boundary and dark red profile is its reach probability; Reprinted
from enhanced spread of expiratory droplets by turbulence in a cough jet, 93, Jianjian Wei, Yuguo
Li, Building and Environment, 86–96, Copyright (2015), with permission from Elsevier [54]

several distances upstream. Respiratory cloud has been simulated in both dry (about
0% relative humidity) and humid (about 90% relative humidity) environments to
investigate droplet evaporation and displacement. The dark red line in Fig. 4 is a
profile of reach probability of respiratory cloud.

Reach probability of respiratory cloud is defined as [54].

p(x) = NTot − NDep(x)

NTot
, (1)
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where, NTot and NDep are total number of droplets released and deposited before
reaching a specific streamwise distance x, respectively. As can be seen, small droplets
are not affected by relative humidity and are dispersed inside the jet. However, with
increasing relative humidity, about 40% of medium-size droplets travel a distance of
about 4 m. Also, large droplets fall into ground at closer distances. By comparing
two different relative humidities, it can be seen that the number of large droplets in
relative humidity of about 90% is more limited. Because of high relative humidity,
droplets evaporate very slowly and fall into ground immediately near the mouth.
Relative humidity also affects the droplet nucleus’ size, which is a solid residue of
an evaporated respiratory droplet suspended in air and can be easily dispersed [55].
For a specific droplet, the size of a droplet nucleus at relative humidity of about 90%
and about 25 ◦C temperature can be approximately 30% larger than the same droplet
at a relative humidity less than about 65% at the same temperature [56].

3.2 Weather Condition

The localweather condition plays a significant role in infectious disease transmission.
The distribution of respiratory droplets varies in different seasons. For instance, in
autumn and in winter, the number of precipitated droplets on ground increases due
to decreasing temperature and increasing relative humidity [57]. Therefore, social
distancing should be implemented differently in various weather conditions [58]. In
addition, increasing streamwise wind causes droplets to move farther downstream
(up to about 7 m) and therefore, it pollutes more areas [59, 60]. Other researchers
have also studied this effect, e.g. Ref. [61]. Such weather condition can lead to a
turbulent flow in which more droplet dispersion is expected. In addition, when an
infected individual moves in an environment with stagnant air, it can help spread of
the virus (depending on his/her speed) [62]. Since the distance between passengers
is inadequate in vehicles and the density of passengers in public transportation,
especially airplanes, is very high [63, 64], the possibility of disease transmission
is considerable [65]. For instance, droplets induced by a single cough are scattered
in aircraft cabins and affect many passengers in a short period [66, 67]. Therefore,
air-conditioning must be such that it keeps the indoor air fresh. Thus, droplet transfer
in enclosed spaces in the presence of ventilation systems can be challenging in the
field of aerosol sciences. This is because: the number of individuals, their body
temperatures, and inadequate ventilation systems affect the dispersion of respiratory
droplets [68].

3.3 Ventilation

Controlling concentration of virus-infected droplets in air is one of the most signif-
icant factors to prevent infectious diseases. Thus, ventilation strategies have a vital
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role in virus spread during respiratory processes and should be considered espe-
cially in designing a proper room for patients [69]. Based on numerical simulations
[70], droplets with an initial diameter smaller than about 45 μm can move in air
and remain suspended for more than about 6 min. Also, they are strongly influ-
enced by flow pattern of ventilation systems. Since larger droplets cannot travel long
distanceswith airflow and fall on different surfaces, the ventilation effect is negligible
on droplets that settle quickly (short settling time). Numerical studies have shown
that the location of ventilation also has significant effects on dispersion of droplets
which therefore should especially be considered in the design of ventilation systems
of medical centers [71, 72].

3.4 Ambient Temperature/Initial Speed of Exhalation Jet
Effects

Exhalation is a jet flowwith an initial velocity froma fewmeters per second (breathing
and talking) to tens of meters per second (coughing and sneezing). As expiratory
airspeed increases, droplets travel to farther distances. Note, large droplets are trans-
ferred about 6 m in sneezing (at a speed of about 50 m/s), about 2 m in coughing (at
a speed of approximately 10 m/s), and about 1 m in breathing (at a speed of about
1 m/s). The value of the corresponding Reynolds number (Re = V L/υ; where,
V and L are characteristic velocity and length scales and υ is kinematic viscosity
coefficient) is in the order of 102 to 105 (depending on certain respiratory process).
Here, Reynolds number is based on the initial velocity of respiratory jet, the average
diameter of mouth, and kinematic viscosity of airflow [17, 51, 60, 73]. Note, except
in slow breathing, jet flow is a turbulent particulate multiphase flow, which is moist
[16, 60, 74] with temperatures varying between about 34◦C and 37◦C. The speed
of breathing, talking, coughing, and sneezing is about 0.5 to 100 m/s for an adult
[51, 74–76].

Initial velocity affects the transverse dispersion of droplets. As it increases, larger
areas in that direction become contaminated. Also, at a constant initial velocity, the
smaller the mouth area, the farther a droplet travels [75]. Obviously, as ambient
temperature increases, evaporation rate of droplets increases as well, i.e., droplets do
not have enough time to diffuse or disperse in the environment [77].

A respiratory droplet is a viscoelastic fluid containing 89.6% water and 10.4%
NaCl [32]. Note, evaporation process continues until the entire liquid component
is evaporated. The droplet nucleus is about 30% of its original diameter [21], but
is still large enough to transfer the virus (coronavirus is within about 60 to 200
nm). Therefore, to optimize indoor air conditioning to provide fresh and virus-free
air, the solid component of respiratory droplets should also be considered in the
issue of temperature effect on evaporation rate. In addition to the effect of ambient
temperature on evaporation of droplets and their dispersion, it should be considered
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Fig. 5 The schematic of respiratory jet (dashed line is the centerline and Fb is corresponding heat
flux, which is positive in CBL and negative in SBL)

that the temperature difference between exhalation and ambient air leads to deflection
of jet path upwards (discussed later on).

Exhalation is a non-isothermal jet. According to Fig. 5, the upper part of the flow
having higher temperature is located under the one with lower temperature. This
situation is known as convective boundary layer (CBL), which is of course unstable.

As discussed further down, lightwarm air tends tomove upward and thus turbulent
kinetic energy increases strengthening turbulent intensity and fluid mixing. Conse-
quently, it is expected that the upper side of the jet experiences more entrainment (a
process of fluid leaving/entering the jet).

In the lower part, it can be seen that light warm air is over cold one. As a result,
it is a stable boundary layer (SBL), in which heat transfer is from the jet into the
surrounding air. Therefore, buoyancy flux (Fb) is negative, and as a result, kinetic
energy is reduced. In fact, in SBL, buoyancy prevents fluid elements from moving
upward.

It is suspected that ambient air is also affected by temperature variations in an envi-
ronment where surface temperature is different from its surrounding. For instance,
during the day in an open area, where ground is warmer than air due to sunlight (or
indoor space containing underfloor heating), the flow is unstable and heat transfer
from a surface to air leads to vertical flux (increasing turbulence). This vertical
flow cannot only affect expiration jet configuration, it also changes evaporation rate,
deposition, and dispersion of droplets. In CBL condition, surface-deposited parti-
cles which have been re-suspended under shear stress are expected to move upward
near the airways due to positive buoyancy. On the contrary, at night, when earth
temperature is lower than the surrounding air, SBL condition suppresses turbulent
flux in vertical direction and prevents the re-suspended particles from rising nearby
the individual’s head region (which could be otherwise re-inhaled).

Figure 6 can be used to discuss heat flux directions in more details. In SBL, when
a fluid element moves from point A to point B, velocity becomes negative (u′

j < 0).



708 M. T. Rahni and S. Gouharianmohammadi

Fig. 6 The profile of
different thermal stability
conditions (note, in
isothermal condition,
buoyancy effect can be
neglected)

However, warmer fluid enters a lower temperature region. Therefore, it increases the
temperature of that area, and as a result, temperature fluctuation is positive there.
Thus, heat flux is negative (u′

j T
′ < 0) for SBL condition. On the other hand, in

CBL, where fluid elements move from C (which is warmer) to D, u′
j > 0. Since

fluid elements are warmer than other adjacent areas, T ′ > 0 and therefore u′
j T

′ > 0
(positive heat flux).

4 Mathematical and Numerical Modeling

Many notable flows in fluid dynamics are multiphase, making it of particular impor-
tance to researchers and engineers. Appropriate numerical methods for simulating
such flows depend on the specific physics involved. In general, multiphase flows are
divided into two main categories: particulate and interfacial [78]. Interfacial multi-
phase flows are those in which the interface between discrete and continuous phases
is large (e.g., flow of a relatively large gas bubble in a liquid boundary layer). In this
case, most significant concern is accurate computation of motion and deformation
of the interface. Whereas, regarding particulate multiphase flows, there exist many
particles (gas, liquid, or solid) dispersed in the continuous phase (e.g., rain flow). Of
course, the problem of respiratory events is a particulate multiphase flow.

Three different statesmay occur in such a flow, where fine droplets of solid, liquid,
or gas (as discrete phase) are dispersed in a fluid of gas or liquid (as continuous phase)
[78]. In the first case, void fraction (fraction of the volume occupied by dispersed
phase) is notable. In this case, there are plenty of particles dispersed in continuous
phase. Consequently, both particles and continuous phases are in local kinetic and
temperature equilibrium, i.e., the relative velocity and temperature (between the two
phases) can be neglected. So, flow is locally homogeneous and thus mixture method
is applied. In this method, the molecular properties of the continuous phase are
redefined, and then the problem is treated very similar to single-phase flows.
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The second case is when void fraction is in the intermediate range. In this case,
Eulerian-Eulerian method is employed, i.e., both continuous and discrete phases
are simulated by Eulerian approach (discrete phase properties are also treated as a
continuous fluid within the computational range).

The third case involves problems in which void fraction is low. For this situation,
Eulerian approach is used for continuous phase, while Lagrangian for discrete one.
Besides, if dispersed particles within a computational domain are not about the same
(shape and size), Lagrangian approach uses a particle distribution function. Note,
in all above three cases, problem must be addressed by statistical methods because,
tracking all the droplets individually is impossible.

4.1 Coupling

Two-way coupling exists in respiratory flows, i.e., both phases affect each other.
Coupling terms and their effects on mass fraction, momentum, and energy transport
will be discussed further on. The mass transfer between droplet and water vapor
appears in mass fraction transport equation. Besides, in momentum transport equa-
tion, the coupling term (F2way) refers to the total surface forces of dispersed particles
exert on continuous phase. Also, the whole energy, which transfers into continuous
phase through convection or droplet evaporation, is E2way in scalar temperature
equation and is referred to as energy coupling.

4.2 Droplet Distribution

The distribution of droplets within respiratory clouds involves various droplet sizes
and is called polydisperse distribution. In contrast, monodisperse distribution refers
to problems in which the standard deviation of the mean droplet diameter is less than
10%.

Determination of particle distribution is performed in two methods,
namely continuous size and discrete size. The features of each of these methods are
explained in details in Ref. [79]. Several numerical studies have applied continuous
size distribution of droplets using Rossin-Rammler distribution function [65, 73, 75,
80] and some others have used discrete size distribution method [24, 74, 81]. Since
larger droplets do not havemuch opportunity to spread in the environment due to their
rapid fall into ground or surrounding surfaces, they can be disregarded in numerical
simulations [81]. Therefore, some simulations have only examined droplet disper-
sion in specified sizes [82, 83]. Exhalation is considered a dilute multiphase regime,
in which particle–particle collision can be ignored [54, 84–86]. Consequently, it may
be appropriate to only study the certain sizes (to save computational cost) instead
of simulating the entire droplet size range. However, to the best of the authors’
knowledge, it seems that further investigation is necessary on this assumption.
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4.3 Modeling

Depending on Reynolds number, the flow regime is divided into three categories:
laminar, transitional, and turbulent. In respiratory events, continuous phase is a turbu-
lent jet flow exhaled to the outside environment and is described using Eulerian
approach. Note, one of the most significant features of turbulent flows is existence
of eddies (fluid particles of the same behavior) with different spatial and temporal
dimensions. The largest eddies are in the flow length scale order and the smallest
ones are known as Kolmogorov length scales [78]. The energy contained in eddies
is transferred from the largest scales to the smallest ones (cascade of energy), which
are responsible for dissipating turbulent kinetic energy.

The governing equations of continuous phase,which is buoyant due to temperature
gradients, are as follows:

∂ui
∂xi

= 0, (2)

∂ρν

∂t
+ u j

∂ρν

∂x j
= Dν

∂2ρν

∂x j∂x j
+ Y2way, (3)

∂ui
∂t

+ u j
∂ui
∂x j

= − 1

ρc

∂p

∂xi
+ υc

∂2ui
∂x j∂x j

+ gi
[
1 − βc

(
T − Tre f

)] + F2way, (4)

∂T

∂t
+ u j

∂T

∂x j
= υc

Pr

∂2T

∂x j∂x j
+ E2way, (5)

which are continuity, mass fraction, momentum, and temperature, respectively. In
Eq’s. (2) and (3),ui , ρν , Dν , and Y2way are velocity of continuous phase, density of
water vapor, diffusion coefficient of water vapor, and mass transfer between droplet
andwater vapor, respectively. In addition, ρc, p, υc,gi , βc,T , F2way ,Pr , and E2way are
continuous phase density, pressure, continuous phase kinematic viscosity, gravity,
thermal expansion coefficient, temperature, the force of interaction between the two
phases, Prandtl number (the ratio of momentum diffusivity to thermal diffusivity
given by υ/α, where υ is kinematic viscosity and α is thermal diffiusivity), and
energy coupling between them, respectively in Eq’s. (4) and (5). To resolve the
whole spectrum of eddies, direct numerical simulation (DNS) must be used because
it does not implement any turbulence modeling. However, for engineering applica-
tions involving high Reynolds numbers, this approach is not possible with current
computer resources. Note, computational cost increases with Reynolds number,
because number of computational grid points grows with Reynolds number as [87].

N Re9/4. (6)



CFD Analysis of COVID-19 Dispersion via Speaking … 711

Instead of solving all length scales directly, different turbulence modeling can be
implemented. Actually, in a turbulent flow, variables are decomposed into mean and
fluctuative parts. For example, for a typical quantity, ϕ, one can write:

φ = φ + φ′, (7)

where, ϕ is the mean and ϕ
′
is the fluctuative parts of ϕ. If this relation is used

in the governing equations and all terms are averaged, some new terms will be
appeared. This is a closure problem because the number of equations and the number
of unknowns are not equal. To solve this difficulty, different turbulence modelings
are used. Depending on the averaging (or filtering) method used, various approaches
are introduced. Two of the most famous approaches are Reynolds averaged Navier–
Stokes (RANS) and large eddy simulation (LES). RANS is an eddy viscosity based
model which averages in time. While, LES spatially filters Navire-Stokes equations,
i.e., it resolves large eddies and models smaller ones. However, there are some other
approaches, e.g., unsteadyRANS (URANS), very large eddy simulation (VLES), and
detached eddy simulation (DES), which have their own pros and cons and can be
applied based on flow properties and the complexity of the problem [88]. Choosing
the right approach for solving the continuous phase in two-phase flow problems
has a significant effect on the discrete phase, since turbulent flow has significant
effects on droplet dispersion or deposition [82]. For example, RANS does not resolve
eddy motions and predicts only moderate droplet dispersion, while LES or DNS can
identify and solve eddy structures containing energy in a turbulent flow [89]. As a
result, they simulate the scattering and movement of droplets within a turbulent flow
more accurately. In LES, a flow variable is defined as follows:

φ(x, t) = φ(x, t) + φ′(x, t). (8)

Obviously, both mean and fluctuating parts are functions of time and space. In this
approach, the effects of large eddies are solved directly by filtered Navier–Stokes
equations. This is performed by filtering turbulent fluctuations and eliminating small
spatial scales. One of the most important parameters in LES is filter width, which is
defined as:

� = 3
√

�x�y�z, (9)

where, �x , �y, and �z are the smallest computational grid size in x, y, and z
directions, respectively. The choice of filter width depends on the problem and should
be such that it captures about 80% of turbulent kinetic energy of the flow. It has the
same order as the size of smallest eddies resolved in the flow. That is, scales larger
than � are solved directly and smaller ones are modeled by sub-grid scale (SGS)
models. The filtering operator is used to obtain large-scale components as [90].
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φ(x, t) =
∮

φ(x − r, t)G(r, x)dr, (10)

where, G is a filter function satisfying the following condition.

∮
G(r, x)dr = 1. (11)

Some of the well-known filter functions that are mostly used in solving turbulent
problems are Gaussian, box, and sharp.

The filtered continuity, mass fraction, momentum, and temperature transport
equations are:

∂ui
∂xi

= 0, (12)

∂ui
∂t

+ u j
∂ui
∂x j

= − 1

ρc

∂ p
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− 1
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(13)

∂T
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+ u j

∂T

∂x j
= υc

Pr

∂2T
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− ∂ j

∂x j
+ E2way, (14)

∂ρν

∂t
+ u j

∂ρν

∂x j
= ∂

∂x j

[(
Dν + υSGS

ScSGS

)
∂ρν

∂x j

]
+ Y 2way, (15)

where, ui , ρν , p, and T are filtered velocity, water vapor density, pressure, and
temperature, respectively. Note, in Eq. (15), υSGS is SGS turbulent viscosity and
ScSGS (constant [91]) is turbulent Schmidt number. While, in Eq’s. (13) and (14)
two new unknown variables appear known as the SGS stress tensor,τ R

i j , and turbulent
heat flux, j defined as:

τ R
i j = uiu j − uiu j , (16)

 j = u j T − u j T . (17)

Smagorinsky, WALE, One-equation eddy are some popular models for the SGS
stress term (τ R

i j ). In addition, turbulent heat flux model can be divided into three main
categories: eddy thermal diffusivity, tensor thermal diffusivity, and mixed model,
where, eddy thermal diffusivity model is one of the most popular ones to obtain heat
flux (j) by introducing SGS Prandtl number, Pr SGS [92].

Various numerical approaches are used to deal with the discrete phase, including
Eulerian or Lagrangian. With the help of Lagrangian approach, properties, such
as velocity, are updated along the path of each droplet [79]. In this approach, the
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locations of droplets are calculated by point-force or resolved-surfacemethods. In the
second method, the integral form of momentum equation is used around the droplet
leading to the force applied to it. Then, using Newton second law (Lagrangian form)
leads to obtaining its location. This method requires an extremely precise grid around
each droplet and thus is impossible to use in dense cases.

In point-force method, each droplet is treated individually, i.e., droplet is defined
at a single point. The trajectory of each droplet is calculated by:

dxd,l

dt
= ud,l , (18)

(in Lagrangian frame). In Eq. (18), xd,l and ud,l are resolved location and velocity of
droplet, respectively. In addition, momentum, temperature, and mass transfer (due
to phase change) equations for a droplet are:

ρdVd,l
dud,l

dt
= Fbody + Fsur f , (19)

ρdcp,dVd,l
dT d,l

dt
= cp,cT d,l

dmd,l

dt
+ hm Ad,l

[
T (xl , t) − T d,l

]
, (20)

dmd,l

dt
= −md,l Sh

3τpSc
ln

(
1 − ρc

1 − ρd

)
, (21)

where,ρd , Vd,l , cpd , Ad,l ,md,l , and T d,l are density, volume, specific heat capacity,
area, mass, and filtered temperature of dropletl. In temperature transport equa-
tion, cp,c and T (xl , t) are specific heat capacity and filtered temperature of the
continuous phase at droplet location. In Eq. (21), Sh is Sherwood number, Sc is
Schmidt number, and τp is droplet relaxation time. These parameters are given by
Sh = 2 + 0.6Re1/2d Sc1/3, Sc = μc/ρcDν , and τp = ρdd2

i /18μc, where di and μc

are droplet diameter and dynamic viscosity of continuous phase, respectively. Also,
Red is droplets’ Reynolds number defined in Eq. (25). Ranz-Marshall closed Eq’s.
(20) and (21) by approximating heat transfer coefficient,hm , and Sherwood number
[74]. Detailed information about Eq’s. (20) and (21) can be found in Ref. [93]. In
momentum Eq. (19), the first term on the right-hand side is body force, which is
gravity in respiratory problems as:

Fbody = (
ρd,l − ρc

)
Vd,l g. (22)

The second term in that equation shows the surface forces proportional to the area
of the droplet. In general, this force is the sum of forces like drag, lift, apparent mass,
Basset, etc. Thus:
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Fsur f =
Ndrop∑

n=1

Fsur f,n = FD + FL + FA + FB, (23)

where, Ndrop is the number of droplets. The first term on right-hand side of this
equation is drag force obtained as:

FD,l = ρcπd2
l CD,l

8

(
ul − ud,l

)∣∣ul − ud,l

∣∣. (24)

The drag coefficient CD,l is calculated using droplet Reynolds number, as:

Red,l = ρcdl
∣∣ul − ud,l

∣∣

μc
, (25)

CD,l =

⎧
⎪⎪⎨

⎪⎪⎩

24
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, Red,l ≤ 1

24
Red,l

(
1 + 0.15Re0.687d,l

)
, 1 < Red,l ≤ 1000

0.44, Red,l > 1000.

(26)

The other terms on right-hand side of Eq. (23) are lift force (FL ), apparent mass
force (FA); due to acceleration of fluid around the droplet, and Basset force (FB);
due to unsteady history effect (wake behind droplet), respectively. All these forces
can be neglected due to large density ratio of droplets and air [53, 71, 94, 95].

5 Summary

Respiratory events aremultiphase turbulent jet flowswhich contain a cloud as contin-
uous phase and droplets as discrete phase. Respiratory droplets are formed by phys-
ical processes, such as atomization, shear force, fluid instability, and breakup. They
come in a wide range of sizes that can carry coronavirus within them. Large droplets
fall into ground by ballistic motion to a distance of fewer than about 2 m, but tiny
droplets remain in air and disperse. Transmission by respiratory droplets is one
of the main ways of respiratory disease contagion. Engineers play an important
role in reducing or even preventing spread of this disease by studying how droplets
spread out, using CFD. This way, the continuous phase is modeled by an Eulerian
approach solvingNavier–Stokes equations for a non-isothermal flow. For the discrete
phase however, methods such as point-force Lagrangian is employed. Since droplets
are present in different sizes within respiratory cloud, their distribution is polydis-
persed and is implemented by methods such as Rosin–Rammler. Modeling respira-
tory events using Eulerian–Lagrangian method, droplet dispersion, factors affecting
its transmission/evaporation/deposition, and the effects of ventilation system have
been presented in this chapter.
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6 Future Outlook

The daily confirmed COVID-19 cases are still high and extensive researches are
still being conducted both numerically and experimentally. However, some impor-
tant features are still receiving less attention. In this regard, some examples include
determination of more precise boundary conditions for virus droplets distribution at
the mouth exit, the possibility of secondary atomization of droplets after exhalation,
differences between related liquid particles and their dispersion rates for healthy and
sick individuals, and different human body features in healthy/unhealthy cases. On
the other hand, considering more realistic non-Newtonian (viscoelastic) droplets can
be an important issue to be studied. Such topics and much more can be considered
in future numerical simulations, in order to achieve more accurate results.
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By reviewing all contributions across various chapters of this book, in this final
chapter, we present a summary of the findings discussed and a roadmap for the future.

During the last two years, we have witnessed several existing and new tech-
nologies being used to diagnose, monitor, track and manage COVID-19 worldwide.
These include population surveillance tools, contact tracing technologies, sensors,
smartphone apps, and machine learning tools [1–5].

The contact tracing tools appeared to have worked for the typical COVID-19 virus
(prior to the emerging variants), possibly due to the lower infectivity and slower
viral spread between infected and non-infected people. New COVID-19 viral vari-
ants exhibited growing transmissibility and increased reproduction ratio (R0),making
contact tracing technologies less effective. Therefore, these contact tracing technolo-
gies quickly reached their maximum potentials with the emergence of new variants.
For that reason, future pandemic monitoring applications should be able to adapt
faster to changes in the virus transmissibility and reproduction rate.

Many challenges have been pinpointed in various chapters of this book, including
the following highlighted issues that have hindered the current worldwide pandemic
responses the most [6]:

• Real-time epidemiological monitoring of asymptomatic population
• Data transparency and observability issues
• Data collection, modeling accuracy and consistency
• Privacy and (cyber)security implications

In response, the following approaches have recently been suggested in this book’s
chapters:

• Improved and optimized contact-tracing techniques (Chapters 3, 7, and 9)
• Utilizing ubiquitous geographic information system (GIS) and big data technolo-

gies (Chapters 15 and 26)
• Fingerprint testing, such as sewage and pooling testing (Chapter 26)
• Structural observability and identifiability.

The future of technology-driven pandemicmonitoring systemswill be data-driven
and sensor-based [7]. These systems will utilize smart- and -intelligent materials [8]
and secure end-to-end consumer-driven Internet-of-Things (IoT) gadgets to react
much faster to the dynamic changes of infections in public health scenarios [9]. In
addition, simple digital health technologies such as smartphone apps, wearables,
telemedicine, and web-based tools will be used more commonly for integrated
COVID-19 monitoring to improve disease surveillance (6–9). Machine learning
models that have been applied to chest x-rays and Computed Tomography (CT)-
scans to detect COVID-19 will further support disease monitoring, evaluation of
disease progress, or response to treatment. While more advanced technologies such
as advanced diagnostic biosensors and application of robots and drones have been
proposed and tested in some high-income countries, these technologies need further
development and testing before wider applications (10).

For monitoring COVID-19 at global, regional and country levels, digital vaccine
passport could be the way forward (11). Machine learning tools for both short
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and long-term COVID-19 prediction and a global framework for assessment of the
predictionmodels based on trust and transparency is recommended [16–19]. Further-
more, the future technology-based COVID-19 monitoring tools need to incorporate
human behaviors such as physical activity, psychological conditions and other health
indicators that could help in improving the health outcomes of people affected by
COVID-19 [20–22].

During the current COVID-19 pandemic, numerous biological, clinical, and
technology-based research endeavors focused on the detection, diagnosis, moni-
toring, management, and follow up on suspected or confirmed cases of COVID-19
infection [23, 24]. Themain purpose of these research efforts was to support decision
making, on the part of patients, clinicians, families, and/or public health authorities,
across the globe. It should be highlighted that all those research works were being
conducted while our knowledge of the coronaviruses, especially SARS-Cov2, was
still developing over time. So, any outcome from a research study in a country was
bearing the risk to become redundant, irrelevant, out-of-date, or obsolete in a few
months. However, reflecting on the knowledge that the researchers and clinicians
have gathered regarding detection, diagnosis, monitoring, management, and follow
up on suspected or confirmed cases of ‘any viral or bacterial condition’, would be
precious. Especially if we can leverage upon that knowledge and compare or combine
it with what was collectively gathered during COVID-19 pandemic.

Essentially, for the detection of any viral or bacterial agent or its particles (protein
or genetic code), one needs some form of ‘sample’, taken from the most appropriate
part of the body, depending on where the infectious agent is living, replicating, or
more concentrated [23]. The nature of SARS-Cov2 being a respiratory virus and
its replication in the upper parts of the respiratory system (nose, throat) made it
more convenient to provide a sample of some sort, either through bodily secretions
from cough, saliva, or sputum, or taking swab from nose or throat. With any viral
infection, sampling blood is also possible, both for detecting the virus, viral antigens,
or immune response (i.e., antibodies) to the virus. During the current pandemic,
both laboratory-based non-invasive diagnostic tests (like polymerase chain reaction
[PCR]) and thereafter, home-based rapid antigen tests (RATs) were developed and
became commercially available. However, both PCR and RAT also had their own
challenges [25].

PCR tests, for example, were available in some countries only, inaccessible in a
timely and consistent manner, resource-consuming (expensive, needingmore trained
human resource, with long waiting time for the results [sometime 4–5 days during
peak testing times]), geographically restricted to specific testing sites, and impractical
for home-testing. On the other hand, PCR results were reliable, acceptable, and
automatically reportable to public health authorities, while being able to detect the
virus earlier and for longer in the course of an active infection.

RAT tests, on the opposite, when became universally available, had the advantage
of being obtainable more effortlessly for home-testing, with virtually no need for
health professionals’ involvement in the testing process and hence much less waiting
time for results (10–15min). Yet, RATs could not detect the virus as early or as longer
in the course of active infection as PCRs, had less comparability especially in their
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specific sample requirements (saliva, nasal mucosal secretions, or breath), varied
significantly in terms of instructions provided to perform the test, and ultimately,
had to be self-reported by the individuals themselves to public health authorities.
None of the RATs kits had any smartphone integration or digitization of their results.

Unavailability of, or unreliable access to, PCRs and RATs in some countries,
especially from the developingworld, was amajor challenge. This issue pushed some
countries to define alternative testing arrangements for ‘ascertaining’ the diagnosis
of a COVID-19 case. In some countries, computed tomography (CT) scan of the
chest became an acceptable alternative, to check for lung tissue changes compatible
with COVID-19 infection, as a mean to confirm COVID-19 diagnosis. Some hot-
spot countries went to define a set of diagnostic ‘clinical criteria’, based on patients’
symptoms and signs, instead of laboratory investigations, to diagnose a COVID-19
case. The implications of this approach to non-invasive testing which does not rely
on detecting the infective viral agent or its particles are that it should be considered a
‘proxy’measure for confirming the diagnosis. So, like every diagnostic investigation,
it would have its own sensitivity and specificity, and depending on the prevalence of
COVID-19 in the population of interest, would eventually have different positive or
negative predictive values.

For the future, the expectation is that novel pandemic response systems utilize
non-invasive approaches for diagnosis to the fullest. Upcoming self-administered
diagnostic investigations may give enough choice to patients for using a variety of
samples to detect the infection, are equipped with multimedia instructions to help
the individuals administer them optimally, can automatically record the results on a
digital platform, and/or report the results to the required authorities. Using advanced
artificial intelligence and machine learning algorithms, they can also estimate and
report the likelihood of having the disease, its severity, and its contagiousness.

Furthermore, sensory devices whichmay come as typical features of future digital
technologies, may incorporate breath or smell analyses for detecting viral frag-
ments. TheUnited States Food andDrugAdministration (FDA) has already provided
clearance to a diagnostic test that detects chemical compounds in breath samples
associated with a SARS-CoV-2 infection [26].

Image processing is also an evolving field in the diagnosis of COVID-19 infection
[27]. Future image-based diagnostic modalities (such as CT scan) may be equipped
with artificial intelligence and machine learning algorithms to screen for potential
cases of COVID-19 cases, provide likelihood of having the disease, and support
clinicians’ decision in optimizing triaging and resource allocation to patients who
would benefit the most from available life-saving treatments.

Artificial intelligence (AI), machine learning, and big data analytics have shown
promising results in cutting down the decision-making time in monitoring and diag-
nosing infections among the population [28]. These technologies have helped model
the viral activities and spread, plus predict the severity of the infections, for improved
and optimized decision making by policymakers and public health authorities.

The COVID-19 infection can cause a variety of clinical scenarios in terms of
severity, from just an asymptomatic positive test result to full-blown septicaemia
requiring advanced intensive care admission. The severity also varies significantly
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between age groups and ethnicities and depends on the availability of health system
resources for monitoring, management, and follow up. Monitoring the progress of
an active infection is key in the overall disease management. Also, monitoring after
testing negative for COVID-19 is equally important to assess the chances of post-
infection complications.

Monitoring devices, both invasive and non-invasive, at health facilities, and are
expensive and human-resource intensive. Non-invasive diseasemonitoring technolo-
gies, instead, have been used as consumer-based options, for self-diagnosis, due to
their ease of implementation among average consumers. These technologies use
body-worn sensors, such as pulse-oximeters (for continuous SpO2 measurement),
thermometers, heart-pulse monitors and electrocardiograms (ECG), and cuffless
blood pressure devices [29], or as appropriate, electroencephalograms (EEG), or
electromyograms (EMG) [30].

Future disease monitoring systems are expected to leverage these technologies.
Moreover, artificial intelligence is expected to improve not only the detection and
screening of an infection (and its corresponding disease), but may also help assessing
the right treatment and management process, and to forecast the infectivity patterns.
Furthermore, with the extended application of artificial intelligence in contact tracing
or drug development, reduction in health professionals’ workload is a legitimate
expectation [31].

During the first waves of COVID-19, most countries went into mandatory lock-
downs and as an alternative, resorted to online learning. The lack of face-to-face
human interactions started negatively impactingmanypeople, somemore thanothers,
which inevitably affected the psychological well-being of many unprepared for such
an impact. The lesson learned from the twenty-first century’s first pandemic includes
the psychological vulnerabilities of isolation and lockdowns. Therefore, it’s essential
to know how to deal with such scenarios to withstand the next pandemic gracefully
[32].

A systematic review and meta-analysis of sixty-five longitudinal cohort studies
conducted during the first waves of COVID-19 pandemic in 2020, compared the
mental health of various populations against those from before the pandemic. The
results were significant and showed increasing mental health symptoms with large
upsurges in depressive symptoms, particularly in those people with existing poor
physical or mental health [33].

The uncertainty and unpredictability of COVID-19 pandemic, coupled with the
physical distancing and associated lockdowns giving rise to mental health chal-
lenges, have proved to require sustainable adaptations of mental healthcare delivery
systems in a proactive manner. The new mental healthcare delivery systems need
to be designed and developed by clinicians and subject matter experts to mitigate
disparities in healthcare provision, as a road map towards post-COVID-19 era [34].

Similar challenges were noticed across the education sector. Without the essential
face-to-face interactions between students and instructors, online learning tools and
techniques noticeable fell short for efficiency and the power to engage students to
receive quality learning experiences.
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The current literature suggests that themajority of the case studies and longitudinal
research methodologies carried out in the last two years were highly geographically
dependent and sectorized. These confounding factors present major obstacles in
summarizing the learned lessons into universally applicable key outcomes to be
used for similar future pandemic scenarios. However, majority of these studies point
to the need to incorporate various learning analytics tools to aid pandemic-related
requirements. These tools aim at easing obstacles, and meeting expectations for
online and tele-education, which will become essential in future pandemics [35].

Lastly, we highlight the importance of geospatial information and location intel-
ligence and community resilience in pandemic situations. Geospatial information
plays an essential role in providing location dependent pandemic responses across
multiple geographical domains and communities. Geospatial information and tech-
nologies are especially crucial for remote locations, urban, and rural resilience. Loca-
tion intelligence is the methodology of deriving insights from location data to answer
spatial questions, and it goes beyond simple data visualization on maps, to analyzing
location data as an integral part of a business or societal problem. Therefore, the next
pandemic responsewill be based on interdisciplinary analysis and provision ofmulti-
sectoral expertise in using geospatial information and location intelligence to support
better connection between communities and authorities to manage pandemics.

Several chapters in this book have shared and discussed different capabilities and
techniques that have been developed and used in different jurisdictions to support the
response to pandemic situations. In particular, the role that geospatial information and
technological advancements have offered to predict and manage future scenarios. In
this context, the following sectionwill discuss some of the potential future directions.

From a location information perspective, COVID-19 pandemic has shown to the
world the unequivocal importance and need for such information, enabling technolo-
gies, and clear and concise information that support authorities and decision-makers
to keep their communities safe, and plan for the future and protect the most vulner-
able in their jurisdictions. As such, location information, mapping and related analyt-
ical tools are widely used by health authorities, safety and emergency management
departments and wider professional communities to support informed decisions.

The social and environmental factors, including population density and age,
employment and lifestyle, all influence patterns of disease occurrence and preva-
lence. Managing a pandemic is inherently a geographic and location issue. In
order to manage outbreaks, perform contact-tracing and enable a robust community
response to stop the spread, spatial information is required, and location informa-
tion is paramount. Geospatial information is crucial for informed social, economic,
and environmental decision making – the three pillars of sustainable development.
However, geospatial information is often a scarce resource, if it exists at all.

The COVID-19 pandemic is proving the need for a collaborative geospatial infras-
tructure that will help us better understand the crisis at hand at both local and global
scales, as well as better prepare for future pandemics. The use of geospatial informa-
tion and location intelligence and analytical tools, are important to support under-
standing the outbreak and its relationship to infrastructure, population, businesses and
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other location-based entities. Such information streams are important formonitoring,
planning and managing the outbreaks and minimizing their impacts.

With the fast-changing societies and advancement in technologies, plus population
growth, there is a growing need for real-time maps and location information, to track
and share location data. As such, a geospatial-enabled platform, along with data
analytics tools and solutions play a critical role in assisting the pandemic’s front
lines and keeping the general public informed and prepared. Geographic information
systems (GIS) for example have always been a tool inmanaging the response to large-
scale disasters by using location technology that helps us understand the situation at
hand, develop a response and prepare a road to recovery.A spatial teamof experts is of
paramount importance to help create the maps, data, apps, analysis, and dashboards
that are required for emergency management and resource allocation.

Since early stages of COVID-19 in 2020, there were extraordinary efforts around
the globewhere geospatial practitioners inmany countries began towork together, by
sharing information and analytical capabilities based on GIS tools. These endeavors
helped us all grasp the situation at hand and enabled the decision-makers in their
response to the COVID at local, national and global levels. These efforts have been
on a global scale and as such, we have evolved into a world that supports connected
and global analytical platforms. The COVID-19 pandemic has also demonstrated
that in a highly interconnected social, economic, and natural environments, a highly
contagious virus can become a global pandemic in no time [28].

One of the lessons that we have learned since the beginning of COVID-19, is that
data need to be organized and managed via harmonized terms and definitions, using
spatial data infrastructures (SDI) as a backbone at both local and national levels.
Issues around core data, such as interoperability, common geographies, integration
of statistics and geography, privacy and confidentiality and cybersecurity need to be
addressed. Experiences during the pandemic, depicted in many parts of this book,
tell us that when complex decisions are needed, there is no time to sign data custo-
dian agreements or to integrate geospatial databases. In multiple chapters of this
book, the need to access geospatial information that are effectively supported by an
SDI as part of the national data infrastructure is shown. The geospatial information
must be operational and provide access to all level of authorities. This situation can
then be automated and improved by embedding a dynamic system for capturing
and analyzing the data using latest technologies such as artificial intelligence using
location intelligence.

This will ensure the most effective ways to assist future planning. With this plan-
ning, we can imagine a future where a multi-scale SDI is in place in most countries
around the world. The maturity and adoption levels may be uneven across different
countries but the core definitions and reference data are harmonized, with high inter-
operability and linkages with other data infrastructures and platforms. A diverse
range and type of data contents can also come from established and new sources –
including those from new technologies and from the crowd – with trusted prove-
nance and quality indicator that protects individual and organizational privacy. The
geospatial information of most data is preserved. The infrastructure and the contents
are supported by sensible data governance regimes and appropriate cybersecurity
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measures. The supporting physical infrastructure is robust, in the face of an extreme
event, and highly resilient in case of disruption.

With a solid data infrastructure in place and in operation, when the next global
crisis occurs, new information can be readily managed and made widely available.
New mobile and digital applications and solutions can be developed rapidly to meet
the specific needs of future crises, allowing data to be usedmore effectively for a coor-
dinated response anddecision-making bydifferent stakeholders, including the public.
Information management protocols guide these stakeholders in an environment of
information excess and where “infodemic” is widespread [36].

In the context of national and community resilience, geospatial information and
location intelligence are critically significant for systemic and institutional prepared-
ness to enable the country, government, and communities to mitigate hazards, adapt
and recover fromshocks or stresses. Suchpreparedness, adaption and recovery should
be without compromising long-term development prospects of communities, cities,
localities, regions, and countries. That means digital information, secure data storage
of administrative information and an NSDI providing geospatial information that is
accessible, authoritative, and sustainable. These are initiatives which must be led
by the government for the benefit of all, with participation from civil societies,
communities, private sector professionals, investors, and academics.

Amajor impediment to pandemic preparedness is often the weak street and postal
address systems which precludes effective emergency response, contact tracing and
monitoring of families and individuals for medical testing and follow-ups, vaccina-
tion programs, reliable reporting statistics, delivery and access to social benefits or
similar efforts. To reduce risks associated with pandemics, geospatial data can be
used in the following ways, to:

• Predict how the disease will spread, e.g., by identifying and analyzing places or
routes frequented by many people in close proximity to one another;

• Prevent the spread of the disease, e.g., by identifying vulnerable areas based on
population density, demographics (age) and/or income, and protecting them;

• Mitigate the spread of the disease, e.g. by tracing people who visited the same
locations when infected;

• Strengthen preparedness, e.g., by adjusting the number of planned medical
procedures in relation to the number of infections in a hospital’s catchment area;

• Respond to the disease, e.g., by identifying optimal routes for testing or awareness
campaigns; and

• Monitor and communicate the spread of the disease at different scales, e.g., infec-
tions by country or province, ormorefine-grainedby street block, event or building
and even location of an infected individual.

In order to investigate and understand the actual spread of the disease, location-
based information about the infected people and the places they visited is required.
Information about such locations is often provided in the form of a residential
address that needs to be converted into coordinates through geocoding based on
geo-referenced address data.
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In summary, geospatial information and location intelligence that helps to answer
series of questions is useful for responding to pandemic challenges, such as locations
of high risk of transmission, pinpointing the whereabout of vulnerable and infected
people; and their movements over time [36].
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