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IoT Design Methodology: Architectures 
and Protocols

Abhishek Pathak, Jitendra V. Tembhurne, C. Kalaiarasan, and Tapan Jain

1  Introduction

The increasing demands of intelligent and user-oriented Internet of Things (IoT) 
applications are increasing the facilities of more improved and enhanced methods 
for automatising and revolutionising the world scenario. Internet of Things is pro-
viding a paradigm shift to physical devices connected with network for communica-
tion. Different heterogeneous devices with different standards are used in various 
applications. Because of this, several challenges are arising to improve the quality 
of services (QoS) such as security, privacy, energy efficiency, scalability, interoper-
ability, standardisation of protocols, etc. In the coming years, huge amount of 
devices will get involved in building an automatic and intelligent world [2]. In addi-
tion, enhancement in IoT will enhance the challenging issues and services to the 
applications horizontally and vertically such as transportation, e-health, home and 
industry automation, agriculture, etc. [3]. IOT is a combination of large number of 
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heterogeneous devices, and these devices send the data for communication. The 
data is generated from various types of devices in various forms; hence, data interop-
erability is a challenge in data extraction. To overcome this, adding semantics to it 
is the most promising method as discussed in [4]. A method of semantic analysis 
and extraction process is described [1, 10]. In a level-wise categorisation of IOT 
network, the secure authentication is provided for different non-intelligent and 
intelligent devices or nodes. Several research projects are developed and are in pro-
cess to provide solutions to key challenges at various organisations and industries 
working in IOT. Many researchers are contributing to provide solutions to key chal-
lenges in terms of scalability and interoperability. In this chapter, we discussed the 
design methodologies and explained the description of each methodology in brief. 
Architecture with its key goals is explained. In Sect. 3, the building blocks and 
explanation about each level are provided. Section 4 explains about the elements 
considered for building the architecture. In Sect. 5, various protocols based on pub-
lish/subscribe and request/response category are highlighted with detailed explana-
tion of message format.

2  IoT Design Methodologies

IoT has touched almost all the application areas in the world. The major enhanced 
sectors where big amount of contribution is going are healthcare, transport, agricul-
ture, smart homes and industrial applications.

These IoT design and methods are required to implement the applications, and 
implementation varies as per the applications. In a broader scope, the key method-
ologies that should describe the specifications shown in Fig. 1 and as per the descrip-
tion presented in [22] are the following.

• Descriptions based on objectives and purpose
• Descriptions based on actions required
• Descriptions based on modelling
• Descriptions based on information
• Descriptions based on functions
• Descriptions based on networking and services

Description based on objectives This is the primary step to know the execution 
behaviour of the system, that is, factors to be considered while gathering the data, 
information retrieval, and system are collected.

Description based on actions This step specifies the manner of flow of actions, 
which are derived from the nature of the system. The behavioural aspects of the 
system, which is specific to the application, are identified.

A. Pathak et al.
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Fig. 1 Methodologies adopted in IoT

Description based on modelling In this step, the attributes related to the system 
devices and the relational effect of devices on each other are identified. The  concepts 
involved between the devices are considered, and this helps in predicting the behav-
ioural aspects involved in the system.

Description based on information We identified the structure of information, the 
different entities involved in the system, and the different structures on different 
levels, which require different parameters to be considered. This assists in receiving 
the details of information in the system.

Description based on function This level defines the specifications required for 
the functional overview of IoT structure. The functions depend on device, services, 
management and security.

Description based on networking This step specifies the networking and inter-
connection parameters on device and component level. Based on an application, the 
different devices and components utilised will communicate with their specific 
tools and platforms.

IoT Design Methodology: Architectures and Protocols
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3  Architecture

IoT is an emerging area that offers support and services to all areas of engineering 
and science. All the components of the systems in machine to machine (M2M), 
industries as well as in other organisation develop their functional architectures 
based on the basic requirements used. To facilitate the management and support to 
these systems, an architecture needs to be developed in order to understand the 
interconnection of devices and components. The system should be capable of inter-
connecting the range of node and devices. In the future, IoT will become by default 
the basic requisite to the growth and development of business, agriculture and 
industry, which will facilitate the services to all the things used in day to day life. To 
fulfil the upcoming requirements of the infrastructure to support flexible system 
design, scalability and interoperability, we need robust and flexible infrastructure.

3.1  The Key Goals of Architecture

In this section, we discuss the key goals for designing the architecture of IoT.

3.1.1  Ready to Use

To achieve the objective and goals of IoT, we need to identify the usage, applica-
tions and technologies involved in it. The future application and usage will demand 
for updates, and changes at all levels of IoT are increasing rapidly with more num-
ber of devices. This gives rise to such an infrastructure, which is readily available 
for use, and software and hardware should be capable to update according to the 
changes in the application demands.

3.1.2  Modelling and Functionality

Many devices participate in communication and data gathering, and it is important 
to know which device is sending the data from which type of application. It may be 
possible that in a network, the same type of devices are connected, so distinguishing 
the device modelling is necessary in order to provide specific functionality and ser-
vices to that application; therefore, devices are assigned with specific device 
identification.

A. Pathak et al.
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3.1.3  Privacy and Security

As interoperability is a major issue in the field of IoT and as more heterogeneous 
devices communicate with each other, which give rise to the threats to the privacy 
of data, infrastructure should provide the functionality of identification, authentica-
tion, confidentiality, integrity and non-repudiation.

3.1.4  Localisation

Infrastructure should also support the mobility, reliability and availability features 
in network. The node may be mobile in nature, so communication between mobile- 
to- mobile types of devices or mobile to non-mobile types of device may happen. 
With this, the configuration continuously changes according to the location, thus 
availability of devices/nodes is the major factor in communication. Infrastructure 
should be capable of providing the functionalities according to the changes 
in location.

3.2  Building Blocks of IoT Architecture

Various architectures are proposed according to the technologies. As per the ser-
vices and management, the IoT architecture must consist the three basic layers: 
Physical layer, Networking layer and Management layer, as shown in Fig. 2.

Fig. 2 IoT architecture

IoT Design Methodology: Architectures and Protocols
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3.2.1  Physical Layer

As per the international standards for networking, the physical layer specifies the 
standards and procedures at basic level of any interconnection wherein physical 
means ‘devices’. In IoT, sensors and smart devices or hardware are involved in this 
category where a signal is sensed from physical devices, that is, signal form, and 
then transformed into the digital signals. Moreover, the developers embed their plat-
forms into the devices according to the applications.

Example In applications related to healthcare, the sensing devices such as pulse 
sensors and heartbeat sensor sensed the pulse and heartbeats, respectively, and then 
the signals are converted into digital values and values are accumulated according 
to the application.

3.2.2  Networking

Networking is the most important part of infrastructure as a medium for process in 
IoT. It involves the connection topologies and methods for wired and wireless types 
of routing in IoT network. At this layer, basic structure is required to interconnect 
end-to-end communication and it differs with the types. These interconnections 
may be of same, different or hybrid types. The hybrid interconnection is more vul-
nerable to the updates and in the future attracts attention of network. In some appli-
cations, the technologies are embedded as per the application, which becomes rigid 
to the change. The key points to consider in networking are its technology, scalabil-
ity and complexity. Technological revolution may give rise to the changes in the 
standards related to the topologies, methods and horizontal growth in wired and 
wireless topologies.

3.2.3  Management

Management of data is the most vital process in IoT ecosystem. In IoT, the various 
types of data are generated from a variety of devices and managing such data is the 
important task. Processing this enormous amount of data, which continuously gets 
pulled or pushed, needs management of the data. The key challenges to the data 
management are monitoring of data, deployment services, processing and connec-
tivity. There are many technological concepts involved in data management such as:

 (i) Event processing
 (ii) Data collection and analytics
 (iii) Semantics related to networking

Event processing Event processing in nodes and especially in virtual sensors is 
becoming one of the emerging research areas in the complex nature of event pro-
cessing. It is based on the knowledge gained by the situations and actions to predict 
the behaviour in the future. It can be computational-based and detection-based.

A. Pathak et al.
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Data collection and analysis Data collection and gathering is one of the revolu-
tionising areas of IoT wherein data is collected and analysed to acquire specific 
information. It supports information exchange between various systems connected 
in a network.

Semantics related to networking In today’s world, almost every data is collected 
on clouds and accessed. This data is growing to identify the features in application. 
So, a mechanism is needed to determine the type of data based on the complexity 
level of applications growing because of the increasing demand of data-related 
applications. To do so, data is annotated and interpreted to support the scalability 
and interoperability in the network.

4  Elements of Internet of Things

As Internet of Things is a paradigm of heterogeneous element, so based on the func-
tionality, the elements of IoT differ. This section specifies the important elements to 
be considered for functionality based on services.

 (i) Sensing and Identification
 (ii) Computation and Services
 (iii) Communication

Sensing and Identification The most important process in IoT is to gather the data 
coming from various physical objects connected in the network. These devices or 
nodes send the data through various links. The devices are assigned with specific 
device IDs, and the purpose of IDs are for identification in a network. Sensing and 
identification is also represented in Fig. 3.

Example Electronic product codec (EPC) and Ubiquitous are methods available 
for this purpose. Sensing and identification is the basic step in the world of IoT, 
which is important for further steps of communication and computation.

Fig. 3 Sensing and identification

IoT Design Methodology: Architectures and Protocols
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Computation and Services In IoT, analysis is extracting useful information from 
the data for further processing. In analysis, the batches of data are sensed and gath-
ered through embedded sensors. These data are heterogeneous and vary in type. The 
analysis helps in understanding the pattern and its structure reducing maintenance, 
avoiding failures and improving operations. In computation, the protocols verify the 
structures of these data and make them available for processing. The processing is 
done on hardware and software level of IoT. On software level, the recent technolo-
gies such as Fog and Cloud computing are used. In IoT, devices embedded with 
actuators and other devices are connected. These devices generate big data chunks 
in large amount, resulting in the requirement of complex computations to extract 
knowledge. In [8], illustration on various IoT platforms is given for utilising hard-
ware such as the series of Arduino platforms and Rasberry-Pi, more modern and 
specific application platforms such as Intel Galileo, BeagleBone, Gadgeteer, 
WiSense, Cubieboard, T-Mote sky. In addition, researchers contributing to this field 
highlighted the applications related to smart devices such as smart phones and com-
puting devices. These intelligently operating devices operate on different operating 
systems and software such as TinyOS, RiotOS, LiteOS, Contiki Android and C, 
C++ and JAVA. The recent learnings in the field of cloud and Edge computing is 
providing advanced computing ability to the field of IOT. A cloud platform provides 
facilities to store data on cloud where real-time data can be managed and can be 
processed for intelligent analysis.

Communication Communication in IoT is done between devices such as machine 
to machine (M2M), Device to Server (D2S) or Server to Server (S2S). These tech-
niques are heterogeneous in behaviour and operation platform, as the objective of 
IOT is to connect everything, which is not smart and cannot perform operations. In 
such environment, communication protocols and standards make it possible to 
interpret and to understand the foreign object data. They facilitate and simplify the 
complexity involved in interacting with the other end device. Table  1 shows the 
information of variety of communication standards.

Table 1 Communication standards at different levels

Level Communication standard

Infrastructural level Wireless Fidelity (WiFi)
Bluetooth
IEEE 802.15.4
Z-Wave
Long Term Evolution(LTE)-Advanced
Near Field Communication (NFC)
Radio Frequency Identification(RFID)

Management level Advanced Message Queuing Protocol (AMQP)
Constrained Application Protocol (COAP)
Message Queuing Telemetry Transport (MQTT)
Data Distribution Service (DDS)
Extensible Messaging and Presence Protocol (XMPP)

A. Pathak et al.
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Infrastructural Level The physical links are established by keeping range and 
power into consideration, as power consumption and depletion of devices is the key 
element that decides the operating life of devices in a network. Examples of such 
protocols, which are used in communication, are IEEE 802.15.4, Z-Wave and LTE- 
Advanced. Some technologies pioneered the requirement for M2M communication 
such as RFID, NFC and UWB. RFID facilitates the communication through radio 
links, and these radio links identify the object within the range of 10 cm to 200 m 
and communicate at 13.56 MHZ of frequency band. In addition, NFC protocols also 
communicate at the same high frequency of 13.56 MHZ and support range up to 
10 cm. The most promising technology is the WiFi, which arises as a basic support 
for IoT infrastructure for communication and services within 100 m range [6].

Management Level As detailed in Sect. 3.2.3, data management involves moni-
toring data for exceptions and errors. To send pulled data from publisher to sub-
scriber, it needs routing logic. The various management protocols are adopted to 
manage the communication method between the publishers and subscribers; this 
management is done at application layer. The various management protocols are 
available for IOT ecosystem such as AMQP, DDS, COAP and MQTT.

5  Standardisation and Protocols

Standardisation is the common set of rules defined to test the protocols on certain 
platforms; it is a common forum of industry, researcher centres, public authorities 
and consumers. The objective of defining the standard is to achieve common goals 
in terms of QoS in the performance of the devices and platforms. As IoT is a collec-
tion of heterogeneous devices, the devices need a common platform for understand-
ing the communication [5, 7, 9].

Standardisation is essential to set the following:

• Interoperability across applications and services
• Maintain operation across system, syntax, semantics and domain knowledge
• Maintain regulations in economy between regulators and developers
• Provide security and privacy of contents

Nowadays, the key challenge to standardisation is maintaining the performance 
interoperability, availability and reliability. Many groups are in progress and are 
working in this direction. The major leading organisations are the European 
Telecommunications Standards Institute (ETSI), Institute of Electrical and 
Electronics Engineers (IEEE), Wide Web Consortium (W3C), Internet Engineering 
Task Force (IETF) and EPCglobal [23].

Protocols are the basic building blocks of the communication process in 
IoT. Various protocols are to facilitate the services offered in IoT. On each layer of 
interconnection, the specific protocols function for the task as explained in Table 2.

IoT Design Methodology: Architectures and Protocols
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Table 2 Protocols and 
standards

Layers Protocols and standards

Application layer ONEM2M/ETSI, HTTP, COAP, SEP 2.0
Transport layer TCP, UDP, ZigBee
Network layer RPL, IPV6, 6LowPan
Data link layer IEEE 802.15.4, Bluetooth, WiFi, NFC, 

3GPPPhysical layer

Fig. 4 IoT protocols

The protocols in IoT can be categorised based on the functionality assigned and 
level of management. Protocols in IoT can be categorised according to application 
level, infrastructural level and influential level. As shown in Fig. 4, the protocols at 
influential level are the protocols used with wide scope of usability at system level.

5.1  IEEE 1905.1

Protocol defines the standard for both wired and wireless media, especially the WiFi 
media used in the market. It supports connectivity to the heterogeneous types of 
devices with mobility benefits and is used as an intermediate between network and 
data link layer. IEEE 1905.1 message frame consists of 8 octets and variable length 
list. The frame slots are as follows and the frame format is shown in Fig. 5:

• Message version – 1 octet
• Reserved – 1 octet
• Message type – 2 octet

A. Pathak et al.
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Fig. 5 IEEE 1905.1 frame format

• Message-Id – 2 octet
• Fragment-Id – 1 octet
• Last fragment indicator – 1 octet
• Relay indicator – 1 octet
• Reserved – 6 bits
• List of type length value (TLV)

5.2  IEEE 1888.3

Another protocol discussed in this category is IEEE 1888.3, a standard defined by 
ISO/IEC/IEEE.  It is a protocol for security service enhancement and a standard 
proposed for Ubiquitous green community control network. It also helps to avoid 
unintended data disclosure. The processing of infrastructural layer and application 
layer related to protocols is listed as below:

• At infrastructural level, the protocols are applied for synchronisation of standard. 
The popular protocols in this category are RPL, 6LowPan, IPV4/IPV6, IEEE 
802.15.4, LTE-A, Z-Wave and EPCglobal.

• Application layer protocols are responsible for data presentation and formatting. 
In constrained environments where heterogeneous nature of devices are con-
nected, the IEEE 1888.3 protocol supports the communication of such heteroge-
neous environment. Many protocols are developed by keeping the objective of 
constrained environment, that is, COAP, AMQP and MQTT – these are standard 
communication protocols. The basic functionality of these protocols is to pro-
vide services based on message transmission and support the environment of 
request/response or publish/subscribe type. Maximum protocols in this category 
use routing schemes such as round robin and message queuing mechanism.

5.3  Constrained Application Protocol (COAP)

This is a protocol designed especially for constrained application devices to meet 
the requirement of the Internet and M2M communication and to support multicast-
ing. It is a request/response type protocol, and message length is four byte with 
fixed header, version type, token length, request/response code and message ID. In 
COAP, GET, PUT, POST and DELETE are the operations to achieve Create, 
Retrieve, Update and Delete (CRUD) operations. It works on four types of mes-
sages, that is, confirmable, non-confirmable, reset and acknowledge [11–13].

IoT Design Methodology: Architectures and Protocols
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Figure 6 explains the implementation view of COAP. The request from client is 
accessed by COAP server and is forwarded over the HTTP-REST to process the 
query on Internet storage. In addition, Representational State Transfer Protocol 
(REST) is cacheable connection. The CRUD operations are indicated, and type of 
value each operation hold is presented below [11–14]:

• Request

 – 0: Confirmable: Acknowledgement message
 – 1: Non-confirmable: Does not expect a confirmation message

• Response

 – 2: Acknowledgement: Acknowledge a confirmable message
 – 3: Reset: Received a message and not processed

COAP is a specialised application protocol designed by RFC7252. It is designed 
in such a way that it easily gets integrated with HTTP and UDP for seamless inte-
gration and useful in environment where M2M is implemented. The frame format 
of COAP is presented in Fig. 7; COAP is low overhead protocol thus providing easy 
integration and less outflows. The message format consists of version, message 
type, token length, request/response code and message id [17].

Queuing Mechanism The queuing mechanism protocols are more popular in use 
and attracted the researchers to investigate and resolve the issues related to interop-
erability and reliability. We enlist the protocol here, and the detailed working is 
highlighted in Sects. 5.4 and 5.5, respectively:

• Message Queuing Telemetry Transport (MQTT)
• Advanced Message Queuing Protocol (AMQP)

Fig. 6 Constrained application protocol

Fig. 7 COAP frame format

A. Pathak et al.
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5.4  Message Queuing Telemetry Transport Protocol

MQTT is a binary-based lightweight protocol, bandwidth efficient and uses low 
battery consumption. It is an open source protocol designed on publish/subscribe 
scheme and introduced [24] and then modified to be standardised by OASIS in 2013 
[15]. It is built on TCP protocol. The packet length of MQTT protocol is computed 
using control header, length, protocol level, connect flags and payload; the same is 
represented by Eq. (1).

 

MQTT packet length

control header length protocol level co� � � � nnnect flags payload�  (1)

The protocol level defines the QoS level of delivery assurance. Herein, control 
header is fixed and is of 1 byte and packet length is of maximum 4 bytes. There are 
two versions of MQTT protocol: MQTT designed for TCP/IP protocol and 
MQTT-SN designed to work over UDP and ZigBee protocols. The architecture of 
MQTT [26] is presented in Fig. 8.

MQTT operations is categorised in two sub-operations, that is, from Publisher to 
broker and then from broker to consumer/client. As shown in Fig. 9, MQTT server 
as broker receives the messages from publishers and makes them available to get 
subscribed by appropriate client. The publisher publishes the message and gets the 
response/acknowledgement to publish. The broker consists of queue, and the 

Fig. 8 MQTT protocol

Fig. 9 MQTT operation

IoT Design Methodology: Architectures and Protocols
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Fig. 10 MQTT message format

maximum queue length in MQTT is of 260 MB. The specific client accesses the 
specific message required. The client requests to connect with the broker, and the 
broker provides the acknowledgment to connect [19].

Figure 10 demonstrates the MQTT message format, which is a binary-based 
protocol. It consists of Message type of four bytes, UDP field of one byte, QoS level 
of two bytes and lastly one byte of retain field. The message format of MQTT con-
sists of control header, packet length, variable length header and payload. The con-
trol elements are in the form of binary bytes not the text strings. It operates on 
request and response mechanism, that is, to each request, the acknowledgment is 
accepted [16].

5.5  Advanced Message Queuing Protocol (AMQP)

AMQP is an advanced message queuing protocol. Queuing mechanism targets the 
issues related to interoperability and reliability in IoT.  In this concept, multiple 
queues can be implemented. AMQP is layered architecture that defines [18] the 
following:

Layer 1: Defines system and encoding process.
Layer 2: Defines transport layer and efficient, binary peer to peer protocol 

functioning.
Layer 3: Defines grouping for atomic transactions.
Layer 4: Defines security aspects.

The popular AMQP versions are RabbitMQ, OpenMQ, StormMQ, ApacheQpid 
and RedHat Enterprise MRG.

A. Pathak et al.
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As shown in Fig. 11, the implementation of AMQP protocol consists of broker. 
The broker is an implementation of exchange and queues. The exchange is a soft-
ware program that decides the assignment of messages to particular queue; the mes-
sages can be assigned based on Topic, Direct, Fan-out and Header and the exchange 
implement routing algorithm. Exchange is used to bind the queues [20, 25, 27].

Direct Exchange Direct exchange is used to deliver the messages to queues based 
on routing keys. It is well suited to unicast mode. Direct exchange is default 
exchange of AMQP protocol, and the same has been shown in Fig. 12.

Fan-Out Exchange This exchange supports broadcasting type of communication. 
If ‘N’ queues are connected with the exchange, then messages will be published to 
all the queues. The function of Fan-out exchange is presented in Fig. 13:

• Online multiplayer gaming
• Best suited to distributed environment concepts in which the server sends con-

figuration messages and updates to all the clients

Fig. 11 AMQP protocol

Fig. 12 Direct exchange

IoT Design Methodology: Architectures and Protocols
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Fig. 13 Fan-out exchange

Topic Exchange This exchange type supports multicast. The routine is done to 
more queues simultaneously. The message gets delivered to queues based on match-
ing key and pattern, for example, in Geographical cases, sending specific data to 
specific location user.

Header Exchange In this type of exchange, the messages are published as per the 
type of headers assigned as key. The key can be multiple in number. Based on 
matching key with only one type or all types, messages are published.

This exchange model accepts messages from the publisher and route them to 
queues according to the predefined criteria as shown in Fig. 11. It uses a routine and 
instances to examine the message and route it to proper queue by using key, which 
is actually a virtual address. In communication, the parameters used for message are 
as follows:

• Queue current status
• Time to live (TTL) for message expires
• Queue length
• Message type
• Message identifier
• Message order

Queue Status The queues used in messaging hold the data according to the capac-
ity of queue. The messages/data are pulled from messages as per the parameter, that 
is, links defined for the consumer.

Time to Live (TTL) It is a live for which the message will remain in the queue. 
The time to live decides the life of message in the queue.

Queue Length The queue will decide the capacity of message to hold in commu-
nication by the queue.

A. Pathak et al.
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Moreover, the features’ targets in communication are as follows:

• Targeted quality of service
• Persistence
• Delivery of messages to multiple consumers
• Possibility of ensuring multiple consumptions

RabbitMQ It is basically a publish/subscribe model, a broker architecture. It uses 
queue exchange mechanism for publishing the message and subscribing the mes-
sage from consumer. It is an advanced message queuing technology. The exchange 
implements routing logic to forward the message to the respective queue. The rout-
ing logic can be anything the user needs, but more preferably, round robin type of 
routing is common for forwarding the messages. As explained by RabbitMQ Pivotal, 
the message can be routed by using four different types of exchange mechanism, 
that is, Fan-out, Direct, Topic and Header. The exchange mechanism using the Fan- 
out message is forwarded to all queues, that is, messages get consumed by all the 
consumers. The Direct exchange mechanism binds the queues with consumer by 
using routing/binding keys. The Topic exchange mechanism provides the same 
mechanism as the Direct, but only adding some wild characters to the messages. 
The Header type keys and values as header in the message as a parameter to publish 
and consume.

The basic mechanism on which RabbitMQ works is Queuing mechanism. The 
queue gets bind with exchange, exchange routes the messages produced by the pro-
ducer, and consumed by the consumer from queue. These producers and consumers 
may be of different and varying configurations and applications, which gives rise to 
the issues related with accuracy and interoperability, that is, mismatch between the 
number of message packets generated per second by the producer (publisher) and 
message packets consumed by the consumer because of different configuration 
platforms.

For example, in a company with various departments, where all departments are 
connected centrally, considering only three departments, Human Resource, 
Marketing and Administration maintain active directories. The same is presented in 
Fig. 14 and details are shown as follows:

Actors: Human Resource Department – producer
Marketing Department – consumer1
Administrative Department – consumer2
RabbitMQ system – Broker (exchange & queue)

RabbitMQ is a more sophisticated implementation of message queuing tech-
niques. It is more scalable as it provides the mechanism to increase the use of 
queues. The number of queues may vary as per the number of exchanges used. It 
also provides the mechanism named as dead letter exchange (DLX) where the rejec-
tion of messages is avoided. Still, some issues related with availability of queues 
may arise, which results in the decrease in performance related to queues. Another 
more specific implementation of message queuing known as Kafka is attracting the 
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Table 3 Protocol connectivity and security aspects

Protocols/connectivity QoS Transport Security Usage

AMQP Yes TCP Yes D2S/S2S
MQTT 3 levels TCP Yes D2S
HTTP No TCP Yes Web
DDS 20 levels TCP/UDP Yes D2D
Web-socket No TCP Yes Web

Fig. 14 Implementation example of RabbitMQ

attention of researchers. In Kafka, the zookeeper concept is implemented to avoid 
the issues related with performance. Various research papers that describe the work-
ing of Kafka with zookeeper implementation as well as examples are explained.

Nowadays, researchers are focusing on issues related to communication in 
IoT. As heterogeneous devices are connected in IoT systems, we are facing continu-
ous issues related to scalability and interoperability, so security and privacy become 
the most challenging tasks. MQTT protocol is light-weighted, consumes less power, 
requires less bandwidth and is utilised in heterogeneous devices connected in differ-
ent environment. Hence, MQTT protocol is less secured because of the limited ser-
vice of authentication process and there are no encryption capabilities as presented 
in [21]. Mechanism applied to overcome security issues can be implemented, which 
focuses on authentication and authorisation of devices at broker level. These mecha-
nisms are best suited for constrained devices but for resource-constrained devices 
still need further development. AMQP protocol offers more secure architecture as it 
provides more reliable connection-oriented procedure. In addition, AMQP protocol 
facilitates diversity in application and becomes vulnerable to know threats to net-
work. Table 3 presents protocols highlighted according to the security aspects.

A. Pathak et al.
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Another important challenge is related to interoperability, and it is becoming a 
key challenge in communication between D2S and S2S. To address this, researchers 
are providing the solution related to analysis of data based on syntax and semantics. 
Semantic extraction of data helps in classifying and categorising the data, thus help-
ing future issues related to scalability and interoperability. In IoT, the challenge 
related to interoperability can be addressed in basic connectivity between devices. 
Semantics provides potential strength to data extraction: the tags or labels are uti-
lised to extract and classify the data through which domain knowledge and context 
information can be matched for accurate data extraction.

6  Summary and Future Direction

As predicted by various standard bodies and organisations, with the growth in num-
ber of devices and nodes in network, the challenges and threats related to commu-
nication and synchronisation will increase. In the coming years, the quality of 
services and performance of the system will depend on the networks’ support for 
scalability with efficient interoperability. The coming era will be independent of the 
platform, and the modelling of the system will not depend on the specifications and 
requirements of functional modelling in the system. Various IoT platforms will get 
updated with the arising needs and requirements. It is clear that a single protocol 
and standard will not be sufficient to cope with publisher and subscriber synchroni-
sation. The challenges will arise with quality of services (QoS) in the performance 
of protocols. In such a varying environment, the standards and protocols in IoT will 
play a vital role in seamless integration of devices with platforms to achieve objec-
tives of IoT.
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Communication in IoT Devices

Dipak Wajgi, Jitendra V. Tembhurne, Rakhi Wajgi, and Tapan Jain

1  Introduction

Internet of Things (IoT) is becoming very popular nowadays since it provides solu-
tions for many automated data collection system securely. The IoT refers to a new 
kind of environment in which a network is connected virtually to all the gadgets and 
appliances we use [1]. IoT’s primary goal is to guide in a new “smart” world that is 
completely integrated with interactions between objects, their environment, and 
people more closely intertwined. However, if the system is more complex, a number 
of potential challenges may increase particularly in the areas of security, privacy, 
interoperability and standards, legality, regulatory, and rights issues.

IoT network uses smart IoT-enabled devices, which are lightweight and have less 
energy, limited storage, and less processing power. These devices are fitted with 
integrated sensors, actuators, processors, and transceivers for the intelligence and 
interconnections. IoT is not a single technology; rather, it is an agglomeration of 
different technologies operating in tandem. Sensors and actuators are the devices 
that help the physical world to communicate. The information obtained by the sen-
sors has to be stored and processed intelligently. A cell phone or even a microwave 
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oven can be counted as a sensor. Moreover, an actuator is a system that is used to 
effect a change in the environment. IoT devices communicate wirelessly as they are 
installed at different geographic areas. Hence, reliable communication among these 
devices without any disruption is one of the challenges. Although effective com-
munication models are beneficial to the end user, they promote technological inno-
vation and open doors for business development. IoT allows people and devices to 
be connected with anything and anyone at any time, anywhere preferably using 
some network and service. For this, IoT infrastructure requires state-of-the-art com-
munication technology, which must provide a low-power, energy-efficient, and reli-
able communication. The central infrastructure of an IoT system consists of sensors, 
actuators, computing servers, and communication network. A middleware is 
required to connect and manage all these components. This architecture may be 
application dependent since the application area of IoT is widespread such as 
healthcare, home automation, environment monitoring, and energy conservation.

From an organizational viewpoint, it is important to think about how IoT devices 
connect and interact in terms of their technological communication models. The 
device-to-device communication model describes how two or more devices directly 
connect and interact with each other. This communication takes place at the IP net-
work or the Internet. The protocols such as Bluetooth, Z-Wave, or ZigBee are 
applied for device-to-device communication. The IoT system connects directly to 
an Internet cloud service like an application service provider in a device-to-cloud 
communication model to share data and manage message traffic. Existing commu-
nication technologies such as wired Ethernet and WiFi are utilized to establish con-
nection and communication. IoT system connects via an application layer gateway 
(ALG), which serves as a channel to access a cloud service in the system-to- gateway 
model. In this model, the application software runs on a local gateway system that 
serves as an intermediary between the system and the cloud offering protection and 
other features, that is, translation of data or protocols. Moreover, back-end-data 
sharing model refers to a communication architecture that allows users with data 
from other sources to export and analyze smart object data from a cloud service. 
This model is an extension of single device-to-cloud communication model. A 
back-end sharing architecture makes it possible to combine and analyze the data 
gathered from single IoT device to achieve interoperability of smart devices that are 
hosted in the cloud.

Every IoT-based application is using one of these models. The suitability of the 
model depends on the complexity of the communication in application. Performance 
and throughput of the IoT network are based on how well the connected devices can 
communicate with each other for the data exchange. Hence, the selection of the 
appropriate communication technology for the information interchange is also one 
of the challenges. This chapter discusses some widely used communication technol-
ogy and protocol for the communication in IoT devices.

This chapter is organized as follows. Section 2 presents the architecture of 
Internet of Things. Its advantages, disadvantages, and characteristics of communi-
cation technology are discussed in Sect. 3. Section 4 deals with communication in 
IoT. Applications of IoT are described in Sect. 5, and Sect. 6 concludes this chapter.
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2  Architecture of Internet of Things

The general architecture of IoT is described in this section. In addition, different 
architecture has been proposed for IoT in the literature. But here, we explore only 
three and five layer architecture of IoT.

2.1  Three Layer Architecture

Most of the researchers considered the three layer architecture of IoT as the stan-
dard architecture for the design and deployment of IoT-based applications in a vari-
ety of domains. Figure 1 shows the three layer architecture of IoT that comprises 
perception layer, network layer, and application layer. Perception layer is the lowest 
layer and is also called as physical layer that consists of sensors for gathering envi-
ronmental information. The intended information is sensed by the sensing object 
and sent to the server. The middle layer, that is, network layer, is used for connecting 
all the devices in the network for the transmission and receiving of data among the 
sensing devices. Application layer is the top-most layer in the architecture and is 
used to provide the services for the various applications built using IoT.

2.2  Five Layer Architecture

The key concept of IoT is specified by the three layer architecture, but it is not suf-
ficient for IoT design and deployment; hence, we also need to focus on the finer 
aspects of IoT. The five layer architecture consists of perception layer, transport 
layer, processing layer, application layer, and business layer for the design of IoT 
system. The perception layer and application layer functions are the same in both 
five layer and three layer architecture [2]. The transport layer transfers sensor data 

Fig. 1 Three layer architecture of IoT
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Fig. 2 Five layer architecture of IoT

from the perception layer to the processing layer and vice versa. Communication 
protocols such as Bluetooth, NFC, and RFID are utilized for this purpose. The pro-
cessing layer is used to store, analyze, and process the data from the transport layer. 
It also manages the services from lower layers. Finally, the business layer, including 
frameworks, business and business models, and user privacy, controls the entire IoT 
framework [3]. Some other architectures can be applied, which are mostly applica-
tion dependent (Fig. 2).

3  Advantages, Drawbacks, and Characteristics 
of Communication Technology

In this section, we present the different advantages, drawbacks, and characteristic 
features of communication technology in IoT ecosystem.

3.1  Advantages and Drawbacks

Communication protocols to be used in IoT infrastructure are application depen-
dent. Their advantages and disadvantages are as follows:
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Advantages:

 1. Intelligent way of gathering the data or information with very less human 
intervention

 2. Tracking of objects to trace its movement
 3. Remote monitoring and control
 4. Efficient data exchange
 5. Time is saved by making the system autonomous and intelligent
 6. Provide cost-effective solutions in many application

Drawbacks:

 1. There are compatibility issues since no standard is available for tagging and 
monitoring with sensors.

 2. Complexity of the system and interoperability are some issues in the system for 
not performing efficiently.

 3. Security from different network attack has always been a concern.
 4. Sometimes the speed of data transfer for the particular application does not match.

3.2  Characteristic Features

Every communication protocol has some characteristics, which determines the 
application domain of that protocol.

 1. Connectivity: sensor or the IoT devices need to be connected with each other for 
the proper communication among them. Good connectivity among the IoT 
devices helps in exchanging the data and information in the network.

 2. Communication: communication among the devices is the key to any IoT- 
enabled application. The communication protocols have been characterized 
according to the short range and high range of communication.

 3. Data: IoT infrastructure is created especially for data collection and its analysis.
 4. Scalable: the communication protocol should perform well when the size of the 

network increases. With the increasing number of nodes in the network, the 
throughput of the network should also increase.

 5. Security: secure communication among the devices is intended. The network 
attacks can be repelled and network should not come at stand still.

 6. Reliability: the reliable communication among the devices makes the sys-
tem robust.

4  Communication in IoT

In this section, we present details about communication in different architecture and 
application in IoT. To exchange the information among various IoT devices, we 
require efficient and secure communication mechanism. Security capabilities of 
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different communication protocols in IoT [4] were investigated to secure the net-
work from the attackers and intruders. Security requirements are basically applica-
tion-specific; to understand the need, various physical layer, Medium access control 
(MAC) layer, Network layer, and Application layer protocols are discussed. These 
protocols are compared based on data confidentiality, data integrity, data origin 
authentication, and data freshness, which comprehend various security demands. 
Hence, it is suggested to build secure IoT system, which can be trusted for different 
applications. Nevertheless, Fog computing platform along with layered IoT archi-
tecture [5] is proposed from computation point of view in different IoT applications. 
Embedded Systems Platforms for IoT Prototypes, Communications Technologies in 
IoT, backbone protocols for IoT architecture, Security in IoT, applications of IoT, 
and computing framework for IoT are elaborated. Fog and cloud computation mod-
els are also investigated for their performance in different applications. The need of 
IoT sensor network in the field of healthcare and transportation is explored to iden-
tify the required communication technologies for IoT applications [6].

Third-generation partnership project and low power wide-area solution in cellu-
lar technology for many IoT use cases are experimented. Moreover, new radio 
enhancement for 5G with new requirements and enhancements are also introduced 
in IoT communications. Possibilities of applying recent technologies, which are 
capable of enhancing the performance of IoT-based system, are investigated heav-
ily. IoT applications based on context aware congestion control have given the new 
research directions. Managing and controlling the IoT network is still a big chal-
lenge, and it is suggested to develop a lightweight CoAP or UDP-based IoT network 
to support 5G network and its applications. Hence, the study of communication 
component in IoT highlighting the major approaches [7] plays a vital role in IoT 
communication. These approaches includes using a model of Internet devices based 
on the application requirement, specific case study, evaluation and comparison, and 
communication component for the application like smart home technologies. 
Different communication standards, communication protocols, QoS for IoT-based 
smart home technologies, and some IoT protocols are presented. It is suggested to 
handle the communication component properly to reduce the power consumption of 
IoT network. Furthermore, IoT architectures are reviewed for understanding the use 
of tools, technology, and methodology for different requirements in IoT applica-
tions [8]. The key utility factors such as communication protocols, scalability, secu-
rity, and network integration are adopted to develop IoT system for various real-life 
problems. In addition, the challenges in IoT architecture are investigated to provide 
direction for the future research. Moreover, IoT architectures in many fields such as 
education, multimedia, and tourism are suggested to be explored in order to use it 
efficiently. An overview of IoT in 5G wireless system [9], wherein technology driv-
ers such as new 5G radio, MIMO antenna with beam forming technology, mmWave 
communication technology, heterogeneous network, and role of augmented reality 
in IoT, is presented in detail. In addition, low power wide-area networks, security 
and its control measures in 5G IoT environment, research gap, and challenges in IoT 
are highlighted for future research in IoT applications in different areas. Promising 
technologies suggested for 5G technology are to be investigated for new research in 
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the heterogeneous network in 5G environment related to mobility manage-
ment in IoT.

Subsequently, a survey of application layer communication protocol to suite the 
IoT requirement [10] is provided along with their potential use in Fog and cloud 
architecture. The protocols such as HTTP, MQTT, CoAP, AMQP, DDS, and XMPP 
are elaborated for their operation with important component of the communication 
protocol, that is, characteristic features. The communication protocols are com-
pared based on their performance in different environment, which includes latency, 
energy consumption, and network throughput. This helps to decide which commu-
nication protocol to be used in which environment. In [11], cross technology com-
munication (CTC) in IoT devices with the hardware perspective is highlighted. CTC 
techniques are categorized as hardware-based and hardware-free. This categoriza-
tion is based on the requirement of the dedicated hardware for communication or 
heterogeneous wireless devices in the network for communication. Different CTC 
techniques are compared based on the parameters such as throughput, communica-
tion range, energy efficiency, and cost. In [12], a review of Internet centric network-
ing (ICN) in IoT is presented. ICN for communication is explored for IoT in various 
domains. Domain-specific ICN-IoT combination is investigated to explore the pos-
sibility of better performance in different environments wherein requirement 
changes based on environment. QoS, security, communication, and mobility param-
eter are the key parameters to examine related to IoT perspective. Furthermore, vari-
ous IoT architectures and protocols are demonstrated [13] and classified based on a 
variety of features. In succession, challenges in IoT such as security, mobility, scal-
ability, and energy efficiency are presented to meet the current and future research 
trends in IoT communication. Application-specific architecture and requirement of 
IoT, and wireless sensor network in IoT open an avenue to research in IoT 
communication.

Communication in network is considered to be a very important factor since the 
performance of the network depends on efficient communication among the net-
work devices. The communication protocols help in gathering the data and informa-
tion in the network. This information is used for further processing once it is sent to 
the server. Different types of statistical analysis are performed on the collected 
information, and conclusions are drawn for the particular scenario, which helps in 
deciding the further course of action.

4.1  IEEE 802.15.4

Operation of IEEE 802.15.4 along with the challenges in its successful deployment 
in IoT is discussed in [14]. Physical layer and MAC layer are very important in 
communication system and significant in network operation. IEEE 802.15.4 is spe-
cially designed for low data rate and low energy consumption devices in private area 
networks. It is utilized in the application that runs for longer duration and uses low- 
cost nodes [16]. The 802.15.4 specification is defined for limited set of 
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power- management methods [16]. IEEE 802.15.4 MAC is used in a network that 
operates in beacon enabled and non-beacon enabled mode [16, 46]. IEEE 802.15.4 
devices in IoT have many challenges such as identification of duty cycle, synchro-
nization among the devices in multihop deployment, and identification of the right 
parameters for performance check. Hence, these challenges need to be overcome for 
the successful deployment of IEEE 802.15.4 devices in IoT. An improved modula-
tion scheme based on IEEE 802.15.4 standard is proposed in [15] for impulse radio 
ultra wideband communication. This scheme increases the data rate and reduces the 
interference in multiple users. The unused time during communication is utilized to 
double the burst position, which allows the user to transmit during dedicated hop-
ping positions and doubling the physical layer data rate. Here, the M array signaling 
is adopted during transmission. On Off Keying (OOK) and pulse shift keying (PSK) 
are used as additional modulation techniques by passing the burst position modula-
tion (BPK). Moreover, the system model adds extra fields to the PHY header to 
inform the receiver about the modulation method that can be achieved by the pres-
ence of PHY layer and MAC layer. The data is collected from all the surrounding 
devices by using hub. Hence, the battery life and data rate are increased. It also 
provides the flexibility for scaling the network for additional user.

4.2  6LoWPAN

A low power wireless personal area network (LoWPAN) with additional layer and 
efficient IPv6 communication over IEEE 802.15.4, that is, 6LoWPAN is proposed 
in [16]. Wireless personal area network (WPAN) is specially designed to operate 
with low power. Moreover, the use of IEEE 802.15.4 in LoWPAN limits its capabil-
ity and poses many challenges for its implementation. To remove this demerit, an 
additional layer is provided in 6LoWPAN protocol. The 6LoWPAN additional layer 
consists of three components – (1) header compression, (2) fragmentation, and (3) 
layer-two forwarding, which makes it suitable for many applications. The additional 
layer of 6LoWPAN uses stateless compression, which makes it adaptable for net-
work and transport layers’ header field. Hence, 6LoWPAN can be applied in many 
network applications in a physical environment with meaningful location. 
Furthermore, an implementation of 6LoWPAN with IPv6 adaptation layer for the 
Near Field Communication (NFC) devices is presented in [17]. NFC devices does 
not have unique id for auto-configuration of address, which needs to configure IPv6 
address. In addition, IP header compression is also performed with address auto- 
configuration. Context Identifier Extension (CID) flag, Source Address Compression 
(SAC), Source Address Mode (SAM), Destination Address Compression (DAC), 
and Destination Address Mode (DAM) can be utilized for authentication while 
communicating with other devices. The addition of adaptation layer increases the 
performance of the network by reducing the initialization delay compared to the 
conventional NFC communication.
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4.3  BLE

To establish an energy-efficient and cost-effective communication between sensors 
and Engine Control Unit (ECU), we can use Bluetooth Low Energy (BLE), and 
vehicular ad hoc network can also be formed using BLE [18]. BLE can be utilized 
for inter-vehicular and intra-vehicular wireless communication, and many applica-
tions such as biomedical, personal electronics, renewable green energy generation 
and distribution, security, and surveillance can be efficiently supported with one hop 
communication. BLE is suitable in applications where low duty cycle and less 
power consumption is the primary goal with low cost. Generic Attribute Profiles 
(GATT) is defined by BLE in client/server sensor architecture, while Generic 
Access Profile (GAP) is defined by BLE to decide the role of devices. BLE-based 
sensors are explored in a variety of sensor-based applications where low energy 
consumption is required [19]. BLE is connection-oriented in the sense that the two 
devices wanting to exchange the information should be connected with each other. 
To ensure the energy saving in Bluetooth network, the two devices must be con-
nected only if there is a need of data transfer between these devices. Long connec-
tion time in traditional Bluetooth network is one of the biggest drawbacks, which is 
reduced in new BLE technology. Specific channel is used by BLE devices to send 
and receive the data. Moreover, in sensor network, lightweight BLE stack is applied, 
and good data throughput is achieved in BLE-based WSN. The interoperability of 
BLE and IEEE802.15.4 communication protocols that works well in some applica-
tions is investigated in [20]. BLE forms a star network at the link layer with a master 
orchestrating bidirectional communication with one or more slaves. As compared to 
IEEE 802.15.4, BLE is full protocol stack without having restrictions at the physical 
and MAC layers.

4.4  CoAP

The Constrained Application Protocol (CoAP) is a specialized web transfer proto-
col for use in the IoT with restricted nodes and restricted networks [21]. This is a 
specially designed protocol for IoT and lightweight M2M communication. This 
protocol is an enhancement over HTTP for low-power devices and work with 
UDP.  CoAP deals with confirmable and no confirmable messages to handle the 
unreliability of UDP. CoAP is an application layer protocol and does not contain 
security features for the data transfer [22]. Datagram Transport Layer Security 
(DTLS) is used as a secure protocol and UDP as a transfer protocol in CoAP. It is 
designed for applications that are limited by the environmental condition like wire-
less sensor network. Moreover, CoAP suffers from parsing attack, caching attack, 
amplification attack, spoofing attack, and cross protocol attack. A new CoAP-based 
technique for communication through multiple smart objects with a community of 
resources is proposed in [23]. CoAP-enabled access is dramatically rising in 
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numbers for intelligent devices. It is a lightweight protocol designed to meet the 
limitations of resources in IoT or sensor network. CoAP technology is applied to 
control individual resources in order to avoid increasing the footprint of restricted 
devices.

4.5  AMQP

Advanced Message Queuing Protocol (AMQP) is applied to design IoT-based smart 
system for cloud environment [24] wherein the smart devices are controlled 
remotely by the mobile user. AMQP is best suited for the application where Internet 
is unstable. The store and forward feature of this protocol saves the data temporarily 
if the Internet becomes unstable. AMQP is characterized by high interoperability 
and security, which makes it flexible for use in multiuser system. It is mainly 
adopted for smart home systems. It guarantees the smooth communication between 
sender and receiver if there is a disruption in the Internet. AMQP is a standard for 
an asynchronous messaging. The conventional messaging protocols have many 
limitations [25]. The main characteristics of AMQP are symmetric, secure, com-
pact, multiplexed, reliable, and binary. Moreover, AMQP is usually layered over 
TCP and delivers reliable ordered sequence of frames.

4.6  IPsec

Since an Internet protocol is insecure, Internet Protocol Security (IPsec) protocol is 
designed to offer security in the network [26]. This security feature makes the IPsec 
better suited for the network applications. Security of the protocol is based on the 
cryptographic algorithm and strength of key used in the algorithm. IPsec maintains 
confidentiality in the communication, and its most used implementations are the 
IPsec deployments that run on the network layer. IPsec as a Virtual Private Network 
(VPN) application is applied by businesses, suppliers of services, and government 
networks. IPsec is considered as a set of services and protocols to deliver security in 
IP-based networks [27]. Because IPsec operates on the IP layer, it can provide these 
safeguards without the need of additional security methods for any higher layer 
TCP/IP application or protocol, which is its major strength. IPsec offers the integ-
rity of a message to ensure that it is not altered during communication and estab-
lishes a secure communication path for the two devices for exchange of information. 
IPsec protocol suite comprises core protocols and support component as a major 
part. Authentication services are delivered by authentication header while integrity 
of data is ensured by encapsulating security payload, and services are provided by 
support component. Subsequently, a new IPsec protocol using IPsec tunnel and 
HTTP tunnel [28] is designed to provide security to IP data packets and to the upper 
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Fig. 3 IPsec protocols and components

layer by using authentication header and encapsulating security payload. This pro-
tocol solves the network adaptability problem efficiently (Fig. 3).

4.7  LoRAWAN

Long Range Wide Area Network (LoRaWAN) communication protocol is used in 
IoT-based WSN to increase the performance of the network [29]. Long range (LoRa) 
modulation is used in the physical layer of LoRaWAN communication protocol and 
specially designed for IoT applications. It uses unlicensed industrial, scientific, and 
medical (ISM) frequency, which is considered to be the biggest advantage of 
LoRaWAN [29, 30]. Duty cycle of the LoRaWAN devices is deliberated as the 
drawback since it depends on the geographical area where these devices are used. 
Many localization techniques adopted LoRa technology for communication. Three 
types of nodes are specified by LoRaWAN devices, that is, classes A, B, and 
C. Messages are sent to the gateway by class A devices, which are extended by class 
B devices by adding scheduled message reception slots, and class C devices prolong 
class A [29–31]. To achieve better results for communication range and data transfer 
rate, LoRa technology utilizes multiple spread factors. The LoRa unique architec-
ture consists of end nodes and gateway modules that retransmit messages to the 
network server from the terminal nodes. The LoRaWAN protocol utilizes a com-
munication mechanism of the Additive Links, On-line Hawaii Area (ALOHA) type, 
where the packet length is variable. Nodes can transmit at any time on any available 
channel using any available data rate, according to the LoRa protocol specifications. 
The frequency shift offers the key benefit of communication in LoRa, which is 
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Fig. 4 LoRaWAN architecture

interference resistance. The LoRaWAN specification specifies a method for adapt-
ing the transfer rate of the Adaptive Data Rate (ADR) without providing any infor-
mation on the parameters monitored or those involved in the process of rate 
selection. The low transfer rate LoRaWAN configuration is mostly used, since it 
guarantees the widest communication range by using a high spread factor. 
LoRaWAN is an open low power wireless area network (LPWAN) standard devel-
oped by the LoRa Alliance with key features such as low energy consumption, long- 
range communication, built-in security, and GPS-free positioning (Fig. 4).

The LoRaWAN network topology is known as star-of-stars from an architectural 
point of view. LoRaWAN is a MAC layer protocol aimed at solving network con-
gestion management problems. LoRa modulation expands the conventional con-
cepts of Spread Spectrum to reduce the amount of energy needed to transfer bits 
through the channel. In handling interference, the LoRa modulation has better effi-
ciency than Frequency Hopping techniques. ALOHA-type random access is used 
by LoRaWAN to keep network complexity as easy as possible and optimize energy 
savings. To secure network protocol and user data, LoRaWAN has built-in protec-
tion available in itself. Advanced Encryption Standard (AES 128) encryption pro-
tects data via node-to-application and node-to-network-server, and LoRaWAN 
networks are ideally suited to outdoor IoT solutions such as smart cities, airports, 
and agriculture.
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4.8  LTE

The Long Term Evolution Standard (LTE) is a high-speed data standard for mobile 
phones and data terminals for wireless communication. Although most of the exist-
ing IoT cellular networks operate over 2G and 3G, one of the major platforms for 
the emergence of new M2M communication systems is an LTE technology [32]. To 
replace signal exchanges at the cellular center for M2M communications, LTE 
mobile networks are proposed. LTE was designed to provide packet-switched ser-
vices only and to provide IP access between the mobile devices and the Internet. 
Multiple bandwidth (BW) configurations are supported by the LTE standard, from 
1.5 to 20 MHz with 10 MHz being the most frequently deployed. The LTE Random 
Access protocol is focused on the transmission of brief preambles containing one 
randomly selected signature from a pool of 64 signatures available. LTE has 
increased carrier capacity, high-speed data rate, reliable connectivity, and is cost- 
effective. In the LTE network, each device’s identity is transmitted from user entity 
(UE) to mobility management entity over the air interface [33]. The overheads of 
communication and computation created by the current LTE protocols are very high 
and do not support network IoT functionality. Recent LTE technologies are expected 
to offer IoT artifacts with stable and efficient services.

4.9  MQTT

Message Queuing Telemetry Transport (MQTT) protocol is widely used in IoT 
applications for M2M communication in wireless communication environment 
with low bandwidth [34]. This protocol is intended to be used in devices with lim-
ited memory capabilities and limited processing capacity. MQTT protocol links 
middleware and applications to networks and systems. There are various types of 
MQTT such as mosquito, hivemq, and paho MQTT. The most favorable communi-
cation protocol for M2M and IoT is MQTT. MQTT is ideal for resource-constrained 
or unstable devices that are used in networks with limited bandwidth and appears 
above the Transport Control Protocol (TCP), that is, HTTP in application layer. 
Devices communicate with each other in many-to-many manner in MQTT protocol. 
A standard format of message is to be followed by all the devices using MQTT 
since it is message-oriented protocol and QoS profile decides the performance of 
MQTT protocol. MQTT protocol operates on the top of TCP for communication 
within an IoT environment [35]. MQTT is a messaging protocol that uses the 
publish- subscribe communication model where updates are not required by the cus-
tomers themselves, which in turn leads to a decrease in resources utilization, mak-
ing this model optimal for low-bandwidth environments. The protocol operates on 
a server-client basis where updates to MQTT clients are pushed by the server, called 
as broker and client/server does not bother to check the identity of each other. 
MQTT was developed for asynchronous communication where subscriptions or 
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publications take place in parallel. It is also a lightweight protocol, which is used in 
IoT infrastructure for data transmission [36]. Moreover, MQTT is ideally suited for 
IoT nodes with restricted capabilities and resources.

4.10  NFC Protocol

Near Field Communication (NFC) is commonly applied in digital payments for 
authentication purpose in IoT-enabled services and applications [37] and is also 
employed in mobile IoT authentication for privacy security and lightweight specifi-
cations. NFC technology works on 13.56 MHz frequency band with the data trans-
mission rate of 106–424 kbps. It uses a special technology for signal attenuation, 
and the effective radio range is below 20 cm. NFC is designed to provide IoT mobile 
devices with a low-cost, high-bandwidth, and low-energy communication system. 
NFC is widely accepted in different contexts such as electronic payment, identity 
verification, logistics monitoring, mobile IoT data collection, healthcare applica-
tions, social network services, educational services, and location-based services 
[37, 38]. Nowadays, a large range of devices suitable for IoT are implementing NFC 
technology [38]. In a variety of applications that belong to consumer electronic 
devices, NFC is applied for short-range communication [39]. Although it is very 
easy to use NFC, this technology is a threat to users due to many network attacks. 
Processing time is a crucial factor in NFC architecture since the NFC devices are 
used in real-time applications.

4.11  RFID

Radio Frequency Identification (RFID) technology is utilized to track the objects in 
IoT-based applications [40], and radio waves are used to identify an object. Three 
frequency regions are available for RFID radio waves: Low Frequency (LF), High 
Frequency (HF), and Ultra High Frequency (UHF). RFID automatically reads or 
writes information stored on RFID tags using radio waves and electromagnetic 
fields. In relation to its strength, there are three types of RFID tags: passive, semi- 
passive, and active. This classification of the RFID tag is based on the presence of 
power source and the operation performed. The detection of RFID tag occurs when 
the radio signal is transmitted by the reader next to the tag, near the RFID reader. 
RFID and IoT have a significant impact on the latest technological transition such 
as smart cities, smart highways, and smart medicine [41]. Three key components of 
RFID is a transponder, an interrogator or reader, and a communication channel [41, 
42]. RFID standard consists of both frequency ranges and data formats; RFID suf-
fers from the problem of collision between tags. Most IoT applications are based on 
RFID communication or technology or sensors. Key features of RFID are: it allows 
complex data to store and provides wireless communication without line of sight for 
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identifying objects. RFID is a better and more realistic technology to be applied 
with the objects of different surfaces, allowing read/write capabilities without visual 
interaction [41, 42]. More secure RFID with efficient authentication is the require-
ment of the time.

4.12  WiFi

When higher data rates are needed in energy-constrained devices, it is suitable to 
adopt WiFi technology [43]. The hardware of these devices is designed to be 
extremely compact and energy-efficient. In order to minimize current consumption, 
these devices have the capacity to turn off various parts of the board. The system can 
thus achieve various low-power states depending on the components and parts of 
the board that are turned off. Depending on whether it is in the transmitting state, 
receiving state, wakeup/active, or one of the inactive states such as sleep, deep sleep, 
and hibernation, a system may have varying current consumption levels. The MAC 
layer mechanisms require the configuration of the end device client to allow it to 
wake up just in time to maintain connectivity. If the system client stays longer than 
the supported time in one of the available sleep states, then the system is discon-
nected from the network. With the use of WiFi, remote location can be connected 
with low cost. There are four main forms of WiFi technology at present, namely, 
WiFi-802.11a, Wi-Fi-802.11b, Wi-Fi-802.11g, and Wi-Fi-802.11n. 802.11a is one 
of a range of wireless technologies available that determines the format and struc-
ture of the radio signals transmitted by the routers and antennas of the WiFi network.

4.13  XMPP

The Extensible Messaging and Presence Protocol (XMPP) is an IP technology and 
Extensible Markup Language (XML)-based real-time information transmission 
specification that supports publishing/subscribing messaging systems [44, 45]. 
XMPP has been widely implemented and applied throughout the Internet. The 
Internet application of the XMPP protocol focuses mostly on data interaction, while 
the IoT application of the XMPP protocol is more concerned with the processing of 
data. The publish/subscribe architecture that is more fitting for the IoT is implicitly 
supported by XMPP. The good transparency and scalability of XMPP can be used 
to implement interoperability between large ranges of instant messaging systems. 
XMPP is a better suited protocol for the communication in IoT devices. XMPP is 
used as a base for many other products and solutions, including gaming, geoloca-
tion, and cloud computing [45]. XMPP provides real-time exchange of structured 
yet extensible data between network entities. XMPP is an ideal backbone protocol 
for various endpoint protocols to provide universal connectivity. To allow message- 
oriented communication services that are applicable in the Internet context, the 
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XMPP Protocol is better. Decentralized client/server model is used in XMPP archi-
tecture. A general structure for communicating through a network is provided by 
XMPP. This communication protocol is limited to text data transfer only.

4.14  ZigBee

The ZigBee is a secure, low-power, low-cost, and efficient technology for informa-
tion network design [46]. It is a high-level communication protocol whose specifi-
cation is based on IEEE 802.15.4 standard. For connecting sensors, instrumentation, 
and control systems, ZigBee is the most common wireless mesh networking stan-
dard in the industry. The data transfer rate for ZigBee is maximum up to 250 kbps, 
and in ZigBee network, a node can manage up to 254 sub nodes. The data integrity 
checks and authentication functions are provided by ZigBee and use AES128 for 
the security purpose. Support for star, mesh, and cluster tree is offered by ZigBee 
protocol [46, 47]. The structure of the ZigBee system consists of three separate 
device groups such as ZigBee coordinator, router, and end device. One coordinator 
node is a must in ZigBee network, which acts as a root and bridge for handling the 
data generated during transmission and receiving process. ZigBee routers play very 
important role in transmitting the data to and from other devices through them. 
Moreover, ZigBee network data transmission models are divided into three catego-
ries, that is, (1) transmission from the coordinator to the module of the sensor, (2) 
transmission from the module of the sensor to the coordinator, and (3) transmission 
between the coordinators. Beacon-based sensor network uses ZigBee network 
topology. The network and application layers, application framework, application 
profile, and security mechanisms are also quantified by ZigBee [47]. ZigBee deliv-
ers users with a simple and low-cost global network for specific applications that 
supports a large number of nodes with an exceedingly low battery drain. The ZigBee 
routers (ZRs) are utilized in tree and mesh topologies to increase the communica-
tion range at the network level. In sensor network most of the time, the sensor nodes 
are ZigBee devices with limited functionality and communicate with their parent 
device. The performance of ZigBee-based wireless sensor network is better as com-
pared to other networks.

4.15  Z-Wave

Z-Wave is a useful technology for RF integration of sensors and actuators, which 
can be applied in smart home and office automation services [48, 49]. Z-Wave is a 
complete IoT substratum implementation comprising well-defined protocols for 
communication, networking, and application layer protocols. Z-Wave capable sen-
sors, actuators, controllers, routers, and Internet gateways can be combined to pro-
vide home and office automation facilities. Messages are exchanged asynchronously 
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as MAC Protocol Data Unit (MPDU) frames over the RF medium using the Z-Wave 
physical layer. Through the Security Command Class, Z-Wave offers privacy, source 
integrity, and data integrity services. It is known for providing a simple and secure 
way to monitor automated devices at home wirelessly. The Z-Wave network is an 
Internet-controlled remote network that uses a Z-Wave gateway or central control 
appliance. Z-wave devices communicate with each other using radio frequency 
(RF) technology. In addition, Z-Wave’s MAC layer includes a collision avoidance 
(CA) technique that enables a frame to be transmitted when the channel is open and 
when no other nodes are transmitting. The Z-Wave protocol transfer layer manages 
the communication between two sequential devices, including transition, checksum 
screening, and acknowledgment, which indicates whether or not the communication 
has been successful so that the exchange of data between devices must be assured 
without errors. In the Z-Wave protocol, the routing layer manages to forward frames 
from one device to another via the Z-Wave network. The Z-Wave application layer 
is responsible for the delivery, decoding, and execution of commands and parame-
ters of the frame payload on the Z-Wave network.

Table 1 highlights the different communication protocols utilized in IoT to allow 
the communication between various devices. The various facts and applications of 
these protocols help in identifying the suitability and applicability of each protocol 
in various system designs.

5  IoT Applications

IoT is used in a variety of applications where automated collection of information 
based on certain parameters in a system is required. Some of the applications are 
described in Fig. 5.

Smart Healthcare Medical devices can be integrated with IoT devices to assist the 
patient and doctor to monitor the health parameter. This will benefit in diagnosing 
the patient from remote place and to deliver better healthcare facilities. The elderly 
people and the patients who are not in a position to go to the hospital and get treat-
ment will be benefitted if some devices, which monitor their health parameters, are 
mounted on them. The doctor can monitor the health parameter from the remote 
location and suggest proper medication for them. The communication protocols like 
XMPP are applied in developing healthcare application using IoT infrastructure.

Smart Homes IoT is applied to control the home appliances and electronic devices 
at home remotely. A mobile or laptop or some communicating gadget can be uti-
lized for controlling these devices. Smart meters nowadays are used to measure the 
energy consumption at home. CCTV surveillance can be made smart by applying 
the IoT concepts. IEEE 802.15.4, LTE, Z-Wave, LoRawan, and AMQP are some 
communication protocols employed in smart home application [49].
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Table 1 Communication protocols in IoT

Protocol Facts and finding

IEEE 802.15.4
[14–16, 46]

Data rates: 250 kbps, 40 kbps, and 20 kbps
16-bit short and 64-bit IEEE addressing
Supports critical latency devices
CSMA-CA channel access
Automatic network establishment by the coordinator
Fully handshake protocol for transfer reliability
Low power consumption
16 channels in the 2.4GHz ISM band
10 channels in the 915 MHz band
One channel in the 868 MHz band

6LoWPAN
[16, 17]

Used in small and low power devices having low processing capability
Efficient in lossy network
Uses packet compression
Uses IPV6 packet transmission

BLE
[18–20]

Low power consumption
Cost-efficient and compatible
Robust and reliable
High throughput
Higher connection range

CoAP
[21–23]

M2M communication with constrained requirement
Specialized web transfer protocol
Asynchronous message exchange
Low overhead
Deals with confirmable and non-confirmable messages
Vulnerable to different network attack

AMQP
[24, 25]

Message-oriented
Used in application where Internet is unstable
Uses store and forward feature
Offers asynchronous messaging
Symmetric and secure
Compact and reliable

IPsec
[26–28]

Protection against reply attack
Data origin authentication
Security in data forwarding
Confidentiality in communication
Dynamic key formation
Message integrity

LoRaWAN
[29–31]

Low-power and low-cost communication
Mobile and secure
Supports large network
Free from network congestion problem
Supports redundant operations and geolocation
Suitable for low-cost low-power applications

LTE
[32, 33]

Increases carrier capacity
High-speed data rate
Reliable connectivity
Cost-effective
Supports packet-switched service
Spectrum flexibility
Use of multiple antenna

(continued)
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Table 1 (continued)

Protocol Facts and finding

MQTT
[34–36]

Lightweight and bandwidth efficient
Quality of service data delivery
Used in devices with limited memory
Asynchronous communication
Ideal for resource-constrained devices
Links middleware and applications
Persistent session

NFC
[37–39]

Low cost and low energy
Short energy communication
Uses 13.56 MHz frequency band
Data transmission rate of 106–424 kbps
Uses special technology for signal attenuation
Used in identity authentication

RFID
[40–42]

Communication frequency ranges from 860 to 920 MHz
Good transmission distance
Good transmission speed
Used to track objects
Allows complex data to store
Communication without line of sight
Collision of tags occurs

WiFi
[43]

Higher data rate
Energy-efficient
Good load balancing during transmission
Different modes of operation
Scalable
Network management
Used in indoor as well as outdoor applications

XMPP
[44, 45]

Instant messaging
Lightweight middleware
Content syndication
Used in message-oriented services
Universal connectivity
Limited for text data

ZigBee
[46, 47]

Low cost and low power
Secure and energy-efficient
Data transfer rate is 250 kbps
Scalable
Data integrity and authentication
Uses star, mesh and cluster tree topology
AES128 is used for security purpose

Z-Wave
[48, 49]

Low energy and low cost
Low power consumption
Less interference
Uses mesh topology
Used in RF integration of sensors
Interoperability
Scalable and secure
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Fig. 5 Application of IoT

Traffic Monitoring In the control of vehicular traffic in big cities, IoT is very use-
ful in contributing to the idea of smart cities. RFID and MQTT communication 
protocols are used in this application. When we use our cell phones as a sensor, 
through applications such as Waze or Google Maps, it captures and exchanges data 
from our cars. IoT system alerts us and at the same time contributes to traffic moni-
toring. It demonstrates the conditions of the different routes to provide the traffic 
condition on that route so as to find the best suitable route [50].

Agriculture Clever farms are a reality nowadays. In order to grow good crops, soil 
quality is important, and the IoT offers farmers the ability to access accurate knowl-
edge and useful information on their soil condition. A large amount of data can be 
collected on the condition and phases of the soil through the implementation of IoT 
sensors. Information such as soil moisture, acidity level, presence of certain 
 nutrients, temperature, and many other chemical characteristics help farmers moni-
tor irrigation, increase the efficiency of water usage, determine the best times to 
start sowing, and even recognize the presence of plant and soil diseases. 
Communication protocols like CoAP and LoRaWAN are used in smart agriculture 
[51, 52].
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Smart Grid and Energy Saving The incremental use of smart energy meters or 
sensor-equipped meters and the installation of sensors at various strategic points, 
from the manufacturing plants to the various distribution points, allow better moni-
toring and control of the electrical network. 6LoWPAN is the best suited communi-
cation protocol for this purpose. Information of huge value can be obtained for the 
identification, decision-making, and repair of faults by creating a bidirectional con-
tact between the service supplier business and the end user. It also enables the end 
user to be presented with useful information about their usage habits and the best 
ways to minimize or change their energy expenditure.

Smart Transportation IoT is adopted to find the location of products in large 
warehouses or ports, to check quality conditions during the shipping of goods, and 
to monitor routes for sensitive products such as gold and medical drugs. RFID com-
munication protocol is utilized to identify the tags and track the status in such appli-
cation. Different sensors can assist in the analysis of traffic conditions and warning 
of traffic jams, collisions, and accessible parking spaces. Such data allows passen-
gers to drive smartly and intelligently.

Retail IoT can be applied to track goods and to control storage conditions of goods 
and commodities. It can be used to provide shopping customers with feedback 
based on their habits, and can also be applied in the automated restocking phase by 
assisting in monitoring and rotating items in shops and warehouses. The communi-
cation technology like RFID for tagging and WiFi data communication is employed 
in such applications.

Industrial Control IoT is also integrated in industries to monitor air quality, tem-
perature, and ozone presence, and to warn in the event of any emergency. CoAP 
communication protocol is best suited in such application. The baggage handling 
system used at airports is an example, where the sensors detect when the baggage 
moves on the conveyor belt and stops if no one moves. Based on the barcodes, lug-
gage is marked and processed for the further delivery.

6  Conclusion

Communication among the devices in IoT network is very important for the better 
functioning of the network. Many communication protocols and techniques are 
available for the information exchange among the IoT devices, and most of them are 
application dependent. All communication techniques can be applied for all IoT-
enabled applications with performance variation. This chapter demonstrates the 
communication techniques available for IoT infrastructure with their significance of 
existence. There are many parameters on which the performance of these communi-
cation techniques is dependent. Some can be applied in low power and low energy 
requirement while somewhere higher data rate and security of the network are more 
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important. Mostly, communication techniques are based on the communication 
standard, that is, IEEE 802.15.4, since it used for low power, low data rate with short 
range of communication in the network. Some communication protocols are used in 
the applications where faster data rate is required, and they are message oriented. 
BLE, WiFi, and ZigBee are the specialized protocols, which are used in wireless 
sensor networks. AMQP, MQTT, XMPP, and CoAP protocols are used in IoT- 
enabled application and data transfer. Protocols like RFID are used for object track-
ing. Some protocols like LoRaWAN, LTE, and Z-Wave are used to solve congestion 
problems in network and RF integration.

Security is one of the main concerns for many communication protocols. The 
future work can be aimed at facilitating robust security in the protocols. 
Interoperability can be increased by allowing platform-independent communication 
among the IoT devices, and to do so, a new architecture can be designed. Many 
communication protocols are range and data rate constrained; hence, work needs to 
be done in this direction. Communication technologies have their advantages and 
drawbacks. Hence, while selecting the communication technology, its characteristic 
features must be taken into consideration.
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IoT Security and Privacy

Jitendra V. Tembhurne, Tausif Diwan, and Tapan Kumar Jain

1  Introduction

Enabling various kinds of devices to interconnect with each other over the internet 
to exchange information is widely explored by the industry and academia. It is pos-
sible due to the revolutionized advancement in the technology specifically Internet 
of Things (IoT). Nowadays, many devices are connected over the internet, and they 
play a vital role in the life of people. The functionalities supported by these devices 
are recording medical health, pollution monitoring, activity under surveillance, 
logistic management, environment management, etc.

1.1  IoT Evolution and Adoption

The invention of the  IoT has been widely  experimented  with, tested, and 
accepted, and has become a business growth entity. Due to the need of machine-to- 
machine (M2M) connectivity, a variety of inventions were proposed by the technol-
ogy innovators. In manufacturing goods, specifically inventory management for 
retailers, radio frequency identification (RFID) was utilized for a longer time with 

J. V. Tembhurne · T. Diwan 
Department of Computer Science & Engineering, Indian Institute of Information Technology, 
Nagpur, India
e-mail: jtembhurne@iiitn.ac.in; tdiwan@iiitn.ac.in 

T. K. Jain (*) 
Department of Electronics & Communication Engineering, Indian Institute of Information 
Technology, Nagpur, India
e-mail: tapankumarjain@gmail.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
V. K. Gunjan et al. (eds.), Modern Approaches in IoT and Machine Learning  
for Cyber Security, Internet of Things, https://doi.org/10.1007/978-3-031-09955-7_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-09955-7_3&domain=pdf
mailto:jtembhurne@iiitn.ac.in
mailto:tdiwan@iiitn.ac.in
mailto:tapankumarjain@gmail.com
https://doi.org/10.1007/978-3-031-09955-7_3


46

the objective of optimizing operational efficiency in distant communication. Kevin 
Ashton proposed the integration of network technology and RFID, namely IoT. The 
basic aim was to connect the devices remotely and monitor the various activities; 
hence, the adoption of IoT for various frameworks increases exponentially.

IoT was proposed by Kevin Ashton in 1999, which is capable for collecting data 
and generating viable information utilized in perceiving, identifying, and recogniz-
ing the world by computing system. In the same year, ‘Six Webs’ platform was 
presented by Bill Joy to offer communication between devices, i.e. device-to-device 
(D2D). The first refrigerator connected to the Internet was developed by LG Internet 
Digital in 2000. To track the life cycle of goods or products, an electronic product 
code (EPC) was proposed by David Brock (2001) via internet. The universal identi-
fication system was introduced in 2003 over global barcode to identify the various 
objects by unique number or code. Later, this system is called ‘Internet of Things’. 
Hence, to promote the use of connected devices, different stakeholders from indus-
try formed an alliance in 2008, namely Internet Protocol for Smart Objects (IPSO) 
for the implementation of IoT in real life such as business and industry. Progressively, 
IoT is adopted in various domains and now it is part of life such as IoT-homes, IoT- 
cars, IoT-logistics, IoT-healthcare, IoT-manufacturing, IoT-solar trackers, etc.

There are various factors in the adoption of IoT, which is increasing exponen-
tially in various domains but significantly used in industry. The various factors are 
advancement in network functionality and connectivity, cloud integration, tools for 
data analytics and low cost computing devices, which are explained as follows:

Advancement in network functionality and connectivity – devices can communicate 
through various wireless technologies such as Bluetooth, Wi-Fi, ZigBee, Z-Wave, 
etc. Additionally, to support direct connectivity amongst the devices, peer-to- 
peer communication without access points using DLNA, UPnP and AllSeen can 
be used.

Cloud integration – with the advent of cloud computing infrastructure, the accessi-
bility of IoT devices is easily managed. The services provided by cloud are 24/7 
connectivity and accessibility, low cost, on-cloud storage, information process-
ing and data analytics. Due to affordability of cloud infrastructure, cloud and IoT 
are integrated together to facilitate the implementation of complex industry or 
business problems with greater ease.

Tools for data analytics  – data handling and data analysis are the most important 
aspects of any business. We witness the significant improvement in robust data 
handling and data analytics techniques, which can be easily integrated with IoT 
and cloud. In IoT, collection and analysis of data are very important in order to 
identify and recognize the behaviours of IoT system. Due to the connectivity of 
numerous devices and exchange of data in large volume, data may be represented 
in different formats. The application of data analytical tools in the conversion of 
data in decision making improves the profit of businesses. To do so, we have ana-
lytical tools to process large volume of data generated by IoT system, i.e. Big data.

Low-cost computing devices – to develop IoT application for businesses, many low- 
cost sensory devices for connectivity leverage can help the businesses to grow. 
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Fig. 1 IoT application in different domains, IoT Big data and data analytics on IoT Big data

Moreover, as a timely advancement in IoT, today’s IoT infrastructure is available 
in affordable cost for providing computation, connectivity, communication 
and memory.

Figure 1 shows the IoT adopted in various areas and how Big data collection is 
processed by the data analytics tools to produce the viable information to improve 
the business.

Basically, we want M2M communication in IoT between connecting devices 
without any human intervention. To support this communication over wired or wire-
less medium, various protocols, standards and technologies are evolving. For com-
munication, IoT devices can use point-to-point connection or GSM, 3G, 4G and 5G 
technologies, which has its own advantages and disadvantages. Table 1 highlights 
the technology, distance, standards, merits and demerits of widely used communi-
cation infrastructures. Hence, providing privacy and security in such a heteroge-
neous communication infrastructures utilized in IoT is a challenging task. So, we 
need to provide the best in class privacy and security for communication among IoT 
devices via communication infrastructure and also apply various security tech-
niques. In this chapter, we investigate the various security and privacy issues in the 
communication of IoT devices.

This chapter is arranged as follows: Sect. 2 highlights the application domains of 
IoT specifically healthcare and smart homes. Section 3 presents the various security 
attacks that happen to IoT. The security and privacy challenges in IoT are demon-
strated in Sect. 4. Existing solutions and applicability of deep learning in securing 
IoT system are presented in Sect. 5. Finally, conclusions and future directions are 
proposed in Sect. 6.

2  IoT Applications

In this section, we discuss the applications of IoT in various domains to identify the 
need of security and privacy. We know that IoT can be applied in various domains, 
but here, we concentrate on healthcare and smart homes only.
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Table 1 Communication infrastructure utilized in IoT

Technology Distance Standards Merits Demerits

Satellite 10–
15 miles

GSM, GPRS, 
CDMA, GPRS, 2G/
GSM, 3G, 4G/LTE, 
EDGE/5G

Universal 
compatibility
Stable connection

Higher cost
Higher power 
consumption
No direct 
communication

WiFi ≤66 feet WLAN
(IEEE 802.11)

Affordable
Compatible to 
universal 
smartphones

Instability
Inconsistency
Higher power 
utilization

Radio Frequency ≤100 feet ZigBee, Z-Wave 
(IEEE 802.15.4)

Independent of new 
features of 
smartphones
Low energy
Simplistic 
technology

Not for 
smartphones
No central 
connector for RF 
devices

RFID <2 m Active Reader 
Passive Tag (ARPT) 
ISO/IEC 18000

No power 
requirement
Established 
technology
Widely utilized 
technology

Secured
Cost per card
Tags is an identifier
Incompatible 
through 
smartphones

Bluetooth 50 m Bluetooth, BLE, 
iBeacon

Used in 
smartphones
Established 
technology
Widely utilized 
technology

Low-bandwidth
Hardware 
dependent
Battery operated

Near Field 
Communication
(NFC)

<20 cm ISO/IEC 18092 Connection is low 
speed
Offers encryption
Bootstrapping 
wireless 
connections

Short range

2.1  IoT in Healthcare

Due to the widespread adoption of IoT and inventions of IoT medical devices, the 
on-time health monitoring and diagnosis system leverage the doctors or medical 
practitioners to take the preventive measures related to patients. In [18], IoT-based 
patient health monitoring system is presented for special biomedical application in 
wireless body area network (WBAN). The patient data under consideration are ple-
thysmogram, pulse rate and oxygen ratio for health monitoring. The data collected 
are then transferred to centralized database through IoT technology. It is important 
to get correct data; hence, the system’s performance is estimated in the context of 
correct and flexible data under various parameters such as effective range, network 
stability and network topology. Another approach is designed for health surveil-
lance using natural language processing (NPL). NLP-based IoT healthcare system 

J. V. Tembhurne et al.



49

is developed [17] to help in urgent and important task handling for the patients. The 
word similarity is applied in medical terms, questions, diagnostic and prescription 
to suggest the best treatment.

Furthermore, cloud computing and IoT are combined in order to design and 
deliver fast and efficient facilities to elderly patients [22]. The lifecycle of patients 
is utilized to offer personalize health management. The cloud computing is employed 
to monitor, diagnose and predict various health aspects of individual patients 
through medical devices such as wearables as per the need of patient (i.e. elderly). 
The aim here is to provide real-time interactions between patient and health observer.

Subsequently, Blockchain is applied to develop the healthcare system (i.e. 
healthcare 4.0) under the assumption of industry 4.0, which includes IoT, fog com-
puting, cloud computing and industrial IoT.  The integration of Blockchain and 
healthcare 4.0 is employed in order to provide autonomous and robust healthcare 
system to the health workers and patients. The various optimizations are suggested 
for healthcare 4.0 to improve Blockchain’s performance, i.e. payment process and 
trust management.

The security of health data is very important in IoT [15, 20] due to the distributed 
environment and openness of medical sensors. Moreover, transmission of medical 
data through medical sensors via internet is also a challenging task in IoT. Hence, 
achieving reliable transmission of data by routing protocol with characteristics of 
energy efficient and priority of transmission can be the target [16].

To maintain the security and integrity of data in medical domain, a hybrid model 
is proposed in [20] wherein diagnostic texts from medical images were secured. For 
hybridization, 2D discrete wavelet transform (DWT) 1 level or 2D DWT 2 level 
were applied as a steganography method, and RSA and AES as the encryption 
standards.

Initially, secret data are encrypted, then steganography is applied on RGB as well 
as grey scale images. Hence, the medical data security is achieved with higher accu-
racy and low errors. Moreover, the entire processing of the model is demonstrated 
in Fig. 2 wherein the hybridization is applied at both ends, i.e. at encryption and 
decryption.

Furthermore, the privacy of healthcare data exchange via internet in IoT is also a 
challenging task due to the mobility of IoT devices. In IoT healthcare system, health 
data play a vital role in instantaneous medicinal consultancy and diagnosis. In [21], 
IoT and Fog computing are combined to design healthcare system in order to offer 
speedy response with low latency and low delay. This kind of development may lead 
to privacy and security problems. So, privacy under considered system is managed 
by electronic medical records (EMRs), which is unique for every patient. In addi-
tion, to secure the health data, Elliptic Curve Cryptography (ECC) is applied. The 
complete functionality of the proposed model is presented in Fig.  3 wherein an 
integration of Fog computing with IoT on public cloud is adopted. Data are received 
from the sensory devices termed as terminal, then these data are sent to Fog layer 
for further processing.

The Fog layer consists of key centre, identity manager, query handler and fog 
accumulator. The data from fog nodes are aggregated by fog accumulator and 

IoT Security and Privacy



50

Fig. 2 Hybrid Data Security Model

Fig. 3 Integration of IoT, Fog, and Cloud Computing for Security System
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forwarded to public cloud. Caching mechanism is adopted at fog accumulator to 
improve the performance. To generate and verify the key, a key centre is responsi-
ble. The job of a query handler is to manage the various queries at the time of pro-
cessing. The mapping of the identity of the patient with pseudo identity to secure the 
details is done by the identity manager. Data aggregator serves as a central authen-
tication point utilized for minimizing the communication overhead. The confidenti-
ality is ensured by ECC, and agreement technique is applied for reliable EMR 
transactions.

In Internet of Medical Things (IoM), data are gathered and analysed based on 
patient’s physiological parameters. To do so, medical sensors are implanted in the 
body of the patient, hence the medical information of patient traverses via public 
internet. To preserve and secure these pieces of information is a challenging task in 
IoM. Thus, authentication method is proposed [23], which is based on user anonym-
ity in healthcare for secure communication.

2.2  IoT in Smart Homes

In [24], thermal energy prediction in smart home using IoT is proposed wherein 
classifier ensemble method is. employed, which is based on the various parameters 
such as energy usage, characteristics of building, and weather conditions. In addi-
tion, Edge computing is applied to provide energy-efficient mechanism for building 
works. An online learning approach is utilized for the predictive model and perfor-
mance is evaluated on new data under the same environment. In addition, managing 
various resources in IoT-based smart homes is a challenging task. Thus, an intelli-
gent resource supervision is presented in [31] by using IoT, cloud computing and 
Fog computing to facilitate the best utilization of resources. In [33], to assist the 
elderly people, IoT-based smart home is designed. The safety and warning mecha-
nisms are implemented to solve the problems that may arise, especially at the time 
of emergency. For this, continuous data gathering is performed from the sensory 
devices, and during emergency, relevant information is shared with the relatives or 
caretakers. The various scenarios are monitored such as water tap left open, gas 
leakage due to improper closure, sudden fall, etc. Thus, appropriate preventive and 
corrective action is initiated by the system.

A mathematical model is proposed for data traffic in IoT (a statistical model) for 
smart homes [26]. For the experimentation of the proposed model, data are col-
lected over the years from the various devices connected in smart homes and sens-
ing the different parameters such as pressure, intensity, temperature movements, 
etc. Hence, data packet exchange amongst the devices is monitored; by using 
Kolmogorov–Smirnov test, the intervals are calibrated for data packets and correla-
tions between distributed and aforementioned parameters are established. The pro-
posed system facilitates to monitor the traffic accurately in real-time IoT setup.
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Due to the advancement in communication technology, home automation is 
explored to offer better living at homes under which home appliance are monitored 
and controlled. A hybrid and cost-effective IoT smart home is developed in [27] to 
support remote and local access of home appliances via laptop or smartphone. The 
home appliances are efficiently with all ease controlled via internet; moreover, 
home safety is managed by various automatic operations. Thus, cost-effective, reli-
able, energy-efficient and safe smart homes are offered for the residents.

Privacy and security is the major concern in any automation system, and hence, 
sophisticated mechanism needs to be adopted to maintain privacy and security [32]. 
In IoT-based home automation systems, security and privacy is a challenging task 
due to the rapid development in communication and IoT technologies. Moreover, 
data exchange between smartphone and home appliances needs to be secured 
because these data include secret and critical information. In [28], a secure route 
optimization technique is proposed to protect the data exchange in IoT homes. The 
security technique comprises protecting privacy, mutual authentication, key man-
agement and forward security. The security analysis of the proposed technique is 
verified by BAN-logic using AVISPA tool and is found efficient compared to the 
state-of-the-art techniques.

The challenges of IoT in offering security is due to limited resources, heteroge-
neous communication protocol and devices. Thus, we need such a security tech-
nique that utilizes less computing power, less storage and is compatible with various 
communication standards. In [30], a lightweight security technique is proposed for 
IoT-enabled smart homes. The technique comprises mutual authentication and key 
management. The anonymous user authentication offered at nodes and session 
establishment is accomplished using controller node under dynamic identity and 
symmetric key generation mechanism. The sender identity is managed by Keyed- 
hash function, and relevant security policy is enforced amongst the nodes for com-
munication. Once again, BAN-logic is employed for security analysis on 
ASVIPA tool.

Subsequently, Blockchain is applied in the development of smart homes due to 
the polarity of IoT. In IoT-enabled smart home, almost all the devices are connected 
via internet such as door, cooling system, power supply, etc. Hence, these devices 
are vulnerable to variety of attacks under limited resources. Thus, lots of efforts are 
invested to implement efficient security scheme, which also attracted various 
researchers to contribute and propose robust security methods. In [25], home auto-
mation development using IoT and the role of Blockchain in IoT is discussed. The 
applicability of Blockchain at various levels is explored, i.e. home gateway, fog-to- 
core gateway and network across the home. Furthermore, Blockchain with cryptog-
raphy is adopted to develop security system for IoT-based smart homes [29]. 
Blockchain is becoming a substitute for traditional security techniques and offering 
better security mechanisms.

The identified security issues in smart homes are trespass, information monitor-
ing, leakage of personal information, DoS, DDoS and falsification.
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3  Security Attacks on IoT

In IoT, common attacks that happen at different layers are presented in this section. 
The types of attacks are Malicious node [1], Internal attacks [2], Routing attacks 
[3], Deceptive attack [4], Power analysis attack [4, 6], Spoofing [7], Impersonation 
attack [8], Active attacks [9], Man in the Middle attack [10], Side channel attack 
[11], Intrusion detection System (IDS) [12] and Access control [13].

Malicious Node In IoT networks, nodes are connected in distributed fashion and 
susceptible to attacks specifically the insider attacks. Hence, to detect the malicious 
node in the IoT ecosystem in timely manner is important. The attacks performed by 
the mobile malicious node are hazardous, and timely detection reduces the damages 
because malicious node keeps on changing its location. Firstly, the malicious node 
problem is reported by Ho et al. [14] in 2012 in wireless sensor network (WSN), and 
the limitations to prevent this problem are identified. In addition, a scheme is pro-
posed under static sensor networks for the detection of malicious node. The strategy 
is applied to monitor the silent node namely sequential hypothesis analysis, wherein 
low power consumption and accurate detection of malicious node are achieved. In 
[1], a malicious node detection approach is presented using k-means and perceptron 
namely perceptron detection. The trust values of IoT nodes are computed, and mali-
cious node detection is achieved accordingly. Moreover, the reported detection 
accuracy in comparison with exiting technique is increased from 20% to 30%.

Internal attacks In IoT, the challenge is to determine the legitimate sensor node, 
which is trustworthy. A sensor node or a group of sensor nodes in an IoT network 
that tries to cause a disruption or exploit the computing resources is called internal 
attack. Mostly, an attacker is capable to launch various attacks and also destroy the 
attack evidences. In [2], an architecture is proposed to analyse the behaviour of sen-
sor node in IoT; the trust assessment mechanism is adopted, which is code-based to 
detect and separate distrustful sensor node. Through the mobile interface, the impor-
tant details of sensor node are extracted to prepare the trust report for reliable or 
unreliable sensor node detection. In addition, less energy is consumed for malicious 
node detection and reduction of message overheads is reported, i.e. 50%.

Routing attacks In IoT, routing is performed by Routing Protocol for Low Power 
and Lossy Networks (RPL), which is the de-facto and most popular. The main char-
acteristics of RPL are adaptability, security and energy-efficient in resource- 
constrained IoT networks. Routing attacks are mostly associated with RPL in IoT 
networks wherein Internet is untrusted for connecting devices under resource- 
constrained environment and lossy connections links. Various attacks are possible 
on RPL such as neighbour attack, version attack, relay attack and rank attack. In [3], 
mitigation and IDS for RPL attacks were illustrated wherein classification of miti-
gation techniques for RPL attacks were presented.
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Deceptive attack Communication through public channel can transfer untruthful 
information, which in turn is utilized for deception. In deceptive attack, we have 
interaction between target and deceiver, where deceiver convinces the target for the 
acceptance of false information, and forces the target to perform some activity by 
which deceiver gets benefited. So, to prevent the IoT system from such attacks, 
deception technique based on honeypot is presented in [4], which is found to be 
secured in modern IoT networks. A game theoretical model is adopted to protect the 
IoT network from the deceiver or attacker; under this scenario, various attacks are 
initiated by an attacker to convince the target but honeypots is applied by the target 
to deceive the attacker.

Power analysis attack This attack is related to side channel attacks, i.e. physical 
attacks, wherein consumption of power is utilized to attack the system. This attack 
depends on the device’s physical characteristics such as voltage and currents. In this 
attack, the secret key is recovered from cryptographic algorithm applied on the sys-
tem to offer security. Power analysis attacks are of two types, i.e. simple- and 
differential- power analysis attacks. The power traces are visualized from the graph 
in simple-power analysis. Moreover, differential-power analysis involves power 
consumption analysis (i.e. statistically) for the computation of cryptographic opera-
tions. In [5], various attacks on Edge computing in AES algorithm are proposed and 
the prevention of these attacks using different AES implementations are presented. 
Moreover, various prevention mechanisms were discussed to secure the system 
from physical attacks. In [6], the protection of IoT applications from power analysis 
attacks is demonstrated. A lattice-based Ring-LWE cryptography is presented to 
prevent from eavesdropping effects in IoT devices working on different bit-length 
microcontrollers. Different attack setups with preventive measures were analysed 
for 8-bit microcontroller in IoT applications.

Spoofing In spoofing, a node or device is successfully recognized as another node 
or device by fabricating the data, to take illegitimate benefits. Due to the spread of 
IoT, devices are located as per the Geo-spatial locations, hence location spoofing 
attacks are increasing. To prevent the location spoofing attacks, secure location of 
things architecture is developed in [7], where node audibility information, i.e. abil-
ity to communicate, is utilized to estimate the location. Hence, the location identifi-
cation leads towards predicting the malicious node in the application based on 
Geo-spatial location.

Impersonation Attack In this attack, an intruder falsely uses the identity of legiti-
mate node or user in the network or protocol for communication. The objective of a 
robust identity or authentication technique is that by the identity of node A, node C 
communicates to node B and causes to perform the operation by accepting the iden-
tity of node A, which needs to be determined correctly. Under this scenario, many 
fraudulent activities can be initiated by the node, which is the threat to the IoT net-
work. Hence, security at physical layer is investigated for IoT in Fog computing 
environment to accurately detect the node causing an impersonation attack [8]. 
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Moreover, identifying constraints in accurate channel for fog node and end user is a 
challenging task. Henceforth, reinforcement learning, i.e. Q-learning, is adopted to 
achieve optimal value corresponding to test threshold to detect impersonation 
attack. The test comprises various parameters such as rates of average error, false 
alarm and miss detection, and average time under dynamic environment.

Active Attacks An unauthorized node or user attempt to make the changes in the 
system is called as active attack. In active attack, intruder can create new data or 
modify the stored data or update the transmitted data. It is categorized in four types: 
denial-of-service, message modification, message replay and masquerade. To safe-
guard security in IoT against active attack, a relay-aided vectorized technique to 
secure the data transmission is proposed in [9]. Pilot sequences sent by intruder are 
utilized by sender to compute the channel state information under beamforming/
precoder design. Later, signal vector is generated by applying data symbols on ran-
dom complex matrix, which is then sent over a communication channel. During 
security analysis, it is observed that the recovery of signal vector is accomplished 
only by legitimate receiver.

Man in the Middle (MitM) attack In this attack, an intruder interrupts in the 
communication of two parties wherein it tries to update the information exchange 
between the two. Under this attack, intruder can spy, corrupt data and steal private 
data or credentials of login. In [10], MitM’s potential threats were inspected for 
software-defined networking (SDN) under IoT-Fog infrastructure to secure the sys-
tem. Various attacks related to MitM were simulated to demonstrate the undeco-
rated threats. Bloom filters were applied to develop lightweight prevention prototype 
to trace any alteration in the packets. Moreover, it is observed that the prevention 
system built using Bloom filter consumes limited resources.

Side Channel Attack In this attack, an adversary senses the operation performed 
by a computing device, determines the cryptographic operations and utilizes the 
sensed information to play with the security system. Basically, power consumption 
is monitored by an intruder to snip the cryptographic information. To overcome the 
side channel attack, an efficient side channel analysis (SCA) scheme of Unbalanced 
Oil and Vinegar (UOV) is presented in [11], and to offer more security, 80 bits were 
utilized. This scheme is specifically targeted to secure the IoT-cloud infrastructure; 
the security analysis using SCA scheme is performed by combining Hamming dis-
tance power and inducing fault.

Intrusion Detection System Due to the integration of IoT with cloud computing, 
data management and data analytics over IoT network became the part of IoT appli-
cation wherein huge amount of data need to be processed, hence Fog computing and 
improved data processing is adopted on the edge of network. So, the integration of 
various technologies into businesses requires reliable, secure and efficient connec-
tion. If attacks happen on this system, it causes loss of viable information and then 
robust security mechanism needs to be enforced. Intrusion detection is the tech-
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nique adopted by various security systems. IDS analyzes events performed on the 
device or network for detecting attacks, reporting attacks, and diminishing the dan-
gerous influence of the identified attacks. Due to different and irregular nature of 
attacks, IDS is vulnerable to detect false attacks, i.e. attack is detected when there is 
no attack on the system and no attack is detected when attack happens on the sys-
tem. Basically, IDS categorizes in signature and anomaly detection methods. 
Attacks detection using signature approach compares an event with the stored pat-
terns for the identification of attack. In anomaly detection approach, the behaviour 
of the device or network is determined to detect the attacks when abnormal behav-
iour is identified. In [12], artificial intelligence is applied to propose autonomous 
intrusion detection system that protects from cyber attacks related to Fog security. 
In addition, recurrent neural networks (RNNs) are employed to enforce the classifi-
cation task in the intrusion detection system wherein multiple layers of RNNs were 
modelled.

Access Control Attack Nowadays, IoT is becoming a part of our lives, which is a 
variety of smart IoT devices connected via internet and vulnerable to different 
threats. Therefore, securing the IoT devices is challenging and it is the urgent need. 
Access control is a security mechanism to allow the access of data or resources to 
legitimate user under different level of permissions. Attacks on access control usu-
ally circumvent applied access control mechanism to snip user’s credentials or data. 
Hence, attacker can easily enter into the system and modify the confidential infor-
mation of system. In [13], an access control technique is developed for IoT to over-
come the problem of unauthorized access by using ID-based encryption. To prevent 
unauthorized functionality to user or node, a fine-grained access is offered. 
Moreover, constant operation cost is involved for every access operation under the 
proposed technique, and security investigation reported that the access is prevented, 
if it is over-privileged.

4  Security and Privacy Challenges in IoT

In this section, we highlighted the security and privacy challenges that arise in IoT 
system in various situations.

4.1  Security Challenges in IoT

Security is to offer the confidentiality of the data exchange over the public commu-
nication channel. In IoT, security is the major challenge due to the following param-
eters, i.e. resource-constrained devices, heterogeneous communication technology, 
heterogeneity in devices, ad-hoc nature of devices, authentication and identity 
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management. Due to the wide-range applicability of IoT, robust and efficient secu-
rity mechanism is required to facilitate the secure communication, authentication 
and authorization.

Security in IoT consists of the following challenges, and these challenges need 
to be resolved intelligently based on the different application scenarios.

 1. Resource-constrained device: In IoT, devices have low computing capability and 
limited power, which confines the speedy computation. Thus, we need the secu-
rity that can be provided with respect to the limited resources. Moreover, resource 
constraints cause poor performance in maintaining secrecy and integrity in 
IoT. By using public key, we can achieve secrecy and integrity, but it is beyond 
the scope of resource-constrained devices.

 2. Identity and authentication: Identity concerns the unique identification manage-
ment of devices, and authentication is the process of validating the identity in 
communication. Due to the rapid change in technologies, technology adoption 
and interoperability for identity and authentication management are the global 
threats. Without proper authentication, IoT system will have insecurity and an 
adversary can easily attack the system.

 3. Access control and authorisation: Access control is a mechanism that allows the 
access in IoT network. It is important to establish the notion that once the user is 
identified and validated, access to the resources requested will be allowed. 
Hence, access control and authorization is challenging in the IoT ecosystem.

 4. Heterogeneity: In IoT, heterogeneity is the biggest challenge related to devices, 
protocol and security breaches. Thus, the security solution must be able to han-
dle all the heterogeneity across IoT infrastructures.

 5. Protection of data: The numerous types of data are generated by devices and are 
also shared. Thus, data protection and confidentiality is the highest priority in the 
life cycle of data.

 6. Secure things: In IoT, devices are connected and communicated in various ways. 
Hence, devices need to be capable in protecting themselves. So, security policy 
needs to be maintained at various levels in IoT system.

4.2  Privacy Challenges in IoT

Privacy is the right to protect the identity of person or device. In IoT, privacy is the 
major security issue investigated by various researchers in the academia as well as 
in industry. Moreover, integration of IoT in a variety of applications such as health-
care monitoring, energy management, smart trafficking and smart manufacturing 
system is a challenging task to offer the best privacy policies. These applications 
heavily use the user’s personal data, which need to be protected by external unknown 
entities, i.e. attacker or intruder.

To offer the best privacy in IoT, the following challenges need to be resolved by 
providing the frameworks under IoT ecosystem.
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 1. Profiling and Tracking: Every individual has some identity; similarly, IoT 
devices are identified by their associated identity. Hence, the leak of this identity 
may cause an attack, namely profiling and tracking. So, in IoT, we have to intel-
ligently tackle such activity and adopt the prevention mechanisms.

 2. Localization and Tracking: In localization, systems attempt to identify and report 
people or device location via space and time. We need such a protocol in IoT for 
interactions to disallow such activity, which is also the major challenge. 
Moreover, profiling of individual to infer correlation amongst other profiles and 
relevant data may cause frauds in applications in e-commerce. The challenge 
here is to balance profiling interest in businesses and analysis of data to maintain 
the privacy of user.

 3. Secure Data Transmission: Another aspect of privacy is to conceal the data at the 
time of transmission over the public communication medium. So, the data 
exchange amongst the devices cannot be accessed by unauthorized entity.

5  Existing Solutions

Various security solutions are provided by the different researcher from the point of 
IoT utilization in different domains. Recently, in [37], an architecture is developed 
by using IoT, cloud and smartphone. The centre of this architecture is mobile app, 
and relevant security attacks such as authentication, reply attack and unforgeability 
are prevented. In [38], a comprehensive security mechanism is offered for IoT 
devices; protection method and reconfigurable hardware for device isolation are 
applied to identify the malicious node and protect IoT device from damage. The 
protection method is implemented on cloud as an authority to track the traffic among 
the devices. Periodically, the upgradations are performed on protection method to 
learn the changes in the IoT network. Moreover, Narrowband IoT is investigated, 
and many security issues are brought into notice to be researched by the academia 
and industry. The Narrowband IoT is best suited for defence security but having 
security breaches. These devices are very small and utilized to monitor the activities 
of enemy but vulnerable to bugs. Hence, to resolve these issues, a security method 
is proposed in [39]; various attacks are analysed to evaluate the performance of the 
system. Authors claimed that the security rate is promising and the system is pre-
venting against various attacks.

5.1  Machine Learning and Deep Learning in IoT Security

The adoption of machine learning (ML) and deep learning (DL) is increasing day- 
by- day ranging from medical imaging to sentiment analysis. The applicability of 
ML and DL is also appreciated in security and privacy of various domains; more-
over, extensive research is performed to propose the new security system with 
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intelligence. Due to the popularity of IoT and cloud computing, the integration of 
computation services is investigated to design efficient security model. In [35], 
various security and privacy problems are discussed and traditional security 
schemes are found not suitable to apply in IoT devices. The use of ML, artificial 
intelligence along with Blockchain is presented to develop efficient security and 
privacy in IoT. Moreover, various research challenges pertaining to ML, artificial 
intelligence and Blockchain are highlighted towards the proposal of secu-
rity system.

In [34], DL-based IoT system is proposed to safeguard smart city wherein 
Blockchain is applied for communication in distributed environment. Scalability, 
central control and communication latency issues are resolved at application layer 
by adopting DL-based cloud. Hence, cost effective computing infrastructure is 
made available to smart city for providing security and privacy. In [36], another 
security model is designed to detect the security threats in IoT using deep learning. 
A comparative study is presented to adopt DL, Big data and IoT security to derive 
the relationship amongst them. Furthermore, challenges in the adoption of DL, Big 
data and IoT security are enlisted for future research.

6  Conclusions

Protecting and securing the IoT systems is a challenging task. In this chapter, we 
presented the various applications of IoT specifically healthcare and smart home, 
and various possible attacks on IoT are discussed in detail. These attacks are the 
security breaches to the IoT systems implemented in various domains. In addition, 
different challenges associated with privacy and security are investigated in order to 
offer the best security services in IoT for healthcare and smart homes. The recent 
development of security methods is highlighted by which different security and 
privacy problems can be resolved. Lastly, the adoption of ML and DL is demon-
strated to offer efficient and robust security services in various domains of IoT.

Furthermore, due to the rapid advancement in communication and IoT technolo-
gies, authentication, integrity, secrecy and confidentiality are the major concerns 
pertaining to providing the efficient security for IoT systems. So, the utilization of 
ML and DL will be a great help in developing trustworthy security systems to tackle 
all the security attacks intelligently.
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Learning Approaches for Security 
and Privacy in Internet of Things

T. Daniya, M. Geetha, Velliangiri Sarveshwaran, and Ch. Madhu Babu

1  Introduction

The Internet of Things (IoT) has enabled everything and anything to be connected 
to the internet. By transforming how people use technology, it has caused a multi-
media revolution in the physical world that surrounds it. Supervisory surveillance, 
gadgets, commercial vehicles and medical equipment, alarms, fluorescent lamps, 
refrigerators, aircraft, pet supplies, smart TVs, and electronic set-tops boxes can 
now be connected to the internet through IoT [1]. Industrial applications are becom-
ing more complex and broader as science and technology advance. Many vital pro-
cesses that rely on technology have large-scale control systems in place to keep 
them running normally [2]. The Internet of Things (IoT) is a network of uniquely 
recognizable, embedded computing equipment that can send and receive data with-
out contact between people-to-people or people-to-computer relations [3].

Many countries have identified cybersecurity as a key national policy concern. 
The financial consequences of cybersecurity and cyber warfare are rising as IoT- 
based devices are incorporated into intellectual production and marketing, cities, 
advanced transmission networks, intelligent networks, and more elements of 
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contemporary life such as banking, finance, independent vehicles, and personal 
medicinal devices. More and more cyber-attacks are occurring, and they threaten 
IoT devices progressively (such as the Mirai botnet) [4].

 

Cybersecurity Attacks

Consumer data security breaches, along with major cybersecurity assaults net-
works around the world, have caused IoT users to lose faith in distributors who do 
not undertake the precautions necessary to secure its applications [5]. The problem 
of IoT networks is cybersecurity, which is a key worldwide problem that necessi-
tates a comprehensive evaluation by either the academic or the manufacturing sec-
tors [6]. Human involvement elevates it to a Cyber-Physical-Human System, also 
CPHS, which can be regulated by a human [7].

In CPHS, understanding, validating, and defending such structures are difficult 
due to the difficulty of modeling human behavior. Spam and phishing emails, 
exploitation of the web address of the network, replication assaults, and denial of 
service attacks, in which cyber criminal’s elements, error-prone, and malicious peo-
ple block honest messages from secure broadcast communication, are all threats to 
the CPHS [8].

Cyber-Physical System (CPS) can carry out self-confidence, self-adjustments, 
and decisions [9]. The way to implement CPS’ environmental tier function is 
through machine-to-machine (M2M) communications. In M2M, both wired and 
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wireless connections communicate between sensors and smart/mobile devices [10]. 
Moreover, cyber-attacks in networks of the wireless sensor include attacks on a 
denial-of-service (DoS), misdirection, selective redirection, sinkhole, Sybil, worm-
hole attacks, and HELLO floods attacks [11].

The probability of severe economic impact from attacks can only be established 
through subjective assessment without the relevant threat appraisal process [12]. 
Cyber risk would contribute to feedback sensors and data structures instantaneously, 
which link financial impacts of various IoT vertical systems through collision pat-
tern to crucial foundation. It would help industry and lawmakers to view the issue 
and handle the economic burden of IoT-related cyber-attacks [13].

The conceptualization of cyber risk is examined in terms expressed by two cat-
egories of experts: cybersecurity specialists and developers of cybersecurity con-
ceptual frameworks [14]. Both groups attach importance to the postulation of 
vulnerability and to their misuse by the assaulter [15]. Hence, the comprehensive 
survey has to be discussed for machine learning-based cybersecurity on IoT.

The primary contributions of the article are as follows:

• Firstly, it discusses about the review on various attacks on cybersecurity based on 
Internet of things including Denial of Service (DoS) and distributed Denial of 
Service (DDoS) attacks, Man-in-the-Middle (MitM) attack, Phishing and spear 
Phishing attacks, Drive-by attack, Password attack, SQL injection attack, Cross- 
site scripting (XSS) attack, Eavesdropping attack, Birthday attack, and 
Malware attack.

• Secondly, it discusses about the comprehensive survey of security and privacy 
authentication of cybersecurity-based machine learning approach on IoT.

The rest of the survey paper is structured as follows: Sect. 2 describes the review 
on cybersecurity based on IoT; Sect. 3 describes the comparison on cybersecurity 
based on IoT; Sect. 4 describes the future research direction; and finally Sect. 5 
concludes the survey paper.

2  Cybersecurity-Based on Machine Learning Algorithms 
in Internet of Things

This section, discusses the cyber security-based machine learning on IoT including 
various attacks, security, and privacy in cybersecurity.

2.1  Various Attacks in Cybersecurity

Sarker et al. [16] analyzed that the prominence of Internet-of-Things (IoT) and the 
huge extension of the communications systems, as well as numerous applications, 
have recently paid enormous attention to cybersecurity problems today. Thus, it 
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became increasingly important to detect different cyber assaults or abnormalities in 
the device to build a powerful intrusion detection system that was essential to safety 
today. An intelligent intrusion detection system based on data can be used for the 
construction of artificial intelligence, in particular machine learning techniques. To 
achieve this objective, this chapter presented a machine-learning security model 
based on Intrusion Detection Tree (‘IntruDTree’), which first takes into consider-
ation the safety function ranking based on its significance and then builds, based on 
the key extracted features, a tree-based generalized intrusion detection model. This 
system not only works to predict precision of unidentified test scenarios but also 
reduces the computing complexity by decreasing the size of the characteristics.

I.H Sarker et al. [17] presented Cyber Learning, a machine learning model with 
a set of the correlated functions and an extensive empirical assessment on the effec-
tiveness of various model machine learning. In cyber learning models, a binary 
classification model to predict threats and a multi classification model for a wide 
range of cyber-attacks are needed. To create the security model, the 10 popular 
methodologies, namely Naive Bayes, Logistic regression, Stochastic gradient 
descent, K-nearest Neighbours, Support Vector Machine, Decision Tree, Random 
Forest, Adaptive Boosting, eXtreme Gradient Boosting, and Linear discrimination 
analysis, are employed. The artificial network-based security model was presented 
with a perspective to multiple hidden layers.

Syed et al. [18] analyzed that the usage of appropriate data packets, the imple-
mentation, and the operation of the persistent Internet of Things (IoT) depend delib-
erately. The Message Queuing Telemetry Transport (MQTT) protocol, based on the 
publication/subscription landscape, is popular. Cybersecurity threats are expected 
to increase with the growing usage by IoT producers of the MQTT protocol. In 
particular, IoT may be vulnerable to a Denial of Service (DoS) protocol-based 
Application Layer attack that was found to trigger service of interruptions in heri-
tage systems. The application layer DoS attack detection strategy was then pro-
posed for the MQTT protocol and the scheme tested for legit and protocol-compliant 
scenarios for the attack DoS. A machine-based learning detection framework devel-
oped for the MQTT protocol was proposed to secure the MQTT message from such 
assaults. The influence of these assaults on different MQTT brokers was also dem-
onstrated, and the effectiveness of the introduced strategy for the detection of these 
malicious attacks was evaluated.

Damaševičius et al. [19] discussed that Information security is one of the biggest 
challenges organizations and institutions face. In recent years, cyber crime has 
increased frequency and magnitude with new ways in which information systems 
can be stolen, changed and destroyed, and disabled every day. Malware is one of the 
types of penetration of confidential data in information systems. An intruder pene-
trates malware into a computer network whereby the data management has sensitive 
data information, which is accessed completely or partially. This paper proposed a 
group-based malware detection classification methodology. A stacked group of 
dense (without a connection) and convolutional neural networks (CNN) performs a 
first-phase classification, while a meta-learner performs the final phase 
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classification. A group of five dense neural networks with CNN and ExtraTrees as a 
meta-learner is the best performance possible.

Subburaj et al. [20] aimed to investigate and examine various means of protect-
ing websites from SQL attacks through injection. Machine learning algorithms have 
been used to detect such attacks in this research project. Machine learning (ML) 
algorithms are algorithms that can learn from the given data and deduce interesting 
dataset outcomes. The technology was used to detect malicious code through SQL 
code as data and ML algorithms. This research project has established a machine 
learning model that can predict potential attacks.

Shafiq et al. [21] proposed a hybrid algorithm and a new model architecture to 
addressed this issue. The BoT-IoT recognition dataset is first applied, and its 44 
effective functions for machine learning algorithms are selected from a variety of 
features. Then five efficient machine-learning algorithms are chosen to recognize 
malicious and anomalous traffic and also to pick the most commonly used metrics 
for ML algorithms. A bijective soft set approach and algorithm are explored to iden-
tify which ML algorithm is successful and should be used to determine IoT anomaly 
and traffic intrusion. This has used the proposed algorithm based on a bijective soft 
set approach that effectively detects attacks.

Katzir et al. [22] proposed an adverse detection method durability based on a 
supervised model of machine learning. Emphasis on multisensory fusion systems 
for systematic description of adversarial resilience is given. The Model Robustness 
Score (MRB), a measure for assessing the relative resilience of various designs, is 
also established, and two new algorithms for the selection of adversary classifiers 
are also proposed. The first algorithm only selects features that cannot be realisti-
cally altered by the opponent; the second algorithm controls the durability versus 
the precision compromise. Ultimately, the strategy to real-life malware classifica-
tion with a comprehensive, up-to-date body of benign and malware executables was 
assessed. The ability to use adversely aware feature selection to create more robust 
classifiers has also been shown, and the empirical evidence supporting ensemble 
algorithms inherent resilience compared with single model algorithms is provided.

2.2  Security and Privacy in Cybersecurity

Li et al. [28] analyzed that safety approach and smart control system for solar ther-
mal use are of great functional significance in the advancement of Energy Internet 
of Things (EIoT), which aims to optimize operational performance and enables 
intelligent dynamic change. Computational fluid dynamics modeling was utilized 
for the analysis of the solar energy output mechanism for buildings combined with 
solar water heating systems. A machine-based approach to predict energy conver-
sion is proposed. This paper proposed a new EIoT platform for the cyber protection 
analysis based on machine learning and implements the temperature control plat-
form. The EIoT method showed a high success with the Extreme Gradient Boosting 

Learning Approaches for Security and Privacy in Internet of Things



68

(XG Boost) training algorithm following an assessment of a machine-based learn-
ing cybersecurity analysis.

Kumar et  al. [29] presented the Trustworthy Privacy-Preserving Secured 
Framework (TP2SF) for smart cities. This system consists of three modules: a con-
fidentiality module, a double-level data protection module, and the intrusion detec-
tion module. The blockchain credibility scheme is built in the trustworthiness 
module. A blockchain-based enhanced Proof of Work (ePoW) technology and 
Principal Component Analysis (PCA) concurrently are implemented to convert data 
to a new reduced form in order to avoid interference and toxic attacks on the two- 
level privacy modules. An optimized gradient tree boost method (XGBoost) is used 
in the intrusion detection module. Finally, the combined Fog-Cloud infrastructure, 
CloudBlock and FogBlock, has introduced the proposed TP2SF platform in the 
intelligent city due to its legacy strengths and limitations.

Zhu et al. [30] analyzed that data protection and privacy are becoming more and 
more relevant topics in the healthcare industry at present. In introducing digital 
health reports based on legislation, restructuring of services, and requiring to share 
data between patients, providers and payers, it is emphasized that information secu-
rity is improved. Big information about health care would likely change the out-
comes of the patient, forecast epidemics, gain useful expertise, mitigate illness, 
minimize health costs, and improve quality of life research. In this article, the Safety 
and Privacy Big Data Analytics Framework for healthcare applications has been 
introduced. To maintain a trustworthy Big Data system, there is a need to recognize 
the shortcomings of current technologies in future study. In addition, electronic 
health records (EHRs) can be shared by different consumers with a view of the qual-
ity of healthcare services. This adds to the major privacy problems to be dealt with 
in order to enforce the EHR. It incorporates many technological frameworks and 
environmental safeguards and is proven sufficient to address joint risks to network 
security appropriately.

Liu et al. [31] analyzed that information can be dynamically interpreted for situ-
ational awareness in power systems with the production and broad implementation 
of measurement equipment. However, data spoofing attacks are also jeopardizing 
the cybersecurity of power networks. This paper suggested an algorithm based on 
the extraction techniques of measurement data source authentication (MDSA) 
including ensemble empirical mode decomposition (EEMD), fast Fourier transfor-
mation (FFT), and real-time data classification machine learning. The proposed 
algorithm is capable of achieving greater precision MDSA with a shorter data win-
dow from closely positioned synchrophasor sensors.

Lee et  al. [32] discussed that when an internet site emerged, a representative 
authentication mechanism for the customer was a key issue. However, different 
attack methods appeared in this authentication process to steal keyboard password 
entries. The keyboard information therefore may not ensure security. A random data 
generation data security strategy was developed to detect and mitigate such an 
assault. This technique defends keyboard information with dumb keyboard infor-
mation generation when the attacker receives keyboard information. The viability 
for the disclosure of keyboard information using the data security technique has 
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been shown in this analysis. To illustrate the assault-presented strategy, all the ridic-
ulous keyboard information developed via defensive tool and the user’s actual key-
board information feedback were collected and the threats to cyber protection of 
keyboard information were evaluated based on the offensive method of machine 
learning. This confirmed that an opponent got 96.2% accurate keyboard data even 
though the attack technique, which prevents the keyboard data exposure from 
attacking, is being used.

Karimipour et al. [33] analyzed that intelligent grid technology improves electri-
cal grid reliability, safety, and performance. Its strong relationships on digital com-
munication technology moreover create new security flaws, which must be taken 
into account for secure and economical power distribution. In this article, a statisti-
cal association between measurements is proposed for an unsupervised detection of 
anomalies. The objective is to design an anomaly detector that can discriminate 
between a perturbation and an intelligent cyber-attack. It ideals with larger intelli-
gent smart grids. The proposed approach uses symbolic dynamic filters (SDF) as a 
functional extraction to minimize computation complexity and to detect causal 
interactions between subsystems.

Yin et  al. [34] discussed that a cybersecurity solution-based groundbreaking 
strategy to the intrusion detection mechanism in which a malicious operation in 
Supervision Control and Data Acquisition (SCADA) systems targets the Distributed 
Network Protocol (DNP3). Due to the extreme connections between industrial con-
trol systems and the outside Internet world using IoT technologies, information and 
communication systems are susceptible to severe and cyber-attacks. In certain cir-
cumstances, cyber-attacks lead to various threats affecting the infrastructure and 
continuity of businesses. Owing conventional process systems specificities like 
insecure real time protocols, the general-purpose ICT safety mechanisms in SCADA 
systems are not completely stable. In this article, a new way of assessing and select-
ing the vulnerability model in various layers using the parsed DNP3 protocol for 
machine learning, with additional data containing malware samples, was intro-
duced. In addition, a cyber-attack algorithm was developed that included a method 
for classifying and visualizing. In an IoT-based communications environment, the 
suggested technique was capable of detecting attacks in real time.

Thakong et al. [35] focused that cybersecurity issues have arisen in many busi-
ness applications in recent times. While researchers previously suggested address-
ing cybersecurity issues, their methodologies frequently replicated training program 
to identify datasets of these concerns in non-stationary streaming environments. 
The traditional approaches can worsen the adaptive solution to avoid these problems 
in dynamic environments. The paper proposed to use the hierarchical structure of 
the network to fix these issues in a dynamic environment to create a one-pass throw 
away learning environment. In addition, new principles of learning in the form of 
recursive functions have been implemented to accelerate the computation time and 
to preserve a minimum space complexity for streaming data. In order to minimize 
the time of preparation, knowledge gain-based feature selection was also employed.

Learning Approaches for Security and Privacy in Internet of Things



70

3  Comparison for Cybersecurity Based on Machine 
Learning in Internet of Things

In this segment, comparison table for various attacks, security, and privacy authen-
tication in Cybersecurity-based machine learning approaches can be depicted below:

3.1  Various Attacks in Cybersecurity

S. No Author Methodology Advantage Disadvantage

1. Anthi 
et al. 
[23]

Adversarial machine 
learning using Jacobian- 
based Saliency Map attack

It is more robust This method may not 
be sufficient also 
difficult

2. Bilen 
et al. 
[24]

Support vector machine and 
Linear regression

Faster and more 
effective to detect crime 
and criminals

Technical details can 
be easier to steal

3. Singh 
et al. 
[25]

Variational mode 
decomposition (VMD) and 
Decision Tree (DT) 
algorithm

Better efficiency and 
computational 
Processing time can be 
achieved

Cyber-attack 
resiliency cannot be 
enhanced

4. Tariq 
et al. 
[26]

Genetic Algorithm (GA) 
with Reinforcement 
Learning (RL)

Accuracy is high and 
effectively detects the 
attack

Payload fluctuation 
will be high

5. Ghiasi 
et al. 
[27]

Hilbert-Huang Transform 
Methodology with 
Blockchain-based Ledger 
Technology

Enhance information 
exchange privacy, more 
precision and robust

Cyber-attack details 
for unofficial users 
are not accessible

3.2  Cybersecurity and Privacy Authentication in IoT

S. No Author Methodology Advantage Disadvantage

1. Kalinin 
et al. [36]

Neural network approach High classification 
accuracy when 
working with big 
data

New features to 
datasets cannot be 
added.

2. Serrano 
et al. [37]

Blockchain random neural 
network for cybersecurity 
applications in holistic 
digital and physical 
cybersecurity users and 
channel authentication 
methods

Cybersecurity 
resilience increased, 
decentralized the 
user access and 
connectivity

Block chain with 
another neural 
network cannot be 
validated

(continued)
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S. No Author Methodology Advantage Disadvantage

3. Zhang 
et al. [38]

Mobile edge computing 
enabled federated learning 
framework (FedMEC)

It achieves both 
efficiency and 
privacy

Optimum perturbation 
strength for private 
data cannot be 
explored

4. Latif et al. 
[39]

Block chain-based 
architecture

Reduces 
computational 
complexity and 
enhances security

Great potential of 
block chain 
technology for smart 
industry cannot be 
achieved

5. Abramson 
et al. [40]

A trust framework based on 
decentralized identifiers and 
verifiable credentials for 
ML

Performed privacy 
preserving workflow

Messaging function 
with separate structure 
for ML 
communication cannot 
be focused

4  Future Research Direction for Cybersecurity

• Future work can evaluate IntruDTree model efficacy through accumulating huge 
amounts of datasets with larger sizes of IoT protection and by measuring their 
effectiveness in the area of cybersecurity at application level.

• The IoT device can accumulate latest security details with larger sizes and con-
struct a safe system handled by data through learning technology in future.

• As future work, the intention is to study an authentic MQTT dataset to evaluate 
its characteristics and how these can help to unmark legitimate and malicious 
MQTT traffic.

• In order to offer valuable knowledge to malware analysts, the use of explanatory 
artificial intelligence (XAI) strategy to decipher the results of deep learning mod-
els for malware detection would be implemented in future. It also plans to inves-
tigate the architectures of group learning and to do more tests on broader malware 
databases. This seeks to enhance the classification potential and precision of the 
ensemble learning algorithm by refining and validating the model design for 
many malware datasets in future work.

• For future work, a prototype that examines the conceptual safety requirements of 
the overall strategy will expand the proposed structure. In addition, the TP2SF 
architecture will be studied to integrate deep learning and edge computing in 
smart cities. This will take into account a blockchain network-allowed edge and 
deep learning in the intelligent city. This incorporation will help to improve the 
safety and privacy demands of developing intelligent cities.

• Moreover, interactive and distributed machine-based learning systems are not 
investigated. On distributed and heterogeneous devices, IoT needs ML-based 
solutions. Such strategies must work together and do not rely on centrally trained 
results. Federated learning will in this respect be seen as a basis for such methods.
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• This will in the future strengthen the mathematical integration to describe vari-
ous machine learning tasks and unsupervised machine learning cases in a cor-
rect way.

• The strategy to distributed multisensory SIEMs is to be tested in the future. 
These systems use a wide range of independent sensors that improve detection 
capacity. Today’s major challenge among modern SIEMs is how to decrease 
false alerts so that safety professionals use these systems more efficiently. The 
forensic analysis showed signs of the attack, which were initially ignored due to 
the large number of false alarms in virtually every public-ally documented attack 
on a larger organization. Thus, the purpose of this paradigm is to test strategy and 
to verify that an intruder is unable to increase the number of proven false warns 
intentionally.

• In the future, a 6G device is designed to increase scalability and reliability, very 
low latency and low energy use. However, there may be restrictions on current 
blockchain consensus algorithms about scalability, durability, latency, and 
energy consumption. Implementing blockchains to achieve key design features, 
such as fault tolerance, safety, low latency, and decentralization at the same time 
creates significant challenges to scalability and confidence, one of 6G systems’ 
main objectives. In order to profit from the deployment of blockchain in 6G sys-
tems, a new consensus algorithm, which offers increased reliability and scalabil-
ity while offering tradeoffs between intrusion detection, protection and delay, 
should be suggested.

5  Conclusion

In some domains like IoT, cybersecurity has historically been one of the key issues 
of ICT and is even more important. This paper surveyed the state of the art of the 
existing researches in Cybersecurity-based machine learning approaches on Internet 
of things. It analyzed the various attacks in cybersecurity including malware attack, 
cross-site scripting attack, DoS attack, etc. Also, this article surveyed the security 
and privacy authentication in cybersecurity. Then the comparison table was ana-
lyzed with advantages and disadvantages. Finally, the future research directions 
were discussed in IoT-based on cybersecurity. As a result, cybersecurity will prog-
ress and become more critical as the intelligent world proliferates on machine learn-
ing approaches in IoT.
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Blockchain Security for the Internet 
of Things

N. Nasurudeen Ahamed, P. Karthikeyan, S. Velliangiri, 
and Vinit Kumar Gunjan

1  Introduction

Internet of Things (IoT) has numerous IoT devices such as cameras, sensors, 
mobiles, smart refrigerators, and smartwatches. IoT devices face many challenges 
when transferring data from one IoT device to another. IoT devices are attacked or 
misused by the hacker or attacker devices made to secure data transfer using 
Blockchain Technology. Blockchain innovation is the disappeared connect to deter-
mine protection and unwavering quality uncertainties on the IoT. Blockchain is the 
silver shot required by the IoT business. It very well may be utilized in following 
billions of associated gadgets, permitting the handling of exchanges and harmoniza-
tion between gadgets. This takes into consideration critical investment funds for IoT 
industry makers. This decentralized approach would crash weak links, making a 
heartier biological system for the gadgets. The cryptographic method utilized by 
blockchains would make customer information more classified. The principal ben-
efits of the Blockchain are extraordinary straightforwardness, upgraded security, 
further developed detectability, high proficiency, low costing, and no outsider inter-
cession. The IoT empowered Blockchain, and very much planned motivations will 
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motivate to replace consumer information [1]. Many facets of today’s markets are 
likely to be impacted by the large-scale adoption of the blockchain method.

Blockchain Technology provides security and privacy, for example, Bitcoin [2]. 
The Internet of Things (IoT) speaks to one of the essential troublesome improve-
ments of this century [3]. It is a characteristic development of the Internet (of PCs) 
to the inserted and cyber-physical frameworks, “things” that, while not PCs them-
selves, by and by have PCs inside them. IoT exponential growth in research and 
industry, however contempt, all experiences protection and security vulnerabilities 
[4]. Systematic security and protection methods will generally be inapplicable for 
IoT, for the most part, because of its decentralized topology and the asset limitations 
of most of its gadgets. The Blockchain supports digital money [5].

IoT Blockchain Platform Architecture IoT blockchain platform has four layers: 
(1) application layers, (2) IoT blockchain service layer, (3) connectivity layer, and 
(4) physical layers. Figure 1 shows the IoT Blockchain Platform Architecture.

Application Layers The application layer contains an application program that 
can communicate with IoT devices and perform a particular task.

IoT Blockchain Service Layer This helps the layer contain all modules that put 
together standard administrations to give different provisions of blockchain innova-
tions like Identity management, consensus, and peer-to-peer management. The dis-
persed record is an agreement of recreated, shared, and synchronized computerized 
information spread across the blockchain network, where network individuals claim 
the duplicate of the record. It gives extra safe room to record the gadget organization 
and detect information given by actual sensors. Any progressions to the record are 
reflected in all duplicates in the blockchain network in practically no time. The 
record can be either permissioned or premise.

Connectivity Layer The primary function provided by the connectivity layer is 
routing management. Self-association is required since actual gadgets themselves 
have no worldwide web conventions (IPs). This layer likewise incorporates differ-
ent modules for giving underneath administrations: network the administrators, 
secure the administrators, message representative, and route the administrators.

Physical Layer This contains an immense quantity of IoT devices, user devices, 
data storage, local bridges, and servers that are linked together around a peer-to- 
peer blockchain network.

Blockchain technology became well-known with the emergence of cryptocur-
rency mining. However, it now has a lot to do with the Internet of Things. The 
quantity of data handled by IoT devices is massive. It is all sent in a chain, leaving 
it vulnerable to hackers. In this context, the opportunity to use the Blockchain archi-
tecture to verify, standardize, and safeguard the adoption of data handled by devices 
presents itself. For IoT security, the Blockchain can track the data gathered by sen-
sors and prevent it from being replicated by erroneous data. To secure the 
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Fig. 1 IoT Blockchain platform architecture

end-to-end integrity of the gathered data and related interactions, IoT applications 
require trust mechanisms that cut across these layers. Transparency of data collect-
ing procedures and related interactions, as well as the ability to audit these pro-
cesses and interactions, are critical to meeting these criteria. The needs for openness 
and auditability encourage the use of blockchain to support IoT trust. Blockchain is 
immutable because network participants control it together using a consensus 
method such as Proof-of-Work (PoW) and Proof-of-Stake (PoS). Inter-node interac-
tions and data collection are both part of the Internet of Things. Existing research 
treats the IoT trust challenge as two distinct issues, proposing reputation and trust 
techniques. For IoT data collection or inter-node communication, there is one. As a 
result, there is a clear requirement for an integrated architecture that provides 
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end- to- end trust across data gathering and blockchain. In the Internet of Things, 
node interactions are important. In Blockchain-based IoT applications, layered trust 
architecture is used.

This book chapter is organized as follows: Sect. 2 applies blockchain security 
and privacy for the Internet of Things. In Sect. 3, we provide the conclusion of the 
blockchain applications in a secure manner.

2  Related Works

This section aims to discuss the blockchain applications in different areas and 
address the significant security challenges and overcome the breaches. Blockchain 
has a different application. In this paper, we have mentioned the following list of 
applications: (a) Supply Chain and Logistics, (b) Insurance, and (c) Society 
Application [6].

2.1  Supply Chain and Logistics

Goods exchange between supplier and consumer is a complex task because 
Blockchain is comfortable for Supply Chain and Logistics [7] and is transparent to 
the customer. It gives assurance to the companies who send the product to the cus-
tomer. Before, they were given a clear audit trail to manage the risk and reduce the 
supply chain failures; now, in this digital advertising, using Blockchain imple-
mented the IoT devices as follows:

Figure 2 shows the supply chain management using a blockchain-enabled IoT 
device. Blockchain Technology provides accurate and end-to-end tracking of sup-
ply chain management systems [7]. Supply chain management can be done using 
two different tag types: (1) NFC (Near Field Communication) and (2) RFID (Radio 
Frequency Identification) (Table 1).

Fig. 2 Supply chain management using blockchain-enabled IoT device
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Table 1 Comparison 
between RFID and NFC

Parameter RFID NFC

Network Type Point – Point Point – Point
Communication Unidirectional Bidirectional
Range Up to 100 m More than 0.2 m

The raw material is transferred to raw material storage using NFC, and it is used 
for short communication. When any goods are exchanged, it will create a block-
chain node that contains information about the excellent exchange. That node is also 
added to the distributed ledgers. Raw material storage to manufacturer is also 
exchanged using NFC. Goods warehouse to retailer and retailer to customers are 
exchanged using an RFID tag. An RFID tag is used for long-distance communica-
tions. Blockchain technology characteristics such as decentralization and immuta-
bility improve supply chain management [8].

2.2  Insurance

Traditional Insurance Policies are the expected protection arrangements that are 
regularly handled on paper contracts, which means cases and installments are mis-
takes inclined and regularly require human supervision. Modern systems are con-
sidered as a kind of distributed ledger in the Blockchain. The distributed ledger is 
one of the significant advantages of blockchain technology. It improves the effi-
ciency of fraud elimination and data analysis with the Internet of Things [9]. 
Exchanges are attached in a dispersed framework on the system, which makes 
framework recuperation by disposing of a solitary purpose of disappointment or 
incorporated element, during the distributed ledger in the insurance application to 
enable the IoT smartphone devices to access the Insurance policy in the distributed 
ledger [1, 10]. The best five protection giants mutually forced blockchain Insurance 
Industry Activity (B3I) to examine the application practicality of Blockchain in the 
protection industry [11] and create blockchain-based verifications of ideas for pro-
tection in the proofs of concept for Insurance [2, 12–14] (Fig. 3).

2.3  Society Applications

Society Application is a significant concern in blockchain technology. In feature 
generation, we have to solve the traditional borrowing relationship that reduces the 
credit problems. So we have to change the smart contract. Trust and security are the 
significant advantages of the intelligent contract [15].
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Fig. 3 Distributed ledger using IoT smartphone device

2.4  Blockchain Music

In traditional music recording in the film industry, the copyright amount is not 
claimed for the Musician’s music because it has directly gone to the copyright seller. 
This problem never occurs when using blockchain secure manner; this should be 
implemented in this music era [9, 11]. For example, copyright sellers give the roy-
alty to the Musician and the buyer of the music got and used it in concerts. Figure 4 
depicts the music seller’s copyright using a blockchain smart contract to the buyer 
and gives the royalty amount to the appropriate Musician [6]. The benefits of this 
smart contract are the easiest way together with the Blockchain and speed and accu-
racy, trust, savings, and security. The digital artwork and healthcare industry as well 
as diamond industry are the other applications used in the smart contract [11].

2.5  Energy Financing

Blockchain will simplify raising capital for the perfect vitality ventures using inter-
facing progressively potential financial specialists [16]. Now, India also launched a 
smart city [17]. To develop each state and mainly concentrate the green energy field, 
the cryptocurrencies are utilized [18] (Fig. 5).

This book chapter provides the blockchain application in various organizations, 
and the individual domain uses blockchain technology. Blockchain is also used in 
education, transportation and charity. We have described the comparison between 
blockchain technology and IoT applications.

N. N. Ahamed et al.



81

Fig. 4 Music copyright using smart contract

Fig. 5 Green energy using blockchain technology

2.6  Automotive Industry in IoT and Blockchain

Digitization is turning into a serious necessity. The auto business is utilizing IoT- 
empowered sensors to construct completely independent vehicles. Associating 
Industrial IoT arrangements in the car area to a decentralized organization permits 
various clients to share basic data quickly. The car area is an appealing blockchain 
IoT use case, as the joined innovation can disturb, for example, gasoline installment 
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frameworks, autonomous vehicles, and automated traffic light with clever leaving. 
NetObjex has shown how Blockchain and IoT might be utilized to make a smart 
stopping framework. For acknowledging ongoing vehicle and distinguishing the 
accessibility of parking spots, the firm has joined forces with a leaving sensor 
startup called “PNI.” The association smoothes out the most common way of dis-
covering a parking space and computerizes installments utilizing digital currency 
wallets. Stopping time costs are determined utilizing IoT sensors, and paying is 
done straightforwardly through the crypto-wallet [19].

In the case of carsharing, blockchain technology may be able to provide a secure 
digital identification. Personal preferences and settings may be safely kept in the 
automobile via blockchain, preventing exposure to third parties. This might poten-
tially make peer-to-peer carsharing possible. Meanwhile, consumers may benefit 
from blockchain since a single registration in the blockchain ecosystem may be 
utilized for all carsharing offers from various service providers in the ecosystem.

Purchasing or selling a vehicle: For automobile owners, blockchain-based regis-
tries would make it easier to verify a vehicle’s history (for example, if it has been in 
an accident), allowing for greater openness when buying a car. Another advantage 
would be having a comprehensive picture of the vehicle’s components: users could 
research the origins of the carpeting and solve repair-related issues, not to mention 
that a smart contract allows the seller and buyer to enforce a products’ transaction 
without the use of an intermediary. Vehicle finance and leasing: We were able to 
improve and automate several procedures in the car leasing and finance sector, 
thanks to blockchain-based smart contracts. Deactivating the unlocking system, for 
example, can prohibit an automobile from being utilized if the lease fee has not yet 
been paid.

2.7  Smart Home Using Blockchain and IoT

Smart IoT-enabled gadgets are becoming increasingly important in our daily lives. 
The Internet of Things (IoT) blockchain enables home security systems to be con-
trolled remotely from a smartphone. The typical centralized way of exchanging data 
created by IoT devices, on the other hand, lacks security requirements and data 
ownership. By addressing security concerns and eliminating centralized infrastruc-
ture, Blockchain has the potential to take smart homes to the next level. Each bright 
house in British Columbia is built for a unique purpose. Devices produce store 
transactions in order to store data. An SP or the house owner generates an access 
transaction. Make use of cloud storage: A homeowner or a service provider creates 
a transaction for monitoring to watch a gadget regularly. It is possible to add a new 
gadget to the smart home. A device is removed through a genesis transaction and a 
deletion of the transaction. All of the deals mentioned above have been completed. 
To keep communication safe, a shared key is utilized. Lightweight to identify any 
changes in transactions, hashing is used. Biometrics, voice recognition, and face 
recognition are examples of sensitive user data kept on the Blockchain for better 
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Fig. 6 Smart home management using IoT and Blockchain

security. Once data is recorded on the Blockchain, it cannot be changed, and only 
the proper people have access to it. Figure 6 depicts the overview of innovative 
home management using Blockchain and IoT.

2.8  Pharmacy Industry

The problem of counterfeit medications in the pharmaceutical industry is getting 
worse day by day. The pharmacy industry is in charge of medication development, 
manufacture, and distribution. As a result, tracing a drug’s whole route is challeng-
ing. The transparent and traceable characteristics of blockchain technology can aid 
in tracking medicine shipments from their point of origin to their final destination in 
the supply chain.

Medi ledger is a blockchain IoT use case for tracking the lawful transfer of own-
ership of prescription medications. When it comes to monitoring delicate healthcare 
goods, transparency and traceability are critical. Manufacturers, distributors, dis-
pensers, and end-customers may access data recorded on the distributed ledger, 
which is immutable and timestamped. Medi ledger is a blockchain-based 
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technology that allows consumers to regulate their access and prevent counterfeit 
medications from entering the supply chain.

2.9  Agriculture Industry

Agriculture industries are increasing the use of farmland to generate the best feasi-
ble yields in order to profit and meet human food demands. Growing more food for 
the growing population while reducing environmental impacts and maintaining sup-
ply chain transparency is critical for optimum consumer satisfaction. The combina-
tion of Blockchain and IoT can completely transform the food production business, 
from farm to grocery store to house. Installing IoT sensors in farms and transmitting 
the data straight to the Blockchain can improve the food supply chain. Figure 7 
depicts the overview of Blockchain and IoT use cases in the agriculture industry.

Data received from farms utilizing smart agricultural instruments is extremely 
valuable since it aids in the making of profitable decisions. Because there is no 

Fig. 7 An overview of Blockchain and IoT use case in the agriculture industry
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industry standard for handling agricultural data, producers have a tough time doing 
so. Many farmers and producers are unaware of how to effectively use data for 
decision-making. As a result, it’s critical to provide farmers and producers with the 
tools and strategies they need to successfully gather, organize, process, and 
apply data.

2.10  Water Management

Distribution of water resource to the end users is complicated because water man-
agement has traditionally relied on outdated technology and convoluted methods 
that may no longer be applicable today. Water the board project has been proposed 
to utilize Blockchain and IoT in order to evaluate stream contamination. Libelium 
and Airalab have worked together on a task called “Robot on the Volga.” It gathers 
water contamination levels independently by utilizing a robot equipped with IoT 
sensors and blockchain innovations. The robot takes water readings from the Volga 
River’s Kuybyshev Reservoir. He communicates the information on the Ethereum 
Blockchain continuously. The robot can utilize IoT to sort out where and when esti-
mations were gotten, helping researchers in deciding the wellspring of contamina-
tion. It can screen and save information by means of NetObjex’s IoT and blockchain 
administrations (Table 2).

2.11  IoT and Blockchain Security Challenges

Combining Blockchain with IoT leads to a lot of potential problems, which will 
enable hackers to steal the information present in the IoT edge devices. Blockchain- 
enabled identity access management provides security to the IoT edge devices. IoT 
devices developers and IoT services providers face many security challenges when 
they want to develop secure IoT devices for the end users using blockchain technol-
ogy. The security challenges are discussed in these sections [20–23]. Figure  8 
depicts the security challenges of Blockchain and IoT.

2.11.1  Overly Large Attack Surface

IoT devices has large attack surface if you consider smart home IoT application 
hackers can steal the information from any devices attached to smart home. The 
managing of IoT devices is through the Internet, and more prominent quantity of 
administrations might be assaulted. The attack surface is the term for this. One of 
the main stages during the time spent ensuring a framework is to lessen the assault 
surface. There might be open ports on a gadget with administrations running that 
aren’t really essential for working. An attack on a particularly futile assistance 
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Fig. 8 Security challenges of Blockchain and IoT

might be handily stayed away from by not uncovering it. During advancement, 
administrations like Telnet, SSH, or an investigate interface might be helpful; how-
ever, they’re seldom utilized underway.

2.11.2  Application Vulnerability

IoT devices use application to provide a service to end-users. Application contains 
security hole to attack the IoT devices. In uncommon conditions, the assailant might 
have the option to run their own code on the IoT devices, permitting them to reap 
delicate information or target outsiders. Security weaknesses, as other programming 
interface, are difficult to altogether dispose while planning programming. There are, 
in any case, ways of forestalling notable weaknesses or limit the probability of them 
happening. There are suggested rehearses for keeping away from application weak-
nesses, like after procedures are accepted consistently.

2.11.3  Lack of Privacy Protection

IoT devices are transferring information from one device to another. The informa-
tion transmitted lacks integrity and privacy. IoT devices that are associated with a 
remote organization save the organization’s secret phrase. Cameras can record 
video and sound of the space in which they are introduced. On the off chance that 
aggressors approached this data, it would be a significant break of protection of 
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gadgets, and associated administrations should deal with touchy information fit-
tingly, safely, and just with the end-authorization. client’s This is valid for both the 
capacity and dispersal of touchy information.

2.11.4  Lack of Physical Security

IoT edge devices lack physical security. Hackers can open it and assault its equip-
ment. Any defensive modification, for instance, can be bypassed by getting to the 
substance of memory parts directly. Moreover, the IoT edge devices might incorpo-
rate troubleshooting contacts that are available subsequent to opening the gadget, 
giving an assailant additional alternative. Actual attacks influence only one gadget 
and require actual contact. Since these attacks cannot be brought out in mass through 
the Internet, we don’t believe them to be one of the most genuine security issues, yet 
they are as yet included.

2.11.5  Scalability

One of the most significant challenges still facing IoT devices is scalability. IoT 
devices deal with the huge volumes of data received by a big network of sensors, as 
well as the potential for slower transaction processing rates or latency. Defining a 
distinct data model ahead of time helps save time and avoids problems when it 
comes to putting the solution into production.

2.12  Blockchain and IoT Companies

Helium
Helium is a San Francisco, California-based IoT blockchain startup known as the 
principal decentralized machine network on the planet. The organization influences 
blockchain for interfacing low-power IoT machines like microprocessors and 
switches to the web. The blockchain-based remote web foundation of Helium is 
likewise one of the trademark features of the startup. With a blockchain-based 
framework utilizing radio innovation, Helium is one of the fruitful blockchain IoT 
organizations with capacities for fortifying web associations. Furthermore, the 
blockchain-based framework of Helium likewise helps in accomplishing critical 
decreases in power needed for working shrewd gadgets.

NetObjex
One more top expansion among blockchain IoT projects in the current occasions 
would be NetObjex. The Irvine, California-based startup has been effective in mak-
ing a norm, decentralized foundation for IoT gadgets to empower correspondence 
between them. Moreover, the blockchain-based IoToken presented by the 
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organization conveys a safe advanced stage to empower connection and correspon-
dence between savvy gadgets in a single environment.

NetObjex states that the IoToken is likewise reasonable for consistent correspon-
dence with different gadgets in a wide scope of businesses. For instance, benefac-
tors could utilize the IoToken through their crypto-wallets to make installments for 
their suppers. What’s more, IoToken could likewise be valuable for drone convey-
ance by denoting the place of conveyance and guaranteeing installment check.

Xage Security
Xage Security is one more miracle among blockchain IoT new businesses to rise out 
of California. It is one of the exceptional blockchain-based security stages for 
IoT. Curiously, the focal point of Xage Security on various businesses like transpor-
tation, horticulture, utilities, and energy demonstrates a great deal about its 
usefulness.

The blockchain of Xage guarantees that IoT gadgets are sealed and can get to get 
lines of correspondence between shrewd gadgets. Besides, Xage additionally 
includes a lengthy set-up of decentralized IoT applications with different capacities. 
You can discover applications for security strategy the executives just as ones for 
giving moment warnings in regards to vindictive hacking exercises.

Grid+
The Austin, Texas-based Grid+ is likewise one of the top names in blockchain IoT 
projects with generously valuable functionalities. Grid+ uses Ethereum blockchain 
for empowering customers to get energy-productive IoT gadgets. The organiza-
tion’s representative buys and sells power for the sake of a Grid+ client.

Moreover, the Grid+ application offers refreshed data in regards to energy utili-
zation with the organization’s savvy meter associated remotely to energy-proficient 
shrewd gadgets. The Ethereum blockchain of Grid+ helps specialists in paying for 
power at a hole of like clockwork. In particular, the principles of cutting edge block-
chain cryptography enable the security of installments and general network safety 
on the application.

Atonomi
Atonomi is one more illustration of blockchain IoT new companies zeroed in on 
engaging IoT gadget security. The essential objective of Atonomi centers around 
expanding IoT gadget security. It perceives that the absence of gadget security ham-
pers the improvement of IoT innovation impressively.

Atonomi offers the extraordinary functionalities of personality approval, exten-
sible engineering, interoperability, gadget notoriety, and an exchange-based cli-
mate. Curiously, Atonomi has been customized as an installed blockchain-based 
answer for engaging IoT.

Riddle&Code
Riddle&Code is likewise one more fascinating expansion among IoT blockchain 
new companies. It offers cryptographic labeling answers for blockchain in savvy 
store network and coordinations of the executives. Riddle&Code brings exceptional 
worth from the blend of disseminated record organizations and IoT gadgets.
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Thus, it could convey a coordinated, protected equipment and programming 
answer for empowering entrusted and secure communications with machines in IoT 
biological systems. In actuality, Riddle&Code fundamentally offers a “confided in 
computerized character” to machines or any actual gadget. The striking part of 
Riddle&Code alludes to the right harmony between the requirement for actual doc-
umentation and the benefits of blockchain.

HYPR
HYPR is one more conspicuous passage among blockchain IoT organizations with 
a great deal of possibilities. The organization uses decentralized organizations or the 
force of blockchain for the security of associated ATMs, homes, locks, and vehicles. 
Digital assaults can be incredibly wrecking because of compromises in unified 
information bases, which house multitudinous passwords in a single spot. HYPR 
follows an extraordinary instrument of putting away logins on its blockchain. Thus, 
it can guarantee security and decentralization of significant and touchy data.

A portion of the significant biometric security conventions of HYPR incorporate 
the special voice, facial, palm, and eye acknowledgment instruments for IoT gad-
gets. Moreover, HYPR is likewise one of the best blockchain IoT projects lately 
with its genuine use cases. For instance, the stage has tried biometric checks on cell 
phones for empowering admittance to ATM individual banking. Moreover, HYPR 
has likewise fostered a DLT-advanced key for mortgage holders to empower a soli-
tary passageway for nearly everything, including IoT-empower entryways just as 
brilliant diversion communities.

Chronicled
Chronicled is effectively one of the top augmentations among IoT blockchain new 
businesses with promising potential. The stage has successfully consolidated block-
chain and IoT items for conveying a start to finish production network arrangement. 
The essential focal point of Chronicled is by and by on the drug and the food supply 
businesses.

The organization uses IoT-empowered steel trailers and sensors for getting to 
ongoing reports with respect to the transportation cycle. The execution of block-
chain in IoT gadgets in the clinical or food inventory network helps increment 
straightforwardness all the while. Above all, it further develops familiarity with the 
chain of authority for resolving any issues emerging throughout delivery.

IOTA
IOTA is fundamentally a convention to guarantee quicker exchange settlement with 
the worth of information respectability. It is one of the fascinating blockchain IoT 
projects, which includes a Tangle record for lessening the requirement for costly 
mining. Particle offers a productive foundation for IoT gadgets that need to manage 
handling of enormous measures of microdata.

The provisions of Tangle record, the blockchain record supporting IOTA, enable 
the abilities of the IOTA convention. A portion of the unmistakable provisions of 
Tangle incorporate quantum-safe information, machine-to-machine correspon-
dence, and charge less micropayments. Besides, IOTA has additionally fostered a 
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sensor information commercial center with plans for entering the area of informa-
tion driven examination and experiences.

ArcTouch
The last expansion among the best blockchain IoT new companies in the current 
occasions would point towards ArcTouch. The organization represents considerable 
authority in planning blockchain-based programming with help for better combina-
tion with IoT arrangements. ArchTouch has fostered a scope of associated, keen 
arrangements, including brilliant TVs, voice colleagues, and even wearables.

The organization likewise centers around the advancement of tweaked decentral-
ized applications (DApps) that associate with the IoT gadgets. Moreover, decentral-
ized applications created by ArcTouch include an upgraded level of IoT security. 
Simultaneously, it could empower quicker handling of arrangements through savvy 
contracts.

3  Conclusion

Blockchain is a significant era in the recent modern computer technology and is to 
be implemented in different areas. Blockchain technology has found diverse appli-
cations in various sectors, including but not limited to advertising, insurance, soci-
etal use cases, energy financing, automotive, and the agriculture industry. The prior 
survey on blockchain addresses either technical issues or specific applications in the 
Internet of Things (IoT). Our paper presented the security and privacy for the 
Blockchain and IoT-based applications. A future direction is to take many Blockchain 
applications to be implemented in IoT in order to improve the security and privacy 
in different areas.
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Station for Electric Vehicles
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and S. Muthubalaji

1  Introduction

Electricity-based transport is said to be the future in the transportation sector. But 
still, there are a lot of roadblocks needed to be crossed. Factors like a suitable bat-
tery are presently under research. Suitable in the sense that it should be cost- 
effective, long-lasting, efficient, and various other factors. It is not only about the 
selection of batteries but also about the availability of charging stations. In the 
present- day world, most people hesitate to buy an electric vehicle due to the lack of 
availability of charging stations fearing their vehicle stopping midway without a 
way to charge. Moreover, charging station companies are required to do a lot of 
background work before setting up a charging station in a particular area. The key 
factor is the existing demand in a particular area (let’s call each area a cell). We aim 
to overcome these drawbacks and encourage people to switch to electric modes of 
transportation.
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To achieve this, we use blockchain technology. Blockchain in simple words is a 
distributed ledger with each action being recorded and validated. There are two keys 
in a blockchain algorithm: a private key and a public key [1]. Each transaction or in 
other words an event is validated and processed only when the public key and the 
private key match. This paper coins an idea of using blockchain technology for 
allocating charging space for a vehicle on a particular charging station analyzing 
various factors like battery level of the vehicle, distance from the station, etc. The 
data of the charging stations within a particular cell is recorded and analyzed. Based 
on the analysis, the scope for setting up more charging stations in that cell or nearby 
cell can be evaluated.

The proposed system connects all the vehicles in a particular area to the charging 
station when the charge level in the battery falls under a particular percentage 
depending on vehicle type and battery capacity as in a blockchain structure. The 
major components include a microcontroller, communication module, display mod-
ule, and ID module.

2  Related Works

DinanFakhri et  al. have compared two communication systems. One system has 
blockchain technology and the other system does not have blockchain technology. 
The communication protocol used in IoT systems without blockchain is 
MQTT. Meanwhile, Ethereum is used in the blockchain platform. Both of these IoT 
systems are analyzed for their security level by simulating attacks, and their security 
aspects are observed. The test results show that the IoT system based on blockchain 
technology has a higher level of security than the IoT system without blockchain 
technology [2]. Chan Hyung Lee et al. developed a blockchain-enabled IoT based 
on one machine-to-machine (M2M) IoT standard and a hybrid blockchain applica-
tion. The blockchain technique that has been implemented is known as log chain 
because of its consensus algorithm [3]. IoT devices are applicable for scalable con-
figurations with a distributed approach. In this paper, a suitable mechanism is pro-
posed to reduce the resource utilization process. REST API mechanism is used to 
decouple the IoT devices from the blockchain operations. A testbed has been devel-
oped to evaluate the performance and feasibility of the proposed architecture. The 
results of the work proved that it is capable of providing scalable solutions on 
demand with less resource utilization on IoT devices [4]. IoT is gaining popularity 
and finds its use in almost all the applications of today’s life. As its popularity 
increases, the possibility of getting hacked by cybercriminals also increases. 
Therefore, a more secure and resilient network has to be created using IoT. For this 
purpose, blockchain technology is being used. In this, work blockchain-based IoT 
is proposed, which provides security, and its feasibility was also tested [5]. In this 
paper, allocation of charging stations for electric vehicles has been discussed. While 
allocating the charging station, the factors considered are the length of the car, its 
models, charging time, and the number of allotted cars for a particular charging 
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station. A Simulated Annealing algorithm is used for the allocation of vehicles in a 
charging station. Different charging scenarios are considered, and the charging time 
is calculated for each scenario. The results proved that considerable charging time 
was reduced if the vehicles were properly allotted to the charging stations [6].

2.1  Background Work

Different people have different opinions. We as a group have been committed to the 
development and future of electric modes of transportation. We want to know what 
people around the society think about an EV and the various factors and ideas that 
are in their minds. We have conducted a survey consisting of about 700–800 persons 
from our Indian society. The survey was entirely online-based, and it consists of 
various questions right from knowing the person’s age, profession, and experience 
with EVs.

The main aim of this survey is to know the mindset of the common man about an 
EV. We started with knowing about the age group of the respondent so that it would 
be convenient to put into perspective the different generations so involved. Most of 
the respondents in this survey were in their early 20’s (76.9% to be exact) and were 
at the graduate level. Seeing at the present-day trend in our youth, they are more 
likely to switch on to an EV if they are completely satisfied. The respondents do 
agree that an EV is more eco-friendly than the vehicles that we use at present, and 
they are more likely to switch to electricity-based transport in the next five years. 
The first factor to be considered in switching over to an EV is the mileage per charge 
ratio. They expect to have their vehicles have a high mileage per charge ratio. The 
next prominent factor is the lack of charging stations, and this is what most of us 
fear before buying an electric vehicle.

The lack of availability of charging stations is given as the main reason that pre-
vents them from buying an electric vehicle. The major reason for the lack of a 
proper charging station is that it needs good background work to set up a charging 
station, and also, the costs that are involved in doing so are high. Factors like 
demand, profit, and others are taken into consideration while doing so. We also 
wanted to know how far on average a person travels in a week? The results showed 
that the majority of the respondents on average travel less than 100 kms in a week. 
This is shown in Fig. 1. The next factor is the expectation of the people on how far 
they want their electric vehicle to travel per full charge? The results show that less 
than 1 percent is fine with a mileage of less than 100 kms if there are sufficient 
charging stations available, while the majority of the respondents voted for 
100–200 kms per full charge of the vehicle with sufficient charging stations; this is 
shown in Fig. 2.

To know more as to why people are hesitant to charge a vehicle within medium 
intervals, we asked about the charging time within which they want their vehicle to 
be charged, and the result shows that the majority of the respondents wanted their 
vehicle to be charged within an hour or two as shown in Fig. 3.

IoT and Blockchain-Enabled Charging Station for Electric Vehicles



96

Fig. 2 Survey results on expected travel distance per full charge

Fig. 3 Survey results on charging time

Fig. 1 Survey results on 
distance travelled in 
a week
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So, everyone expects to have a perfect mode of electric transportation. Keeping 
this thought, we are proposing a way to not only make charging of an EV feasible 
but also help in the analysis and development of a nearby charging station or increase 
the capacity of the existing one. To conclude on the survey, the majority of them 
wanted their EV to be an ideal one without any flaws or drawbacks, and the charg-
ing station should be within touching distance.

2.2  Existing System

Ever since the idea of an EV came around in the mid-nineteenth century, there has 
been drastic development around it. During those days, the selection of a motor, 
cost, and its implementation were the major factors that hindered its development. 
Also, there was no technology to store and reuse electric energy (i.e., the recharge-
able battery didn’t exist until the late 1950s). The growth of Electric vehicles started 
to pick up pace in the early 2000s with the more feasible version of the brushless 
DC (BLDC) motor. Moreover, the use of induction motors in modern-day EVs 
speaks for its development. The one major thing that’s under development is an eco- 
friendly and cost-effective battery source and effective ways of charging it. In the 
present situation, the method for finding a charging station is more or less internet- 
based and is a form of open-loop control system where the user or the person inside 
the vehicle has to search it manually via an app through the internet [7, 8, 10].

From Fig. 4, it is seen that any car at any given place can search and find a charg-
ing station by using an app on a Smartphone. It is also well known that this kind of 

Fig. 4 Block diagram for 
existing system
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system is not reliable because the place of the station cannot be booked as such and 
hence there is no guarantee that there will be space when that vehicle reaches that 
station because it might be occupied by another vehicle. And there is also no priority 
listing of the cars.

Consider both car 1 and car 2 are going for the only available slot at station 1. 
Consider all other slots at station 1 and station 2 are full. Car 1 has a charge of 20% 
of its full capacity left, while car 2 has a charge capacity of 40% of its full capacity 
left, and consider both the cars to be at the same capacity. Now, if car 2 that has a 
charge capacity of 40% left enters station 1 to charge with car 1 coming next, then 
car 1 has to wait and charge. Otherwise, car 1 will run out of charge while going to 
the next station.

There are two perspectives in this case. First, the perspective of car 2 is consid-
ered. In case car 2 didn’t get to charge at station 1, it has to move over to the next 
station, which is 4–5 kms away (since station 2 is full). Even though there is a 40% 
charge left, there is no guarantee that car 2 can make it to the next charging station 
because it depends on the vehicle’s lifetime and the amount of service done so that 
he would end up in the nearby station.

Now coming to the perspective of car 1, it is simply because the person driving 
the car cannot afford to be at another station that is far from the nearby one. They 
simply have to charge with the nearby station, but this adds up to their time since the 
slots are full. The car before them has to get charged first, and then they have to be 
charged. This adds to the frustration and causes more wastage of time.

3  Proposed Methodology

The drawbacks of the existing system are known now. The proposed system is a 
different model from the existing one. Let’s divide it into two parts: (i) the car and 
(ii) the charging station. But first, divide the given region into cells. These are simi-
lar to a telecom tower under a cell as shown in Fig. 5.

These cells are formed with an area of a maximum radius of 2 kms. There will be 
at least one charging station inside these cells with minimum capacity depending on 
the demand of that particular cell. The station’s capacity can be upgraded depending 
on the demand, or a new station can also be built in the same cell based on the data 
that is received and analyzed. There are receiving posts in every street that has the 
entry to a particular cell. These receiving posts act as a mediator between the vehi-
cles entering into the cells and the stations within the cell. These receiving posts 
carry a trans receiver. This trans receiver module is used to communicate between 
the vehicle to the station and then from the station to the vehicle. The processing 
part takes place in the station. It all begins from the car Battery Management System 
(BMS), which initiates the process. The BMS system has a sensor that continuously 
monitors the battery level. And when the level of the battery is low, the next set of a 
process is started automatically. Also, there are a bunch of sensors that operate 
behind the process like a trans receiver, ID tag, a tag reader, etc.
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Fig. 5 Representation of cell clusters

The proposed system has three levels of low battery, namely less, low, and criti-
cal. These three levels of battery depend on the type of electric vehicle. If the battery 
level reaches the first level (less) of a particular vehicle, then a signal is transmitted 
to the receiving post of the cell where the car is traveling. If all the charging slots 
inside that cell is full, then it is redirected to the next cell. This is the first stage of 
the low battery level, and this level of the battery should be set such that it can carry 
the vehicle to another cell from the farther end of the previous cell. Likewise, it can 
skip two or more cells before it reaches the low level [9, 11, 12].

Now let us consider the second case where the battery level is low, and if it enters 
the cell, it is given a higher priority than the less level and lower than the critical 
level. Let’s say there is no slot left for charging for the vehicle of this category then 
the driver has an option of skipping that cell to move on to the next cell. But it can 
skip only one cell. In the next cell, it is forced to charge even if it has to wait for 
charging.

If a car reaches the critical battery level, a signal from the car is sent to the sta-
tions inside that cell. First, consider a case where all slots are full. The car that is 
concerned has no other choice but to charge within this cell since its battery level 
has gone so low that it can operate within that cell radius and cannot go to the next 
cell. So, the car has to wait until the previous allotted cars have completed their 
charging.

The other case is common to all, i.e., when there is more than one station in a 
given cell. Figure 6 RP represents the receiving posts present at the start of each 
street in that particular cell. When there is more than one charging station in that 
cell, then the charging station near a given post is allocated for that car. Since all 
cars are designed to travel at least within a cell, so again another two categories of 
classification can be done here. First, the cars under the first and second categories 
have the option to skip the charging station because their destination could be in the 
very next cell, so a skip option is given to them, which should be done within a 
specific time, let that time be 10–20 seconds. If the person in that car doesn’t give 
away the skip option, then they have the option of going to that corresponding 
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Fig. 6 Block diagram of the proposed system

station and giving a skip. Since the system is block chained, the cells are also block 
chained. If that car doesn’t give a skip and doesn’t arrive at the corresponding sta-
tion and instead goes on to the next cell, then the slot allotted in the station on the 
next cell indicates it to the cells adjacent to it so that the previously allotted slot is 
canceled and is made available for some other vehicle.

The next case is about the third category of vehicle; there won’t be any choice but 
to charge inside that cell even though the final destination is in the next cell. The 
person has to charge until the battery level reaches at least the next higher category, 
which is category two, and when this level is reached, the person has the option to 
stop the operation and carry on to the next cell to his destination. Now coming to the 
blockchain part, the entire system is block chained, as known there are two keys in 
a blockchain – a private key and a public key. The private key lies with the car, while 
the public key will be with the station. When a slot for a vehicle is allotted, then the 
public key of that station is sent to the vehicle, while the private key of the car is sent 
to the particular station; when these public key and private key match, then only that 
particular vehicle is allowed to charge at the particular charging station. Also, a 
ledger in all the stations in that particular area keeps a record of the number of 
vehicle charging requests and the time at which it occurs. Hence this stored data can 
be used for analysis and development of new charging stations or even upgrading 
the existing ones.
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4  Conclusion

IoT and Blockchain-Based Electric Vehicle Charging Station (EVCS) Allocation 
System is the proposed system that overcomes the drawbacks of the existing system 
and provides perfect utilization of charging space and helps in the development of a 
new charging station or upgrading the existing one. A block chained system also 
ensures that the charging space allotted for a particular vehicle isn’t taken away by 
another vehicle with the use of public and private keys.
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1  Introduction

Nowadays, Internet of Things (IoT) has inspired a lot of researchers. IoT is taken 
into account as a part of the future Internet and will compose trillions of connected 
“devices” or “things” [1]. IoT has many applications. Human Activity Recognition 
(HAR) is one of them. Human Activity Recognition, HAR, is the mechanism for 
“classifying sequences of accelerometer data recorded by the specialized harness or 
smart phones into known well-defined movements.” Human Activity Recognition 
can recognize different human body movements or gestures, which helps determine 
human actions or activities. Due to the up-gradation of computer vision and some 
technologies (like artificial intelligence and IoT), and advancements in various sen-
sor technologies (like cheap cost, low power consumption, and real-time streaming 
of data), the area of HAR has become one of the active research areas. Using HAR, 
many human actions like sitting, sleeping, bathing, accelerating, decelerating, walk-
ing, jumping, dancing, cooking, or some abnormal activities can be recognized. 
This is helpful in the case of monitoring elderly people’s activities and health when 
no one is there with them. Other applications of HAR are security surveillance 
(crime rates are reduced), keeping track of military actions, monitoring driving 
activities to assure safe travel, and many more.

HAR is made possible by the use of cameras, sensors, and accelerometers [2]. 
Cameras are used to capture or record videos. Some of the sensing technologies 
used in HAR so far are infrared sensors, wearable devices, and RGB (Red, Green, 
and Blue) cameras [3]. Due to privacy issues, sensors are dominated over cameras. 
In the case of wearable devices, the sensors are worn by elderly people. These sen-
sors will collect the data in the form of audio or images. Then this data is stored in 
a platform as a dataset. This dataset is further used to train different machine learn-
ing and deep learning algorithms [4]. The various approaches for human activity 
recognition classification are given in Fig. 1.

In this chapter, we have briefly described various approaches presented in the 
literature based on machine learning and deep learning, few datasets, applications, 
and challenges.

The chapter contains six sections: Sect. 1 describes HAR and its importance, 
Sect. 2 contains various approaches used in human activity recognition, Sect. 3 
contains description about various datasets used, Sect. 4 contains various applica-
tions, Sect. 5 contains challenges, and Sect. 6 is conclusion.

2  Related Work

The general process of human activity recognition is given in Fig. 2. It consists of 
four stages, i.e., sensor selection and deployment, data collection from sensors, pre- 
processing the data, and in the last stage, applying machine learning algorithms. In 
this section, we will discuss various machine learning and deep learning approaches 
applied by various researchers in the past.
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Fig. 1 Human activity recognition approaches classification

Fig. 2 General process of human activity recognition [10]

2.1  Machine Learning-Based

Long Cheng et al. [9] have applied SVM, NN, and HMM algorithms for human 
activity classification datasets taken from the UCI machine learning repository. 
Zameer Gulzar et  al. [11] have applied six classification algorithms, namely RF, 
NB, KNN, Gradient descent, and logistic regression algorithms for human activity 
classification. They have taken the dataset from the UCI machine learning reposi-
tory. They have found that neural network and logistic regression algorithms have 
performed better among all the algorithms. Min-Cheol Kwon et al. [19] have applied 
an artificial neural network on the dataset collected through a smartwatch. They 
have considered 11 activities. They have applied DT, SVM, RF, and ANN classifica-
tion algorithms. They have found ANN as the best algorithm giving an accuracy 
value of 95%. Haritha Vellampalli [20] has applied two-dimensionality reduction 
techniques, namely, PCA and CA on the dataset. After the dimensionality reduction, 
he has applied five classification algorithms, namely, KNN, DT, NB, LR, and 
ANN. He has found that ANN with CA feature reduction method is the best among 
all the combinations applied with an accuracy value of 97%. Abdul Lateef Haroon 
PS et al. [21] have proposed a novel system that can recognize the joints. The tem-
poral and spatial features extracted are passed to the KNN classification algorithm. 
They have observed an increase in accuracy with the increase in memory require-
ments. Ya Min et al. [22] have applied six classification algorithms, namely, J48, 
Decision Tree, JRIP, NB, AD1, and random forest, on the WISDM dataset. They 
have found that the random forest algorithm is the best, with an accuracy value of 
94.68%. Nadeem Ahmed et al. [23] have developed a method for feature selection 
that is a combination of filter and wrapper method. The extracted features are passed 
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to the support vector machine (multiclass) with a non-linear kernel. They have 
reported an accuracy value of 96.81% with their approach. Jitenkumar B Rana et al. 
[24] have performed four classification algorithms, namely, decision tree, random 
forest, AdaBoost, and SVM, on the publicly available dataset. They have found that 
random forest is giving the highest accuracy value of 99.80%.

2.2  Deep Learning-Based

Aaditya Agrawal et  al. [16] have applied CNN, LSTM deep learning for human 
activity classification on the WISDM dataset. They found that LSTM is better 
among two algorithms with an accuracy value of 92%. Farzan Majeed Noori et al. 
[25] have fused data collected from multiple sensors with different representations 
at decision level, data level, and feature level. The fused data are then passed to the 
CNN algorithm for classification. They have used three publicly available datasets. 
Piyush Mishra et al. [26] have applied machine learning algorithms, namely, KNN 
and random forest and deep neural network, with feature reduction techniques. 
They have found that the deep neural network model performed better among all, 
with an accuracy value of 97.32% on a publicly available dataset. Alawneh et al. 
[27] have applied LSTM and GRU on three publicly available datasets. They have 
used time-series data augmentation to enlarge the dataset. They have found that 
GRU has performed better on all the datasets in terms of accuracy and training time. 
Browne et al. [28] have proposed the CAE-TCN model for human activity recogni-
tion. They have considered two sets of datasets (set A and set B). The Convolutional 
Auto Encoder (CAE) model is used to eliminate the noise and complexity, and a 
further temporal convolutional network is applied. Saedeh Abbaspour et  al. [29] 
have applied hybrid deep learning models involving LSTM, CNN, Bi-LSTM, GRU, 
and Bi-GRU on the PAMAP2 dataset. Gaddam et al. [30] have applied deep learn-
ing models, namely, CNN on publicly available datasets. They have also explored 
hyperparameters. Rashid et al. [31] have applied vision-based object model with 
different object tracking human activity recognition. Gaddam et  al. [32] have 
applied CNN on the publicly available dataset for human facial emotion detection.

3  Datasets

The datasets of human activity recognition are mainly classified as sensor-based and 
camera-based. Some of the datasets used in human activity recognition are as 
follows:

A. Banga et al.



107

3.1  UCI-HAR Dataset

UCI-HAR Dataset [5] is publicly available and most widely used. For creating this 
database, a total of 30 people have been taken wearing a waist-mounted smartphone 
with embedded sensors that are capturing ADL (Activities of Daily Living). Only 
six activities have been recorded, which are: Walking, Walking_Upstairs, Walking_
downstairs, Laying, Sitting, and Standing. The smartphone used was Samsung 
Galaxy S II.  Sensors like accelerometers and gyroscopes were used. There are 
10,299 numbers of instances in the dataset. For each record, 3-axial acceleration 
and 3-axial angular velocity have been provided. The total number of attributes with 
time and frequency domain variables is 561. These data were published on December 
10, 2012.

3.2  Van Kasteren Dataset

Two datasets are publicly available on Ubicomp (Ubiquitous Computing) [6]. The 
first dataset is corresponding to house 1 (Apartment), having three rooms of a 
26-year-old male. The duration of the dataset is 25 days, in which the kitchen data-
set and bathroom dataset are extracted. Another dataset is for house 2, having six 
rooms of a 57-year-old male. The duration of the dataset is 19 days. These datasets 
are publicly available at http://sites.google.com/site/tim0306/. Sensors like reed 
switches are used to sense the state of doors and cupboards (whether open or closed), 
mercury contacts are used to sense the movement of objects like drawers, and 
Passive infrared sensors are used to detect motion.

3.3  Real-Life-HAR Dataset

Garcia-Gonzalez et al. [7] have presented human activity recognition dataset, which 
is placement independent, orientation independent, and subject independent. The 
dataset is collected using the gyroscope, accelerometer, GPS, and magnetometer of 
the smartphone. The dataset is publicly available at this link (https://lbd.udc.es/
research/real- life- HAR- dataset/). The measurement is made for four activities, 
namely, active, walking, driving, and inactive. The data were collected through an 
android app over a period of one month. The people who participated in the data 
collection process were asked to set the activity in the android app before starting 
the activity. In this way, each activity is stored in a separate session. The data stored 
correspond to the gyroscope, accelerometer, and magnetometer are tri-axial values. 
Corresponding to GPS, device increments in terms of longitude, latitude, and alti-
tude are stored.
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3.4  Wireless Sensor Data Mining (WISDM)

The dataset collected by members of the wireless sensor data mining lab [8] is col-
lected through accelerometer and gyroscope sensors of a smartphone and smart-
watch. Fifty-one people have performed 18 different activities of daily living for 
3 minutes. The activities include brushing, folding clothes, eating foods, drinking, 
jogging, writing, clapping, walking, etc. This dataset can be accessed from UCI 
machine learning repository. The data have six attributes, namely, subject-id (unique 
for each person), activity code (total of 18 activities, ranging from A to S), time-
stamp, x, y, and z (sensor value for each axis). There are a total of 15,630,426 
records in this dataset.

3.5  Opportunity Dataset

Ricardo Chavarriaga et al. [18] have devised this dataset for benchmarking human 
activity recognition from ambient, wearable, and object sensors. The dataset con-
tains readings of motion sensors while humans perform daily activities. There are 
four users, and six runs are performed for each user. Five runs are done for daily 
activities and one drill run. The daily activities include groom, prepare coffee, drink 
coffee, clean up, break, prepare sandwiches, and eat sandwiches. The drill run 
includes drink while standing, clean the table, open and close the fridge, dishwasher, 
drawers, and doors. There are a total of 2551 instances with 242 attributes. The data 
are collected over a period of 30  days. This dataset can be accessed from UCI 
machine learning repository.

4  Applications

HAR has been considered a very important parameter in many fields. Some of the 
areas are discussed as follows [12]:

4.1  Security and Surveillance System

One of the applications of HAR is in security and surveillance systems at public 
places like railways, markets, banks, airports, malls, and many more. HAR has 
proved very useful in decreasing the crime rate and the risk of dangerous activities 
from occurring at these kinds of public places. It becomes easy to detect suspicious 
human–human interaction at a very early stage. As an example, the surveillance 
systems at the airport are used for baggage unloading, aircraft arrival preparation, or 
refueling operation [13].
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4.2  Healthcare Monitoring

HAR plays a very significant role in healthcare monitoring. The systems are installed 
at residential areas, hospitals, or rehabilitation centers. These healthcare systems 
can be used for detecting fall detection in the case of elderly people; other daily 
activities of humans can also be monitored by using this system; for example, chil-
dren having motor disabilities can be traced when they are doing physical exercises 
[14]. The sensors are worn by the people on their waist, elbows, or on other parts of 
the body. Whenever the sensors detect some suspicious activity, immediately the 
third parties (whether medical agency or family members of the concerned people) 
are notified so that necessary actions can be taken.

4.3  Active and Assisted Living Applications for Smart Homes

A smart home is an environment in which sensors are placed to monitor the resi-
dents and assist in their daily needs. This helps to improve the quality of life and 
enhances the independence of the residents, especially the elder and the disabled 
people [4]. This is possible by the use of wearable sensors (that are worn on the 
body of residents) and some sensors placed in the environment that gives audio- 
video based solutions for supporting the people. By doing this, a high cost that 
would occur by long hospitalization of the elderly people can be cut.

4.4  TI (Tele-Immersion) Application

These kinds of applications are used where the users want to share a physical, vir-
tual environment and can interact with other people in real-time. Their physical 
environment is common, but their geographical environment is different. Video con-
ferencing is one of the examples of TI applications [17]. One of the drawbacks of 
these applications is that very big data have to be transferred over the transmission 
channel. So data compressors are needed in these cases.

5  Challenges

As there are many technologies used in HAR like sensor technologies, which are 
large datasets, processing of these datasets for machine learning and deep learning 
algorithms increases the complexity of HAR, which further gives rise to various 
challenges that are being faced in this field of the research area. Some of them are 
highlighted as follows [15]:

Human Activity Recognition: Approaches, Datasets, Applications, and Challenges



110

 1. Deployment of sensors: The basic requirements for HAR are sensors. These sen-
sors are worn by the people, and the data are collected using these sensors. So 
the placement of these sensors is one of the big challenges.

 2. Sensors’ limitation: The data are continuously received by the sensors. So in case 
of faulty sensors, the data collected would be incorrect. Immediate knowledge of 
the faulty sensors is also a challenge.

 3. Feature Extraction: The other challenge in HAR is principal features extraction. 
There can be interactivity similarity that occurs in HAR; for example, walking 
and running are two different activities but have some similarities between the 
two. So extracting features from these kinds of activities is difficult.

 4. Multiple activities and people: If there are more than one elder people in a house 
or if a person is performing multiple activities at the same time or if different 
people may have different activity styles, then mapping the activities at such 
instances is difficult.

 5. Interpretation insufficiency: When using machine learning algorithms, their 
training and evaluation require a lot of interpreted data samples, which further 
increases the cost and time consumption due to sensory activity data.

 6. Data Segmentation: Some activities are composite activities like washing hands, 
which can be composed of turn on the tap, soaping, rubbing hands, washing, and 
then drying. Basically, composite activities are the sequence of some activities. 
So, correct recognition of these activities depends on a very precise data segmen-
tation process.

 7. Privacy: As sensors are capturing every moment of people, there is a risk of 
personal information disclosure.

 8. Understandability of the recognition system: Text or image data are easily read-
able data, but the data collected from sensors are not easily readable as the sensor 
data contain some noise information due to imperfections of sensors. So the 
recognition system should differentiate between the data that facilitate recogni-
tion and the one that crumble it.

6  Conclusion and Future Scope

This chapter explores various techniques, datasets, applications, and challenges in 
human activity recognition. This chapter has discussed a broad classification of 
human activity recognition systems. The further general process that has to be fol-
lowed in HAR is discussed. Different approaches like machine learning-based and 
deep learning-based have been surveyed. HAR is an emerging area of research and 
development, so many sensors (wearable and non-wearable) have also been dis-
cussed. The whole process depends upon the data collection by the sensors and 
processing of that datasets. There are many datasets (text, images, audio-based, and 
video-based) that are publicly available, and some of the important datasets are 
surveyed here. Further, there is a wide range of applications of HAR, which have 
been explored in this chapter. Finally, challenges that are being faced in this research 
area has been discussed.
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In the future, we can implement various machine learning and deep learning 
algorithms on various datasets that are publicly available. The other approaches, 
datasets, and approaches can be explained.
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Deep Learning for IoT

Tausif Diwan, Jitendra V. Tembhurne, Tapan Kumar Jain, and Pooja Jain

1  Introduction

With the advent of 5G technology and evolving Artificial Intelligence (AI), Internet 
of Things (IoT) has attained a huge popularity and has a wider scope. IoT describes 
the uses and applicability of the interconnected devices and systems for leveraging 
the data generated through various embedded sensors and devices. The connected 
devices are not limited to mobile phones or systems but cover a wide spectrum of 
things such as connected homes and connected buildings. Conclusively, the objects 
or things that we are talking about may be mobile or static. As per statistics, the 
mobile connections will grow in size very rapidly and it will be accounted approxi-
mately 10 billion by the end of 2020. However, the count of connected devices will 
reach to approximately 25 billion by the end of 2020. IoT can benefit to a wide 
range of consumers for delivering a dramatically improved version of solutions with 
enhanced security, usability, satisfiability, and many other aspects of the day-to-day 
life. Retail sector, agricultural, industries, manufacturing, health division, and many 
more sectors are benefitted with the development technology of IoT. In addition, 
Machine to Machine (M2M) solutions are also known as a subfield of IoT, in which 
devices are connected with the help of wireless communication over internet. This 
subfield is capable in delivering improved services to the wide range of industries 
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with minimum human intervention. The major role and outcomes of IoT-based 
devices and applications can be summarized as: (i) Core sectors that play a major 
role in driving economy of any country are benefitted with the help of IoT-based 
services; (ii) To capture the global aspects of the consumers with the help of IoT- 
based global models and services; (iii) Adjacent industries jointly develop the IoT- 
based services to capture and fulfil the end customer need efficiently; (iv) The 
research in the direction of improvement for value-added services of the IoT ser-
vices; and (v) Handling and satisfying the varying need of IoT devices and 
applications.

Enormous amount of unstructured data is generated from various sources, col-
lectively known as Big data. Big data can be considered as distributed database 
wherein big data files are stored, accessed, updated, and analysed by different big-
data technologies for performing various tasks. IoT devices and their applications 
are important sources of data and also contribute to the big data database. Generally, 
deep learning models are preferred for processing and analysing the large-sized data 
only. At the same time, model performance is also higher when introduced to large 
amount of data, which is the basic need for various IoT devices and applications.

The rest of the chapter is organized as follows. The second section covers the 
introduction to Deep Learning and deep models utilized in various IoT devices and 
applications. Specifically, we preset Convolutional Neural Networks (CNN) and 
variants, RNN, LSTM, and some generative models that shall be utilized in the 
subsequent sections of the chapter. After these, we summarize the role and applica-
bility of deep models for IoT in some of the selected domains with an emphasis to 
healthcare. Subsequently, the role and applicability of various deep models in IoT 
devices and applications for several other domains such as smart homes, smart cit-
ies, and smart transportation are covered in brief. The last section concludes the 
paper and presents the future scope in the context of architectural advances of main-
stream deep models for the betterment of IoT devices and applications. The taxon-
omy of the entire chapter is summarized in Fig. 1.

2  Deep Learning and Models

Deep learning was introduced in the early 2000s after Support vector machines 
(SVM), Multilayer perceptron (MLP), Artificial Neural Networks (ANN), and other 
shallow neural networks got popularized. Many researchers term it as a subset of 
Machine learning (ML), which is considered as a subset of Artificial Intelligence 
(AI) in turn [1]. During the early stage of modernization, deep learning didn’t draw 
much attention due to scalability of data and several other influential factors. After 
2006, it has changed its gear and got popularized tremendously as compared to its 
contemporary ML algorithms because of three main reasons: (i) availability of 
abundance of data for processing, (ii) availability of high-end computational 
resources, and (iii) success stories of deep learning in various other domains. 
Multiple layers of neurons are utilized for minimization of loss or error components 
for realization of any particular supervised or unsupervised task in the presence of 
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Fig. 1 Taxonomy of the chapter

Fig. 2 (a) Sigmoidal neuron (b) Deep neural network

huge amount of data. Figure  2 represents the computational analogy of a single 
sigmoidal neuron and general schematic of fully connected deep neural network. 
Deep learning basically captures the representational features of learning using an 
incremental approach with the help of multiple layers wherein each layer is respon-
sible for synthesization of extracted features from the previous layers. In addition, 
initial layers are responsible for capturing the low-level features. However, later 
layers are designed for grasping the high-level features. Traditional ML algorithms 
rely on handcrafted feature extraction followed by feature selection for performing 
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any prediction or classification tasks. Usually, these algorithms spend a huge amount 
of time in choosing the best method for feature extraction. In order to overcome 
these drawbacks, researchers, industrialists, and academicians are actively working 
in deep learning. Commonly applied deep learning models include deep neural net-
works, Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN), 
and its architectural variants such as Long Short-Term Memory (LSTM) and Gated 
Recurrent Unit (GRU), Generative Adversarial Network (GAN), and different types 
of auto encoders, and are chosen as per the application’s nature and characteristics. 
CNN is an important deep learning model adopted for computer vision at its incep-
tion level. However, in other research areas such as Natural Language Processing 
(NLP), robotics is also getting benefitted by this model. This model suggests fewer 
parameters as compared to dense deep neural networks leveraging comparatively 
lesser time for model convergence and offers parameter sharing. Moreover, RNN 
and its architectural variants such as LSTM and GRU are basically employed for the 
features’ extraction from temporal or sequential data such as time series forecasting. 
Broadly, neural networks are divided into two categories viz. generative and dis-
criminative models. Boltzmann machine is stochastic in nature based on generative 
neural networks through which one can learn the probability distribution over set of 
input provided to this model. Auto encoders are special kind of neural networks 
utilized for learning the compact representation of the input, specifically employed 
for dimensionality reduction of the input. Deep Belief Network (DBN) is another 
important category of generative models wherein smaller unsupervised module 
such as auto encoders or Restricted Boltzmann Machine (RBM) are stacked multi-
ple times such that output of a layer acts as an input for the next layer for a genera-
tive task. All these deep models are being applied heavily for capturing, processing, 
and analysing the sensory data for better feature extraction and further processing 
on various IoT devices and applications. Herein, we briefly elaborate and summa-
rize these deep models, their architectural aspects, and applicability in the con-
text of IoT.

2.1  CNN

Due to scaling inefficacy in deep neural networks, CNN is widely adopted to cap-
ture the spatial and contextual information with fewer parameters [2, 9]. While han-
dling with high-dimensional inputs, it is almost impractical to connect a neuron of 
any particular layer to all the neurons in the previous layer. However, one neuron is 
connected to only a local region of previous layer in the CNN architecture. This 
introduces a considerable reduction in the model complexity and considered as the 
backbone of CNN analogy. Three major operations constitute the main pillars of 
CNN architectures viz. convolution, pooling, and a non-linear activation preferably 
ReLU. The general architecture of the CNN is presented in Fig. 3 wherein two con-
volutional layers are followed by fully connected or dense layers. However, convo-
lution and pooling operation are represented with the help of Fig. 4. Convolutional 
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Fig. 3 Generic architecture of CNN

Fig. 4 Convolutional neural network operations. (a) Conv-layer. (b) Max-pooling layer

operation refers to applying a sliding filter over the entire input volume and generat-
ing a weighted sum as illustrated in the convolution operation wherein a 3 × 3 filter 
is applied on an input volume of size 5 × 5 and generating an output of size 3 × 3 
[3]. Three hyperparameters viz. filter size, stride, and padding decide the size of the 
output volume in the convolution operation. Pooling refers to the down sampling of 
an input volume, specially utilized for capturing the dominating features [4]. Max- 
and Average pooling are the two major types of pooling employed in the 
CNN. Pooling layers are optional in the architecture and can be used depending 
upon the architecture and application requirements. No parameters are associated 
with the pooling layers; however, convolutional and dense layers are characterized 
by the number of parameters associated with them. Similarly, a non- linear activa-
tion function is utilized for the activation of the neurons belonging to convolutional 
and dense layers.

Object detection and its related tasks such as classification, localization, and seg-
mentation form a very important category in various IoT applications. Object detec-
tion problem generally performs the features extraction followed by the classification 
and localization, implemented in two stages, and the corresponding architectures 
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are known as two-stage object detectors. The first stage is responsible for generating 
Regions of Interest (RoI) using Region Proposal Network (RPN). However, the 
second stage is responsible for predicting the objects and bounding boxes for the 
proposed region. The latest example in this category includes Region based convo-
lutional neural networks (RCNN), fast RCNN, and faster RCNN [5]. Faster R-CNN 
is a successor of R-CNN and Fast R-CNN, and was released in early 2016. It had 
two modules: (1) First is a CNN, i.e., Region proposal network, which is responsi-
ble for generating region proposals. It takes a single image as input and outputs the 
bounding boxes and object scores. (2) During training, RPN is trained on ImageNet 
then region proposals are used for object detection, and lastly Fast R-CNN is fine- 
tuned with unique layers. However, with the advent of You Only Look Once (YOLO) 
and its successors, attempts are being heavily appreciated for solving these tasks in 
one shot/stage wherein localization problem is formulated as a regression problem 
with the help of deep neural networks. The authors of YOLO [6] have reframed the 
problem of object detection as a regression problem instead of classification prob-
lem. A convolutional neural network predicts the bounding boxes as well as class 
probabilities for all the objects depicted in an image. As this algorithm identifies the 
objects and their positioning with the help of bounding boxes by looking at the 
image only once, hence they have named it as YOLO. The architecture of YOLO is 
inspired by GoogLeNet architecture. It was implemented and tested on VOC Pascal 
Dataset 2007 and 2012 for an object detection task, and Darknet framework is uti-
lized for the training of the model. Herein, inception modules of GoogLeNet were 
replaced by (1 × 1) convolution followed by (3 × 3) convolutional filters, and only 
the first convolutional layer has a (7 × 7) filter. YOLO has 24 convolution layers 
followed by two fully connected layers as shown in Fig. 5.

Fig. 5 YOLO architecture

T. Diwan et al.



119

2.2  Sequence Models

RNN and its successors such as LSTM, GRU, and transformers constitute another 
important category of deep learning model for extracting the features and perform-
ing classification on the time series or sequential data, and these models are tremen-
dously performing well on a variety of domains ranging from stock prediction to 
wind estimation and forecasting [10]. As most of the IoT devices generate or oper-
ate on sequential data, these models and their role and applicability are explored by 
the research community for the betterment of IoT devices and its applications. 
Sequential data is characterized by the different time steps. The generic architecture 
of RNN is presented in Fig. 6 wherein output of an RNN cell is not only determined 
by the current time step input but also depends on the outputs on the previous cell. 
Specifically, a cell takes two parameters as inputs, namely, current timestep input 
and hidden output of the previous cell. This is the basic philosophy of any cell in all 
the aforementioned sequential models. One thing should be noted that the parame-
ters, i.e., weight matrices are shared across different time-steps. Conclusively, tem-
poral ordering across the input is taken care of using the sequential processing by 
this family.

RNN cells are comparatively simpler in comparison with LSTM and GRU cells 
due to its fewer tensor operations. The inability of capturing long-term dependency 
is one of the major bottlenecks of the RNN that is taken care of in the other members 
of the family at an expense of increased cell complexity. For the sake of weight 
updating and the model convergence, gradient is back propagated from the current 
timestep cell to the initial cell, known as back-propagation with time (BPTT). The 
gradients at the distant cells get vanishes as the gradients get multiplied in a chain 
rule manner in the course of BPTT. This problem is widely regarded as vanishing 
gradient problem. As an example, sometimes the distant information should be 
given more emphasis as compared to neighbouring cells for the current prediction 
and RNN is unable to handle this situation intelligently due to the absence of stor-
age unit of cells.

Fig. 6 Recurrent neural networks
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Fig. 7 Long short-term memory

To address the aforementioned problem and for the improved modelling of long- 
term dependency across the cells, LSTM and GRU were proposed [7, 8]. These 
models are capable of mitigating the effect of vanishing gradient problems by intro-
ducing several gates in the cells. These gates are responsible for storing and trans-
ferring the past important information to the next cell and removing the irrelevant 
information. Cell state information is maintained in each cell that includes the nec-
essary information and removes the non-necessary information in the course of 
model training. Figure 7 illustrates the single cell corresponding to the LSTM archi-
tecture wherein three different gates viz. forget, input, and output gates are main-
tained for the fulfilment of long-term dependency. Sigmoid activation draws an 
important role in distinguishing necessary and non-necessary information as it 
squishes between 0 and 1.

Input at current timestep is concatenated with hidden output of the previous cell 
and passed to the various activation functions to perform different gating opera-
tions. Forget gate decides the importance of the previous information and pass it 
further for updating the current cell state. Cell state decides whether the information 
is added, retained, or subsidized. Cell state gets modified by taking into account the 
input gate, forget gate, and previous cell state. Output gate is responsible for the 
generation of the hidden state that shall be utilized in the next LSTM cell.

2.3  Generative Models

RBM are generative probabilistic models consisting of two layers of artificial neural 
networks. These models are capable of performing dimensionality reduction, stan-
dard supervised tasks such as classification and regression, feature learning, and 
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collaborative filtering by learning the probability distribution in the input. These are 
extremely simple models having input and output layers, generally referred to as 
visible and hidden layers. Connections are established between the neurons belong-
ing to different layers but not from the same layer. In other words, neurons belong-
ing to these two different disjoint sets form a symmetric bipartite graph. In the 
learning phase of these models, parameters shall get updated in the direction of 
effective and meaningful reconstruction of the input by minimizing the reconstruc-
tion error [11]. Furthermore, Auto encoders are neural networks utilized for learn-
ing the compact representation of the input, specifically employed for dimensionality 
reduction of the input or data [12]. As IoT devices and applications signify the short 
of resources, reduced computational complexity with the help of such models leads 
to better resource utilization. Encoders and decoders are the two main pillars of auto 
encoders wherein dimensionality reduction is achieved using encoder network and 
decoder tries to reconstruct the same data by introducing latent space representa-
tional layer between these two modules. Auto encoders and RBM are very simple 
networks and unable to learn the complex features of efficient reduction. However, 
these modules are stacked multiple times to form aDBN, a complex structure capa-
ble of handling bottlenecks of the aforementioned simpler models. Nowadays, GAN 
has earned a huge popularity in the race of generative models. It has two main mod-
ules viz. generator and discriminator. New data instances having resemblance with 
the input data are generated by the generator module; however, validity of the newly 
created instance is verified using discriminator module [13].

3  Deep Learning for IoT in Healthcare

With the advent of Artificial intelligence techniques, especially deep learning algo-
rithms, e-health has become quite prevalent. In the corona times, when people are 
forced to stay at home, digital health has become all the more useful and important. 
People believe in getting medical aid from the comfort of their home. Various deep 
learning methods are used to help the people to track their medical problems. 
Figure 8 illustrates the generic diagram of deep learning for IoT in healthcare.

Clinical workflow of the ECG is completely dominated and determined through 
the ECG interpretation [14]. With proper and accurate interpretation from the ECG, 
one can get the prioritized medical diagnosis. A DNN is developed for the classifi-
cation among 12 rhythm classes using approximately 90 k ECGs, collected from 
50  k patients using single-lead ambulatory ECG monitoring devices. It was an 
attempt to mitigate the misinterpreted ECGs. The constructed DNN achieves an 
area under ROC curve of 0.97 on validating the model on an independent annotated 
dataset. However, an F1-sore of 0.83 is recorded in comparison with 0.78 recorded 
by the expert cardiologists.

Poorly handled blood sugar may cause damage to the tissues at the retinal back 
area, known as Diabetic Retinopathy [15]. Referring to the medical experts for the 
detection of this disease is a time and resource consuming process. Diabetic 
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Fig. 8 Deep learning for IoT in healthcare

retinopathy detection with the help of retinal fundus images is realized using DCNN, 
and the model demonstrates high sensitivity and specificity compared to the state- 
of- the-art models. The DCNN was tested on EyePACS-1 dataset consisting of 9963 
retinal fundus images from 4997 patients. Eventually, WHO reports unhealthy life 
style as a leading cause of mortality [16]. Lack of data related to unhealthy lifestyle 
is the main hurdle to approach this problem efficiently and intelligently. A CNN- 
based smart personal health advisor (SPHA) is proposed that periodically monitors 
the physiological and psychological activities of the end user for the better health 
monitoring and to further assist with proper guidelines. Accurate detection of pills 
by observing the pill image is a challenging task [17]. Blurring, shading, back-
ground colour, resizing, and different illumination are considered as the five main 
challenges in the exact detection of the pill from the visual content. A multi CNN- 
based MobileDeepPill model is proposed for this task wherein each CNN takes care 
of different challenges for the sake of the improvement of the recognition 
performance.

The cause of various chronic diseases such as diabetes, obesity, and cardiovascu-
lar abnormalities may be inferred from day-to-day ambulatory activities, which can 
be identified by energy expenditure in turn [18]. Exact estimation and prediction of 
Energy Expenditure is an important task for the identification of various ambulatory 
activities such as walking, standing, climbing, etc., and to further assist the person 
from preventing any chronic disease. Direct estimation of energy expenditure with 
the help of wearable sensors has a limited accuracy. Hence, CNN is employed for 
the accurate estimation of Energy Expenditure from the data collected by different 
wearable sensors, specifically triaxial accelerometer and heart rate sensors in this 
case. CNN extracts the useful features automatically from the data collected through 
such sensors and outperform other state-of-the-arts by producing 30% lower Root 
Mean Square Error (RMSE). The data for this experimentation is gathered from the 

T. Diwan et al.



123

aforementioned wearable sensors by around 30 volunteers performing routing 
ambulatory activities.

Intelligent deep models that enabled diagnosis based on medical imaging may 
further assist the medical experts in deciding the better diagnosis path for the 
patients [19]. One such example is the early stage skin cancer detection followed by 
proper diagnosis, which can affect the survival to a greater extent, and is also a chal-
lenging task for the expert medical practitioners. VGG-based CNN model leverag-
ing the benefit of transferring the learnt parameters from the pretrained architecture 
is developed for the early stage melanoma detection. The model is tested on ISIC 
Archive dataset, a dermoscopic images dataset containing the malignant or benign 
skin lesions and demonstrates a considerable sensitivity of 78.66%. Intelligent med-
icine recognition device ST-Med-box is implemented for proper, on-time, and in- 
sequence medication to patients consuming multiple medicines [20]. An 
android-based intelligent mobile device is realized using CNN-based inception-v3 
network that captures the medicine features with the help of bounding box predic-
tion and Region of Interest.

Effective segmentation is a challenging task in the medical diagnosis [21]. It 
became more difficult in the case of three-dimensional images such as 
MRI. Anatomical segmentation from medical images is generally carried out using 
voxel classification. There is a trade-off between applying multiple lower dimen-
sional filters and single higher dimensional filters for extracting features from mul-
tidimensional inputs with the help of CNNs. In this direction, DCNN is experimented 
for the segmentation task based on voxel classification wherein three two- 
dimensional CNNs are employed for the three different planes instead of applying 
single three-dimensional filter on the three-dimensional MRI images. CNN are 
capable of learning low level features from the initial convolutional layers and high- 
level features from the later convolutional layers. The features are fused, which are 
extracted from the three different CNNs for effective segmentation, and constructed 
model outperforms state-of-the-art and expert radiologists. The model was evalu-
ated on 114 knee MRIs with approximately two million voxels in each MRI. The 
performance criteria used in this experimentation was dice similarity coefficient 
(DSC) between manual and automatic segmentation.

Subsequently, movement data is analysed with the help of CNN and LSTM, and 
combined results are utilized for a better prediction of freezing gaits in the patients 
suffering from Parkinson disease [22]. Three benchmarking datasets viz. Opportunity 
dataset (Opp), PAMAP2 dataset, and Daphnet Gait dataset (DG) have been experi-
mented for this prediction task that employed the wearable sensors for the collection 
of various movement data. On each of these datasets, DNN, CNN, and RNN, and 
its architectural variants such as LSTM, bi-LSTM, and GRU, are experimented for 
the prediction of various movement gestures such as running, walking, swimming, 
etc. With the help of more than 4000 experiments, suitability and applicability of 
each model for different tasks in Human Activity Recognition (HAR) is tested in the 
context of ideal hyperparameters setup specially learning rate, regularizations, and 
architectural changes. Actually, hyperparameters setup is a dominant factor decid-
ing the model’s selection and performance for any particular task that is nicely 
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investigated in this research, and conclusive guidelines were presented for the 
model-specific performance enhancement. In the context of sequence modelling 
such as HAR activities, sequential deep models outperform in comparison with 
other deep models. Here, RNNs suffer from vanishing gradients problem, unable to 
capture long-term dependencies but enjoying simple architectures, and perform 
well for various short activities. However, LSTMs outperform its predecessor in 
case of long activity recognition. CNN is preferred for such HAR activities that 
don’t require any short- or long-term dependencies because of its ability of captur-
ing local patters or features efficiently.

In ensemble architectures, a combination of CNN and RNN is most popular for 
spatiotemporal inputs wherein CNN is employed for the features’ extraction and 
these temporal features are provided as an input to the sequence models [23]. In one 
such study, recurrent 3D convolutional neural network (R3D) is presented for the 
action recognition task from the spatiotemporal input datasets. Three dimensional 
convolutional filters are utilized for features’ extraction; however, these extracted 
features are given as input to the different cells of LSTM. LSTM captures temporal, 
the long-term dependencies from the fused features generated from 3D-CNNs. 
Specifically, 3D-CNN convolves over the video frames to capture the short-term 
spatiotemporal features from different time steps, which is further aggregated to 
extract the long-term spatiotemporal features with the help of LSTM. This architec-
ture is tested for monitoring various human activities of the patients or older person, 
and is considered as a prominent step in the direction of intelligent healthcare. 
Experimentations are performed on UCF101, a large-scale dataset consisting 
approximately 13 k video clips for around 100 action classes. There are two aspects 
of the results for this category of tasks: (1) How accurately it is predicting the 
actions, and (2) How fast the prediction occurs and it can be counted as frames per 
second (fps), generally depends on the underlying hardware. Moreover, with the 
advent of latest multicore architectures and many core GPUs, the computation time 
is getting reduced to a large extent. R3D achieves a benchmarking accuracy of 
85.7% by processing 427 fps. In many studies, deep models are employed for the 
features extraction followed by a support vector machine (SVM) that acts as a clas-
sifier. The reason behind this is that SVM performs better as a classifier in compari-
son with the deep models. In this experimentation, an improved accuracy of 86.8% 
is achieved by applying an SVM on the extracted features by CNN and 
LSTM. However, on the downside, computational time is increased by applying 
another layer of linear classifier, and a slight reduction is observed in fps.

4  Deep Learning for IoT in Other Domains

In this section, we basically cover some of the important domains that are rigorously 
exploring deep learning and models for IoT such as Smart homes, Smart cities, and 
Smart transportation. With the evolution of IoT technologies and deep learning, 
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huge automation has been introduced in smooth functioning of various tasks related 
to the aforementioned domains.

4.1  Smart Homes

With the advancements of smart home devices and an intelligent interconnect 
among them, it leverages the better standard of the in-house living. In-house local-
ization is very useful for various IoT-enabled applications such as monitoring of 
kids and older person, anomaly detection, intruder detection, and many more. 
Finger printing-based in-house localization outperforms other approaches in case of 
large-labelled data, which is time consuming and a labour-intensive approach [24]. 
Semi supervised approach is applicable in the presence of small amount of labelled 
and large quantity of unlabelled data. A novel approach for in-house localization is 
presented based on semi supervised learning, deep learning, and extreme deep 
learning that outperforms other features’ extraction approaches for in-house local-
ization problem. Another approach for handling large unlabelled data is the use of 
auto encoder and its variants [25]. In most of the smart homes’ IoT applications, an 
action is decided based on sequence of previous events; Reinforcement Learning 
(RL) generally performs better as compared to other deep models. In one such 
study, variational auto encoders (VAE) are utilized for the in-house localization with 
the help of Bluetooth Low Energy (BLE) signal strength. The proposed model out-
performs deep reinforcement learning for deciding the best action policies based on 
the near optimal estimation for in-house localization. Deep Fi is another deep 
learning- based novel architecture wherein fingerprinting-based in-house localiza-
tion problem is targeted very efficiently with the help of channel state information 
[26]. Shadowing effect is utilized for localization and activity recognition problem 
without explicit usage of any device [27]. With the help of the surrounding wireless 
links, the model employs the sparse auto encoder to learn the discriminative features 
without an essence of labelled data.

Furthermore, voice assistants are getting huge popularity in many smart homes 
and smart cities’ IoT applications. Voice assistant in combination with assistive 
robots performs significantly well for various physical activities on voice com-
mands [28]. A CNN-based model is proposed for improving human robot interac-
tion by improving the recognition accuracy of various objects, and further 
movements and repositioning of these objects are suggested using robots. A coordi-
nation between hand and eye is a very much essential component for grasping any 
object [29]. Subsequently, DCNN is trained to enable efficient and successful grasp-
ing irrespective of the current pose of the robot.
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4.2  Smart Cities

IoT applications related to Smart cities are trained and tested for a deployment in 
real environment such as self-driving cars. Runtime and accurate detection of the 
various objects using implanted high-quality cameras in self driving cars is a chal-
lenging task as resulting actions are completely determined based on these deci-
sions. Detection of various sign boards, pedestrian movements, traffic lights, and 
other vehicles and their relative movements are the important things and needs to be 
captured in real time without any failure. The challenges in these applications to 
cover all real-life scenarios that are not always possible while training the model or 
application. A CNN-based real-time object detection mechanism is implemented 
for autonomous driving and the proposed architecture is computationally efficient, 
fast, and accurate [30]. An end-to-end CNN architecture is implemented for the real 
time object detection in the self-driving cars [31]. Herein, end-to-end architecture 
maps the real time images captured by single front faced camera to the car com-
mands with appropriate processing of the images followed by further necessary 
actions executed with the car commands. As driving is a sequential activity and it 
can be learnt using different driving videos covering all possible real-life driving 
scenarios, an LSTM-based model is introduced using large-scale dataset containing 
car driving videos in the crowded areas [32].

4.3  Smart Transportation

Smart transportation is a key ingredient in the development of smart cities. 
Various IoT devices and applications related to smart cities and smart transportation 
are leveraging the benefits of various deep models in processing, analysing, and 
drawing the appropriate decisions. Traffic prediction and monitoring are the two 
key aspects of the smart transportation. Deep belief network is proposed for traffic 
prediction, unsupervised feature representation as an input to the DBN and multi-
task regression is applied on the top, and an output layer for traffic flow prediction 
[33]. As RBM and auto-encoders are the simpler networks, capturing the complex 
unsupervised features is impossible. Auto encoders are stacked multiple times 
known as stacked auto encoders (SAE). SAE is proposed for the same task for 
learning the complex features from the traffic flows [34]. As LSTMs are designed 
for learning spatiotemporal features, traffic flow and correlation among the extracted 
features are learned using this sequence model [35]. CNN-based model utilizing the 
skip or residual connections is proposed for learning spatiotemporal features for the 
crowed traffic data [36]. As we can notice from the literature, almost all the deep 
models are experimented for the traffic flow prediction task. This results in a com-
petitive environment suggesting further scope of improvements. CNN-based RPN, 
SSD, faster RCNN, and YOLO are quite popular for object detection task in a real 
time scenario, capable of generating exact bounding boxes covering all visible 

T. Diwan et al.



127

objects form the captured images [5, 6]. Incremental approach is adopted for an 
improvement in different version of YOLOs. For example, YOLO v1 is unable to 
capture the small sized objects that are further rectified using higher version 
of YOLOs.

5  Conclusions and Future Scope

We summarize the role and applicability of deep models for IoT in various domains 
with an emphasis to healthcare. The advancements of IoT technologies and deep 
learning fields introduce automation, intelligence, and smooth functioning of vari-
ous entities related to these domains. A detailed overview is presented for various 
deep models applied on IoT devices and applications in the healthcare domain. 
However, we also brief deep learning for IoT in smart homes and smart 
transportation.

Recent advances in CNN such as tiled-, dilated-, and transpose-convolution 
should be utilized for efficient features extraction for various IoT devices and appli-
cation [9]. As most of the IoT devices are having resource constraints and demand 
time-bounded output, different optimization techniques such as batch normaliza-
tion, residual or skip connections, and different augmentation techniques should be 
explored for the improved performance of CNNs for IoT applications. For fast pro-
cessing of the CNNs, techniques such as weight compression, usage of low preci-
sion, and Fast Fourier Transform (FFT) should be carefully examined. On the 
sequence models’ side, architectural variants of RNNs and LSTMs should be 
employed for better feature learning and contextual information extraction from 
time series data in the course of better performance of various IoT devices and 
applications [10].
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Rakhi Wajgi, Jitendra V. Tembhurne, Dipak Wajgi, and Tapan Jain

1  Introduction

Internet of Things (IoT) is defined in many ways by the different researchers due to 
indistinctness of two terms, namely, “Internet” and “Things”. The “Internet” mainly 
focuses on the network perspective and “Things” describes objects in the surround-
ings [1]. IoT is oriented into three main visions such as Things, Semantic, and 
Internet [2]. Things includes those objects present in the environment, which can 
sense, store, and transfer data. Internet provides medium of communication between 
things and semantic vision deals with how information generated by things is inter-
preted and stored.

Since the past few years, IoT has created huge number of surprisingly new prod-
ucts, which are beyond our expectations. After the term IoT was coined by Kevin 
Ashton in 1999, it was never thought that IoT is going to become a bedrock for 
numerous applications belonging to diverse domains. It was never believed that IoT 
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is going to change the world by allowing devices to sense the surrounding and 
thereby provide ease of life. Initially, there was a lot of skepticism and objections 
raised by people regarding how computer is going to percept the environment, but 
all were invalidated by progressive applications and prototypes designed by 
researchers using IoT technology. It is a network of physical things, which com-
municate with each other in the environment [3]. Things includes a variety of smart 
sensing devices connected over the internet. These devices continuously monitor 
their surrounding parameters such as temperature, humidity, pressure, healthcare 
information, etc.; moreover, communication takes place among the devices thereby 
substantiating an intelligent IoT system. Because of the exceptional opportunities 
provided by IoT, many business sectors want to exploit this technology.

IoT is mainly characterized by extensive sensing, reliable transmission, and 
intelligent analysis. IoT sensory devices usually record temperature, humidity, bio-
medical information, etc. Single sensor is dedicated to seize one measuring param-
eter or more than one parameter. All sensors are permitted to store data on cloud 
storage, and it can be accessed from anywhere and at any time by the user. IoT 
provides facility of integrating a variety of devices to function together. It also helps 
in easy removal and addition of component with minimum impact, which makes 
IoT a flexible and robust technology [7]. These devices will be controlled remotely 
through specific application. The data collected by these devices are generally 
stored on the cloud storage through internet for further analysis. After analyzing the 
data on the cloud, appropriate decisions are taken. Network protocols are used by 
these smart sensing devices for the communication over the internet. It includes 
ZigBee, Wi-Fi, WiMAX, etc. After few years, numerous devices going to become a 
part of internet and the network will grow enormously to satisfy the requirements of 
people. The growth of IoT mainly depends on two technologies, i.e., Radio 
Frequency Identification (RFID) and Wireless Sensor Network (WSN). RDIF is an 
electromagnetic technology used to track a tag associated with an object, whereas 
WSN is a group of spatially located diversified sensing devices, which monitor and 
record their surroundings. Presently, IoT is completely different and still in its baby-
hood. But in the future, the paradigm is going to shift from “Things” to “Everything” 
and it will be termed as Internet of Everything (IoE).

This chapter is organized as follows: Sect. 2 describes basic architecture of IoT, 
and Sect. 3 elaborates various applications of IoT from diversified domains. Section 
4 explores challenges, future technology of IoE, and future opportunities. The chap-
ter ends with summary mentioned in Sect. 5.

2  Architecture of IoT

Though there are different IoT systems available in the market, basic architecture of 
all IoT systems is nearly similar. Architecture of IoT mainly consists of four differ-
ent layers, namely – sensor layer, network layer, processing layer, and application 
layer, which is shown in Fig. 1. The purpose behind working of all these layers is to 
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Fig. 1 Architecture of IoT

provide scalability, maintainability, ease of use, and dedication to single applica-
tion. Smart sensing devices such as humidity, temperature, smoke sensors, biomedi-
cal sensors etc. are located at the bottommost layer known as sensor layer. Depending 
on the applications, different sensors are used at sensor layer, which are mainly 
classified into Motions sensors, Environmental sensors, and Position sensors. The 
purpose of sensor layer is to collect data from the surroundings through different 
sensing devices. These devices have the capability to sense the environment and 
convert it to analog form. Actuators are also mounted on sensor layer to act upon the 
environment if needed. Devices in this layer have the ability to switch off/on the 
lights, ACs, fire alarms, motors etc. based on the decision taken after data analysis.

Data Acquisition System (DAS) and network gateway are present at network 
layer. DAS converts analog data into digital form, and Gateway floats this digital 
data on the network through high speed gateways and routers. It also protects and 
filters data from malware. Networking protocols such as ZigBee, Wi-Fi, Bluetooth, 
RFID, WiMAX, etc. are the part of network layer. Devices at sensor layer will com-
municate with each other through these protocols. Based on the nature of applica-
tions, protocols are used. RFID and Bluetooth are used for limited area application; 
the contents of RFID tag are read by RFID reader. RFID will work like Barcode 
technology, but unlike conventional barcode, it does not require presence of reader 
in the proximity of tag. Similarly, for wide range applications, other protocols are 
utilized such as Wi-Fi and WiMax. The use of protocols depends on the kind of 
applications, speed requirements, network size, communication pattern, and power 
requirements. Based on this, various protocols work synergistically at different lay-
ers of IoT network.
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Data sensed by sensing devices are processed at the processing layer to take suit-
able decisions. Various machine learning algorithms and visualization technologies 
are used at this layer to perform data analysis and visualization. Complete data and 
results of data analysis are stored on cloud server. This layer also shares processed 
data with other devices via network layer. The topmost layer is the application layer, 
which contains various applications of IoT such as smart homes, wearable devices, 
smart grid, etc. It’s a user-oriented layer, which helps in implementing various 
applications based on users’ requirements.

3  Applications of Internet of Things

Based on the types of sensors available in the market and their utility, we have clas-
sified IoT deployment into ten different domains of application. These domains are 
also indicated in clockwise direction in Fig. 2.

 (i) Smart Home System
 (ii) Wearable Devices
 (iii) Smart Grid
 (iv) Industrial IoT
 (v) Medical IoT
 (vi) Smart Vehicles
 (vii) Smart Retailing
 (viii) Supply Chain Management
 (ix) Smart Farming
 (x) Smart City

Fig. 2 Application domains of IoT
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3.1  Smart Home System

Smart home has the highest ranking among all the IoT applications. It’s a kind of 
intelligent system developed for the automation of home with the help of IoT and 
Cloud platform. Nearly, 256 companies are having their startup in this application. 
In smart home system, devices such as refrigerators, air conditioners, televisions, 
lights, etc. are connected to the internet through network protocols and are moni-
tored and controlled remotely by the user.

There are multiple ways through which smart home system can be implemented 
such as Wi-Fi enabled devices controlled through android application, Arduino Kit 
having microcontroller embedded in it, which interacts with the devices tied with 
sensors located at nearby proximity. Apart from this, there could be smart devices 
like Alexa, which will follow voice command given by the user to control home 
appliances. Moreover, RDIF tags are also used for building wireless smart home. 
Different designs based on IoT and service component technologies can be utilized 
for the development of smart home [4]. There are different variants of smart home 
systems, which are developed with specific requirements. The basic architecture to 
design smart home system is presented in Fig. 3. In this, many devices are con-
trolled remotely through the mobile application via internet.

Three different use-cases are implemented, namely, (1) monitoring condition of 
home, (2) controlling home appliances, and (3) tracking entry of users in the home 
by using Arduino Kit, RFID, and ZigBee protocols [5]. In first use-case, user can 
continuously monitor readings of temperature and humidity sensors from remote 
places. Second use-case allows to control appliances such as washing machine, 
lamps, televisions, fans etc. Moreover, third use-case helps in tracking the presence 
of user at home. Arduino Kit is utilized to program sensors and actuator, and ZigBee 

Fig. 3 Basic architecture of smart home system
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is used for establishing communication between them. In the prototype, VCNL4000 
is applied as proximity and light sensor and DHT22 is adopted as temperature and 
humidity sensor.

Another variant of smart home system based on knowledge-driven approach is 
simulated in [6]. It monitors Activities of Daily Living (ADL) such as MakingTea, 
MakingHotDrink, TakeMedicine etc. for elderly persons who have cognitive defi-
ciency. The system assists and takes in-time decision through data collected by dif-
ferent sensors located at home. Rule-base knowledge representation system 
accompanied with IoT and cloud computing is employed to build fully functional 
classic smart home [7]. All the home appliances are fitted with sensors and cloud 
computing supports a scalable storage and computing power to monitor, access, and 
manipulate devices anywhere and at any time.

Low cost, energy-efficient and energy monitoring system for home appliances is 
proposed in [8]. It is a complete solution consisting of front-end to back-end mod-
ules for the home automation. Three-layered secured smart home system is designed 
to focus on the detection of vulnerabilities, avoiding monitory loss, and risk life, and 
these layers are hardware layer, control layer, and processing layer. Machine learn-
ing (ML) algorithm is applied at processing layer for detecting abnormal activities 
through video captured by smart cameras. ML model is built and trained on the data 
consisting of videos of daily leaving activities and utilized to provide security to 
home. In [9], a new developer-friendly library was developed in python for privacy 
preservation of IoT-enabled smart home. This library replaces standard networking 
functions to obscure the pattern of traffic generated by smart devices through inte-
gration of payload padding, fragmentation, and randomized cover traffic. Moreover, 
to secure the IoT-enabled smart home from fire and to avoid residential death, and 
property loss, WSN-based fire detection and prevention system is modeled in [10]. 
The system keeps energy consumption by sensor nodes at minimum level thereby 
detecting early fire.

3.2  Wearable Devices

Wearable devices are generally called as “wearables”, and it is the second most 
popular application of IoT. Wearables are small electronics devices, which are 
easily mounted on the human body anywhere at any time to facilitate hand-free 
operations. It is predicted that wearable technology will reach a market value of 
$57,653 million by 2022, which is almost three times more than that in 2016 
(i.e., $19,633 million) [11]. This is the reason that the major giants like Google, 
Apple, Facebook, Amazon, and Microsoft are investing in this market. Wearable 
devices are classified into three types: (1) Accessories, (2) E-Textiles, and (3) 
E-Patches. Accessories include wrist bands, smart watches, head mounted smart 
devices, and smart ornaments. E-Textile comprises smart garments and foot/
hand-worn. E-Patches consist of smart tattoo and skin patches with delicate 
circuitry in it. We have highlighted various types of wearables in Fig. 4. The 
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Fig. 4 Wearable devices

main purpose of wearables is to monitor health parameters. Some of the wear-
ables with the functionalities are listed as follows:

 (i) Smart Eyewear: Devices that can be mounted on the eyes come under this 
category of Eyewear. Google glass [12], Google lens [13], and Indoor 
Landmarks Identification Supporting Wearables [14] are some of the famous 
smart Eyewear. Google glasses are smart spectacles used for generating meet-
ing, conference, and events’ reminders by synching with calendar of phones 
and computers. They also help in capturing surrounding photos.

 (ii) Accessories: These include smart rings, neck band, and kinds of jewelry in 
which sensors are embedded for monitoring health parameters [15]. Smart ring 
is used to measure arterial pressure and oxygen saturation level [16]. This arti-
fact is used for ambulatory monitoring of elderly or unhealthy people.

 (iii) Wrist bands: It includes fit-bit, smart watches, smart straps, honor bands, etc. 
They allow continuous monitoring of pulse rate, temperature, and blood pres-
sure. The data captured by these devices are stored on cloud, and after analysis, 
if some unusual patterns are found, then emergency messages or signals are 
sent to doctors to take preventive actions.

 (iv) E-Patch: It is a custom designed electronic circuitry fitted on the skin, which 
controls smart devices around the user. By rubbing the surface, tweaking the 
adjacent skin or skimming in specific direction of this circuit generates signals, 
which are sent to smart watch or wrist band. This E-Patch can be used for 
medical emergency and controlling devices like Alexa by people who 
can’t speak.
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Advancement in the technologies of smart phones and awareness towards health-
care will trigger the business of wearables, albeit costly one. Some wearable devices 
such as ingestible sensors and insulin pump need medical permission to inject them 
in the body [17–23].

In order to track psychological condition of human under stress condition, it is 
necessary to monitor bodily signals. To achieve this, wearable devices offer inte-
grated sensors like accelerometers, gyroscopes, ISenesor, and elastic measuring 
units. These help in monitoring human behavior in terms of motion recognition, 
pressure sensing, and psychological behavior [24]. It is also applied in rehabilitation 
and behavioral therapy where doctors monitor patients remotely. To measure elec-
trocardiogram (ECG), 3-axis motion, electrodermal activities, and temperature, a 
neoprene band is designed, which is discussed in [25]. In [26], a head mounted 
system is proposed by author to assess anxiety, mood, depression, and stress. The 
wearable social sensing watch is designed to continuously capture data from mul-
tiple sensors. This includes information on audio, environmental, and behavioral 
data. The correlation between physical information and psychological status is 
identified after analyzing the experimenter data [24]. Moreover, the detailed and 
critical survey of wearable devices along with challenges and working is discussed 
in [27]. Figure 5 shows various applications of wearables from monitoring of viable 
health parameters to controlling appliances of home.

3.3  Smart Grid

Due to the growing demand of electricity, heavy loads on power plant, and emerging 
challenges in power generation sectors [28], the concept of Smart Grid is originated. 
It is a network of all the devices, which are in the path of generation of electricity to 
the consumption of electricity by the consumers. As per the Government, smart 

Fig. 5 Applications of Wearables
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grids can overcome the problems faced by the conventional grids. Smart grid has 
capacity to deal with problems such as energy crises, climate change, and emer-
gency recovery. Smart devices in IoT form network among power devices, charging 
stations, and storage devices. Primary components of smart grid are sensors or 
smart meters, charging stations, storage devices, and automated distribution centers. 
Smart meters keep track of the overall energy consumption by the customer. It keeps 
the summary of data of overall units consumed and electricity loads. Automated 
distribution centers are the units where IoT is exploited at maximum level. It auto-
matically distributes electricity based on the loads on the grid lines and detects 
failures of grid lines, and also promises safety and economy. Charging and storage 
stations permit homes and residential areas to go off-grid in case of emergency or 
accidents. They also keep track of growing demands of electricity from independent 
residential areas.

In Germany, an integrated IoT setup is built for implementation of smart grids. 
Lumin is one such IoT-enabled smart grid project, which handles renewable source 
of energy thus helps in cost saving and efficient management of energy [29]. Basic 
architecture of smart grid is presented in Fig. 6. In this, smart devices are installed 
on grid to monitor flow of electricity, temperature, or natural calamities like flood or 
twister. An approach regarding how IoT can be used to design smart grid transmis-
sion lines is proposed in [30], and it mainly consists of two components. In the first 
part, smart devices are installed on transmission lines to inspect the status of con-
ductor, and in the second part, other smart devices are configured on transmission 
towers to keep track of the surroundings and status of the tower. Such smart grids 
overcome the challenges of high operational cost and time, complex data transmis-
sion rate, and routine maintenance. Along with smart grids, substations and 

Fig. 6 Smart grid
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equipments available at power station are needed to be monitored intelligently. To 
do so, IoT-based system is proposed in [31], which tracks all the equipment avail-
able at substations. Cabinet of substations is monitored by temperature and humid-
ity sensors to protect it from overheating, smoke sensors are used to detect any kind 
of fire or smoke inside the substation, gas sensor for sensing harmful gases is pro-
duced inside the substation, and water sensors are applied for monitoring the immer-
sions of floor or cable in the water.

3.4  Industrial IoT

Industrial IoT (IIoT) is a new stream of IoT where the focus is on automation of 
manufacturing industries using IoT. It’s a result of ubiquitous computing and con-
nectivity of smart devices. Initially, there are many challenges in IIoT, which are 
described and addressed in [32], namely, deadline of product delivery, labor avail-
ability, maintenance, and storage of products. IIoT is a network of smart devices 
configured in the industries to monitor whole cycle of product development, i.e., 
from procuring the raw materials to product delivery. Minimum human intervention 
due to the use of IoT in industry speeds up the process of product manufacturing. It 
lowers down the cost both in terms of time and money and also minimizes human- 
errors. One of the applications of IIoT discussed in [33] focuses on the testing of 
endurance of Motorcycle. This is the four-layered architecture that comprises data 
acquisition, cognitive layer, network layer, and control layer. IIoT has great oppor-
tunities in industrial automation of health equipment, medical equipment, and aero-
space industry.

Subsequently, IIoT is applied in online monitoring of environmental conditions 
and determining the working status of equipment used for steel casting [34]. 
Unceasing steel casting is a critical process of steel making and shaping of steel in 
production industry. It represents unpleasant environment (i.e., high temperature, 
loud noise etc.) in the industry having the de facto great importance. Therefore, 
there is a growing demand for online tracking and Maintenance, Repair and 
Overhaul (MRO) service provider [35]. By applying IoT, MRO operations can be 
achieved with maximum chances of energy and manpower saving for industries 
having unpleasant environment. The basic aim of IIoT is not to replace humans but 
to create new opportunities of revenue generation.

IIoT leverages plenty of use-cases apart from manufacturing. These include 
streamline of operational efficiency, rationalization, maintenance, etc. [36]. It has 
the following advantages:

 (i) Enhance work safety
 (ii) Enhance product innovation process
 (iii) Reducing asset life cycle cost
 (iv) Reducing downtime
 (v) Improving productivity
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Fig. 7 Challenges in IIoT

Apart from the advantages of IIoT, there are challenges also while adopting IIoT, 
which are shown in Fig. 7.

In Fig. 7, we observed that cybersecurity is the main challenge in IIOT and hence 
we need to adopt the appropriate techniques to make the system secure against any 
cyber-attacks. Cybersecurity is the most challenging task faced by 46% of indus-
tries with other challenges such as lack of standardization and legacy-installed base 
that are equally important to be resolved.

3.5  Medical IoT

Medical IoT is the use of IoT in healthcare centers or hospitals. It is an allied branch 
of IoT basically known as Internet of Medical Things (IoMT). In healthcare, some 
patients required continuous monitoring or medication and it is necessary to take 
proactive decisions in critical conditions. Devices like fitness bands, glucometer, 
cuffs measuring heart rate, and blood pressure give personal attention to the people 
and can be manipulated as per requirements. It helps the physician in monitoring 
adherence of patient to treatment plan. IoT helps nurses in tracking the contents of 
IV bottle by generating alarm once bottle gets empty. It also helps in design of 
wheelchair tracking system used by physically disabled people. IoT-enabled saniti-
zation devices, thermal scanner, are very useful during pandemic like COVID19. 
Insulin pen, Open APS (Artificial Pancreas System), glucometer, and oximeter are 
some of the smart devices that made diabetic life painless.
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Various devices were proposed by the researchers, which are useful in the medical 
domain. One such device is built from energy efficient Wireless Body Sensor nodes 
[8]. These nodes continuously track Electrocardiogram (ECG) signals from patients’ 
body outside the hospital environment and allow doctor to monitor patient remotely 
and also facilitate him to provide suggestions if need arises. Due to transfer of sensi-
tive data through internet, there is possibility of compromising this data by the 
attacker. To avoid this, a web-based IoMT Security Assessment Framework (SAF) is 
developed by author [8]. To give utmost care to elderly person, wearables associated 
with sensors are fitted in assistive devices so that movements, vital signs of oldsters, 
are monitored, and alarm messages are sent to relatives in case of emergency.

In [37], IoT system is proposed for medical domain to monitor two types of 
anesthetics, namely, paracetamol and propofol in human serum. Prior to critical 
surgeries, anesthesia is given to the patients to make them unconscious so as to have 
painless surgery and graceful recovery of patient. To achieve this, anesthesiologist 
is armed with an application and smart wristwatch through which patients’ condi-
tion will be monitored during the injection of anesthesia and they need not have to 
wait near the patient for hours. The generalized architecture of IoMT is shown 
in Fig. 8.

Continuous drug monitoring is one of the future standards for improving the 
health of individuals. Wearables and implantable biosensors may be utilized with 
IoT, which voluntarily changes medication dosing in response to patient health con-
ditions, allowing risk control and improving individualized therapy [38]. Patients’ 
suffering with diabetes requires continuous monitoring of blood glucose level. For 
them, IoT devices such as insulin pen, insulin pump, and wireless glucometer can 
be used. To give rapid response to data avalanche, fog computing or edge computing 
is applied with IoT as it requires less bandwidth and has greater privacy and security 
[39, 79].

Fig. 8 Medical IoT
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3.6  Smart Vehicles

As the number of vehicles on the road has been rising day-by-day over the last 
10 years, road safety is a major concern and that needs to be pragmatically handled. 
With IoT growth, the automobile industry is no longer behind other industries that 
are opting for a smart solution. They are developing different solutions using IoT 
that assists drivers. These solutions aid with either navigation or sophisticated sys-
tem to assist drivers on roads. The basic architecture of IoT-enabled smart vehicle is 
shown in Fig. 9. The system will help in monitoring different features in the vehicle 
such as security, smoke, navigation, etc.

In [40, 41], IoT-enabled vehicle safety and wellness models are presented to 
deter theft of vehicles. Moreover, a way to prevent cautionary road accidents is also 
suggested by the system. From the report of Ministry of Road Transport [42], the 
state that suffers with maximum number of fatalities due to drink and drive acci-
dents is Uttar Pradesh, followed by Madhya Pradesh in India. The IoT-enabled mod-
ule [42] will not allow the vehicle to start if the driver consumes an alcohol. In 
addition, a smart solution to calculate fuel levels in the vehicle is also suggested. In 
[43], a cost-effective approach is designed to make genuine cars safer than costly 
sedan vehicles that have built in smart monitoring framework. The system helps to 
identify the level of alcohol, amount of smoke in the car along with the distance of 
the object from the black spot, the rate of rain, and the level of light intensity. Hence, 
the system prevents the chances of road accidents. In [44], to avoid road accidents 
on highways due to poor visibility during night, a savvy system is designed, based 
on open source IoT platform NodeMCU and Ultrasonic sensor. These components 
work synergistically during night when visibility and ability to track exact position 
of vehicles is difficult.

Subsequently, another IoT-based smart solution to assist elderly people in safe 
driving is developed in [45]. There are some situations when elderly person cannot 
drive vehicle due to poor visibility and thus lead to fatal accident. To overcome this, 
a system is designed to form a network of sensors dedicated to monitor different 

Fig. 9 Smart vehicle IoT architecture
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aspects such as condition of road, weather, alcohol level, gas (in LPG vehicle), and 
surroundings. Depending on the data gathered by sensors and its analysis, com-
mands are given to the driver or vehicle. In the worst case, if causality occurs, then 
instant message is sent to the relatives of driver or nearby hospitals for ambulatory 
action. Apart from security and accident prevention, there are other applications of 
IoT in design of smart vehicles such as fuel monitoring, drowsiness monitoring of 
driver, and reminder generation for vehicle servicing.

3.7  Smart Retailing

The days when individuals used to wait in line while buying goods at the supermar-
ket are gone. Pantano and Timmermans [46] summarized the characteristics of a 
smart city such as wireless infrastructure, an effective online data transmission net-
work facility, an innovation facility, competitiveness, governance, modern and sus-
tainable transport facilities, and an atmosphere free of emissions. Integration of 
innovative network infrastructures and innovative sensor networks to achieve the 
growth and development of smart cities, along with cloud computing platforms is 
needed. Therefore, smart retailing emerges as a part of the broader concept of smart 
cities, by focusing on a new approach to retail management and adopting technolo-
gies as enablers of innovation and enhancements in consumers’ quality of life. Thus, 
it starts from the same vision of the smart usage of modern technologies to improve 
retail management and services and improve consumers’ journey [47].

To benefit the retailers and customers, IoT-based model is proposed in [48]. In 
this model, each product is associated with a RFID tag, which gets scanned using 
RFID scanner when user purchases it. User can see various pieces of information 
related to product such as expiry date, price, and quantity. Once purchasing of prod-
uct is done, the status of the shelf in terms of availability of products will be updated 
on the database stored on the cloud. This will overcome the problem of frequent 
roaming around the supermarket by retailer. The overall availability status of all 
products is conveyed remotely to retailer so that he/she can refill the shelf well in 
advance with enough products to avoid economic loss. Hence, customers will never 
go empty hand from retail shops.

In [49], adoption of IoT-enabled system by two main companies in India for 
retail shopping, namely, Watasale and SPAR, is discussed. This shrewd way of 
retailing gives rich experience to people. It is more customer-oriented and takes care 
of intuitive demands of customers. A survey is conducted to 289 retailers to predict 
the customer attitude while retailing [50]. This helps in leveraging various opinions 
of customers to develop more smart system. In [51], an importance of smart retail-
ing, benefits, and challenges arising in it are highlighted. Moreover, two models 
were proposed [52], namely, retail 4.0 IoT Consumer model and retail 4.0 IoT 
Retailer model to plan the marketing strategies from the data collected through 
RFIDs and sensors in order to have rich experience to customers while retailing.
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3.8  Supply Chain Management (SCM)

The supply chain is a network of business processes, from the collection of raw 
materials to the production of refined goods. Under trembling conditions, all supply 
chain runs are vulnerable to hordes of disruptions at all stages. The supply chain 
mechanism is disrupted by several environmental factors at the global level [53], 
and customers have changing demands in terms of quality, price, and latest trends. 
Similar goods also differ due to the availability of raw materials, technology used, 
clock, etc. Therefore, in order to keep all the components of the supply chain to 
work synergistically, Christopher et al. suggested four pillars: responsiveness, reli-
ability, resilience, and relationships [54]. Companies need to be very agile and have 
solution to mitigate all risks. IoT devices in the supply chain are efficient in moni-
toring and authenticating products and shipments using global positioning system 
(GPS) and other technologies. IoT can help supply chain in the following ways:

 (i) Tracking of goods
 (ii) Monitoring storage environment of goods
 (iii) Estimating time of delivery of goods
 (iv) Predicting delay in shipment

This can be achieved by attaching IoT device to specific containers. Based on the 
location and surrounding of IoT device, different types of data will be sensed, and 
information will be provided to suppliers, distributers, retailer, shopkeepers, and 
whole-sale dealers [55]. As warehouse plays a crucial role in SCM by storing raw 
data and managing inventory, a smart warehouse based on IoT system is proposed 
in [56]. This system utilized in knowing the conditions of all the goods prevents 
warehouse shortage and prohibits counterfeiting goods in inventory. An effective 
management of supply chain via RFID tags is presented in [57]. Author also dis-
cussed how different giants like Wall-marts, Chevrolet, and Procter and Gamble are 
exploiting RFID technology for automation purpose in supply chain management.

3.9  Smart Farming

The application where IoT is least exploited is farming albeit a lot of opportunities. 
For exponentially growing populations, countries depend on farming for food 
sources. Due to unpredictable climate condition and social challenges faced by the 
farmers, it is needed to bring revolution in farming using smart technologies, i.e., 
IoT. Use of technology will benefit farmer in mitigating risk of uncertain climate, 
environmental impact, and market requirements. It is predicted in the USA that IoT 
is going to have an investment of $4.3 billion by 2023 in order to feed enormous 
population [58]. IoT can be adopted in farming for the following purposes:

 (i) Detecting humidity in soil with the help of humidity sensors
 (ii) Detecting need of pesticide spraying through drones fitted with smart cameras
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 (iii) Detecting intrusion by animals in the farm
 (iv) Detecting fire in the farm
 (v) Weed removal
 (vi) Water supply to plants
 (vii) Detecting minerals in soil

Detailed survey of how to use IoT in farming is presented in [59]. The smart 
agro-architecture based on the IoT consists of five inter-connected sub-systems, i.e., 
sensing [60], data analysis [61], communication of data [62], visualization [59], and 
sub-system execution. The sensing sub-system is linked to the data analysis sub- 
system where each sensor’s raw data is individually manipulated, processed, and 
analyzed using various algorithms implemented for visualization, and execution 
sub-system consists of microcontroller unit to perform computation.

In smart farming, all types of monitoring can be done through different types of 
sensors. Humidity in soil is monitored through soil sensor, water monitoring sensor 
will identify need of water to plants, and temperature sensor will keep track of sur-
rounding temperature of crops. There are two more sensors that can be utilized for 
effective farming of animals, namely, gas sensor and pressure sensors [63]. Once all 
the sensors get assemble in the farm, they are operated through remote places via an 
android application installed on smart phone. Moreover, smart grid can also provide 
renewable energy to carry out several operations of farm. A sample prototype is 
developed for smart farming using Arduino as discussed in paper [64]. MIT media 
lab under the open agriculture initiative is treating growing crop as cooking some 
recipe under controlled environment. They are trying to control all farm related 
operations remotely and take appropriate action based on the data sensed by differ-
ent sensors located in the farm [64]. In [60], how IoT can be deployed in all land-
scape to make farming more technology intensive than labor intensive is discussed. 
The overall design of IoT-based farming is shown in Fig. 10. Humidity sensor will 
detect humidity in soil, drones help in spraying fertilizers, and Agri-bots removes 
weed and also ploughs soil with the help of IoT and machine learning techniques. 
Soil sensors can detect mineral quantity in soil and facilitate to yield alternate crops 
in the same soil [78, 80].

Subsequently, IoT and artificial intelligence (AI) are used in various operations 
of farming, from ploughing of land till picking of the crops. Farm owners may use 
wireless IoT applications to collect information of livestock location, well-being, 
health through livestock monitoring, and geofencing. This data is utilized to avoid 
the spread of illness and decrease of labor costs as well. A smart greenhouse can be 
intelligently monitored and controlled remotely without human intervention by 
applying IoT. Crop prediction plays a vital role in assisting farmers to decide on a 
potential strategy for crop production, storage, marketing, and risk management 
techniques. In order to predict the production rate of the artificial crop network, 
information obtained by the farm sensors, which is based on the parameters such as 
soil, temperature, pressure, rainfall, and humidity, is utilized. Either via the dash-
board or a personalized mobile application, farmers can get precise soil data [65] for 
further processing.
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Fig. 10 Smart farming layout using IoT

3.10  Smart Cities

Growing population leads to scarcity of natural resources, which is a never ending 
process. There are various problems faced by urban citizens regarding insufficient 
parking, waste management, water management, electricity management, etc. 
Hence, all these problems lead to the poor standard of living. To overcome these 
issues, “smart cities” concept is originated. Smart cities pragmatically handle these 
issues by saving energy and using resources efficiently. Smart cities utilize IoT- 
enabled devices for lights, motors, parking, litter baskets, and traffic management 
and thereby improve the standard of living, public utilities, and infrastructures. 
Electricity is the most potential area of cost cutting. By the survey of IBM, it is 
found that in New York, people spend 22.5 years of their life waiting for elevators. 
Therefore, they doubled their investment in building smart elevators [66]. Smart 
Cities are second potential area where smartness and automation are required to 
save cost. To do so, New York, London, San Diago, and Copenhagen already allevi-
ate problem of traffic congestion using smart sensing devices. These devices re- 
route the traffic to congestion free paths [66]. This supports in clearing the paths for 
two-wheelers as well as pedestrians. India is also no way behind implementing 
smart cities. Indian Government in 2015 decided to convert 100 non-smart cities 
into smart cities thereby providing lucrative facility to citizens leaving in those cit-
ies. In [67], a technology-mixed solution of smart cities using AI and IoT is pro-
posed for smart traffic management.

Subsequently, main aspects, potential areas, and challenges of smart cities are 
described in [68]. How different locations are monitored and controlled remotely to 
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make overall city smart is explained by the author. Sensors located at different 
places support in capturing data of corresponding location. Temperature, humidity, 
and smoke sensor assist in locating over polluted areas and areas where rain fall has 
occurred. This information is delivered to unhealthy people to take cautions. In [69], 
integration of IoT and cloud is proposed for smart parking system to tackle parking 
inconvenience and save the time spent in searching empty parking slot, which is an 
integral part of smart city. This smart parking system is controlled via mobile appli-
cation, and its purpose is to find, allocate, reserve, and provide the best feasible 
parking slot to an individual driving in the specific area. Moreover, it is stated that 
more than 66% of the individuals are ready to pay for safe parking [70]. Hence, this 
idea triggers the concept of smart parking. The system can be deployed in the areas 
such as shopping mall, hotels, restaurants, streetcar parking areas, hospitals, multi-
plex, schools, colleges, and in residential areas. The required control centers can be 
established on highway, emergency centers, traffic control centers, and various 
police stations. Similarly, the smart parking system is implemented in [69] for the 
university campus.

Nevertheless, a framework of service in smart city for waste management is the 
latest requirement. It’s a process of managing waste from its inception to its dis-
posal. Pertinent way of waste management leads to imperishable development of 
country. Based on the case study of waste management in St. Petersburg, Russia, 
where average fuel consumption by trucks collecting waste is 1.8 million liters per 
year and cost spent in one year is $1 million, there is a need to do waste manage-
ment in other parts of world also. This prompts to propose IoT-based waste manage-
ment system [71] for an efficient collection of waste. A waste management model 
applied in the city of Wuhan is presented in [72]. This model highlighted the com-
plete life cycle of handling waste management. For monitoring statistics of litter 
baskets and truck, an RFID-based model is proposed in [73].

The basic architecture of smart cities is demonstrated in Fig. 11. Smart sensing 
devices are installed at apartments, parking slots, streetlights, elevators, traffic sig-
nals, water tanks, and litter baskets. These devices communicate with environment 
and continuously sense the data and send it on cloud via internet. The stored data on 
cloud is utilized by different people and governing departments to take sagacious 
decisions.

Mostly, due to the absence of streetlights or loss of power, many road accidents 
such as theft, chain snatching, kidnapping, etc. occur. Indirectly, it creates those 
areas into heavens for the criminals. To deal with these problems, Smart lighting 
system can be adopted as a framework of smart city [74] [75]. Also, we can achieve 
energy saving up to 45% using such frameworks. Hence, it benefits in controlling 
streetlights remotely. Such system can be customized with additional feature of 
instinctively signals generation for electricity department, to take prompt action for 
resolving the issue, and crimes can thus be avoided. In [76], a system is developed 
for complete urban planning and smart city building using IoT and Big data. The 
system is implemented using Hadoop for handling unprecedented voluminous data 
generated by IoT devices. For designing complete urban planning based on IoT, the 
data related to vehicular network, weather, pollution, smart home, smart parking, 
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Fig. 11 Architecture of smart city using IoT

and surveillance system need to be analyzed. System performs well for the benefit 
of citizens, entrepreneurs, traffic authorities, and government, which results in tak-
ing wise decisions about nations at correct time.

4  Paradigm Shift from IoT to Internet of Everything (IoE)

CISCO, the major player in networking described in its report [77] that very soon 
the paradigm is going to shift from IoT to IoE. IoT is only connecting things (i.e., 
smart devices) in a mechanized way and the whole system gets operated from any-
where, at any time by anyone. It helps in making human task easier. But now, not 
only smart sensing devices but also other things, which are going to take part in 
communication, are people, process, and data. These are known as the four basic 
pillars of IoE, which is presented in Fig. 12. IoE is a broader perspective of IoT. IoE 
is a world of billions of objects with sensors glued with them, which communicate 
with each other through proprietary network protocols.

The four pillars of IoE enrich the set of experience for the users. CISCO predicts 
that $4.6 trillion will be at stake in the next decade [77], known as IoE value. IoE 
will create ground-breaking opportunities to the businesses. The theory of the IoE 
describes the world in which billions of sensors are inserted into billions of comput-
ers, machines, and ordinary objects, giving them extended possibilities for network-
ing and making them smarter. Manufacturers are going to add sensors with devices. 
This supports them to detect malfunctioning of the device so that they can swap it 
out before complete damage occurs to them. IoE will connect unconnected things; 
as a result, there exist three different types of communication: people-to-people 
(P2P), machine-to-machine (M2M), and machine-to-people (M2P). CICSO pre-
dicted that there will be a 99.4% of things that will become part of internet and the 
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Fig. 12 Four pillars of IoE

Fig. 13 IoE stake value at different sectors

$4.6 trillion value, which is at stake, will be spent in public sectors by giving bene-
fits to agencies, citizens, and employees. IoE has tremendous potential to address 
issues of public sectors.

With the help of IoE, government can upgrade standard living for citizens of the 
country by leveraging M2M communication to deal with Big data and crowdsourc-
ing. CISCO identified five sources on which $4.6 trillion will be spent, which is 
shown in Fig. 13. The highest amount that is at stake is from employee productivity 
sector. CISCO’s IoE value at stake is calculated from different use-cases, which are 
classified into two types: Agency-specific and Cross-agency specific. Agency- 
specific includes use-cases such as Education, Culture and Entertainment, 
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Fig. 14 Countries benefited from IoE stake value

Transportation, Safety and Justice, Energy and Environment, Healthcare, and 
Defense. Cross-agency use-cases include Next-generation Workforce and 
Operations. The countries that get benefitted from IoE stake value are shown in 
Fig. 14. The United States will be the most benefited country after deploying IoE, 
whereas Australia will be the least to benefit.

Out of the three different communications that are needed in IoE, P2P and P2M 
are going to have the highest stake value that is 69% and M2M is 31%. The essence 
of using IoE is that it will make human life agile, more prolific, regulatory, and 
luxurious.

Just to imagine a life using IoE, consider a day when you got up early in the 
morning, water heater at your home will start communication with sensor embed-
ded in your body and get the hot water ready for your bath. Next, your coffee 
machine and sandwich maker will make a breakfast for you without letting you 
bother for availability of breads in your refrigerator. After breakfast, your smart 
watch will call the driver and order him to get your car ready for your office. While 
on the way to office, your schedule of the day will be given to your driver from your 
calendar so that you need not have to spend your time calling the driver and describ-
ing to him about your schedule of the day. While on the way back home, your car 
will remind you of purchasing a gift for your daughter on her birthday by stopping 
near the gift shop. In between, if some traffic jam occurred on your way due to some 
accident, you will not have to face the traffic congestion due to smart devices 
attached on the road or on the helmet of the person caught in an accident. This sen-
sor on helmet or on the road would have already communicated with healthcare 
services and already avoided crowd and congestion at the accidental spot. This will 
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make you reach home on time without mental tiredness. When you reach home, 
again the devices at your home start working as per your expectation without you 
operating them. This is the kind of comfort and standard of living, which will be 
provided to you through IoE. But, before heading towards IoE, we need to antici-
pate many exciting challenges, which are described in the next section.

4.1  Challenges and Issues in IoT/IoE

Before going to shift a landscape from IoT to a wider concept of IoE, the following 
challenges need to be addressed intelligently.

 (i) How to achieve high interoperability among devices without human interven-
tions at all

 (ii) Provision of security mechanism for data, which is going to be available on the 
internet so that its misuse can be avoided

 (iii) Global norms, policies, and laws for individual sector in order to maintain 
effective balance among economy, education, privacy, and security

 (iv) Development of mechanism for repair or maintenance of smart devices and 
their alterative solution in case of failure during emergency conditions

 (v) Facility for storage of voluminous data and its analysis
 (vi) Upgradation of hardware and software
 (vii) Creating awareness of technology among citizens

To overcome challenges of IoT devices, there are many solutions available in 
literature. Apart from them, we have identified possible solution for preventing data 
generated by IoT devices from being hacked. Many vendors in the market are hav-
ing their own IoT infrastructure, devices, APIs, and data formats. This leads to the 
issue of interoperability due to vendor-lock and forced unveiling of IoT devices to 
work on cross platform. Hence, to deal with these issues, we need a standard infra-
structure, APIs, and data formats to be developed. Another solution could be inclu-
sion of one additional layer before application layer known as Web of Things (WoT) 
layer for seamless working of IoT devices. Mostly, in IoT applications, vendors and 
companies of the products are retaining their credentials and customers are not 
aware about its negative impact. Users don’t realize the possibility of data being 
hacked. To avoid this, password and username should be updated at regular interval 
and strong password needs to be set for IoT network. Moreover, utilize only those 
features that are important and disable the remaining. Eventually, to boost the per-
formance of IoT devices, regular maintenance and backups, and cleanup operations 
need to be performed on storage. To handle legal issues, cyber laws and rules, we 
need to design the preventive actions against data theft and misuse. To do so, we 
required a central facility or standard to update the software applied on IoT devices 
remotely. Also, keep track of updates available on firmware or product manufac-
turer’s website. In addition, Over the Air (OTA) facility can be used to update firm-
ware and software of IoT devices. Users need to be very cautious while handling 
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IoT devices’ network. Installation of non-repudiation security software on comput-
ers, tablets, and smart phones can provide additional security to IoT devices from 
hackers.

5  Future Opportunities of IoE

As discussed earlier, the future will be of Internet of Everything where all objects 
around us will be assigned IP address and they will also participate in communica-
tion with surrounding objects. Data generated by these devices will be more infor-
mative, and connection between them will be of utmost importance. IoE is going to 
have strong potential through which gap between expectations by citizens and gov-
ernment practices will be fulfilled. Applications that were operating separately 
using IoT will now come under one umbrella. For example, Smart traffic, in which 
smart parking system will automatically get connected with Medical IoT and will 
help in saving many lives, casualties will be avoided, congestion due to traffic will 
be taken care of, and searching parking time will be saved.

To begin our journey towards IoE, government must work towards building 
strong economy, focus on policy making and regulations, and struggle for quality 
service delivery. There is a need of open platform where open discussion will be 
done on privacy, security, sustainability, and resilience of IoE.  IoE will create 
groundbreaking opportunities for business. It will help enhance the capabilities of 
devices, which will grow beyond imagination. Today’s fit bit not only monitors our 
health data but, in the future, will also call a doctor in case of sudden fluctuation of 
vital parameters without us being notified. Wearable smart tattoo by expectant 
mother will help in monitoring the health of fetus. In industry, IoE can do video 
analysis and help in optimizing productivity of stores. This is just a budding 
stage of IoE.

6  Summary and Future Direction

This chapter discussed about architecture of IoT and its applications. IoT-enabled 
wearable devices provide health-related information at our fingertips. Smart vehi-
cles with IoT technology assist drivers and provide them safety on roads. IoT is used 
in smart farming to improve the yield of crops and enable intelligent farming, which 
is far away from conventional techniques. IoT has proven itself in supply chain 
management by removing uncertainties that pop outs in business. It created impact 
in retailing by providing customer-oriented services. Application of IoT in building 
smart home and city is a milestone. These two applications created many business 
opportunities. Smart home is the most explored domain of IoT, which is accepted by 
people around the world. It provides security to home, which is an asset for 
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everyone. Apart from applications, architectures of various applications are also 
discussed in the chapter.

In the future, paradigm will shift to IoE. Government, researchers, academicians 
are trying to develop technology-based solutions where everything around us will 
communicate to each other and will improve the standard of living. Though IoE is 
in its embryonic stage, it has limitless potential that will automate our day-to-day 
life activities in the future. This chapter presents an indication about future technol-
ogy of IoE so that researchers in the business sectors will develop prototypes and 
can convert them to final products as a part of business. Research is needed in the 
direction to provide single platform for all IoT devices to work on. More secure and 
scalable solution is needed for data security using a blend of IoT, deep learning, and 
AI. The scope of research in IoE comprises security, interoperability of IoT devices 
in cross platform, and development of energy-saving mechanism for sensing 
devices. Improving the life time of sensing devices is also one of the areas of 
research for sensing. In the future, IoE along with AI will steer varieties of use-cases 
at hyperscale.

References

1. L.  Atzori, A.  Iera, G.  Morabito, The internet of things: A survey. Comput. Netw. 54(15), 
2787–2805 (2010)

2. D. Bandyopadhyay, J. Sen, Internet of things: Applications and challenges in technology and 
standardization. Wirel. Pers. Commun. 58(1), 49–69 (2011)

3. A. Samuel, C. Sipes, Making internet of things real. IEEE Internet of Things Magazine 2(1), 
10–12 (2019)

4. B. Li, J. Yu, Research and application on the smart home based on component technologies 
and internet of things. Procedia Engineering 15, 2087–2092 (2011)

5. M. Soliman, T. Abiodun, T. Hamouda, J. Zhou, C.H. Lung, Smart home: Integrating internet 
of things with web services and cloud computing, in 2013 IEEE 5th International Conference 
on Cloud Computing Technology and Science, vol. 2, (IEEE, 2013, December), pp. 317–320

6. L. Chen, C.D. Nugent, H. Wang, A knowledge-driven approach to activity recognition in smart 
homes. IEEE Trans. Knowl. Data Eng. 24(6), 961–974 (2011)

7. M. Domb, Smart home systems based on internet of things, in Internet of Things (IoT) for 
Automated and Smart Applications, (IntechOpen, 2019)

8. A.  Ghosh, A.  Raha, A.  Mukherjee, Energy-efficient IoT-health monitoring system using 
approximate computing. Internet of Things 9, 100166 (2020)

9. T. Datta, N. Apthorpe, N. Feamster, A developer-friendly library for smart home IoT privacy- 
preserving traffic obfuscation, in Proceedings of the 2018 Workshop on IoT Security and 
Privacy, (2018, August), pp. 43–48

10. F. Saeed, A. Paul, A. Rehman, W.H. Hong, H. Seo, IoT-based intelligent modeling of smart 
home environment for fire prevention and safety. J. Sens. Actuator Netw. 7(1), 11 (2018)

11. Wearable technology market – global opportunity analysis and industry forecast, 2014–2022. 
http://www.prnewswire.com/news- releases/, 2017. Accessed on 11 Oct. 2020

12. Google Glass. https://en.wikipedia.org/wiki/Google_Glass, 2016. Accessed on 11 Oct. 2020
13. Google Contact Lens. https://en.wikipedia.org/wiki/Google_Contact_Lens, 2016. Accessed 

on 11 Oct. 2020

R. Wajgi et al.

http://www.prnewswire.com/news-releases/
https://en.wikipedia.org/wiki/Google_Glass
https://en.wikipedia.org/wiki/Google_Contact_Lens


155

14. W. Ugulino, H. Fuks, Landmark identification with wearables for supporting spatial aware-
ness by blind persons, in Proceedings of the 2015 ACM International Joint Conference on 
Pervasive and Ubiquitous Computing, (2015, September), pp. 63–74

15. Smarty ring. http://smartyring.com, 2016. Accessed on 11 Oct.2020
16. S. Rhee, B.H. Yang, H.H. Asada, Artifact-resistant power-efficient design of finger-ring ple-

thysmographic sensors. IEEE Trans. Biomed. Eng. 48(7), 795–805 (2001)
17. Proteus Discover. http://www.proteus.com/discover/. Accessed on 11 Oct.2020
18. Unilife. http://www.unilife.com. Accessed on 11 Oct.2020
19. Self injection systems. http://www.bd.com/pharmaceuticals/products/self- injection/patch- 

injectors.asp, Accessed on 11 Oct.2020
20. YDS delivery systems. http://www.ypsomed.com. Accessed on 11 Oct.2020
21. Omnipod System. https://www.myomnipod.com. Accessed on 11 Oct.2020
22. V-Go Insulin delivery device. http://www.go- vgo.com. Accessed on 11 Oct.2020
23. About PAQ. http://www.cequrcorp.com. Accessed on 11 Oct.2020
24. S. Yang, B. Gao, L. Jiang, J. Jin, Z. Gao, X. Ma, W.L. Woo, IoT structured long-term wearable 

social sensing for mental wellbeing. IEEE Internet Things J. 6(2), 3652–3662 (2018)
25. R.R. Fletcher, S. Tam, O. Omojola, R. Redemske, J. Kwan, Wearable sensor platform and 

mobile application for use in cognitive behavioral therapy for drug addiction and PTSD, in 
In 2011 Annual International Conference of the IEEE Engineering in Medicine and Biology 
Society, (IEEE, 2011, January), pp. 1802–1805

26. J.B. Wang, L.A. Cadmus-Bertram, L. Natarajan, M.M. White, H. Madanat, J.F. Nichols, et al., 
Wearable sensor/device (Fitbit one) and SMS text-messaging prompts to increase physical 
activity in overweight and obese adults: A randomized controlled trial. Telemedicine and 
e-Health 21(10), 782–792 (2015a)

27. S.  Seneviratne, Y.  Hu, T.  Nguyen, G.  Lan, S.  Khalifa, K.  Thilakarathna, et  al., A survey 
of wearable devices and challenges. IEEE Communications Surveys & Tutorials 19(4), 
2573–2620 (2017)

28. S. Bose, S.H. Low, Some emerging challenges in electricity markets, in Smart Grid Control, 
(Springer, Cham, 2019), pp. 29–45

29. Role of IoT in Smart Grid Technology. (2019). https://www.digiteum.com/iot- smart- grid- 
technology. Accessed on 11 Oct.2020

30. Q.  Ou, Y.  Zhen, X.  Li, Y.  Zhang, L.  Zeng, Application of internet of things in smart grid 
power transmission, in 2012 Third FTRA International Conference on Mobile, Ubiquitous, 
and Intelligent Computing, (IEEE, 2012, June), pp. 96–100

31. Y. Tian, Z. Pang, W. Wang, L. Liu, D. Wang, Substation sensing monitoring system based on 
power internet of things, in 2017 IEEE 2nd Information Technology, Networking, Electronic 
and Automation Control Conference (ITNEC), (IEEE, 2017, December), pp. 1613–1617

32. H. Derhamy, Architectural Design Principles for Industrial Internet of Things (Doctoral dis-
sertation, Luleå University of Technology, 2018)

33. S. Du, B. Liu, H. Ma, G. Wu, P. Wu, IIoT-based intelligent control and management system for 
motorcycle endurance test. IEEE Access 6, 30567–30576 (2018)

34. F. Zhang, M. Liu, Z. Zhou, W. Shen, An IoT-based online monitoring system for continuous 
steel casting. IEEE Internet Things J. 3(6), 1355–1363 (2016)

35. L.E. Redding, C.J. Hockley, R. Roy, J. Menhen, The role of maintenance, repair, and overhaul 
(MRO) knowledge in facilitating service led design: A nozzle guide vane case study, in 9th 
WCEAM Research Papers, (Springer, Cham, 2015), pp. 379–395

36. Business guide to Industrial IoT. https://www.i- scoop.eu/internet- of- things- guide/industrial- 
internet- things- iiot- saving- costs- innovation/. Accessed on 11Oct 2020

37. F. Stradolini, A. Tuoheti, T. Kilic, S.L. Ntella, N. Tamburrano, Z. Huang, et al., An IoT solution 
for online monitoring of anesthetics in human serum based on an integrated fluidic bioelectronic 
system. IEEE Transactions on Biomedical Circuits and Systems 12(5), 1056–1064 (2018)

38. S.  Bian, B.  Zhu, G.  Rong, M.  Sawan, Towards wearable and implantable continuous drug 
monitoring: A review. Journal of Pharmaceutical Analysis (2020)

Internet of Everything: Applications

http://smartyring.com
http://www.proteus.com/discover/
http://www.unilife.com
http://www.bd.com/pharmaceuticals/products/self-injection/patch-injectors.asp
http://www.bd.com/pharmaceuticals/products/self-injection/patch-injectors.asp
http://www.ypsomed.com
https://www.myomnipod.com
http://www.go-vgo.com
http://www.cequrcorp.com
https://www.digiteum.com/iot-smart-grid-technology
https://www.digiteum.com/iot-smart-grid-technology
https://www.i-scoop.eu/internet-of-things-guide/industrial-internet-things-iiot-saving-costs-innovation/
https://www.i-scoop.eu/internet-of-things-guide/industrial-internet-things-iiot-saving-costs-innovation/


156

39. D.C.  Klonoff, Fog computing and edge computing architectures for processing data from 
diabetes devices connected to the medical internet of things. J.  Diabetes Sci. Technol. 11, 
647–652 (2017)

40. F. Jabeen, S.R. Rupanagudi, V.G. Bhat, IoT based smart vehicle ignition and monitoring sys-
tem, in In 2019 International Conference on Advances in Computing, Communication and 
Control (ICAC3), (IEEE, 2019, December), pp. 1–7

41. B.G.  Girish, A.D.  Gowda, H.  Amreen, Amit, K.M.A.  Singh, IOT based security system 
for smart vehicle. International Research Journal of Engineering and Technology 05(05) 
(2018, May)

42. More Drunk Driving Cases In `Dry’ States Like Gujarat!. https://archive.indiaspend.com/viz-
nomics/more- drunk- driving- cases- in- dry- states- like- gujarat. Accessed on 11 Oct. 2020

43. A.R. Chougule, K. Suganthi, IoT based smart car monitoring system, in 2018 Tenth International 
Conference on Advanced Computing (ICoAC), (IEEE, 2018, December), pp. 281–285

44. S. Nanda, H. Joshi, S. Khairnar, An IOT based smart system for accident prevention and detec-
tion, in In 2018 Fourth International Conference on Computing Communication Control and 
Automation (ICCUBEA), (IEEE, 2018, August), pp. 1–6

45. K. Gupta, N. Rakesh, N. Faujdar, N. Gupta, D. Vaswani, K.S. Shivran, IoT-based smart car 
for safety of elderly people, in Smart Systems and IoT: Innovations in Computing, (Springer, 
Singapore, 2020), pp. 111–120

46. E.  Pantano, H.  Timmermans, What is smart for retailing? Procedia Environ. Sci. 22, 
101–107 (2014)

47. E. Pantano, C. Dennis, Smart Retailing (n.d.). https://doi.org/10.1007/978- 3- 030- 12608- 7_4
48. S.H. Kalange, D.A. Kadam, A.B. Mokal, A.A. Patil, Smart Retailing Using IOT. International 

Research Journal of Engineering and Technology 04(11) (2017, Nov)
49. G. Singh, S. Srivastav, A. Gupta, V. Garg, Companies adoption of IoT for smart retailing in 

industry 4.0, in In 2020 International Conference on Intelligent Engineering and Management 
(ICIEM), (IEEE, 2020, June), pp. 487–492

50. A.K.  Tyagi, Building a smart and sustainable environment using internet of things, in 
Proceedings of International Conference on Sustainable Computing in Science, Technology 
and Management (SUSCOM), Amity University Rajasthan, Jaipur-India, (2019, February)

51. E. Pantano, C. Dennis, A smart retailing model, in Smart Retailing, (Palgrave Pivot, Cham, 
2019). https://doi.org/10.1007/978- 3- 030- 12608- 7_4

52. A. Jayaram, Smart retail 4.0 IoT consumer retailer model for retail intelligence and strategic 
marketing of in-store products, in Proceedings of the 17th International Business Horizon- 
INBUSH ERA-2017, Noida, India, 9, (2017)

53. K. Butner, The smarter supply chain of the future. Strateg. Leadersh (2010)
54. Christopher, M. I. (2017). Logistics & Supply Chain Management
55. S.  Chopra, P.  Meindl, D.V.  Kalra, Supply Chain Management: Strategy, Planning, and 

Operation, vol 232 (Pearson, Boston, MA, 2013)
56. N. Mostafa, W. Hamdy, H. Alawady, Impacts of internet of things on supply chains: A frame-

work for warehousing. Soc. Sci. 8(3), 84 (2019)
57. R.  Angeles, RFID technologies: Supply-chain applications and implementation issues. Inf. 

Syst. Manag. 22(1), 51–65 (2005)
58. Applications of IoT in Agriculture. https://www.biz4intellia.com/blog/5- applications- of- iot- 

in- agriculture/. Accessed on 11 Oct.2020
59. M. Dachyar, T.Y.M. Zagloel, L.R. Saragih, Knowledge growth and development: Internet of 

things (IoT) research, 2006–2018. Heliyon 5(8), e02264 (2019)
60. N.  Kaewmard, S.  Saiyod, Sensor data collection and irrigation control on vegetable crop 

using smart phone and wireless sensor networks for smart farm, in 2014 IEEE Conference on 
Wireless Sensors (ICWiSE), (IEEE, 2014, October), pp. 106–112

61. D. Li, Y. Zheng, W. Zhao, Fault analysis system for agricultural machinery based on big data. 
IEEE Access 7, 99136–99151 (2019)

R. Wajgi et al.

https://archive.indiaspend.com/viznomics/more-drunk-driving-cases-in-dry-states-like-gujarat
https://archive.indiaspend.com/viznomics/more-drunk-driving-cases-in-dry-states-like-gujarat
https://doi.org/10.1007/978-3-030-12608-7_4
https://doi.org/10.1007/978-3-030-12608-7_4
https://www.biz4intellia.com/blog/5-applications-of-iot-in-agriculture/
https://www.biz4intellia.com/blog/5-applications-of-iot-in-agriculture/


157

62. P. Wang, R. Valerdi, S. Zhou, L. Li, Introduction: Advances in IoT research and applications. 
Inf. Syst. Front. 17(2), 239–241 (2015b)

63. M. Mahbub, A smart farming concept based on smart embedded electronics, internet of things 
and wireless sensor network. Internet of Things 9, 100161 (2020)

64. E.C. Ferrer, J. Rye, G. Brander, T. Savas, D. Chambers, H. England, C. Harper, Personal food 
computer: A new device for controlled-environment agriculture, in Proceedings of the Future 
Technologies Conference, (Springer, Cham, 2018, November), pp. 1077–1096

65. I.  Charania, X.  Li, Smart farming: Agriculture's shift from a labor intensive to technology 
native industry. Internet of Things 9, 100142 (2020)

66. “How smart city technology & the Internet of Things will change our apartments, grids 
and communities” https://www.businessinsider.com/iot- smart- citytechnology?IR=T#:~:text= 
Smart%20cities%20use%20Internet%20of,utilities%20and%20services%2C%20and%20
more. Accessed on 11 Oct.2020

67. S. Chatterjee, A.K. Kar, M.P. Gupta, Success of IoT in smart cities of India: An empirical 
analysis. Gov. Inf. Q. 35(3), 349–361 (2018)

68. H. Arasteh, V. Hosseinnezhad, V. Loia, A. Tommasetti, O. Troisi, M. Shafie-khah, P. Siano, 
Iot-based smart cities: A survey, in 2016 IEEE 16th International Conference on Environment 
and Electrical Engineering (EEEIC), (IEEE, 2016, June), pp. 1–6

69. Z. Ji, I. Ganchev, M. O'Droma, L. Zhao, X. Zhang, A cloud-based car parking middleware 
for IoT-based smart cities: Design and implementation. Sensors 14(12), 22372–22393 (2014)

70. V.P. Bilodeau, Intelligent Parking Technology Adoption (Doctoral dissertation, University of 
Southern Queensland) (2010)

71. T.  Anagnostopoulos, A.  Zaslavsky, K.  Kolomvatsos, A.  Medvedev, P.  Amirian, J.  Morley, 
S. Hadjieftymiades, Challenges and opportunities of waste management in IoT-enabled smart 
cities: A survey. IEEE Transactions on Sustainable Computing 2(3), 275–289 (2017)

72. C. Tao, L. Xiang, Municipal solid waste recycle management information platform based on 
internet of things technology, in 2010 International Conference on Multimedia Information 
Networking and Security, (IEEE, 2010, November), pp. 729–732

73. M.A. Hannan, M. Arebey, R.A. Begum, H. Basri, Radio frequency identification (RFID) and 
communication technologies for solid waste bin and truck monitoring system. Waste Manag. 
31(12), 2406–2413 (2011)

74. X.  Ye, J.  Huang, A framework for cloud-based smart home, in Proceedings of 2011 
International Conference on Computer Science and Network Technology, vol. 2, (IEEE, 2011, 
December), pp. 894–897

75. L.  Martirano, A smart lighting control to save energy, in Proceedings of the 6th IEEE 
International Conference on Intelligent Data Acquisition and Advanced Computing Systems, 
vol. 1, (IEEE, 2011, September), pp. 132–138

76. M.M. Rathore, A. Ahmad, A. Paul, S. Rho, Urban planning and building smart cities based on 
the internet of things using big data analytics. Comput. Netw. 101, 63–80 (2016)

77. J. Bradley, J. Loucks, A. Noronha, J. Macaulay, L. Buckalew, Internet of everything (IoE). 
Survey Report (2013)

78. A. Vijayakrishna, G. Gopichand, M.D. Ansari, G. Suryanarayana, IOT based smart agricul-
ture using LIFI, in 2022 5th International Conference on Multimedia, Signal Processing and 
Communication Technologies (IMPACT), (IEEE, 2022, November), pp. 1–7

79. Z.A. Jaaz, M.D. Ansari, P.S. JosephNg, H.M. Gheni, Optimization technique based on clus-
ter head selection algorithm for 5G-enabled IoMT smart healthcare framework for industry. 
Paladyn, Journal of Behavioral Robotics 13(1), 99–109 (2022)

80. L.  Ting, M.  Khan, A.  Sharma, M.D.  Ansari, A secure framework for IoT-based smart cli-
mate agriculture system: Toward blockchain and edge computing. J.  Intell. Syst. 31(1), 
221–236 (2022)

Internet of Everything: Applications

https://www.businessinsider.com/iot-smart-citytechnology?IR=T#:~:text=Smart cities use Internet of,utilities and services, and more
https://www.businessinsider.com/iot-smart-citytechnology?IR=T#:~:text=Smart cities use Internet of,utilities and services, and more
https://www.businessinsider.com/iot-smart-citytechnology?IR=T#:~:text=Smart cities use Internet of,utilities and services, and more


159

Artificial Intelligence and Machine 
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1  Introduction

The Internet of Things is a blend of pervasive computing, including wired and wire-
less communication system, applications for sensors, actuators, and Internet- 
connected physical devices [29, 80]. It is a common term for smart interfaces with 
active communication technologies. If things connect and have smart interfaces, 
then they can have novel functionality outside their specific latest solutions [6]. 
With the growth of IoT, applications have grown smarter and interconnected devices 
are being used in all areas of various applications. Because the amount of data gen-
erated grows, ML approaches can be used to further improve the intelligence and 
effectiveness of applications [30].
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1.1  Artificial Intelligence, Machine Learning, 
and Deep Learning

Firstly, when we discuss AI, what we are talking about must be clearly defined. 
Artificial intelligence (AI), machine learning (ML), and deep learning (DL) are 
terms that are used interchangeably. What is their relationship? The relation between 
AI, ML, and DL is depicted in Fig. 1.

1.2  Artificial Intelligence

The term AI was coined in the 1950s by a group of pioneers in the field of computer 
science who wondered if computers could be programmed to “think” – an issue 
whose implications we are still discovering. A concise definition of AI is “the 
attempt to automate the intellectual tasks that humans normally perform.” As a 
result, AI is a broad term that encompasses machine learning and deep learning, as 
well as a variety of other approaches that do not involve any learning at all. Early AI 
studies in the 1950s addressed issues such as symbolic processes and problem- 
solving methods. The US Department of Defense got interested in this type of work 
in the 1960s, and began teaching computers to mimic common human thinking. 

Fig. 1 Relationship between AI, ML, and DL
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Long before Siri, Alexa, or Cortana became household names, the Defense Advanced 
Research Projects Agency (DARPA) conducted street mapping projects in the 
1970s, and DARPA developed intelligent personal assistants in 2003. Automation 
and formal thinking, such as decision support systems (DSS) and intelligent detec-
tion systems, were paved by this early work that complement and increase human 
skills that we see on today’s computers. Because of higher data volumes, complex 
algorithms, and advances in computational power and storage, AI has become more 
common in recent years.

1.3  What Are the Problems Involved Using AI?

The key restriction of AI is that it learns only from observations and input data, and 
there is no any alternative to it. That means if there is some error or inaccuracies in 
the input data, the same would be returned in the final outcomes. Modern AI tech-
nologies are prepared to take on a specific mission, i.e., the machine that plays chess 
is not capable of playing Go game or solitaire and the machine that are capable to 
discovers fraud cannot drive a vehicle or provide you with legitimate advice. In fact, 
AI applications that detect fraud in healthcare can’t tell the difference between tax 
fraud and security claims. To put it another way, these systems are highly advanced 
and dedicated in nature. They are singularly concentrated on a single goal and do 
not behave in a human manner. Moreover, Self-learning systems are not always 
autonomous.

1.4  Machine Learning

ML emerges from the question: Is it possible for a machine to go above and beyond? 
“What we are able to command it to do” and learn to carry out a specific activity on 
its own? Is it possible for the machine to surprise us? Can a computer automatically 
learn data-processing rules instead of programmers hand-crafting them? This ques-
tion paves the way for a new programming paradigm. In traditional programming, 
the input rules (a program) and data to be processed according to these rules are 
used as input to generate output responses and the same is presented in Fig. 2. With 
ML, humans input data, the predicted data responses, and the rules come out. To 
generate original responses, these rules can then be applied to the new data.

For more than a century, traditional computer programming has existed, with the 
first documented computer program dates from the mid-nineteenth century. Any 
manually created program that uses input as a raw data and generates output as 
meaningful information on a computer is referred to as traditional programming. 
Advanced programming, on the other hand, has transformed industry for decades, 

Artificial Intelligence and Machine Learning with IoT



162

Fig. 2 Traditional and 
machine learning 
programming paradigm

especially in the context of intelligence and integrated analytics. To construct a 
program, the input data and the corresponding output are fed into a machine learn-
ing algorithm. This yields useful findings that can be used to predict future out-
comes [2, 7].

In this part, we compare traditional programming to machine learning in greater 
detail. In traditional programming, the software is generated by an individual (or 
programmer). In this case, one must manually implement or code rules with some 
programming logic. We have the raw input data, and a set of instructions in the form 
of a program that uses that raw data and runs on a computer to generate the mean-
ingful information as an output. Whereas, ML feeds the raw input data and the cor-
responding output to an algorithm to build a program or rules, which is very efficient. 
This is the main distinction between ML and traditional programming. Examples of 
ML includes: (1) the algorithm will formulate the software if you cater to the demo-
graphics of your target market, and (2) input transactions and observed output if 
they were previously churned or not, which will know how to predict whether any-
one will churn or not.

1.5  Deep Learning

A particular subfield of ML is deep learning: a modern approach to the learning of 
data representations, which highlights the learning of successive gradually signifi-
cant representations. The profound in-depth learning does not refer to the deeper 
understanding of a certain approach, but rather to the principle of following layers 
of representations. The depth of a model is determined by how many layers it con-
tains. Layered representations of learning and hierarchical representations of learn-
ing may have been other suitable names for the field. In modern deep learning, 
hundreds or even more number of layers of representations can be stacked on top of 
one another, which will learn by their own from exposure to the training data.
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2  Taxonomy of ML Algorithms

The objective of ML techniques is to teach computers without the need of human 
intervention to execute tasks. Typically, existing ML techniques are known as either 
supervised, unsupervised, or reinforcement learning as illustrated in Fig. 3.

Recently, AI techniques have greatly aided in the advancement of ML tech-
niques. This chapter therefore includes fuzzy logic, evolutionary computation apart 
from the following ML strategies such as supervised learning, unsupervised learn-
ing, and reinforcement learning. Furthermore, in the sense of IoT, they have the 
most up-to-date algorithms. We briefly overview the various ML approaches.

2.1  Supervised Learning

In supervised learning, the input data is referred to as training data because it has a 
known label, such as approved/not approved or price of a house. In this learning, we 
have input variables (m) and an output variable (z). Supervised learning attempts to 
find a relationship or mapping function f: m → z using a training set {m, z}. The 
objective is to estimate the mapping function so very well, where we can forecast 
the output variables (z) for that data when we have new input data (m). It is called 
supervised learning since it is possible to consider the process of algorithm learning 
from the training dataset as a teacher guiding the learning process [51]. The algo-
rithm models the training data iteratively and is updated by the teacher and here we 
know the correct answers. Learning stops when an appropriate output level is 
reached by the algorithm. The main supervised learning algorithms are illustrated in 
this section.

Fig. 3 Taxonomy of 
machine learning 
algorithms

Artificial Intelligence and Machine Learning with IoT



164

2.1.1  k-Nearest Neighbors (k-NN)

In k-NN, the nearest k data points in the input training set or feature space are exam-
ined, and the goal is to identify a new given unseen data point that belongs to which 
class. As a result, in an attempt to locate the k-closest neighbors to the new unseen 
data point, we need to use different distance metrics such as Euclidean distance, 
Mahalanobis distance, Chi square, or Minkowsky.

Let m denote the new input data point, Nk(m) denote its nearest k neighbors, l 
denote the expected class label for , and the class variable as a discreet random vari-
able r. Furthermore, L(.) denotes the indicator function: L(s) = 1 if s is true and 
L(s) = 0 otherwise. The form of the classification task is
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i.e., the labels of its neighbors will be used to mark the input data point m [84].
In the context of IoT, k-NN is applied in indoor localization [3] wherein hard-

ware platform is implemented using room impulse response for the localization of 
a low accuracy microphone, fault detection [52], and data aggregation 
approaches [53].

2.1.2  Naïve Bayes

In statistics, it is a classification technique based on applying Bayes’ Theorem, 
assuming strong independence between features. A Naïve Bayes classifier, to put it 
simply, assumes that the existence of one feature in a class has no bearing on the 
occurrence of another feature. For instance, a fruit might be a mango if it is consid-
ered to be yellow in color, oval in shape, and measures about 4 inches in diameter. 
Even though these characteristics are dependent on one another or on the presence 
of several other characteristics, they all contribute to the probability that this fruit is 
a mango, which is why it is called “Naïve”. In order to construct the problem, con-
sider a vector x = (x1, …., xm), representing m features, a problem instance to be 
classified. Naïve Bayes classifiers classify x depending on applying Bayes’ theorem 
with the “naive” implication of distinction among the feature values of x given the 
class variable z.

By using the Bayes’ theorem, we have
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And by adding naïve distinction assumptions and certain generalizations, we have
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Therefore, the classification task form is
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where y stands for the expected class label for x. Distinct naive Bayes classifiers 
employ various methods and distributions for estimation p(z = c) and p(xi| z = c) 
[85]. Although a minimal number of observations are needed to train a Nave Bayes 
classifier, it can handle a high-dimensional data space [31]. It is also a common 
model for application areas like, spam filtering [32], text classification, and auto-
mated medical diagnosis [33]. Naïve Bayes is adopted in IoT for the task of fault 
detection [52], cluster head selection [54], and localization [55–57] approaches. It 
is also useful in agriculture application for prediction of frost events [21].

2.1.3  Support Vector Machines (SVMs)

Classical SVMs are deterministic, binary classification algorithms built to locate a 
hyper-plane dividing the maximum margin range between any two training classes. 
The predicted classification of a different and unknown dataset is then calculated on 
the basis of which half of the hyper-plane it appears [34]. The purpose of the SVM 
is to find a hyper-plane in an N-dimensional space that separately classifies the data 
points. There are several possible hyper-planes that could be selected to distinguish 
the two classes of data points. The target is to find a plane that has the maximum 
margin, i.e., the maximum distance between the two classes’ data points. Maximizing 
the gap from the margin offers some support so that further confidence can be clas-
sified in future data points.

Let v the normal vector of the hyperplane, and d the factor to adjust the deviation 
of the hyperplane. In addition, to ensure the SVMs can accommodate data outliers, 
for training point zi, we use the variable ξi, also known as the “slack variable,” which 
represents the distance by which this training point exceeds the margin in units of 
|v|. A bound optimization model is used to describe this binary linear classification 
task in the following form
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Subject to zi(vTvi + d) − 1 + ξi ≥ 0; i = 1, …. l

 
�i � � �0 1; , .i l

 

where the factor M > 0 indicates the severity of the penalty for a violation [34].
In various domains of IoT, the SVM is applied [4–6, 19, 58, 59] for the purpose 

of classification. In [4], SVM is adopted to improve the IoT Security System of 
Smart Home. Moreover, network slicing to tackle load balancing problems within a 
multi-tenant network system in IoT is handled by SVM [5]. Malware Detection for 
Reliable IoT services by applying SVM is investigated in [6].  Additionally, the 
number of security issues and the detection of malicious activity in IoT and wireless 
sensor networks (WSNs) can be handled with the help of localization [58, 59].

2.1.4  Logistic Regression (LR)

LR is a kind of regression analysis utilized in order to identify the relation of a 
dependent variable and one or more independent variables. LR shall be valid when 
binary variables are used for the dependent variable. As this is a regression analysis, 
it is reasonable to use logistic regression for the prediction tasks in ML [30]. Logistic 
Regression is applied for classification in prediction of frost events [21] in IoT 
ecosystem.

2.1.5  Decision Trees (DTs)

DTs are constructs that work with the classification problem and are therefore a 
decision process with many potential consequences. There are multiple nodes in a 
top down decision tree where each node may be a class or decision that moves a test 
item to a class. It’s an easy alternative to classification problems. A new sub-process 
for classification takes place on each decision tree stage, splitting the main task into 
smaller sub-tasks [36]. The Random Forest (RF) algorithm is developed to improve 
the accuracy of decision trees. RF is an ensemble decision tree technique, which 
works by building multiple classifiers wherein each classifier is a tree for decisions.

An illustration of a decision tree is given in Fig. 4. Assume we want to identify 
whether a person is fit or not based on their age, dietary practices, regular exercise, 
and other factors. The decision nodes in this case are questions such as “How old he/
she is?”, “Does he/she work out??”, “Is he/she a burger or pizza lover?”, and the 
terminal nodes, resulting in status as either ‘fit’ or ‘unfit’ effects. DTs mostly deal 
with the binary classification problems.

There are numerous algorithms for creating decision trees, but the Iterative 
Dichotomiser 3 (ID3) Algorithm is one of the most efficient. The following is how 
it applies the concepts of entropy and information gain:
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Fig. 4 An example of decision tree

Entropy is the measure of the amount of uncertainty or randomness in data and 
is denoted by H(S) for a finite set S.
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It shows intuitively how predictable a particular event is, e.g., consider a toss of a 
coin whose probability of both heads and tails is 0.5. Here, the entropy is as high as 
it can be, because there’s no way of knowing what the outcome will be. Conversely, 
given a coin that has tails on both sides, it is entirely possible to estimate the entropy 
of such a case when we know in advance that it will be tails. To put it another way, 
there is no randomness in this case, because its entropy is 0. Lower values, in par-
ticular, denote less uncertainty, while higher values denote a high level of uncertainty.

The successful entropy change after agreeing on a specific attribute Z is denoted 
by IGain(S, Z) for a set S. It’s the difference in entropy between the independent 
variables.
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IGain(S, Z) denotes the information gain by employing feature vector Z. The first 
term, H(S), is the Entropy of the entire set S, while the second term calculates the 
Entropy after employing the feature vector Z, where P(x) is the probability of 
event x.

Decision tree can be applied in IoT for intrusion detection [60] and prediction of 
traffic congestion [35].
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2.1.6  Linear Regression

Linear regression seeks to model the correlation between two variables by a adapt-
ing a linear equation to the observed data. Applying a linear regression to the system 
will reveal the association among the target variable and the predictor variables. The 
data will be modeled to match a straight line in linear regression. For example, a 
random variable, y (called a response variable), may be modeled as a linear function 
of another random variable, x (called a predictor variable), using an equation.

 y mx b� �  (9)

Here, the parameters m and b define the line’s slope and y-intercept, respectively. 
The technique of least squares, which minimizes the difference between the actual 
line separating the data and the approximation of the line, can be used to solve for 
these parameters. A variety of methods exist for model training: Bayesian Linear 
Regression (BLR), Ordinary Least Square (OLS), Least-Mean-Squares (LMS), and 
Regularized Least Squares (RLS). Among these, LMS is the fastest, scalable to big 
datasets, and by the technique of stochastic gradient descent, it learns the settings 
online [37, 38]. By using acceptable basic functions, it can be seen that by mapping 
the input vector to the output vector, it is able to represent arbitrary nonlinearities. 
Fixed base theory functions, however, leads to major flaws in this approach. Rising 
the size of the source space, for example, is correlated with significant increase in 
the number of base functions [37, 39, 40].

The application of Linear Regression in the IoT ecosystem is identified in [25, 
41]. In [25], linear regression is employed to handle data imputation for restoring 
missing values in real-time streaming of data from the Internet of Things. As linear 
regression can process data quickly [41], it can be used to measure and forecast the 
electrical consumption of houses.

2.1.7  Support Vector Regression

A method named Support Vector Regression (SVR) is an extension of SVM model 
discussed in Sect. 2.1.3 to address regression problems. The underlying SVR model 
relies only on a few testing areas to sustain vectors in SVMs, because testing points 
near the model estimation are not approximated [81].

On the basis of a training set, the aim of regression is to discover a function that 
resembles the mapping from an input domain to real numbers. As illustrated in 
Fig. 5, decision boundary is represented by two parallel thin lines and the middle 
thick line represents the hyperplane. When we move forward with SVR, the aim is 
to essentially include the points that are inside the decision boundary line. The 
hyperplane with the most points is the best fit line. Consider the decision boundar-
ies, i.e., thin lines to be at any distance, say ‘d’, from the hyperplane. So, at a dis-
tance of ‘+d’ and ‘-d’ from the hyperplane, we draw these lines.

S. W. Shende et al.



169

Fig. 5 An idea of SVR

Assume the hyperplane has the following equation:

 Y mx c� �  (10)

The decision boundary equations are then as follows:

 mx c d� � �  (11)

 mx c d� � �  (12)

As a result, every hyperplane that satisfies our SVR must fulfill the following 
conditions:

 � � � � � �d Y mx c d  (13)

There are several SVR implementation schemes, such as epsilon-SVR and nu-SVR 
[82], and the application of SVR in IoT [83] is to acquire precise temperature and 
relative humidity data forecasts.

2.2  Unsupervised Learning

In comparison to supervised learning, this learning algorithm does not need test data 
to be labeled. The objectives of this form of learning is to recognize unknown trends 
of corresponding samples in input data to form the groups of similar data points or 
predict future values. This technique is commonly used in product recommendation 
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Fig. 6 Taxonomy of unsupervised algorithms

systems, consumer segmentation, and targeted marketing campaign. Moreover, it 
also addresses issues involving dimensionality reduction used for big data represen-
tation and feature extraction [42, 43]. The taxonomy of unsupervised learning is 
shown in Fig. 6.

2.2.1  Dimensionality Reduction

Techniques for reducing the number of input variables in training data are referred 
to as dimensionality reduction techniques. When working with high-dimensional 
data, it is often beneficial to minimize the dimensionality by projecting the data to a 
lower-dimensional subspace that captures the important features of the data.

When making a prediction for the final model, any reduction in dimensionality 
of training data, for example test data or validation datasets, also needs to be made 
to new data [55].

In Fig. 7, two dimensions are shown, x1 and x2, which are the measurements in 
cm (x1) and inches (x2) for some objects. Now, in machine learning, if we were to 
use all of these dimensions, they will transmit identical knowledge and add a lot of 
noise, so it’s easier to use only one dimension. We have transformed the 2D (from 
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Fig. 7 Dimensionality reduction

x1 and x2) to 1D (z) data dimension here, which has made the data relatively easy to 
understand. For dimensionality reduction, there are several algorithms; here, we 
discuss the two main algorithms.

Principal Component Analysis (PCA) It is a dimensionality reduction technique 
used as one of the preprocessing techniques in ML. PCA is motivated by the orthog-
onal projection theorem wherein data points are mapped into the L linear dimension 
subspace, called the main subspace, having the greatest number of anticipated dis-
crepancies [45].

Likewise, the goal is being viewed as finding an entirely orthonormal group of L 
linear M -dimensional base vectors {wj}, and the corresponding linear data point 
projections {znj} are designed in such a way that the mean reconstruction error is 
reduced, where x denotes the average of all data points [17, 44]. We identify the 
application of PCA in IoT in the reduction of data dimensionality at either the level 
of the sensor or the cluster head, which is used in Structural Health Monitoring on 
Low-Cost IoT Gateways [8], and reduction in the communication overhead [71]. It 
is also used to aggregate the redundant data [70] and detect the outliers and IoT 
network traffic anomaly [9, 10].
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Linear Discriminant Analysis (LDA) LDA is a dimensionality reduction 
approach that is commonly used to solve supervised classification problems. It is 
being used to transform higher-dimensional feature space into a lower-dimensional 
feature space, which can be used to represent group distinctions, such as separating 
two or more classes. For example, if we have two sets, and we are interested in sepa-
rating them. These sets may have different characteristics. Just using one feature to 
classify them will result in some overlapping. So, for proper classification, we can 
keep increasing the number of features [72]. LDA is applied in IoT [13] wherein 
dimensionality reduction is performed for intrusion detection.

2.2.2  Frequent Pattern Mining

Frequent pattern mining is used to find the association among the item-sets, fre-
quent patterns, i.e., subsets, subsequences, or substructures in datasets with certain 
frequency of occurrences.

Apriori The idea of association rule mining was first suggested in order to identify 
frequently purchased classes of items. The problem of learning association rules 
[73] is described as follows:

Consider T  =  {t1, t2, . . ., tn} denotes a database, which consists of set of 
n- transactions and I = {i1, i2, . . ., im} denotes the universal set of all m-items present 
in the database. A unique identification will be assigned to each and every transac-
tion in T, denoted by id, and it contains a subset of the items in I. The fraction of 
transactions with in dataset that contain the item set is known as the support sup(A) 
of a set of item A. Only those patterns P ⊂ I that appear across at least a subset S of 
the transactions are to be determined by frequent pattern mining. This fraction S is 
called as minimum support, which can be defined either as an absolute number or a 
percentage of total transactions in the database. An association rule is established as:

 a b a by I a b� � � ��, , ,for  (16)

Here the item set ‘a’ is called as antecedent and ‘b’ is called as consequent of the 
association rule. The conditional likelihood, P(b|a), is used to express the confi-
dence of an association rule, which is expressed as

 
conf a b supp a b supp a�� � � �� � � �/

 (17)

Rules that meet both the minimal threshold for minimum support (S) and confidence 
(C) are deemed strong in order to select among the set of all possible interesting 
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rules. In general, the learning of association rules can be carried out using the fol-
lowing phases:

 1. Finding Frequent item-sets: Every item-set will meet the minimum support 
requirement, i.e., it happens as often as minimum support S.

 2. Generation of strong association rules: All the frequent item-sets found in 
phase-1 are used to derive the association rules provided it must satisfy a mini-
mum confidence constraint.

In [46], Apriori algorithm is applied in IoT for predictive analytics and maintenance 
of numerous smart home appliances including air cooling, water filters, ventila-
tion, etc.

FP-Growth Initial step in the learning of the association rule involves looking for 
all possible combinations of items in a power set, as the quantity of items increases 
the size of this set grows at an exponential rate. The so-called Apriori property is the 
secret to a successful search algorithm: “All nonempty subsets of a frequent item set 
must be frequent as well”. Thus, all of its supersets must also be infrequent for an 
infrequent item collection. The frequent pattern creation (FP-growth) algorithm is 
among the quickest and most popular algorithm for finding frequent item sets [61–
63]. It is based on a prefix tree’s representation of the specified datasets. Using a 
prefix tree data structure called FPtree, it can save a significant amount of memory 
when storing transactions. The FP-growth algorithm is built around a recursive 
elimination mechanism. It is stated as follows:

 1. Initially, find all the set of frequent items and their support counts. Discard those 
items in the transactions that do not comply with the minimum support count, in 
a header table.

 2. Store all frequent items in the list in descending order of frequency, called 
Frequent- list (F-list).

 3. Sort the frequent items in transaction according to the items listed in F-list.
 4. Construct the FP-tree by introducing instances into a tree with an ‘empty’ root 

node. To speed up FP-tree processing, items in every transaction are arranged in 
the same sequence as in the F-list. A list is used to index all nodes relating to the 
same object, making it possible to display and count all transactions involving 
the item by traversing the list.

 5. Unlike Apriori algorithm, candidate items generation and checking them against 
the entire dataset, recursive mining of the FP-tree will directly expand large item 
sets. From F-list, it constructs the dependent item base with length-1-pattern that 
combines a variety of prefix paths in the FP-tree co-occurring with the suffix 
item. The result is a conditional FP-tree, including sums derived from original 
tree relative to the subset of features that are dependent on the feature, and each 
node counting the number of its children.

 6. Recursive growth stops when the minimum support threshold is not reached by 
any specific items conditional on the attribute, and the remaining header items of 
the original FP-tree continue to be processed.
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 7. All item sets that satisfy the minimum support criteria are selected to generate 
the association rules, at the end of the recursive process.

In [47], FP-Growth is adopted in IoT system to figure out the patterns of IoT 
malware attempts from the data stream. By looking for patterns about operation 
types, sender’s and receiver’s port address, and size of TCP window, it is helpful to 
identify the behaviors of malware attacks.

2.2.3  Clustering

Clustering is an unsupervised approach for classifying components according to 
similarity or uncovered patterns in discrete groups [11, 48]. Clustering involves no 
identified labels to develop a model in contrast to the methods of classification.

k-means Clustering The goal of the k-means algorithm is to classify unlabeled 
data among k clusters (groups) where there must be some similarities in the data 
points of the same cluster. Disparity among the data points in the similarity of match 
is observed in classical k-means algorithm. k-means try to identify a set of cluster 
seed points, defined as {s1, ...,sk}, in order to minimize distances among data points 
and their closest centers [49]. The k-means is applied in IoT systems for localiza-
tion, network sub-slicing, location privacy, and detection of the presence of multi- 
media traffic [3, 5, 12, 23, 27]. Network slicing is a basic technology used to solve 
load balancing problems in multi-tenant network systems. In [5], it is applied to 
form groups of certain services such as application-based, platform-based, and 
infrastructure-based services. The protection of location privacy in WSNs for IoT is 
investigated in [23]. A dummy sender and receiver nodes are used to protect the 
location of the real sender and the real receiver. The use of a k-means cluster can 
then be used to increase the routing path and thus the safety time.

Spectral Clustering (SC) Mainly, clustering is utilized to group all spectrums of 
unorganized data points into multiple groups based on their uniqueness. Spectral 
clustering is the common style of multivariate statistical analysis. Spectral cluster-
ing uses a clustering connectivity approach where node communities (i.e., data 
points) that are linked or directly next to each other are described in a graph. The 
mapping of nodes are performed corresponding to a low-dimensional space, which 
is effortlessly separated to construct the clusters. SC utilizes the knowledge from the 
eigenvalues (spectrum) of the special matrices (i.e., Affinity Matrix, Degree Matrix, 
and Laplacian Matrix) extracted from the graph or dataset. Spectral clustering meth-
ods are attractive, simple to implement, and relatively fast, particularly for the lim-
ited dataset up to a few thousand. SC handles data clustering in the form of graph 
partitioning without taking the form of data clusters’ Expectation Maximization 
[24, 74].
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How to apply SC in IoT is demonstrated in [16, 50, 75, 76]. In [16], spectral 
clustering is employed to optimize overlap degree related to user requests, and 
hence, resource utilization is improved in edge computing. Moreover, spectral clus-
tering is applied to diminish the disparity degree between every two classes in wire-
less sensor network for the intrusion detection, which is presented in [50]. In [75], 
disconnected segments are detected in sensor network affected by the depletion of 
power battery or any physical tempering performed on the nodes. In contrary, SC is 
adopted in the detection and elimination of sensor nodes, which misbehave in IoT 
ecosystem [76].

2.3  Reinforcement Learning

Reinforcement learning (RL) is utilized as a technique amid supervised learning 
and unsupervised learning. It is neither supervised, since it doesn’t depend solely on 
the collection of labeled data, nor unsupervised learning, since the reward are opti-
mized by the agent. The agent require to identify “right” actions to be performed in 
various circumstances in order to achieve its ultimate objective [51]. Moreover, the 
aforementioned style of learning is practiced in Artificial Neural Networks (ANN) 
and Deep Learning (DL). Primarily, RL is useful in applications such as AI-based 
gaming, gaining skills, direction-finding using robot, and decision making in the 
real-time scenarios. For instance, in [14], RL algorithm is adopted for building 
autonomous IoT (AIoT). Further, RL is utilized in IoT systems to design routing 
protocols, and network performance is improved in WSNs along with reduction in 
energy consumption, which is witnessed by applying RL technique [64].

2.4  Artificial Neural Networks

ANN is described as a composition of neural network and process of learning at the 
time of handling the problem. In neural network, we have weighted connections 
between neurons, which is shown in Fig. 8. In neural network, an input layer takes 
the input variables to process in the network. Every neuron consists of variable val-
ues at the time of computation. The output layer comprises labels, which will be 
match for the processed input. There are some hidden layers between these layers, 
i.e., input and output layers.

Although ANNs offer solutions to complex as well as non-linear problems, the 
complexity lies in the computations performed in neural network. ANNs can be eas-
ily applied in IoT domain, and related work is presented in [1, 65–68]. In [1], a kind 
of ANN Reinforcement Neural Network (RNN) is modeled for track forecasting 
and routing. Eventually, ANN is developed to improve the efficiency of IoT local-
ization [65, 66]. Detecting faulty nodes [67] and establishing routing in IoT system 
[68] are also proposed. Notice that since neural networks are compact models, they 
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Fig. 8 Neural network architecture

are quick to process new data. However, in contrary, they usually need significant 
computation time for training the model. In addition, they are readily adaptable to 
the problems of classification and regression.

2.5  Fuzzy Logic

Traditionally, ML methods are utilized to work on binary values, i.e., 1 (True) or 0 
(False). Fuzzy Logic (FL) comprises the type of reasoning wherein we can mimic 
human thinking; moreover, FL also mimics the human decision-making process, 
which includes the possibilities, i.e., 1 or 0. Fuzzy Logic is incorporating the idea of 
the degree of truth, i.e., the real value closer to 1 (value between 0 and 1) [69]. 
Exploitation of FL in IoT for various domains is designed and implemented in [18, 
20, 22, 28, 69]. In [69], FL is applied to offer solution to localization wherein vari-
ous issues are addressed such as residual energy of node, distance between data- 
sink nodes to elect the prominent cluster heads, and centrality. In [18], fuzzy logic 
along with reinforcement learning is applied to identify high reliable route in IoT. In 
[20], genetic algorithm and FL are adopted in opportunistic networks, which is 
based on IoT devices wherein the problem is resolved to select and place the IoT 
devices in underline network. In [22], neural network and FL are synthesized to 
equalizer  – (1) optimal cluster heads selection and (2) uniform load distribution 
among the sensors. Further, navigation system is designed under smart home for 
blind person to be assisted in day-to-day activities using FL, which is presented 
in [28].
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2.6  Evolutionary Computation

Contrary to other ML methods, evolutionary computation methods solve problems 
by applying computational models, which emulate humans or animals’ biological 
actions in underlying problem.

2.6.1  Genetic Algorithms

Genetic algorithms (GAs), which belong to a large proportion of evolutionary algo-
rithms, are adaptive heuristic search algorithms. Genetic algorithms remain derived 
from natural selection and genetics principles. The use of random searches, deliv-
ered with historical knowledge and guiding the search for better performing region 
under solution space, is intelligent. GA is also applied for high-quality solutions for 
search and optimization issues.

The process of natural selection is simulated by genetic algorithms, which 
ensures that those individuals changing in the environment can survive, reproduce, 
and pass on to  the next generation. Thus, the “survival of the fittest” is observed 
among the individual in the successive generation to solve the problem. Moreover, 
population is preserved for an individual in the search space. Here, each entity rep-
resents a solution obtained for the problem in the search space and represented in 
the form of vector with finite length (i.e., chromosome) of the components. The 
aforementioned components are similar to the genes used. Accordingly, an indi-
vidual chromosome is composed of many genes, i.e., variable components.

In [15, 20], genetic algorithm is developed for IoT application where it is found 
to be suitable to perform the tasks such as data aggregation and optimal clusters 
search. In [15], genetic algorithms are developed to build a decision fusion tech-
nique based on soft computing to find the optimal coefficient vector from sensing 
reports, which is collected from various secondary users to provide higher detection 
and lower probabilities of error and false alarm, in the context of malicious users 
and nodes.

2.6.2  Ant Colony Optimization

Ant Colony Optimization (ACO) is a meta-heuristic technique based on the popula-
tion. ACO is generally applied on the complex optimization problems to determine 
the approximate solutions. In the search of suitable solution for underline optimiza-
tion problem, a set of artificial ants (software agent) in ACO is utilized. Hence, 
optimization problem becomes optimal path finding problem in a weighted graph in 
order to apply ACO. The agents incrementally construct solutions from the graph by 
making certain movements. The solution construction process is stochastic as well 
as biased under pheromone model, i.e., the associated parameters with the compo-
nents of the graph wherein parameter values are changed by ants at runtime [77].
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Mostly, in IoT applications, the data sensed by the sensory devices are collected, 
and to perform further operations on the data, it is directed to the specialized nodes, 
namely, manager. To do so, trustworthy routing protocols are utilized, which faces 
two targets, i.e.  – (1) improving data transmission as well as scalability and (2) 
minimizing energy consumption. These targets are the main challenges in WSNs 
and also considered vital issues in the IoT ecosystem. Both of this issues addressed 
to find efficient routing is presented in [26, 86, 87].

2.6.3  Particle Swarm Optimization

Particle swarm optimization (PSO) is a stochastic optimization strategy based on 
the population. It is influenced from the flocking birds or schooling fish based on 
their social behavior. The algorithm begins with a random pool of solutions consist-
ing particles. Fitness function is employed to measure a fitness value of the particle 
that is optimized for each generation [78]. In PSO, particles obtained the potential 
solutions, and this is accomplished by traversing in problem space and following an 
optimum particle that leads to determining the global optimal solution.

 In this paper [79], the PSO-based implementation used for path planning of 
WSNs and performance improvement for IoT clustering is useful, wherein the vir-
tual clustering is applied at the time of routing to offer less energy consumption, 
prolonged lifetime of network, and reduction in transmission delay.

3  Conclusions

The IoT model has been an important part of our everyday lives. Nevertheless, the 
peculiar existence of IoT systems leaves one no alternative but to overcome their 
problems and shortcomings by adequate tools and specialized techniques. The 
requirement for machine learning approaches emerges from supervised-, unsuper-
vised-, augmented learning, and fuzzy logic or evolutionary computing. These strat-
egies provide various solutions to most of the problems. In this chapter, we have 
discussed the various machine learning techniques and applications of ML in IoT 
for solving a various problems such as data aggregation, data imputation, routing, 
node localization, network slicing, cluster formation, etc. In addition, we addressed 
the role of ML in protection, resource management, congestion control, and fault 
detection to improve the performance. Thus, we propose the use of supervised 
learning for performance-hungry problems (e.g., classification and forecast). Here, 
SVM and linear regression are the most suitable techniques for the aforementioned 
learning algorithm. However, for solving basic IoT operations, Evolutionary algo-
rithms are more suitable. Fuzzy structures are capable of addressing uncertainties, 
hence adopted in IoT ecosystem for node localization and routing. IoT systems 
consist of heterogeneous computing devices, therefore, it is necessary to handle the 
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various resources; so to manage the resources, the reinforcement learning is the 
best match.

The way businesses and industries work and the manner in which consumer 
reacts to the market is rapidly changed with the increasing adoption of IoT and 
AI. Studies and projections suggest that IoT, AI, and ML will still be there and will 
be a crucial part of our lives. Several domains need the intervention of IoT and AI 
in depth like power and energy sector, healthcare, smart home, and smart transport. 
Healthcare is the broadest sector allowing IoT and AI to intervene extensively. It is 
also the quickest realm to accept the IoT. Integrating IoT functionality with medical 
digital instruments greatly increases the service quality and performance. The for-
mulation provides a high benefit to chronic patients and those who need constant 
care. According to Gartner Forecast, IoT health expenditure will reach $1 trillion in 
a century and reach a level for highly customized, reliable, and affordable health 
services for everyone. The digital health revolution will accelerate the development 
of several IoT-based start-ups that offer patient care, clinical information, and bio-
metrics services. Moreover, the forthcoming IoT will consist of tremendous eco-
nomic and social effect on the life of peoples. In IoT networks, connected devices 
are mostly resource-constrained, and become the soft targets for cyber attackers. 
Hence, comprehensive attempts are initiated to resolve the issues of secrecy and 
security in IoT, mainly adopting recent security schemes. The specific features of 
IoT nodes, however, make current solutions inadequate to protect the IoT networks’ 
entire security spectrum. This is relative to resource limitations, diversity, highly 
dynamic network behavior, and vast real-time data. ML and DL are therefore used 
to deal with various security issues, and are capable of delivering built-in intelli-
gence within IoT devices and networks. To allow IoT devices to fit under complex 
environment, AI and, more precisely, ML and DL techniques can be applied. By 
learning and analyzing statistical data from the underlining environment, the afore-
mentioned techniques offer self-organizing operations and improvised system 
performance.
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Performance Analysis of Cellular Internet 
of Things Using Cognitive Radio

Priyanka Mishra, Prabhat Thakur, and G. Singh

1  Introduction

Spectrum is a natural source and there is very limited availability of spectrum. There 
is a fixed spectrum assignment and bandwidth is also found to be very expensive. 
Some frequency bands like radio and TV are unutilized while the other frequency 
bands are overutilized. This shows that there is inefficiency in the utilization of the 
spectrum. This necessitates to exploit the spectrum opportunistically; therefore, we 
need to dynamically utilize the spectrum, which is called dynamic spectrum access 
[1]. To achieve this dynamic spectrum access, we need a clever radio or clever sys-
tem. Such a clever system or radio is known as cognitive radio. It is an intelligent, 
adaptive, aware radio model that senses its functional surroundings and dynami-
cally adapts its radio operating parameter to update systems like mitigating interfer-
ence, facilitating interoperability, and maximizing throughput. Spectrum scarcity is 
one of the major problems as most of the spectrum is left unused leaving behind 
spectrum holes. So, cognitive radio makes use of their spectrum hole in an efficient 
manner, thus leaving very less spectrum holes.

Recent studies show that in the integration of cognitive radios with IoT-based 
wireless communication technologies, multiantenna systems [1–3] offer better 
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results in terms of data rates, efficiency, availability, complexity, robustness and 
solve the spectrum scarcity issues even in coming age of the Internet of Things [4–
7]. Improved intelligent radio systems efficiently work with fifth generation wire-
less networks by employing the licensed spectrum with the primary user and 
unlicensed spectrum combined with different application bands [8]. As it is an 
effective tool to mitigate various issues wirelessly, its smart sensing technique regu-
lates the ability of spectrum resources [9].

The predominant characteristics of cognitive radio are its capability and recon-
figurability. The capability of the cognitive radio to sense its radio environment by 
noting down the variations is called cognitive capability whereas the ability of the 
cognitive radio to change the functional elements according to the need of the radio 
surroundings is called reconfigurability. Achieving these characteristics in cognitive 
radio can be well explained in the “cognitive cycle” as shown in Fig. 1.

The primary role of cognitive radio is spectrum sensing, spectrum management, 
spectrum sharing, and spectrum mobility. The process of detecting an unused part 
of the spectrum or spectrum hole, that is, detecting whether the primary user is pres-
ent or absent. Occupying the efficient part of the spectrum to obtain the user’s 
requirement is spectrum management. In addition, the cognitive radio provides fair 
spectrum scheduling method among Cognitive radios users and distributes spec-
trum among the scheduled users is known as spectrum sharing. Further, spectrum 
mobility performs transition to a better spectrum, that is, to empty the channel, 
where the licensed user is identified.

Further, this chapter is structured as follows. Section 2 comprises the system 
model of the IoT-based cognitive radio network. Section 3 comprises the spectrum 
sensing phenomenon and layer-wise structure of the cognitive radio cycle. Further, 
Sect. 4 illustrates the IoTs-based cognitive radio network structure. Section 5 

Environment
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Mobility

Deciding

Spectrum
Sensing

Spectrum
SharingCommunication

Setup
Spectrum

Fig. 1 Cognitive radio cycle
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Fig. 2 IoT-based cognitive radio network

presents the complete process of spectrum sensing using MATLAB. Section 6 com-
prises the simulation results and discussion followed by the conclusion in Sect. 7.

2  System Model for IoT-Based Cognitive Radio

Considering an IoT-based cognitive radio network consisting of a primary IoT 
device (PD), primary access point (PAP), secondary IoT device (SD), and second-
ary access point (SAP) as shown in Fig. 2. It is assumed PD and SD transmit infor-
mation to their respective access point. The spectrum has been divided into licensed 
primary IoT (P-IoT) and unlicensed secondary IoT (S-IoT). Assuming that primary 
access point (PAP) and the secondary access point (SAP) are unbuffered, thus there 
is no possibility of the combination of signals received from earlier transmissions. 
If an error occurs during the transmission, we adopt an automatic repeat request 
(ARQ) protocol to correct the error. When new information is generated at the PD 
or SD, while the primary IoT and secondary IoT users are busy in the current trans-
mission, the PD and SD discard the current information and start to transmit new 
information or packet of data.

3  Potentials of Cognitive Radio

Cognitive radio is a dynamic spectrum access that improves spectrum utilization. It 
gives better interoperability and improved vertical handoff by selecting the best 
network. Link optimization is done with respect to modulation, power and topology, 
better usage of other resources, increased capacity and high data rates, improved 
coverage, service quality, and link reliability by intelligently identifying the chan-
nels for communication.
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In spectrum management, the use of radio frequency for efficient use and gain 
benefits of cognitive radio is regulated [10]. It has three processes such as cycle 
sensing, deciding, and acting. The measurements are taken in first process and spec-
trum sensing is performed, which is affected by various wireless limitations. 
Because the measurements may be uncertain in first process, a decision needs to be 
made by the secondary, which is knowledge based and observation. Eventually, in 
the last step of the cycle, because of the uncertainty, wrong actions are taken. So, it 
is important to acknowledge the uncertainty by sensing the spectrum optimally by 
making right decisions and taking correct action.

Spectrum sensing is a very eminent method in cognitive radio system because it 
allows secondary users to acknowledge about the environment by finding the avail-
ability of primary user. It is formulated as follows:
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where k = 1 …. K, K is the number of samples, y(k) is the SU received signal, x(k) 
is the PU signal, N0 is the additive white Gaussian noise (AWGN) with zero mean 
and variance 𝛿w

2, and h is the complex channel gain of the sensing channel. H0 and 
H1 show the presence and absence of the PU signal.

The PU signal detection is achieved using one of the spectrum sensing method to 
take decisions among the two hypotheses H0 and H1. At the receiver end, the test 
statistic (T), is then correlated to a threshold (γ) to sense the presence or absence of 
PU signal. The Hypothesis H1 and H0 refer to the presence and absence of the PU 
signal respectively and decided as follows:
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where 𝛾 denotes the sensing threshold. Absence of PU signals enables the SU to 
get access to the PU channel.

3.1  Generic Flow Diagram of Cognitive Radio

The fundamental objective of cognitive radios is spectrum sensing, spectrum shar-
ing, and spectrum access. They work in PHY and MAC layers [11]. Further, cogni-
tive radios influence the functioning of upper protocol layer. For quality of services 
observation, learning and decision-making must also be performed at the network, 
transport, and application layers [12]. Figure 3, shows the generic flow diagram of 
cognitive system.
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4  IoT-Based Cognitive Radio

4.1  Need for Cognitive Radio in IoT

The exponential growth of internet traffic, count of licensed users will increase 
accordingly. This will make an issue to the unlicensed users. Therefore, it is very 
difficult to manage the expenses of obtaining spectrum from these unauthorized 
users. Cognitive radio networks are the feasible choice to combat this issue. Second, 
the expanding of internet will increase the count of IoT tools connected to the 
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network. This will cause interference in the network due to device-to-device com-
munication. IoT-based cognitive radio can assign channels that are interference free.

Huge payload of information generated by individual users will require enor-
mous bandwidth for transmission. Efficient spectrum utilization using cognitive 
radio technology will cater to this challenge.

4.2  Cognitive Architecture for IoT

The cognitive architecture structure for the cellular IoT is shown in Fig. 4 [13]. The 
framework consists of three levels of enablers. Each layer consists of fabrics that are 
used for the mechanism of various functionalities. The virtual object (VO) levels 
create the virtual description of real-world and digital objects are used for the 
exchange of the information with the real-world object (RWO).

The VOs can be further used for the generation of composite virtual objects 
(CVOs). Thus, the combination of these layers and structure together will create a 
cognitive network which can be used for power optimization, energy efficiency, 
reduced computational time, and increased reliability.

The service function includes translation of service request, real world knowl-
edge, and request information down to the CVO level in order to create meaningful 
mashups to serve the request. The real-world knowledge will help us decision- 
making necessary for cognitive radio cycle [14].

Service functions

RWO RWO RWORWO

PHYSICAL AND COMMUNICATION LEVELS

vo

CVO

vo vovo

Applications

Fig. 4 Cognitive radio IoT-based architecture
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5  Flowchart for Spectrum Sensing in Cognitive Radio

In this section, a brief flowchart for spectrum sensing in cognitive radio is discussed. 
We considered five different combinations for primary users with different trans-
mission signal frequencies of 1 KHz, 2 KHz, 3 KHz, 4 KHz, and 5 KHz, respec-
tively as shown in Fig. 5. Different cases have been considered describing various 
combinations of primary users. We calculate the sum of all primary users and plot 
the power versus frequency graph of the resultant signal. Further, the spectrum is 
checked for any empty slot and secondary user is supposed to occupy the empty 
slot. After the secondary user has entered in the spectrum, we calculate the sum of 

Generate 5 PU message
signals

Transmit PU signals 
through QAM modulator

Add Noise

Sum all PU Signals + Noise

Pass the resultant signal
through bandpass filter

Enter SU

Display PSD of
Resultant Signal

Start

No

Yes

If any slot is
empty

End

Fig. 5 Flowchart for Spectrum Sensing
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the primary user signal and secondary user signal and plot the power spectral den-
sity. The sampling frequency is chosen to be 12 KHz. The noise affects the spectrum 
sensing process; accordingly, we consider the signal-to-noise ratio (SNR) is equiva-
lent to 15 dB in each case.

6  Results and Discussion

This section covers all the results simulated in MATLAB software using efficient 
spectrum sensing algorithm for cognitive radio. Figure 6 shows the presence of one 
primary user keeping channel capacity minimum and probability is less. Second, 
empty slots are occupied by secondary user as shown in Fig. 8, by improving chan-
nel capacity and deduction in probability. Secondary user fills the third and fourth 
slots in the iteration as shown in Figs. 10 and 12, respectively.

In fifth iteration, due to the presence of one primary user, all slots are occupied 
as shown in Fig. 14, having maximum channel capacity and spectrum probability.

Case 1:
Figure 6 shows the power spectral density graph for the cognitive radio system 
when only one primary user is present. Only one slot is occupied, which is shown in 
graph by the spiky peaks on the both sides of 1 KHz frequency spectrum. The power 
in this frequency range is almost 1 dB, that is, most of the signal power is confined 
within this spectrum. Figure 7 shows the probability of detection of empty slots due 
to the presence of only primary user. The detection probability of vacant slot is 
maximum in this case.

Fig. 6 Only one primary user is present in spectrum
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Fig. 7 Detection Probability of holes in presence of one PU

Case 2:
Secondary user senses the spectrum and occupies the second slot. Now, two slots 
are present in the spectrum. This is shown in graph by two spiky peaks ranging 
between 1 and 2 KHz frequency spectrum. Power in these two bands is almost equal 
to 4 dB as shown in Fig. 8.

Figure 9 shows the probability detection of unoccupied slots when only two slots 
are in use. The detection probability of empty slots somehow decreases as compared 
to case 1, because one more slot gets occupied in this case.

Case 3:
In Fig. 10, secondary user again senses the spectrum and finds three empty slots, 
thereby, occupying the third slot. The spiky peaks at 1, 2, and 3 KHz band frequency 
demonstrate the occupancy of three slots. Again, the power at these frequency bands 
is 4 dB. Figure 11 shows the detection probability when three slots are occupied. 
Again, it can be seen that with the occupancy of one more slot, the detection prob-
ability of empty slot decreases.

Case 4:
Figure 12 shows the power spectral density graph when four slots are occupied. 
This is shown with four spiky peaks at 1, 2, 3, and 4 KHz frequency bands. Figure 13, 
demonstrates the decrease in the detection probability of empty slots. Now, only one 
slot is left unoccupied.
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Fig. 9 Detection Probability of holes in presence of second PU

Fig. 8 Secondary primary user is present in spectrum
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Fig. 10 Third primary user is present in spectrum

Fig. 11 Detection Probability of holes in presence of third PU
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Fig. 13 Detection Probability of holes in presence of fourth PU

Fig. 12 Fourth primary user is present in spectrum

Case 5:
Secondary user once again senses the spectrum in the fifth repetition and fills the 
fifth slot. Figure 14 shows the full spectrum with all slots being occupied. Now, 
there is no scope for any spectrum hole. The slots are occupied at 1, 2, 3, 4, and 5 
KHz frequency bands. Most of the signal power is confined in the spectrum over 
these bands. The bandwidth requirement for the transmission of all primary users 
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Fig. 14 All five primary users present in the spectrum

Fig. 15 Detection Probability of holes in presence of fifth PU

will be 4 KHz. In this way, efficient spectrum sensing is being done by the cognitive 
radio algorithm. Figure 15 shows the detection probability when all slots are occu-
pied. The detection probability of empty slots is the least.
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Table 1 Detection Probability versus false alarm probability

Sr. No. Cases PF PD

1. Only one PU is present 0.91 0.1
2. One PU and SU are present 0.85 0.1
3. Two PUs and one SU are present 0.78 0.1
4. Three PUs and one SU are present 0.69 0.1
5. Four PUs and one SU are present 0.59 0.1

Table 1 lists the detection probability (PD) of vacant slots versus probability of 
false alarm for different occupancy. The probability of false alarm (PF) has been 
taken as 0.1 for each case.

7  Conclusion

This chapter presents the insight and innovative ideas of cellular IoT-based cogni-
tive radio networks. The need of cognitive radio in IoT and IoT-based cognitive 
radio architecture has been briefly discussed in this chapter. We also present effi-
cient spectrum sensing algorithm depending on spectrum sensing. The algorithm 
takes five iterations to make the spectrum completely occupied. In each and every 
iteration, secondary user occupies the slot left vacate by the primary user. Thus, 
minimum resources are getting wasted and full occupancy of channel is obtained in 
the last iteration. The last iteration, that is, when all the slots get occupied are having 
highest detection probability and spectral efficiency. In this way, the channel goes 
from the worst to the best case. Simulation results validate our analysis. Cognitive 
radio can be used for 4G and 5G technology for better spectrum sensing and spec-
trum sharing.
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IOT for Healthcare

G. Suryanarayana, L. N. C. Prakash K, Mohd Dilshad Ansari, 
and Vinit Kumar Gunjan

1  Introduction

In today’s world, it is in need of a grid of linked computers, people, time, locations, 
and networks, which itself are fully integrated into what is known as the Internet of 
Things (IoT). The convergence of various technologies as well as connectivity strat-
egies is the primary enabler of this exciting framework. The most important are 
recognition and monitoring systems, wired and wireless sensing and actuation plat-
forms, improved networking protocols, and decentralized technology for smart 
things. The fundamentals of IoT are a blend of the Internet and new technologies. 
The word “Internet of Things (IoT)” has increasingly achieved popularity in the 
field of information technologies. This one has been established in a variety of 
forms and is referred to as the next phase. The IoT is intended to change certain 
facets of our lives, and it is changing the world. The number of IoT devices is esti-
mated to skyrocket in the coming decades. IoT has a total presence of many more 
than 12 billion users that could access the internet; however, by 2020, it is projected 
that there would be 26 times extra interconnected objects with the Internet than 
humans. Currently, all around us, including kitchen lighting and various household 
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appliances to vending machines and automobiles can connect to the internet and 
communicate with several other devices. IoT refers to computers or structures that 
can communicate with the Internet by using hardware components, detectors, 
microcontrollers, and network access to capture and share data. A vast quantity of 
information is processed and stored securely on thousands of computers. Frameworks 
would become more effective and intelligent as a result. IoT generates smart objects 
that serve as future basic components in the advancement of cyber-physical digital 
systems. It is designed for millions of physical items or things, which will be outfit-
ted through various types of detectors and actuators and would be connected to the 
Internet through various communication systems aided by various technologies 
including wireless communication, radio frequency identification (RFID), and 
semantic web facilities.

IoT enables people to communicate with various devices including health moni-
tors, surveillance cameras, domestic appliances, and many more. Keeping all of this 
in mind, we are all aware of many IoT applications that have been created, in which 
each and every physical object is linked to the Internet through sensor devices. The 
sensors mounted in the participating systems assist in contact. Sensors are also used 
in a wide range of applications, such as smart devices (mobile phones, laptops, and 
so on), transportation networks, temperature management, industrial safety, and 
healthcare.

IoT has increasingly become more competitive in the field of healthcare services. 
IoT in healthcare, in particular, incorporates sensors, integrated circuits, and other 
devices to process and transmit sensor information to the cloud, and then to clini-
cians (doctors). Combining IoT functionality into diagnostic instruments increases 
the quality and efficiency of treatment for both aged and pediatric patients. IoT in 
healthcare could store thousands of medical records in a computerized format, 
allowing patients to access medical records at any time.

Many portable health-detecting products have also been established, allow-
ing patients to carry them for observation. The health tracking unit is attached 
to the patient, allowing the doctor to track the condition of the patient at all 
moments. Since IoT-assisted patients can be reached via the network, the suf-
ferer’s medical status could be monitored at the appropriate time, and appropri-
ate action should be taken. The article’s main goal could be to know how 
real-time medical information about the patient is obtained through IoT, analy-
sis, and categorization of collected data concerning the patient, and interpreting 
and forecasting every illness or condition at a provisional level using data analy-
sis technologies will also have a method beneficial for strategic decisions, to 
have healthcare dependent on the IoT remedies at any moment and from any 
location. In this article, the concepts, objectives, and background knowledge of 
IoT are discussed. Then, we also present challenges and key scientific problems 
involved in IoT development.
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1.1  IoT Principles and Strategies

The primary concept of IoT was introduced by MIT Auto-ID Labs there at the end-
ing of the 1990s (http://www.autoidlabs.org/) that arose from one logistical need. 
According to the ITU Web Studies 2005 [18], we are moving toward a “ubiquitous 
network society,” wherein networks and networked computers are ubiquitous. 
Anything from tires to toothbrushes would be able to communicate in the future, 
ushering in a new age wherein today’s modern Internet (of information and human 
beings) brings benefits to future IoT. At the moment, the “stuff” term in IoT was 
being generalized to common devices, and interconnected transmission functional-
ity has been expanded to all network technology, like RFID (radio frequency iden-
tification). The IoT is inextricably linked to the Internet, mobile phone networks, 
and wireless communications. We describe IoT as described after contrasting it to 
WSNs, the Internet, ubiquitous networks, and further research. The IoT is a network 
that connects various regular electronic components with recognizable domains in 
order to deliver smart services. It is compared with existing methods known such as 
the Internet and telecommunication networks. The IoT provides three key charac-
teristics as follows:

 (1) Ordinary objects are instrumented: Ordinary items are outfitted with sensors, 
and it ensures that everyday items like cups, chairs, screws, meats, and car tires 
can be individually handled by just being integrated with a chip, RFID, smart 
card, or other technologies.

 (2) Autonomic terminals are interconnected. Autonomic terminals are connected 
together. That is, those designed to operate technological devices are linked as 
autonomic network terminals.

 (3) Pervasive services are intelligent. As such, a vastly integrated network that 
allows any element to engage in the service in order to make the ubiquitous 
service intelligent sensor nodes in an automobile network or a human-carrying 
network, for example, will track the state of the road or even the driver’s body 
in live time to guide driving behaviors.

As a result, IoT is a complex multi-disciplinary application, containing various dis-
ciplines including computer science, communications, sensing technologies, and 
microelectronics. We split the framework of an IoT device into four layers for clari-
fication like entity sensing layer, data sharing layer, information integration layer, 
and application service layer. Figure  1 depicts the four-layer construction. The 
object sensing layer is in charge of detecting physical things and collecting data. 
The data sharing layer is in charge of data transfer transparency. The information 
integration layer performs the replication, processing, and convergence of ambigu-
ous information obtained through networks, as well as the incorporation of the 
incomplete data into functional knowledge. The application service layer delivers 
content to a variety of customers. Having worked on interconnected devices is what 
IoT architecture is all about. Detectors, IoT gateways, cloud servers, and smart-
phone apps are the four fundamental building blocks. Cross-site authentication and 
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Fig. 1 Four-layer architecture of IoT

malicious software attacks are typical application layer problems including risks. 
DoS attacks and unauthorized malicious attacks are persistent mistakes and risks of 
something like the information processing framework. The network layer’s most 
potential complications as well as vulnerabilities include Man-in-the-Middle 
Assault, Database Inflict damage, and Vulnerability Attack. As a result, the majority 
of sensor-related risks are Snooping, Privilege Escalation, and Scheduling Attack.

Detectors, as when the name implies, detect information. This information is 
recorded on a remote server, where informed choices are made. Eventually, an 
access point serves as a carrier for that kind of information, and smartphone apps 
allow users to view and monitor it [32].

The conventional Internet, in terms of strategy, lacks sensing capability and only 
connects intelligent machines. In comparison, the IoT has an external sensing layer 
that decreases the specifications of interface functionality and allows connectivity 
of pseudo or shallowly systems. In the meantime, it adds many additional criteria 
and barriers to data sharing, process integration, and utilities, as well as increasing 
the network’s sophistication. A positive development in clinical governance is the 
relocation of regular patient tests as well as other healthcare facilities from the clinic 
to the domestic setting [25]. Patients can also access medical services quite quickly, 
particularly in an emergency. Furthermore, clinics might reduce their workload by 
delegating practicable and simple roles to the home environment. One significant 
benefit is the lack in spending. Patients might stop paying medical expenses any day 
they go to see a specialist. As a result, it is critical that an emerging development be 
adopted in the medical sector in the recent future to improve new healthcare proce-
dures and applications to use them for simple tracking of patients from somewhere 
else. Patient care entails reviewing the patient’s medical status as well as their pre-
scription information.

There is little risk of a patient’s illness worsening if the right medications are 
provided at the correct time. Taking medicine at the correct time is extremely hard 
for the aged. It is possible that they will forget about it from time to time. As a result, 
inadequate patient management is a significant issue for both the general public and 
healthcare monitors. In 1999, the notion of the IoT initially gained popularity. 
Whenever all things besides individuals in everyday natural life had identifiers, 
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Fig. 2 The networking protocol used by IoT computers and cloud service providers

machines possibly will handle and maintain them. The IoT is a mechanical and digi-
tal machine-like computers, cars, and houses, as well as additional objects implanted 
through electronics, apps, and detectors besides wireless connectivity that capture 
and share data [32]. The IoT enables devices to be detected and managed directly 
through current infrastructure networks [25], allowing for added straight incorpora-
tion of the real environment with computer-based processes and subsequent 
increased performance, precision, in addition, reliability. As IoT is enhanced with 
sensing devices and actuators, it is really a subset of the broader category of cyber- 
physical devices, which also includes smart grids, smart buildings, intellectual 
mobility, and smart cities. Fig. 2 represents the networking protocol used by IoT 
computers, boundary nodes, and cloud service providers. Each item is individually 
detectable by its integrated computer device, but it can interact with network 
Infrastructure.

Experts predict that the IoT will have nearly 50 billion artifacts by means of 
2020. The usage of IoT has resulted in the accelerated development of integrated 
sensors, identifiers, and other devices. Sensing devices may be combined with IoT 
to provide more precise information. To make the device more user-friendly, an 
Android program may be used in conjunction with the medicine box. The imple-
mentation of various technologies, such as IoT, at the right moment may make a 
significant difference in any area, particularly the healthcare field. The use of the 
IoT technology (IoT) in medical (manufacturing sector, personal healthcare, and 
healthcare payment implementations) has skyrocketed across a wide range of 
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diverse IoT use cases. Simultaneously, healthcare monitoring use cases are gaining 
in popularity, and the patient-centric environment is speeding up, even though 
obstacles exist. By 2019, 87% of healthcare institutions will have implemented IoT 
technologies. The market across the globe healthcare industry is projected to hit 
$169.30 billion by 2020, with remote control playing a significant role.

2  Literature Review

A variety of investigators have formulated different designs for IoT in healthcare 
including illness forecasting through specific methodologies. This section reflects 
upon work that has been completed in the same location.

Ahn et  al. [2] proposed a method for calculating biomedical parameters in a 
seated position, including such Electrocardiogram (ECG) as well as 
Ballistocardiogram (BCG), while using a digital chair that detects non-constrained 
bio-signals and can be tracked using a control method similar to that which they 
established, offering a perfect illustration of the use of IoT in healthcare. Almotiri 
et al. [4] suggested the m-health scheme, which uses smartphones to capture real- 
time information from patients and storing this on computer systems linked to the 
internet, allowing for unique recipient access. This information could be used for 
clinical medical diagnosis and is obtained through the use of a combination of smart 
technologies as well as a body sensor network. Barger et al. [7] developed a smart 
home system that uses network architecture to detect and recognize the patient’s 
behavior in the home, and a version of each is going to be implemented. The main 
goal of their study is to see if their approach is efficient of outwitting behavioral 
habits, and they have addressed this in their research.

Chiuchisan et al. [8] suggested a method for preventing patient risks in smart 
ICUs. The suggested device notifies the patient’s family and physicians of any 
changes in the health conditions or body movements, as well as the mood of the 
environment, so that appropriate precautionary changes can be made. Dwivedi et al. 
[10] proposed a multi-layered healthcare communications system architecture that 
is a mix of authentication scheme, cryptographic signature, and biometric identifi-
cation technology to protect diagnostic data that must be shared over the entire 
internet for electronic patient record (EPR) schemes. Gupta et al. [12] suggested a 
framework that takes Raspberry Pi to quantify and track Electrocardiogram (ECG) 
and many other important health measurements of patients, which could be very 
useful for clinics and patients, including families.

Gupta et al. [13] proposed a solution based on the Intel Galeleo development 
agency, which gathers different data and accesses it to a repository where it could be 
used by physicians, as well as reducing the discomfort experienced by patients who 
must attend the hospital on a regular basis to verify their health parameters. Lopes 
et al. [24] suggested an IoT-based platform for people with disabilities to research 
and identify IoT applications in the healthcare sector that can support them and their 
society. They choose two use cases to investigate the most recent IoT inventions and 
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their applications, which are mostly aimed at the challenged. Nagavelli and Rao 
[26] presented a novel model for estimating the seriousness of illness from some 
kind of medical database that used a mining-based mathematical technique known 
as the level of disease probability threshold. And, in today’s highly competitive 
environment, they have redesigned an approach that is primarily used to calculate 
the hyperlink strength of websites. Sahoo et al. [6] investigated the medical moni-
toring system and the massive volume of medical data provided by numerous pub-
lications. They then evaluated the health metrics to forecast the patient’s or subject’s 
predicted health outcomes. They have used a cloud-based big data analytic tool to 
do the same thing utilizing likelihood. Tyagi et al. [20] investigated the function of 
patient monitoring and researched its technological implications in order to make it 
a realization and identify resources, about which they suggest a cloud-based theo-
retical structure wherein patients’ health records and knowledge can be safely 
shared with the consent of the patient including their families by constructing a 
network among patient, clinic, physicians, laboratories, and so on. The primary 
explanation to this would be to alleviate hospitals of costly health treatment and 
solve the lack of physicians, thereby providing better treatment and service to 
patients.

Xu et al. [31] proposed a novel template for collecting and analyzing IoT data. 
They created a resource-based distributed data obtaining system to gather and pub-
lish data sets internationally so that they can be viewed instantly, at any time. They 
also demonstrate an IoT-based emergency care service, as well as how to capture 
and then use IoT data on various networks. Ilkko et  al. [17] introduced A Drug 
Dosage Regulator of Abundant Home Setting [17], smart household and wireless 
sensor network, which has also improved the eminence of life expectancy by offer-
ing safety, intelligence, and convenience. We have spoken about a centered home 
server through three key functions: usage of existing interfaces on registered devices 
for controlling the operation, acting as a data portal for the relevant device. The 
uphill expedient had deployed to make persons aware (older person) as well as for 
nursing drives uphill. The household server designed and efficiently track the medi-
cation container operation by providing material compatible interface design aug-
mented, also by belongings of end customer computers. Kliem et al. [21] proposed 
a protection and connectivity framework for network-connected medical equipment 
in mobility conscious e-healthcare ecosystems. Telemedicine is a cost-effective and 
location-independent surveillance system in which appropriate and reliable patient 
information can be transmitted with various devices while keeping protection and 
privacy in mind. Emergency conditions necessitate on-the-fly network connectivity 
and also data transfer through fields such as patients’ homes, private practices, 
emergency vehicles, and clinics, in which each domain might be concurrent to a 
separate authority. As a result, a movement conscious methodology enabling out-of- 
the-box medicinal system incorporation besides authorization, and meeting the 
standard protection and confidentiality standards in e-health environments are 
required.
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Parida et al. [27] suggested radio frequency identification (RFID aimed at Home 
Medication Organization Solution. RFID built technology has been hand-me-down 
to render medication recognition scheme moreover this type of Monitoring of medi-
cation is achieved like urgent or daily medication through deprived of RFID tag. 
The High frequency (HF) tag has been assigned to the user, and the user is being 
tracked using an RFID scanner, a webcam, and a web-based device. This scheme 
could be useful to the elderly and the less educated.

Clifton et al. [9] proposed a self-powered wireless environment surveillance sys-
tem powered by soil energy. An automated surveillance device in the emergency 
room was clinically validated on a broad scale [9]. The automated healthcare man-
agement, which includes electronic medical data, that normally has more difficul-
ties to obtain, deals through artifact information in the form of algorithms, analyzes, 
and communicates the proper valuation for presentation to clinicians, and this illus-
trated the machine learning algorithms incorporated across healthcare organizations 
provide clinical benefits for impoverished patients.

Hamida et  al. [14] suggested an in-home wearable insomnia monitoring and 
diagnostic device that is both effective and stable [14]. Because of technological 
advancements, it should be necessary to identify timing. Supervision in this section 
provides an empirical assessment of connectivity in addition to safety measures that 
would be hand-me-down in house patient specialist attention and medical care, 
highlighting the greatest appropriate procedure in relations of safety and directly 
above. Following that, protocols for the delivery of appropriate in-home health 
information systems are established.

Home Health Hub Internet of Things (H3IoT) was introduced by Ray et al. [28] 
in 2014. Healthiness is an essential portion of natural life; in addition, it is important 
to prioritize healthiness associated issues where digitalization can help while using 
a number of devices via the development of IoT. But, due to the variation and infor-
mation sharing, the principle of digital transformation for healthcare insurance is 
being overlooked. Here, the best emphasis has been given to architecture system for 
significant clinical hub, which has a vision of someone using real-time data.

Sawand et al. suggested development of dynamic symbol display grounded on 
wireless sensor networks besides telehealth technology [29]. The dynamic sign dis-
play will remain integrated through Bluetooth expertise that remains integrated via 
a sensor device, and the transmission would also consist of the application driven 
mobile telephone that is enabled by means of 3G otherwise 802.11 of IEEE that is 
Wi-Fi based communication. The information again on or after transmission will be 
sent toward the cloud meant for centralized one-to-one care; an analyst in a distant 
location would be able to access the medical data and, in the event of an emergency, 
will be able to take immediate measures.

Ajmal Sawand et  al. [29] suggested interdisciplinary methods to developing 
effective and reliable e-healthcare surveillance solutions [29], The digital revolution 
of IoT, wireless frame part networking, and cloud computation has contributed sig-
nificantly toward e-medical care, improving the quality of clinical services. 
Specifically, patient-centric monitoring acts a significant part in e-healthcare sys-
tem, including clinical data gathering, processing, information transmission, and 
predictive analytics.
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Huang et al. [16] designed the selection and implementation of the pill box while 
keeping the difficulties of elderly people in mind in order to have maximum drug 
protection. The pill box will educate the user on the importance of timing, and by 
doing so, drug abuse will be reduced.

Al-Majeed et al. [3] introduced IoT-based residential telemedicine services [3], 
and actual tracking is achievable with IoT, which aids in the advancement of low- 
cost medical processing, connectivity, and cognitive systems that improve quality of 
life. Where there is a higher concentration of communications, there is a risk of 
information loss, but with the right software, it could resolve the issue and create 
low-cost computing, detecting, and human–computer interface technologies.

Lin et al. [23] presented a self-powered mobile environmental surveillance sys-
tem powered by soil energy. The surveillance system will be using a self-powering 
network ecosystem powered by green energies that can be useful in isolated places 
whereby electricity is a concern. Throughout this method, soil energy is used with 
carbon and zinc electrodes.

Integrated framework aimed at web-grounded management and surveillance of a 
digital homegrown provides a small price integrated framework aimed at web- 
related management besides surveillance, with a decentralized sensing and control 
network as well as a touchpad to provide an easy-to-use interface to such user and 
wireless internet access [5, 11, 19, 22, 30].

H. Baek et al. [26] presented a digital health tracking chair for noninvasive bio 
indication analysis, though these systems are nearly entirely built from standard 
materials. A. J. Jara et al. [6] suggested Zigbee technology for wireless drug control 
in order to obtain sensor values. Zigbee can easily transmit sensor values, but it can-
not be used for uninterrupted transmitting data. Trying to reduce the sampling fre-
quency addresses the above issue but has an effect on signal efficiency.

3  Advantages of IoT

3.1  Concurrent Reporting and Tracking

Actual stretch surveillance via connected devices has the potential to reduce the risk 
in the case of a medical emergency such as heart disease, diabetes, and bronchitis. 
With legitimate tracking of the situation in position by a digital healthcare system 
attached to a mobile application, smart sensors can gather clinical and perhaps other 
essential medical file and transmit it toward a provider via the smartphone’s infor-
mation link. Research performed by the Center for Interconnected Healthcare 
Strategy found that remote patient control reduced 30-day readmission rates by 
50% of patients with heart failure. Figure 3 represents description of a traditional 
IoT and cloud-based healthcare infrastructure.

This information is hosted in the cloud and can also be accessed by an authorized 
individual, a doctor, an affiliate, or an external expert, in order to enable them to 
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Fig. 3 A high-level description of a traditional IoT and cloud-based healthcare infrastructure

view the data gathered irrespective of their location, times, and system. This infor-
mation is hosted in the cloud.

3.2  End-to-End Connectivity and Affordability

By using a method of versatility in healthcare services as well as other emerging 
technology and next-generation health services, IoT will simplify clinical care pro-
cess. IoT facilitates compatibility, mechanical connectivity, sharing of information, 
and flow of data that allows the distribution of health services successful. 
Connectivity procedures are Bluetooth LE, Wi-Fi, Z-wave, and Zig Bee in addition 
to new protocols, and healthcare professionals will improve the method they detect 
patients’ sicknesses and illnesses as well as innovative approaches to treatment. Out 
of them, Zigbee is really a moderate cost and has reduced power mesh network that 
is commonly used for managing and tracking systems, with just a scope of 10–100 m. 
This networking system becomes less costly and easier to implement than those of 
other established relatively brief wireless communication such as Bluetooth and 
Wi-Fi. Consequently, the technology-based setup thus reduces costs, cuts unwanted 
trips, uses higher performing services, and improves distribution and scheduling 
data mixture and investigation (Fig. 4).

A large number of information that a medical system transmits is difficult to 
maintain and handle, due to its real-time use, if cloud storage is inaccessible. Even 
healthcare professionals have to make a tough gamble on the acquisition and analy-
sis of data from numerous instruments and bases. IoT systems will in actual time 
capture and examine the data and diminish the necessity for raw data storage. All 
this may be done across the cloud with only final reports with diagrams available for 
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Fig. 4 Zigbee technology and modem

providers. Moreover, clinical operations enhance decision-making and are less sus-
ceptible to mistakes by providing health analytics and information perspective.

3.3  Tracking and Alerts

In an instance of life-threatening circumstances, an appropriate cautioning is sig-
nificant. Medicinal IoT systems collect vital information and send the situation to 
doctors for immediate one-to-one care, while notification about essential compo-
nents is sent to users via smartphone apps besides other related strategies. Reports 
and warnings express a strong view around the health of a patient, regardless of 
location also period. It also helps to decide well and with time. IoT allows alarming, 
recording, and reporting in real time, enables practical therapies, greater precision, 
and doctors’ adequate intervention, and improves full patient care outcomes.

3.4  Remote Medical Assistance

Patients can reach a physician from a distance of several kilometers using a smart 
smartphone application in emergency situations. Medics will immediately check 
patients and recognize their problems on the move through mobility options for 
healthcare. Many healthcare supply chain companies are now planning the produc-
tion of robots for distributing medicines on the basis of prescribed and dysfunc-
tional data available on interconnected computers. Patient treatment will be 
improved in the hospital by IoT.  In fact, this reduces the expansion of people’s 
health services. Some of the benefits of remote medical assistance are increased 
efficacy of drug therapy, therapeutics, and treatment. Consultations are arranged as 
soon as possible, with no lengthy waits, significantly reduced costs in primary treat-
ment, including patients and nurses would appreciate the importance, patient under-
standing from their own wellness has increased, and health facility congestion has 
been minimized.

IOT for Healthcare
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4  Research Opportunities

IoT would correspondingly remain used for experimental resolutions on healthcare 
analysis as IoT allows us toward gather a large volume of information on the disease 
of the patient that we might have gathered manually for several years. These gath-
ered data will also be used to promote clinical research in statistical analyses. IoT 
then reduces not only time but also resources to study. In the area of medical science 
thus, IoT seems to have a significant influence. It allows greater and improved thera-
pies to be introduced. IoT remains used in a wide range of instruments to improve 
the excellence of patients’ healthcare amenities. Old smartphones are now upgraded 
with IoT by only using smart computer built-in chips. This chip improves the 
patient’s help and treatment. As a step in research, smart card technology is intro-
duced, which resembles a standard digital wallet but what distinguishes it as “smart” 
is the tiny semiconductor chip inserted into card. The chip is a high-performance 
small computer, which can be configured in a number of different ways. Chip locks 
allow safe information exchange by safely storing and accessing data and software 
upon chip. Smart card technique enables high standards of authentication and con-
fidentiality safeguards, providing a mechanism for processing confidential data 
such as identification and medical records.

4.1  Challenges

4.1.1  Data Security and Privacy

Data security and confidentiality are also one of the main encounters posed by 
IoT. In actual time, IoT systems gather and communicate data. Maximum of IoT 
computers, data configurations, and standards do not exist. Furthermore, the law on 
data possession has some uncertainty. Many of these aspects make the information 
extremely vulnerable toward cybercriminals that break interest in the process 
besides negotiating both patients’ and physicians’ personal health information 
(PHI). Cyber criminals will exploit patient information for creating false IDs so that 
they can then purchase pharmaceutical and medical appliances. Cybercriminals 
may also submit an insurance claim false on behalf of the patient. Fig. 5 represents 
security and privacy of the healthcare data.

4.1.2  Multi-device and Protocol Incorporation

Incorporation of various instruments correspondingly impedes IoT deployment in 
the medical industry. The explanation for this stumbling block is that computer 
vendors have yet to reach an agreement on connectivity protocols and standards. So, 
even though a variety of technologies are related, the differences in their interaction 
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Fig. 5 security and privacy of the healthcare data

protocols confuse and impede the cluster formation method. The non-uniformity of 
the protocols used by connected devices delays down an entire procedure and limits 
the spectrum of optimization of IoT systems in healthcare.

4.1.3  Consistency and Data Overload

By means of previously said, data accumulation is complicated owing to the usage 
of various communication procedures and specifications. IoT computers, on the 
other hand, continue to generate a massive amount of results. Data obtained by IoT 
systems are used to obtain critical perceptions. Though the volume of information 
is so vast, it is extracting information and transforming the information into more 
problematic for physicians, affecting the consistency of decision-making. 
Furthermore, as more computers are linked and record increasing amounts of data, 
this problem is growing.

4.1.4  Cost

The price of such IoTs is primarily determined by the volume of information con-
tained in repositories. The lower maintenance cost and Low-power WAN (wide area 
network) (LPWAN) technologies make for cost savings in the network portion. 
Under the scope of IoT issues, engineering economics receives particular attention. 
The software for analyzing cost control considerations aimed at determining an 
appropriate simulation model, which would include estimates that use the dynamic 
system development methodology, allowing a conclusion to be drawn more about 
expense of the IoT application. As previously said, data computation is complicated 
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owing to the practice of various communication procedures and specifications. IoT 
computers, on the other hand, continue to generate a massive number of results. 
Data obtained by IoT systems are used to obtain critical understandings. Though the 
volume of information is so vast, it is extracting information and transforming the 
information into more problematic for physicians, affecting the consistency of 
decision- making. Furthermore, as more computers are linked and record increasing 
amounts of data, this problem is growing.

5  Internet of Things (IoT) Advancements in Healthcare

The growth of IoT is thrilling designed for everyone because of the issue diverse 
range of applications in numerous industries. It has many uses in healthcare. IoT in 
healthcare aids in the following areas:

• Minimizing urgent care wait times
• Tracking patients, nurses, and supplies
• Improving prescription management
• Maintaining vital equipment supply

IoT has since launched a range of smart devices and accessories that have enabled 
doctors’ life easier. These are the instruments mentioned below:

 (a) Hearables

Hearables remain cutting-edge hearing aids that have been radically altered the 
method persons with audible range impairment interrelate with the media. Just 
about everywhere, hearables are Bluetooth-enabled, able to communicate with your 
smartphone. It allows anyone to process, standardize, and add actual world noises. 
In-ear technologies are used in several hearables’ devices being developed by man-
ufacturers including larger corporations. Any programmers simply perform best in 
this manner: measurements of the heart rhythm and body temperature, for instance, 
are still more reliable from an in-ear system than those from anything close to the 
body, such as a cuff or chest band. The easiest example is done in Doppler 
Laboratories.

 (b) Sensors that can be ingested

Ingestible detectors remain indeed a wonder of advanced technology. They are 
pill-sized detectors that track the drug in our bodies that notify us before any anom-
alies are detected. The above detectors may be a lifesaver for diabetic patients by 
reducing symptoms and providing early notice of disorders. However, one illustra-
tion is Proteus Digital Health, which is the miniature detector, manufactured by 
Proteus, and is around the scale of a grain of sand. It becomes active when it comes 
into communication with stomach fluid. The sensor senses and tracks the time and 
date when the pill is swallowed. The sensor sends the data to a device carried by that 
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Fig. 6 PillCam COLON 2. [1]

of the patient. Fig. 6 represents the pillCam COLON sensor. The PillCam COLON 
would enable more patients to be tested in a more efficient and accessible way, 
reducing the financial burden on the health process and increasing the mortality rate 
among those treated.

 (c) Moodables

Moodables provide mental state gadgets that make us feel better all through the 
day. This could sound like science fiction, and it is really close to the truth. Thync 
and Halo Neurosciences have also been research on it and have made significant 
strides. Moodables are head-mounted wearables that provide small power to the 
brain, elevating our mindset. The moodable strategy has the potential to have some 
significant advantages. For starters, mobile users will no further be forced to interact 
via their phones for the next two weeks. Second, moodable’s prospective data col-
lection approach could improve the probability of capturing impartial, digitally 
expressed mood disorders produced by the participant prior to processing the 
responses or being conscious that their mental wellbeing was being evaluated. Most 
interestingly, textcolorcyan moodable model promises an almost simultaneous 
monitoring rating of the subject’s mental condition until the machine learning mod-
els are properly educated.

 (d) Computer vision technology

The use of computer vision technologies, in conjunction with AI, also greatly 
contributed to drone technological innovation, which seeks toward imitate viewing 
experience and, as a result, strategic thinking can be done. Drones like Skydio use 
machine vision systems to spot and avoid obstacles. This technology will also help 
visually blind individuals move more effectively. Handling drug trial maintenance, 
computer vision in operation, quicker lab research outcomes, and therapy are a few 
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uses of computer vision technologies. Trend analysis and studies providing a  
precise measuring instrument, automatic processing of 3D radiological images, 
diagnostic implementations irregularities in the heart, lungs, and liver are discov-
ered. Computer Vision for Diagnosis Of cancer and Detecting Pneumonia. Diagnosis 
Of cancer, Detecting Pneumonia.

 (e) Healthcare charting

IoT instruments like Audemix eliminate a lot of the human labor that a clinician 
needs to prepare while patient recordkeeping. The thing is regulated by means of 
voice recognition and collects information from the patient. It allows the sufferer’s 
details available for analysis. It helps physicians with about 15 h of work every week.

6  Conclusion

In this chapter, we discussed and demonstrated the concepts for automated devices 
that ensure continuous tracking of different health variables and forecasting of any 
disease, which is important to predict serious diseases at an early stage. It is also 
discussed about how the IoTs-enabled remote health management system has many 
advantages over traditional health monitoring systems. From this chapter, anyone 
can understand that it is critical to collect accurate raw data in an effective manner; 
however, it is much more important to explore and mine the raw data to extract more 
valuable knowledge such as links between objects and facilities to allow the concept 
of IoT or industrial IoT. In this chapter, we explored the use of IoT in healthcare 
systems, the complexities of IoT in healthcare structures, and a study of numerous 
studies done in this research field.

From the standpoint of healthcare, this chapter evaluates various IoT protection 
and privacy functions, such as privacy criteria, vulnerability templates, and risk 
classifications. Furthermore, this chapter presents an innovative collective authenti-
cation scheme to reduce potential threat, explores how impressive results including 
such data analytics, intelligent systems, and wearable technology could be advanta-
geous in a healthcare environment, and addresses various IoT and electronic health 
records laws and regulations from around the world to experience how they would 
help social and economic development in order to achieve sustainable development.
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Landslide Monitoring System Using an IoT 
Wireless Sensor Network

Gian Quoc Anh, Tran Binh Duong, Vijender Kumar Solanki, 
and Duc-Tan Tran

1  Introduction

Landslides are a slow or fast motion of a large landmass and rocks down a hill or 
ridge. Little or no flow occurs over a particular slope until heavy rain, resulting in 
rainwater facilitating the movement causing landslides. Landslides are significant 
threats to people, seriously affecting infrastructure, property, and people’s lives. 
According to a summary of the SafeLand (http://www.safeland- fp7.eu), Europe is the 
region with the second-highest number of deaths and the highest economic loss from 
landslides compared to other continents in the twentieth century with a statistic of 
16,000 people, deaths from landslides and physical damage amounted to more than 
$1.7 billion. The findings were made using factors related to landslides, estimating a 
landslide’s likelihood, thereby establishing a relationship between the factors involved, 
and the landslide can predict future landslide risk and give the most sensible warning.

Some constructive solutions warn systems such as landslide warning information 
based on rainfall, based on slope displacement monitoring, and analysis model per-
meability. However, based on observation and statistics, the warning threshold 
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shows the limits of the influencing factors that are likely to occur landslides [51]. 
Therefore, the method is based on rain information using real-time data monitoring 
at rain gauging stations [9, 34, 38, 40, 41, 46, 48]. This system’s advantage is sim-
ple, but elements of topography, geology, cover, drainage that reflect pore-water 
pressures of specificity are ignored, leading to low accurate warnings.

Many devices and techniques have been applied to monitor slope displacement, 
including geotechnical sensors and remote sensing technology [13]. The method of 
monitoring the slope’s displacement is limited; the tension sensor cannot track the 
displacement inside the ground at different depths. Inclinometers are often used to 
overcome this obstacle. The inclinometer is usually connected in series and placed 
in boreholes at different depths. Tilt measurement data are converted to displace-
ment distance.

GPS and radar technologies are also applied to monitor shifts over large areas [4, 
23]. Ground radars are installed in a safe location to track and digitally map the 
slope. This method can calculate the actual surface displacement with an accuracy 
of millimeters. However, this technology does not allow monitoring of underground 
displacement under the slope surface.

Studies have shown displacement and acceleration; at the same time, the slope’s 
foot shows an 80–90% water saturation ratio before a landslide occurs. Integrated 
systems of monitoring data and physical or numerical modeling are evaluated as 
effective systems for the early prediction of landslides. In this case, the sensor net-
work monitors the factors causing the slide built. Several successful integrated mod-
els have been published, such as the seepage model [12, 15, 26], the slope equilibrium 
model [54], and the slip transmission model [39, 60].

In 2005, Towhata’s team proposed a soil slip warning system based on soil slip 
identification, including a moisture meter [56]. Data from the measuring equipment 
are sent to the central station for processing and alarming if necessary. However, the 
use of an inclinometer is energy inefficient. To overcome this obstacle, it is possible 
to use a three-dimensional accelerometer module based on micro electro- mechanical 
system (MEMS) technology to measure the accurate angle of inclination while a 
compact, more efficient configuration. In addition, in this system, the processing of 
alarm information is not automated yet.

In 2006, Terzis et al. announced to build a warning using wireless sensor net-
works [53]. In this system, sophisticated sensor boxes can detect small soil defor-
mation, and sensor position information is fed into the finite element model. The 
system cost is too high to be implemented in practice.

In 2010, Huggel Christian’s team initially integrated the finite element method into 
the warning model and conducted experiments in Colombia [30]. However, the finite 
element method’s disadvantage is that the volume of computation is huge; it is challeng-
ing to implement in practice on a large scale. The article goes into depth analysis of 
landslide monitoring system using a wireless sensor network from the above research.

In this chapter, Sect. 2 discusses landslide events and Sect. 3 presents Wireless 
sensor network (WSN) Technologies. Section 4 introduces the landslide mapped to 
sensors. Section 5 reviews related work and shows the research issues and chal-
lenges, whereas Sect. 6 concludes the conclusion.
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2  Landslide Events

Landslide refers to the geological phenomenon in which the rock and soil on the 
slope slide down the slope in a whole or scattered manner along a specific weak 
surface or weak zone under the action of gravity. Landslides mostly occur on slopes 
with a slope of less than 50. According to the composition, landslides’ stratum 
lithology characteristics are divided into soil landslides and rock landslides. 
According to the landslides’ structural features and the sliding surface’s relative 
positions, and the rock (soil) layer, soil landslides can be divided into homogeneous 
landslides and bedding landslides. According to the landslide’s structural character-
istics and the sliding surface’s exposed position, rock landslides can be divided into 
landslides on the slope, landslides at the foot of the slope, and landslides at the bot-
tom of the slope. Landslide formation conditions and predisposing factors are 
divided into the following.

2.1  Landslide Formation Conditions

 1. Topography. The formation conditions of landslides can only occur on slopes 
with a particular slope in a specific landform. The terrain and landforms prone to 
landslides can be summarized into three categories: rivers, lakes (reservoirs), and 
seas, which are eroded by flowing water. Bank slope; artificial side slope for 
railway, highway, and engineering buildings; the upper and lower slopes are 
steep, and the middle part is gentle, and the upper part is a belt-shaped slope.

 2. Formation lithology conditions. Rock and soil are the material basis for land-
slides. Generally, all kinds of rocks and soils may constitute landslides, in which 
the structure is soft, the shear strength and weathering resistance are low, and 
they are affected by water. Rocks and soils prone to change in nature, such as 
loose overburden, shale, mudstone, coal-measure strata, schist, slate, phyllite, 
tuff, and other soft and hard rock layers, are prone to landslides.

 3. Geological structural conditions. The slope rock and soil can only slide down 
when they are cut and separated into discontinuous states by various structural 
surfaces. At the same time, the structural surfaces provide channels for rainfall to 
enter the slope. Therefore, multiple joints, fractures, bedding planes, lithological 
interfaces, and slopes with developed faults, especially when the steeply inclined 
structural surfaces of parallel and vertical slopes and the gently inclined struc-
tural surfaces develop, are most prone to landslides.

 4. Hydrogeological conditions. Groundwater activities play an essential role in the 
formation of landslides, which are mainly manifested in softening of rock and 
soil, reducing the shear strength of rock and soil, especially the softening effect 
and reducing the strength of the sliding (belt) protruding; generating or increas-
ing hydrodynamic pressure and pore water pressure, eroding rock and soil, 
increasing rock and soil bulk density, causing floating force on permeable rocks, 
etc. Below is a brief description of some of the more common types of landslides.
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2.2  Swivel Slides

Swivel slides are the most common type of skidding, occurring mostly along pave-
ment walls with a gradient of over 60 degrees, a few milled on steep slopes above 
35 degrees, and occurring in the weathered rock portion of all walls create geology. 
Slides have a rather diverse morphology, but the most common is the arc shape, the 
inverted funnel shape, and the trapezoidal shape. The slip surface is mainly a convex 
surface developed according to the weathering layers.

Rotation sliding mainly occurs according to the sliding-slip mechanism, sliding 
from outside to inside to decrease the slope’s slope angle or sidewall. Slip material 
in the form of soil, clay powder, weathered rock chips. Swivel mainly occurs during 
or immediately after heavy rains.

2.3  Translational Slide

A translational slide occurs along the road’s slope, where the rock is intensely lay-
ered and in the same direction as the terrain slope. Simultaneously, the fracture 
systems are perpendicular to or near perpendicular to each other, resulting in almost 
separated rock blocks.

2.4  Streamflow or Slip Flow

Streamflow or slip flow occurs in areas where tectonic destruction exists—charac-
terized by discrete, weakly bonded materials that only maintain equilibrium on the 
slopes. On the slopes with high slopes or slippage, landslides can happen at any 
time under the impact of factors such as rain and vibration. The material mass 
moves very quickly and has great destructive power.

2.5  Mixed Slip

In some areas with relatively thick weathered crust covered on the rock with the 
cracked structure under the developed ground, it will form an intermediate slide 
between translational and rotating shear. The sliding wall has a high slope; when 
moving downward, the sliding block controlled by the intermediate sliding surfaces 
suddenly changes the slope angle. Then, the sliding body will move almost flat to 
the bottom.
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3  WSN Technologies

WSN is a network of devices called sensor nodes distributed in space and collabo-
rating to exchange the information obtained from the surveillance environment over 
a wireless connection. Data obtained from the sensor networks are sent wirelessly 
to a central station (also called a sink node) in accordance with a predetermined 
protocol over a single-hop or multi-hop link for internal use or to connect to other 
networks for remote access through the gateway [50]. Sensor network (SN) and the 
central station’s connection is bidirectional for data exchange, and SN operation can 
be reestablished. WSN combines devices to collect (monitor), exchange, and pro-
cess information, thereby making results and meaningful decisions corresponding 
to the monitoring environment’s phenomena and events. WSN is designed to be 
application-oriented, with solutions tailored to a specific application. WSN includes 
three main types: event detection, query-based monitoring, and continuous monitor-
ing and tracking [17]. WSN is often connected to other networks such as the Internet 
and telephones to expand operational capabilities and exchange information.

WSN is widely used in industry, agriculture, smart home, mining, medical, mili-
tary, etc. due to remote monitoring’s advantages, a large number of sensor nodes, 
low cost, and easy deployment. Specifically, WSN has been successfully applied in 
food and agriculture monitoring [61], flash flood warning [14], soil moisture moni-
toring [32], civil structure monitoring [16], underground monitoring structure [36], 
and underground coal mine monitoring [37].

WSN has desirable features such as small SN size, low energy consumption, 
flexible large-scale deployment, and scalability. In addition, WSN is limited by low 
bandwidth, short transmission distance (for PAN technology), and low ability to 
process data and store information at nodes. Another critical issue is that SNs are 
often deployed in hazardous, inaccessible environments, while battery power is 
used to power all SN operations.

Some WSN applications in landslide studies have been made, specifically detect 
landslides [49], predicting landslides [52], early warning systems landslide [5, 31]. 
The SN is designed to operate continuously for months or even years without 
replacing the battery in the ground slip warning system. Due to technological 
advances, research and application of WSNs for ground slip early warning systems 
are still ongoing. WSN is recommended for precipitation landslide warning and 
monitoring systems. With the advantage of its collection flexibility, its real-time 
data transmission has been proven in environmental monitoring applications [8, 
19, 50].

The monitoring and warning system of landslides caused by rain enables the sen-
sors in the sensor nodes to measure ground slip parameters (such as pore water 
pressure, inclination, and vibration) and transmit data received and get to the central 
station via wireless links. The environmental parameters are measured at the sensor 
nodes and then sent to the central station via the wireless link. The central station 
provides data to users connecting to the Internet through a gateway. The data are 
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then passed to a data server connected to the Internet or other networks through a 
gateway [1, 11, 20, 21, 25, 33, 43, 45, 57, 59].

4  Landslide Mapped to Sensors

The early warning system’s design and successful implementation for landslides 
caused by rain are highly dependent on the sensors and networks used. A large 
amount of monitoring data is collected, processed, and transmitted by sensors and 
networks [40]. Therefore, it is necessary to determine the correct type of sensor, the 
number and position of the monitoring point, and the monitored parameter sam-
pling rate [10].

For the landslide warning system, the sensor selection depends on the slide trig-
ger parameter. One type of sensor cannot provide enough information to predict a 
slide, so it is necessary to combine different sensors to collect information. Observed 
information includes environmental/weather conditions affecting slides and dis-
placement to varying positions on the slope and slope parameters. The parameter is 
monitored according to (i) rainfall, groundwater level, humidity, and pore-water 
pressure in sliding mass at different depths are indirect parameters; (ii) the ampli-
tude, speed, and direction of landslide displacement of the slope are direct parame-
ters. For landslides due to rain, catastrophes are mainly influenced by groundwater 
conditions, rainfall intensity, and soil properties of the slope [47]. Water seeps into 
the slope during rain, increases pore water pressure, and reduces shear resistance, 
reducing Factor of Safety (FoS) [7]. Therefore, pore water pressure sensors and soil 
moisture sensors are used to collect and monitor the slope’s soil properties, deter-
mining the unstable state. The acceleration sensor monitors slope surface motion.

Sensors placed close to the surface and buried under a slope are selected based 
on accuracy, response time, energy consumption, and long-term use. A wireless data 
transmission protocol connects sensor nodes.

The wireless sensor network uses sensors that have direct contact to collect infor-
mation. Figure 1 illustrates the diagram of a WSN assembled at a field site, and 
Fig. 2 presents a photo of a sensor node.

Deformation Measurement
There are many ways to track deformation and measure deformation in geotechni-
cal applications, vibratory wire gage, resistance type measuring device, and fiber 
optic sensors. A robust, durable technology commonly used for geotechnical appli-
cations is vibrating wire strain gauges.

The vibrating wire strain gage works on the following principle: a tension wire, 
when pulled, vibrates at a frequency proportional to the wire’s strain. The resonant 
frequency of the wire is the basis for determining the strain frequency. The reso-
nance frequency (f) and tension force (T) depend on length (L), cross-sectional area 
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Fig. 1 WSN is deployed in the field site

Fig. 2 A photo of a 
sensor node
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(A), and wire material density (ρ), which are related and expressed by the following 
formula:

 
f

L
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A
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2 �  (1)

The strain can be calculated using the following formula:
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where ε is the strain, G and F are the coefficients depending on the material proper-
ties, length, and tension.

Resistance strain gage works on the dependence of conductivity on the shape of 
conductors under strain.

Inclination Measurement
Tilt measurement is the measure of the angle deviation from the vertical gravity 
vector. In geotechnics, tilt is one of the versatile measurements due to calculating 
deviation or displacement. In fact, there are many types of inclinometers that are 
classified based on the measuring mechanism, such as electrolytic inclinometer, 
accelerometer, and vibrating wire.

Electrolytic tilt sensors include a conductive liquid glass vial, and a wheatstone 
circuit type is applied to connect three electrodes. As the device tilts, bubbles in the 
vial move, increasing the resistance between the two electrode pairs and decreasing 
the opposite electrode pair’s resistance. A constant voltage is supplied to the sensor, 
and tilt is correlative to the voltage change.

Tilt is measured by accelerometer type inclinometer using a force-balance servo. 
Anatomy of the device includes a block of steel pendulum hanging on a hollow 
precisely detector, while pairs of moment coils surround the pendulum. As the 
device tilts, the pendulum moves and the hollow detector activates the feedback 
control circuit to excite the torque coils to push the mass back to zero. The current 
flowing through the coil, which exerts the magnetic field to push the pendulum back 
to zero, is adjusted by the servo amplifier. The power required to push the pendulum 
to a hollow position is adjusted for inclination.

Vibrating wire inclinometer includes a mass of pendulum that moves under the 
effect of gravity. Attached to the pendulum is a vibrating wire strain gage. Mass 
fluctuations can alter the tension in the strain gage.

Tilt sensors are based on MEMS technology in which the sensor is packaged in 
a semiconductor base together with a signal-processing circuit. MEMS-based sen-
sor size components are approximately 1–100 microns, with sensors typically less 
than a millimeter in size. Tilt is usually measured based on gravity’s effect on a 
small mass suspended in an elastic support structure. As the device tilting, mass 
moves, causing the capacitance changes between it and the supporting structure. 
The angle of inclination is calculated from the measured capacitance. MEMS is low 
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cost and impact resistant and has good frequency response and low power require-
ment, so it is becoming more and more popular in many applications related to 
inclination and acceleration monitoring. The need for constant monitoring of strain 
events leads to the need for high-performance and low-cost measurement systems 
for on-site installation. The use of MEMS technology is a viable solution.

Vibration Measurement
Stress reduction is effectively partly due to vibration that increases the pore water 
pressure in the ground. Granular soils lose stiffness when the effective stress is close 
to zero (total stress deduct pore water pressure). The hardness of granular soils is 
directly related to the effective stress of the surrounding environment.

The geophones and accelerometers are often used to monitor vibrations. 
Typically, the geophones, the device that converts ground-to-voltage displacement 
speed, are used to analyze the displacement speed of landslides, as in Ramesh’s 
study, Maneesha Vinodini [40]. A geophone is the motion sensor of choice because 
it does not need a power source to operate and detect extremely small ground dis-
placements. Vibrate wire strain gages are also commonly used for measuring strain. 
The vibrating wire device’s principle is based on the relationship between the vibra-
tion frequency and the string tension. The two ends of the wire are attached to the 
structure under supervision. When there is a change, displacing the distance between 
these two points will result in a change in the string tension, resulting in a change in 
the vibration frequency. A magnetic core, surrounded by an electrical coil, is placed 
in the device. The casing and magnetic core are tied together and move together, 
while springs are used to attach the coil. When the ground shakes, the cabinet moves 
but the coil tends to stand still. Movement of the magnet in the coil creates an elec-
tric current that corrected follow speed of oscillation.

To measure and record, the accelerometer was used. The most popular applica-
tion in geotechnical is an accelerometer of piezoelectric type. The instantaneous 
charge is generated by piezoelectric quartz when under load or pressure. Signals 
dissipate rapidly over time, even when load or pressure is maintained. An acceler-
ometer comprises a piezoelectric crystal that supports a vibrating mass. A spring 
and a damping device are used to adjust the properties of the accelerometer. The 
accelerometer can only monitor accelerations at lower frequencies than its natural 
frequency; this is an important characteristic. The natural frequency is common in 
the 5000–20,000 Hz range. Hence, the accelerometer is more flexible than the geo-
phone and is often used to measure velocity by integrating acceleration time records. 
In recent years, accelerometers based on MEMS technology have been developed 
and applied.

5  Research Issues and Challenges

In recent years, many authors have applied WSN in the monitoring and early warn-
ing system of landslides because of its outstanding advantages [24].
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System Constraints Need Design Continuous operation time should last at least 
one rainy season. The sensor button is deployed at a fixed position on the track slope 
and is not continuously accessible. The communication range is around several hun-
dred meters. The system is designed on the assumption that the sensor button is 
provided by limited battery power, which must be active for a long time. Calculation 
speed and memory capacity at the sensor node are limited. Therefore, the algorithm 
deployed at the sensor node must have low computational volume. Sensors are pre- 
grouped according to geospatial, and the center cluster is pre-selected based on 
position and distance to the central station. The center cluster is supplemented with 
energy from the solar energy source.

Installation and commissioning are factors to consider when designing a moni-
toring system. If the system is complex, requiring technicians to have high installa-
tion and operation techniques will increase the system’s investment and operating 
costs. The system works in a harsh, risky environment, so the network’s lifetime 
must be large enough to reduce human intervention. Many solutions have been 
implemented to optimize the sensor node’s energy, such as optimizing the hardware 
design and choosing to use MEMS sensors. Adopting an adaptive network configu-
ration ensures system reliability even when some sensor nodes are not working 
correctly. Remote, automatic algorithm updates are also one of the requirements 
for WSN.

Typically, WSN is deployed in harsh environments in energy constraints, compu-
tational capabilities, sensor node storage, communication range, and bandwidth. On 
the other hand, many influencing factors in the analysis and prediction of landslides 
are nonlinear, with changes over time. There is no clear boundary on the threshold, 
so deciding based on the hard threshold can lead to inappropriate warnings. 
Furthermore, the quality of information obtained from the sensor is usually not high 
due to sensor limitations and operating conditions. Therefore, it requires algorithms 
to adapt to each factor. The adaptive algorithm is applied to optimize the system’s 
resource and energy efficiency while enhancing system flexibility.

One of the Bottlenecks of WSN Application Is the Energy Limitation It affects 
system design decisions such as sampling frequency and type of sensor to be used. 
Battery power, with limited energy, is often used to power all SN operations. 
Depending on the deployment environment, the battery supplied to the SN can be 
replaced or recharged. When deployed in harsh or dangerous environments, battery 
power replacement is not always possible.

Many solutions have been proposed, such as harnessing energy from the sur-
rounding environment (solar energy, wind, oscillation, sound, heat, etc., converted 
into electrical energy for direct use or storage) [2]. However, the solution in a spe-
cific project is not always feasible. For example, they are harnessing solar energy 
during the rainy season or where the mountainous terrain, the slope direction is not 
suitable, while this time SN uses the most energy. In addition, this energy source is 
not stable depending on the time of day and the season.
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Recently, wireless charging technology has also been studied to apply to WSN 
[3, 18, 42, 47, 58]. It is a potential technology because the energy is transmitted 
without contact between the transmitting and receiving equipment with many 
advantages of water resistance and the device’s dust resistance due to no direct con-
nection [18]. However, there are still many obstacles to implementing this technol-
ogy due to technical factors such as topographical conditions, distance, and 
transmission efficiency [3].

Many scientists use the research direction to optimize SN’s energy consumption 
to prolong the operating time of SN [62]. Energy consumed at the sensor node is 
due to three parts: sensor, processing, and communication. The energy-saving solu-
tion at SN can focus on three parts: (i) data collection (adaptive sampling, reduced 
data collection, sensor hierarchy in which the sensor has high energy consumption. 
Works only under defined conditions); (ii) data processing (compressing data by 
encoding data at SN and decoding at the central station, predicting data based on 
time and space correlation, the central station only sends data if any differences 
between obtained data and predicted data, group data processing); and (iii) data 
transmission over the network (grouping, network protocol, network coding, etc.) 
[6, 28]. In particular, communication is generally assumed to have much greater 
energy consumption than processing energy. The wireless transmission takes a large 
amount of power; the transmission energy is proportional to the transmission dis-
tance’s square. The power to transmit one bit is equivalent to the energy to execute 
several thousand instructions [48]. Communication operation mode consists of 
receiving data, transmitting data, and idle state with the same power consumption.

Meanwhile, in sleep mode, energy consumption is reduced. Therefore, the trans-
mitter should be turned off when possible [6]. The SN returns to operating mode 
only when there is a request to transmit information from another SN or is sched-
uled to work (the SN is programmed to return to the operating mode at the same 
time). One solution is used to let the sleeping SN know when another SN is required 
to use different communication frequencies for data (high speed, energy- consuming) 
and signal (low speed, less energy saving) [6]. Solutions are given at SN to solve 
energy problems such as design optimization and adaptive sampling in Nguyen 
et al. [44]; compressing and arranging data based on the time and spatial correlation 
of the data obtained at SN in Liao et al. [38]; using low-power communication stan-
dard, optimizing network configuration, and dividing the operation process of SN 
into states in Nguyen et al. [44]. There are many solutions to reduce energy con-
sumption and extend the lifetime of WSN, including data compression [35]; com-
bine data in central clusters; low architectural SN design; optimal routing 
configuration [27, 34]; vary the sampling rate and the rest (duty cycle) in which the 
system switches between the active and idle states [27]. The sensor consumes a 
large amount of energy to collect data, the sensor’s choice must be considered. 
Sensors manufactured using MEMS technology are preferred due to their very low 
power consumption. A solution to change the sampling frequency is also used. 
Sensors are also stratified, in which sensors with a large power consumption only 
operate when the SN detects a specific event [22]. In addition to the grouping solu-
tion, SN also needs to set up an appropriate sampling algorithm and schedule to 
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limit energy consumption. Different solutions can be combined to extend network 
lifetime. The solutions are a trade-off between SN lifetime and application require-
ments, including processing capacity, speed, and data transmission.

Processing data at the sensor node or in the central cluster helps reduce data 
transmission energy while also reducing congestion in the network as the number of 
sensor nodes in the network increases. A popularly applied direction is to use tech-
nology and techniques to optimize the sensor node’s operation and reduce the 
amount of data transmitted. The principles that have been applied and presented in 
the document include data compression and duty circle.

WSN Customization and Reliability Issues WSN is typically deployed in a vari-
able environment. Button positions can be predictable or random, fixed, or mobile. 
The SN quantity is customizable and extensible. SN has limited energy, computing 
power, storage capacity, and communication bandwidth. The WSN must also satisfy 
the SN’s scalability, independent operability condition if another SN goes wrong. 
Therefore, the design should consider common issues such as data arrangement, 
positioning, node grouping, routing, scheduling, anomaly detection, and error. For 
optimal routing, the SN needs to know the location. The solution used can either use 
GPS to determine the absolute position or estimate the reference position by calcu-
lating the reference point’s propagation time.

Data Processing Problem (Congestion Reduction) in WSN Network WSN 
includes many SNs and tends to increase, data are collected in large quantities, and 
operation time is extended. Information needs to be processed before transmission 
to reduce congestion. The purpose of data processing at the source is to reduce the 
amount of SN data to be transmitted. Data processing is essential in reducing 
latency, reducing congestion, reducing transmission power, and increasing SNs in 
the network. The basis for data processing is based on the characteristic that the data 
obtained at MEMS sensors are not very accurate compared to large measuring 
equipment. On the other hand, the time and spatial correlation data between the SNs 
are arranged close together.

The distribution processing model at SN is studied to solve the problem of data 
processing in WSN networks. Distributed data processing at SN is used very limit-
edly with simple decisions. The reason is due to SN limitations in processing speed, 
memory capacity, and power. Furthermore, the node’s data processing does not pro-
mote data correlation between the SNs, which is the WSN network’s strength. The 
time correlation between data obtained in the past cannot be exploited due to mem-
ory capacity limitations. The implementation algorithm must have low complexity 
consistent with the limited capabilities of SN [32, 55]. Decision accuracy is limited 
only by the computational power of SN. The advantage of distributed processing is 
exploiting the computing power of SN, reducing the amount of data to be transmit-
ted in the network.

The centralized data processing model at the central station or central cluster is 
also deployed. A commonly used solution is to divide the SN group according to the 
spatial deployment relationship or measurement data object correlation. Within 
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each group, there is a central cluster. The center cluster can be fixed or alternately 
selected according to different criteria, for example, based on the remaining energy 
at each SN. The SNs send the data to the central cluster. In the central cluster, the 
data is processed by discarding redundant data, sorting it, and sending it to the cen-
tral station. Because the SN’s data accuracy is not high, they need to be synthesized 
at the central cluster to find the data’s correlation to make a general decision. 
Assuming that the energy, computation, and memory resources at the central cluster 
are higher than that of SN, this model supports a more complex and powerful algo-
rithm than performing distributed computation at SN.

On the other hand, due to obtaining information from many SNs, the model of 
environmental information exploitation is more extensive. Data mining and devel-
opment trends in the spatial and time scale are predicted [59]. The grouping also 
reduces energy because the SN does not have to transmit/receive data directly with 
the central station but through the central cluster and acts as a routing function. 
Furthermore, transmitting data directly to the central station will require large band-
width and energy consumption at SN. Concentrating data to the central cluster and 
sorting and pre-processing will reduce the communication bandwidth between the 
central cluster and the central station while reducing SN’s energy consumption.

Data prediction solution. SN predicts received data to reduce the amount of data 
to be transmitted. In the case the obtained data are different from the predicted data, 
the newly acquired data are sent. The predictive method is based on data series 
measured in the past or on the correlation of data obtained at SN close together.

Synchronization Issue in WSN Synchronization in the WSN network is neces-
sary to ensure smooth coordination between nodes, the relationship of the informa-
tion obtained at the nodes over time is shown [9]. For example, to save energy, each 
button can put itself in sleep mode (sleep mode or idle mode) but must switch to 
active mode at the right time so as not to miss information. The center station has to 
know when each node has acquired information to coordinate communication 
between these nodes. The synchronous solution must take into account the limited 
energy problem of the WSN. Solve the problem of density and the increasing num-
ber of nodes in the network. Accuracy depends on the application. The solution 
must also ensure reliability in the event of some node failure.

Anomaly Detection Network security is also a significant problem with WSN. Due 
to wireless transmission, various types of data retrieval and hijacking attacks have 
been performed. Many proposed solutions are proposed, such as data encryption 
and decoding, anomaly detection algorithms. However, this solution also contrib-
utes to greater computation volume for SN.

Quality of Service (QoS)
• Ability of extension.
• Energy usage is limited by battery sources.
• Resources in SN are limited: processing speed, memory capacity, battery power.
• Ability to operate when buttons do not work properly.
• Scope of supervision.
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Positioning Problem in WSN Positioning in WSN to determine the position of 
SN, from there can detect wrong SN location, where abnormality happens, etc.

For the application using WSN, the above-mentioned problems should be con-
sidered. However, for a particular application, some issues are considered accept-
able, while others need evaluation.

6  Conclusion

This chapter presents systems for monitoring and early warning of landslides due to 
rain applied on a slope scale using wireless sensor networks. We discuss the slope 
surface monitoring solutions using accelerometers, pore pressure sensors, rain gage, 
soil parameters, rain information, etc. Next, wireless sensor networks are proposed 
for use in surveillance and alarm systems due to the advantages of deployment 
capacity, flexibility, low energy consumption, etc. Besides, challenges and con-
straints when applying wireless sensor networks in landslide monitoring systems.
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Precision Livestock Farming Systems 
Based on Accelerometer Technology 
and Machine Learning

Duc-Nghia Tran, Phung Cong Phi Khanh, Tran Binh Duong, 
Vijender Kumar Solanki, and Duc-Tan Tran

1  Introduction

In the past, cow raising was very popular with households and farms all over the 
world. With small-scale farming, monitoring of health status and animal reproduc-
tion would be simple by the experience of the breeder. It becomes difficult for large 
farms or livestock businesses to apply traditional methods such as manual 
monitoring.

Cows alter their behavior to allow them to cope with stress factors such as infec-
tions, feelings of fullness or changes in their living conditions, and environment 
[32]. Therefore, behavior also demonstrates the health and well-being of the cow. 
Detecting daily cow behavior changes can aid in issuing warnings to improve farm 
management and improve livestock welfare [5, 7, 17, 27, 31, 51].

There are many techniques that help monitor the health, performance, and repro-
ductive problems of livestock on a large scale. These techniques help farm owners, 
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companies, or businesses to control their animals, thereby helping to improve 
livestock production. However, the currently applied techniques are still quite 
manual and require human intervention. Researching new technologies and equip-
ment has always been a topic of intense interest [5, 7, 17, 27, 31, 32, 51].

Precision livestock farming (PLF) systems support farmers in managing the per-
formance of management. The PLF concept encapsulates the use of data to assist in 
managing the welfare and health of animals. Data capture technology has developed 
rapidly, and PLF systems can use data efficiently for productivity enhancement. A 
good PLF system from farmers’ point of view should be easy to use and financial 
benefits, thus, it varies depending on the technology.

There has been a large increase in the use of remote surveillance devices such as 
global position trackers (GPS), position sensors, and accelerometers to automati-
cally record animal behavior [8]. In [1], the categorization of cow behaviors was 
designed and performed using video data using a camera. Behavior events of inter-
est in this study included lying, standing, walking, and feeding.

The benefits and potentials of remote tracking of cattle behavior using a variety 
of methods have been described by many authors including clinical disease, visual 
monitoring, using accelerometer, measuring footsteps and food intake, and behavior 
tracking using real-time global positioning system. Recent advances in high sensi-
tivity sensing electronics provide new scenarios for recording cow activity [18]. The 
selection of sensors and technologies will depend on concerned information, and 
several existing systems based on sensor technology have been developed to auto-
matically analyze dairy behavior [50, 52]. Up to now, PLF systems based on accel-
erometer technology and machine learning (ML) are very promising for behavior 
monitoring [3, 5, 7, 8, 17, 21, 26, 27, 31, 33–35, 38, 49, 51]. With the advantages 
of small size, lightweight, and low power consumption, the accelerometer provides 
an objective method of measurement that does not affect cows, objectively classify-
ing cow behavior under farm conditions [3, 21, 26, 33–35, 38, 49].

Interpreting the data collected by accelerometer sensors when describing 
behavior remains a major challenge for developers, regarding the complexity of the 
operation, and extracting characteristics. It allows distinguishing the behavior, loss 
of characteristic data caused by the wireless transceiver, and the complex data pro-
cessing required to handle the interference inherent in the collected measurements. 
This has led to a need for more efficient and accurate methods for analyzing a large 
amount of movement and behavior data being collected [4].

Machine learning (ML) provides a good approach to improving model accuracy, 
based on flexible variable data structures while processing large and complex data-
sets obtained from one environment [36]. In general, studies usually use a strain 
accelerometer on the cow neck and foot or use a pressure sensor on the cow cheek. 
Less common behaviors are usually just walking, standing, lying down, and eating. 
Many studies even manually recorded data on memory cards. The wireless sensor 
platform needs to be studied and applied more effectively. Besides, the algorithms 
also need to be improved to improve the classification efficiency. In studies [3, 8, 19, 
49] that demonstrated the potential of using ML in categorizing cow behavior, they 
only classified two or three behaviors [3, 8], The positive predictive value of the 
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classification is not high [19] and lacks analysis of the data characteristics [19, 20, 
49]. The fact is the performance of the classification method will depend closely on 
the features and data window.

To classify cow’s behavior based on using accelerometer and ML, two common 
kinds of acceleration data were analyzed: data measured from the leg and data mea-
sured from the neck [2, 11, 14, 15, 30, 45]. The ML algorithms for this problem are 
quite diverse such as decision tree (DT) algorithm, k-means, hidden Markov model 
(HMM), and support vector machine (SVM). Behavior of interest in this kind of 
study may include lying, standing, walking, and feeding. The benefits and potential 
of PLF systems based on accelerometer technology and machine learning are 
discussed as the future of livestock.

2  Machine Learning Algorithms for Animal Monitoring

ML is an area of artificial intelligence (AI) that involves the research and construction 
of techniques that allow systems to “learn” automatically from data to solve specific 
problems. For example, machines can “learn” how to classify e-mails for spam or 
not and automatically classify them into their respective folders. ML is very close to 
statistics as both fields are studying data analysis. However, unlike statistics, ML 
focuses on the complexity of algorithms in performing the computation.

Machine learning is now widely applied including data tracing, medical diagnos-
tics, detection of fake credit cards, stock market analysis, DNA sequencing, hand-
writing and speech recognition, automatic translation, play game, robot locomotion, 
and cattle behavior classification.

The availability of large datasets on farms is providing the potential for the appli-
cation of ML in livestock. The development of PLF systems relies on exploiting 
such data [12]. Data capture technology such as using sensors [28, 29, 39–43, 48] 
improves rapidly nowadays. Along with the support of ML and powerful computing 
platforms, new insights (such as disease phenotypes) can be revealed from these 
data [46].

PLF systems in livestock (such as dairy farms) have been discussed for many 
years. Searching on the Web of Science database using the keywords “machine 
learning” and “dairy,” the results show that automatic behavior classification can be 
considered as one of the most important research topics in the context of livestock 
management in the last 10 years.

Groups of machine learning algorithms by their learning style are as follows:

• Supervised learning is a machine learning technique for building a function from 
a training data set. The training data consist of pairs of input objects (usually 
vector form) and desired output. The output of a function can be a continuous 
value (called regression), or it can be a prediction of a classification label for an 
input object (called a classification) [16]. This method is used for classification 
problems.
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• Unsupervised learning is a method of machine learning that aims to find a model 
that matches observations. Given a sample of only objects, it is necessary to 
search for the interesting structure of the data and to group the same objects [47]. 
This method is used for clustering and clustering problems.

• Semi-supervised learning is a class of machine learning that uses both labeled 
and unlabeled data for training—typically a small amount of labeled data along 
with a large number of unsigned data labels. Semi-supervised learning stands 
between unsupervised learning (without any labeled data) and supervised (all 
data are labeled) [53].

• Reinforcement learning: Computers make action decisions and receive feedback 
from the environment. The computer then sought to correct the way in which its 
decision to act. The k-means algorithm is unsupervised learning, whereas SVM 
and decision-tree are supervised learning [37].

A diverse range of ML algorithms exists, and for this review, only some basic 
algorithms are discussed in the context of their use in livestock science research, in 
particular for cow behavior classification problems.

2.1  The General Concept

The actual demand is that from a database with a lot of hidden information, we can 
extract business intelligence decisions. Classification and prediction are two forms 
of data analysis to derive a model that describes important data classes or predicts 
future data trends. The subclass predicts the values of certain labels or discrete val-
ues, which means that the subclass deals with data objects whose tuples are known. 
Meanwhile, the prediction builds the model with continuous value functions. For 
example, the weather forecast classification model can tell whether tomorrow’s 
weather is rainy or sunny based on the humidity, wind, temperature, etc. of today 
and the previous days. Thanks to the laws about customer buying trends in super-
markets, salespeople can make the right decisions about the number of items and 
types of sale. A predictive model can determine the amount of money spent by 
potential customers based on information about the customer’s income and 
occupation.

Over the years, data classification has attracted the attention of researchers in 
many different fields such as machine learning, systems specialists, and statistics. 
This technology also applies in many other fields such as commercial, bank, adver-
tising, market research, insurance, health, and education. Most of the previous gen-
eration algorithms use data mechanisms that reside in memory and often manipulate 
small amounts of data. A number of later algorithms have used disk-based tech-
niques to significantly improve the scalability of the algorithm with large datasets of 
up to billions of records.

The data classification problem is the process of classifying a data object into a 
given class or classes, thanks to a classification model built on a set of labeled data 
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objects that have been pre-labeled known as a learning data set (training set). The 
classification process is also known as the labeling of data objects.

Thus, the task of the data classification problem is to build a classification model 
so that when there is new data entered, the classification model will tell which class 
that data belongs to.

There are many problems with data classification, such as binary classification, 
multi-class classification, and multivalent classification. Binary classification is the 
process of classifying data into one of two different classes based on whether or not 
that data has some of the properties specified by the classifier. Multi-layer layering 
is the process of layering with a number of layers greater than two. Thus, the data 
set in the consideration domain is divided into many classes, not just two classes as 
in the binary classification problem. In essence, the problem of binary classification 
is a separate case from the problem of multi-class classification [10, 13, 22, 23, 25].

2.1.1  The General Data Classification Process

Learning Process
The learning process is intended to construct a model that describes a set of pre-
defined data classes or concepts. The input to this process is a structured data set 
described by attributes and generated from the set of tuples of those properties. Each 
tuple is collectively referred to as a data element, which can be patterns, examples, 
objects, records, or instances. In this data set, each data element is assumed to 
belong to a predetermined class, and the class here is the value of an attribute 
selected as the class tag or class attribute. The output of this step is usually classifi-
cation rules in the form of if-then rules, DTs, logic formulas, or neural networks. 
Figure 1 shows the process of building a classification model.

Classification Process
Classification is using the model built in the previous step (learning process) to clas-
sify new data. First, the predictive accuracy of the newly generated classification 
model is estimated. The holdout is a simple technique for estimating that precision. 
This technique uses a test dataset with class labeled samples. These samples were 
randomly selected and independent of those in the training data set. The accuracy of 
the model on the test data set given is the percentage of samples in the test data set 
correctly classified by the model (compared to reality). If the accuracy of the model 
is estimated based on the training data set, the results obtained are very positive 
because the model always tends to “over-fit” the data. Over-fit is the phenomenon 
that the classification results coincide with the actual data because the process of 
building the classification model from the training data set may have incorporated 
specific features of the data set. It is therefore necessary to use a test data set that is 
independent of the training data set. If the accuracy of the model is acceptable, then 
the model is used to classify future data or those for which the value of the classifi-
cation attribute is unknown [12].

Figure 2 shows the estimate of the classification model on test data. Using the 
model trained from the previous step, test data will be labeled behavior classes. 
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Fig. 1 The process of building a classification model

Fig. 2 Estimate of the model on test data

These labeled data will be compared with the observed data from real behavior to 
check the performance of the training model in step 1. For example, if the labeled 
data is labeled as feeding, which according to feeding observation, then this labeled 
data is labeled correctly. If the condition is not satisfied, then this labeled data are 
labeled wrongly. The performance of the model is evaluated by indicators (more 
detail about indicators at the end of this section).

Figure 3 shows the new data classification. For models that have a good perfor-
mance on test data, they can be applied in practice. In this case, we do not know the 
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Fig. 3 New data classification

label of the data in advance. Using the evaluated model in the previous steps, new 
behaviors can be labeled correctly. The reliability of the evaluated model depends 
on the values of indicators.

2.1.2  Data Classification Process for Behavior Classification Problem

Section 2.1.1 describes the general concept to build a classification model. However, 
with the behavior classification problem, it is usually not possible to use only the 
available data (x-axis, y-axis, and z-axis data) to build a good classification model. 
The quality and the performance of the model rely on many factors such as features, 
data windows length, and amount of data. The whole process of behavior identifica-
tion is shown in Fig. 4.

Figure 5 outlines the construction of the classifier, and some of the data were 
randomly selected as training data set and the remaining was used as test data set. 
The division of [training data, test data] in the literature usually is [60%, 40%] or 
[70%, 30%] for good model performance, and the choice varies on the method and 
the data [45]. The classifier has been trained with features calculated from measure-
ments of acceleration (input) and matching behavior (output). The resulting classi-
fication model was tested and the model’s performance indicators were calculated 
from the independent test data set.

Feature Engineering
Feature engineering techniques are applied to create a suitable feature set from raw 
dataset. Features can take many forms such as binary or numeric, and they can 
increase the dataset dimensionality. Features can be mean, standard deviation (SD), 
root mean square (RMS), etc., and they are computed for every windowing data. 
The model will learn which behavior class conditions are satisfied based on the 
features. A behavior (the output) is a label of behavior class, and it results in one of 
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Fig. 4 Behavior identification process

the behaviors such as feeding, standing, and lying (Table 1). The classification algo-
rithm studies the data (including new features) to learn how to distinguish behavior 
classes and then build the classification model based on the knowledge it has 
studied.

Data Windows Length
Data windows length is important since it affect directly features and the number of 
behavior [14, 45]. If data windows length is short, then it is difficult to see the 
differences between each behavior since the data are not significant. Vice versa, 
more than one activity can be contained in a large data window, and the number of 
training data in this case also reduces, leading to the decrease in classification per-
formance [14]. Hence, the data window length has been a focal point in numerous 
studies [3, 14, 19, 45, 49, 50]. Table 2 listed some examples of lying acceleration 
data samples, using leg-mounted device. The unit of acceleration data is mg.

Evaluation Indicators
Indicators evaluate the performance of the model. Indicators are calculated from 
classification results. Table 3 lists an example of classification results.

A true positive (TP) is a classification result where the model predicts the posi-
tive behavior class correctly. In the example, it is when the model predicts lying for 
lying observation/data. A true negative (TN) is a classification where the model 
predicts the negative behavior class correctly. In the example, it is when the model 
predicts non-lying for non-lying observation/data. A false positive (FP) is a 
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Fig. 5 Construction process flowchart of the classifier

classification result where the model predicts the positive behavior class incorrectly. 
In the example, it is when the model predicts non-lying for lying observation/data. 
A false negative (FN) is a classification result where the model predicts the negative 
behavior class incorrectly. In the example, it is when the model predicts lying for 
non- lying observation/data.
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Table 1 Description of some basic behaviors of cow

Behavior Definition

Feeding The cow is at feeding zone and searches for or masticates the feed.
Lying The cow is in a cubicle in a lying down position.
Standing The cow stands entirely on its four legs.
Lying down The cow bents one foreleg, lowers its forequarters, then hindquarters, and settles 

down in a state of lying.
Standing up The cow rises from a lying state to stand on all four feet.

Table 2 Examples of lying acceleration data samples, using leg-mounted device

Acc in x (mg) Acc in y (mg) Acc in z (mg)

4.75 990.67 −176.25
5.42 990.33 −174.33
4.17 990.83 −177.42
3.75 990.67 −176.92
3.50 991.67 −176.50
4.83 991.17 −174.00
0.73 991.36 −174.73
8.75 991.42 −204.25
3.75 991.42 −167.25
3.58 992.33 −179.75
3.67 990.92 −179.17
4.75 990.67 −172.42
4.42 991.83 −173.92
0.82 990.91 −172.55
5.25 990.67 −176.42
2.58 992.25 −176.83

Table 3 Classification results, an example of lying prediction

Behavior
Observed
Lying Non-lying

Predicted Lying TP FN
Non-lying FP TN

Sensitivity, accuracy, and positive predictive value (PPV) are some important 
indicators to evaluate the performance of the model. The below formulae shows the 
calculation of these indicators:

 
Sensitivity �

�
TP

TP FN  
(1)
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Accuracy �

�
� � �
TP TN

TP FP FN TN  
(2)

 
PPV TP

TP FP
�

�  
(3)

2.2  Potential and Simple Algorithms for Behavior 
Classification Problem

2.2.1  K-Means Clustering

Clustering is a very important technique in data mining, it belongs to the class of 
“Unattended Learning” methods in Machine Learning. There are many different 
definitions of this technique, but in essence, we can understand clustering is the 
process of trying to group given objects into clusters, such that objects in the same 
cluster. Are similar and objects of different clusters are not similar.

The purpose of clustering is to find nature within the groups of data. Clustering 
algorithms all generate clusters. However, there is no one that is considered the best 
criterion for the validation of clustering analysis, depending on the purpose of clus-
tering such as data reduction, “natural clusters”, “useful” clusters, outlier detection.

Unlike object classification, the class label is unknown. This happens often with 
large databases because assigning class labels to large numbers of data objects is an 
expensive process. Clustering is very helpful in giving an overview of all the data.

K-means is a very important algorithm and is commonly used in clustering tech-
nique. The main idea of the k-means algorithm is to find a way to group the given 
objects into K clusters (K is the number of predefined clusters, K positive integers) 
such that the sum of the squares of the distance between the objects to the center 
group is the smallest.

The k-means algorithm works through the following main steps:

 (a) Randomly select K centers for K clusters. Each cluster is represented by the 
cluster centers.

 (b) Calculate the distance between objects to K center (usually use Euclidean 
distance).

 (c) Group the subjects into the nearest group.
 (d) Redefine the new center for the groups.
 (e) Repeat step (b) until there is no group change of objects [27].

Figure 6 shows the k-means algorithm.
The k-means algorithm is a simple, recursive algorithm (repeated many times), 

so the computation cost will be large.
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Start

Number of cluster 
K

Calculate cluster 
centre

Calculate distance 
from data

Group data based 
on distance

Invariable? End

Fig. 6 Diagram of the algorithm k-means

2.2.2  Support Vector Machine (SVM)

As a method based on statistical theory, SVM is a strong mathematical foundation 
to ensure that the results found are correct. The supervised learning algorithm is 
used for data classification. As an experimental method, it is one of the most power-
ful and accurate methods among well-known data classification algorithms. SVM is 
a highly generalized method, so it can be applied to many types of identification and 
classification problems. Figure 7 shows finding the maximum boundary of the SVM 
algorithm:

The idea of the SVM method is to give a training set, represented in vector space, 
where each document is a point, and this method finds the best decision superspace 
that can divide the overhead points. This space into two separate classes, respec-
tively, class + and class o. A superspace is a function similar to the equation for the 
line y = ax + b. In fact, if we need to subclass a data set with only two features, the 
super-flat is now a straight line. The quality of this hyperplane is determined by the 
distance (called the boundary) of the nearest data point of each layer to this plane. 
Then, the larger the boundary distance, the better the decision plane, and the more 
accurate the classification. The purpose of the SVM method is to find the maximum 
boundary distance.
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Fig. 7 SVM algorithm

SVM algorithm is performed through the following steps:

• Convert input data to the digital format of SVM.
• Data preprocessing. Performing data transformation suitable for the calculation 

process and avoiding too large numbers describing attributes. It is advisable to 
scale the data to convert it to [−1, 1] or [0, 1].

• Choosing the kernel function. Selecting the appropriate kernel function for each 
specific problem to achieve high accuracy in the classification process.

• Cross-checking to determine the parameters for the application. This also deter-
mines the accuracy of the classification process.

• Using parameters for training with the sample set. In the training process, we 
will use an algorithm to optimize the distance between the superstars in the clas-
sification process, determine the classification function in the feature space by 
mapping data into feature space by description the resolution for both cases is 
that the data is split and non-linearly split in feature space.

• Testing dataset check.
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2.2.3  Decision Tree Algorithm

In the field of machine learning, DTs are a kind of predictive model, that is, a map-
ping from observations of an object/phenomenon to conclusions about the objective 
value of the thing/phenomenon. Each node corresponds to a variable; the line 
between it and its child nodes represents a value specific to that variable. Each leaf 
node represents the predicted value of the target variable, given the values of the 
variables represented by the path from the root node to that leaf node. The machine 
learning technique used in DTs is called DT learning, or just called a DT.

The DT is also included in the classification problem (supervised learning). In 
order to build a DT, it also takes two steps, “learning” and “classification”.

DT learning is also a popular method in data mining. The DT then describes a 
tree structure, in which the leaves represent the classifications and the branches 
represent the combinations of attributes that lead to the class. A DT can be learned 
by dividing the source set into subsets based on an attribute value test. This process 
is repeated recursively for each derived subset. The recursion is complete when 
splitting is no longer possible, or when a single classification can be applied to each 
element of the derived subset. A random forest classifier uses a number of DTs in 
order to improve the classification ratio.

DTs are also a descriptive means for the computation of conditional 
probabilities.

Figure 8 shows an example of classification using a DT:
In the DT,

Age

Age less than or 
equal to 27.5

Vehicle type

Age greater than 27.5

Risk by high

Risk by high Risk by low

Vehicles with sports Vehicles of car by
family, pickup

Fig. 8 Decision tree example
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• Root. It is the top node of the tree.
• Internal node. It represents a check on a single property (rectangle).
• Branch. It shows the results of the test on the inner node (arrow).
• Leaf node. It is a class representation or class distribution (circle).

To classify the unknown data sample, the attribute values of the sample are 
examined in the DT. Each corresponding sample has a path from the root to the leaf 
and the leaf represents that sample classification value prediction [18].

In this chapter, DTs are used to process continuity properties such as the data 
values of x, y, and z three-dimensional acceleration sensors. Meanwhile, with con-
tinuous properties (numerical properties), the set of values is not predetermined. 
Therefore, during tree development, it is necessary to use binary test: value (A) ≤ θ, 
where θ is the threshold constant determined in turn based on each individual value 
or each pair of contiguous values (in sorted order) of the continuity being consid-
ered in the training data set. That means if the continuity attribute A in the training 
data set has d distinct values, then d−1 check value (A) ≤ θ−i with i = 1...d−1 is 
needed to find the best threshold corresponding to that property.

Advantages of DT:

• Easy to convert
The DT has the ability to generate rules that can be converted to English, or SQL 

statements. This is the outstanding advantage of this technique. Even with large 
datasets that make DTs large and complex, following any path in the tree is easy in 
a common and clear sense. Classification or prediction is relatively transparent.

• Enforcement ability in rule-oriented fields
This may sound obvious, but inductive rules in general and DTs, in particular, are 

the perfect choice for areas where real rules are. Many fields from genetics to indus-
trial processes actually contain hidden, ambiguous rules due to their complexity and 
ambiguity by error data. DTs are a natural choice when we suspect the existence of 
obscure, hidden rules.

• Easy to calculate while classifying
Although as we all know DTs can contain many formats, in practice, the algo-

rithms used to generate DTs often produce trees with low branching numbers and 
simple checks. at each node. Typical tests are number comparison, considering the 
elements of a set, and simple joins. When executed on a computer, these tests con-
vert into logical functions and integers, which are fast and inexpensive to execute. 
This is an important advantage because in commercial environments, predictive 
models are often used to classify millions or even billions of records.

• The ability to deal with both continuous and discrete attributes
DTs process “good” equally with the continuum and the discrete attribute. 

However, with continuous properties, more computational resources are needed. 
The discrete properties caused problems with neural nets, and statistical techniques 
are really easy to manipulate with the division criteria in the DT; each branch 
corresponds to each separate data set according to the value of the attribute chosen 
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to grow at that node. Continuity properties are also easily divided by selecting a 
threshold number from the ordered set of values. After choosing the best threshold, 
the dataset divides according to the binary test of that threshold.

• Clearly demonstrates the best properties
DT building algorithms provide the property that best divides the training data 

set starting from the root node of the tree. From there, it can be seen which attributes 
are most important for prediction or classification.

• Disadvantages of DT
Despite these outstanding strengths, DTs still inevitably have weaknesses. It is a 

DT that is not very suitable for problems with the goal of predicting the value of 
continuity attributes such as income, blood pressure, or bank interest. DTs are also 
difficult to deal with continuous-time data if otherwise spend a lot of effort in mak-
ing data representations in continuous patterns.

• It is easy to error when there are too many layers
Some DTs only deal with classes of binary values of yes/no or agree/reject. 

Others can assign records to any number of classes, but error-prone when the num-
ber of training examples corresponding to a class is small. This happens more 
quickly with trees that have many layers or have many branches on a node.

• Expensive computational cost to train
This may seem contradictory with the DT’s affirmation above. But DT develop-

ment is computationally expensive. Because the DT has a lot of inner nodes before 
going to the last leaf. At each node, it is necessary to calculate a measure (or divi-
sion criterion) on each attribute, and with a continuous attribute, it is necessary to 
add the manipulation of reordering the data set according to the value order of that 
attribute. Then, it is possible to select a development attribute and a corresponding 
best division. Some algorithms use a combination of weighted combinations of 
attributes to develop DTs. Amputation is also “expensive” as many candidate seed-
lings have to be generated and compared.

2.2.4  Comparison of some Simple Classification Algorithms

The classification and clustering methods can be compared against the following 
criteria:

• Prediction accuracy
Accuracy is the model’s ability to accurately predict the class label of new or 

unknown data.

• Speed
Speed is the computational costs associated with process creating and using 

the model.
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Table 4 Comparison of some basic classification algorithms

Algorithm Properties

K-means High prediction accuracy
Slow execution speed. Clustering required
Weak strength Khả năng mở rộng thấp
Good comprehension
Simple, easy to use

Support vector machines Highest prediction accuracy
Slow execution speed
Good strength
High scalability
Good comprehension
High complexity

Decision tree High prediction accuracy
Fast execution speed
Good resistance to interference
High scalability
Perspicuous
Low complexity

• Strength
Strength is the ability of the model to make correct predictions from noisy data 

or data with missing values.

• Ability of extension
Scalability is the ability to effectively execute large amounts of data of the 

learned model.

• Comprehension
Comprehension is the degree of understanding and thoroughly of the results 

generated by the model learned.

• Simplicity
Simplicity is related to the size of the DT or the curvature of the rules. Table 4 

lists the comparison of the classification algorithms based on the above attributes.

3  Design of a PLF System Based on Accelerometer  
Technology

The core of a PLF system concept is usually based on the wireless sensor network 
[9, 10, 24, 44] with the automated data collection function. Thus, the devices of a 
PLF system include:

• Devices that are mounted on cows, typically one device per cow, can be affixed 
to various locations such as the legs, neck, nose, or cheek. These devices serve as 
sensor network nodes, collecting data for monitoring services and wirelessly 
transmitting revenue-related information.
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• One central device functions as a network node, receiving data from the 
devices mounted on the cow. Its primary purpose is to store and process data, 
and it can also be connected to the internet to provide advantages over mobile 
devices.

3.1  System Block Diagram

This review only discusses PLF systems using neck/leg devices. The main idea of 
these PLF systems is to monitor the cow through the wireless sensor network model. 
The general system is divided into two main parts: the first part is the equipment 
mounted on the cow to measure the movement at the neck/leg position, and the 
second part is the signal reception, storage, and processing of the received signal, to 
classify predict behavior (Fig. 9).

For the first part, each network node is a cow neck/leg device (mounted on the 
cow’s neck or cow’s leg). These nodes are wirelessly interconnected and developed 
based on 3-axis accelerometer for more accurate behavior determination. The 
second part consists of devices acting as the central node, receiving data from the 
network nodes through wireless communication in the 433 MHz frequency band. 
The central node is connected to the computer and the data are sent to the computer. 
Computers store data in records for storage, processing, and analysis of cow’s 
behavior.

433 MHz

Cow neck/leg device Center node

UART-USB

Accelerometer Computer

…

n-1th cow

nth cow

Fig. 9 A PLF system concept based on wireless sensor network
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3.2  Block Diagram of Motion Measuring Equipment Attached 
to the Cow Neck/Leg

The neck/leg-mounted device is designed to measure movements at the cow’s neck/
leg. Data collected from this device are 3-axis acceleration data of the neck/leg 
relative to the ground reference system. From these data, it is possible to determine 
the movement of the cow’s neck/leg, which will determine its current behavior. 
Figure  10 shows the system integration diagram example of a neck/leg motion 
measuring device.

The example design of the device on the neck/leg includes an Atmega328 micro-
processor to receive data, process data, and coordinate data flow. Acceleration sen-
sor MPU-6050 receives data of 3-axis acceleration, and communication module 
RF24L01 enables devices to communicate and receive data from each other. The 
Lora module acts as the end device, and together with the central node, the Lora 
module forms a wireless sensor network. A battery of 3.7 V–4000mAh will power 
the device on the neck.

The accelerometer is used to obtain acceleration data for dimensions X, Y, and Z, 
each with a range of ±8 g and a sampling frequency of 1 Hz. It integrates a 12-bit 
A/D converter to change the analog voltage into digital data.

3.3  Central Node to Collect and Process Data

The design of the center node includes the Atmega328 processor to receive data, 
process them, and transmit them to the computer. The Lora module acts as the end 
device, and together with the neck motion measuring device, the Lora module forms 
the wireless sensing network. Figure  11 shows the design diagram of the cen-
tral node.

MPU-6050 Atmega328 GPS Module

2.4GHz 433MHz

RF24L01328 Lithium Battery LoRa

TP4056 Module

Fig. 10 The neck/leg-mounted device
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Atmega328LoRa

RA-02

433MHz

Computer

UART-USB

Fig. 11 Center node

Data obtained from Lora via Serial peripheral interface (SPI) protocol transmit-
ted to the Atmega328 processor. Process transmission to the module converts the 
serial communication protocol to a USB transmission to a computer. On a com-
puter, install software captures data from USB and packs it into records. The power 
supply for the center node is from the computer.

4  Potential PLF Systems Based on Accelerometer 
Technology and Machine Learning

Table 5 presents some potential PLF systems based on accelerometer technology 
and machine learning in the literature. P. Martiskainen and M. Jarvinen [19] used 
SVM, Arcidiacono et al. [3] used thresholds comparison (DT based), Wang et al. 
[26] used AdaBoost, Barwick et al. [6] and D. N. Tran et al. [45] used RF. All these 
works aimed to recognize behaviors based on neck/leg-mounted acceleration data. 
The length of data window varied from 3 to 16 s.

P. Martiskainen and M. Jarvinen [19] classified eight behaviors such as standing, 
feeding, lying, and walking. They used eight features, including SD, mean, max 
value, and min value. Some classification performance of their model is provided in 
terms of accuracy, sensitivity, PPV: feeding (0.96, 0.75, 0.81), lying (0.84, 0.80, 
0.83), and walking (0.99, 0.79, 0.79). These results are not good to compare to 
recent works, but it was an impressive result in the year of its publishment [19].

Arcidiacono et al. [3] used a simple classifier based on accelerometer thresholds 
to distinguishing between feeding and standing. Their system is very simple since 
it only uses x-axis accelerometer data for analysis. It is a good idea when the 
concerned behavior focuses on feeding, one of the most important behavior.

Wang et  al. [26] classified seven behaviors of cow: standing, feeding, lying, 
walking, active walking, standing up, and lying down. The overall performance in 
terms of (accuracy, sensitivity, PPV) is (0.86, 0.85, 0.80). They used location sen-
sors to support recognition of feeding for free-stall barn cows. So, the solution is not 
suitable for grazing cows. And if the cow is standing but not feeding at the fixed 
feeding position, then it will make confusion for the classification model.
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Table 5 Summary of some PLF systems based on accelerometer technology and machine learning

Research group Sensor technology
Length of data 
window (second)

Algorithm 
base

P. Martiskainen and 
M. Jarvinen [19]

Accelerometer (collar-mounted) 10 SVM

Arcidiacono et al. [3] Accelerometer (collar-mounted) 5 DT
Wang et al. [26] Accelerometer (leg-mounted), 

location sensor
6 AdaBoost

Barwick et al. [6] Accelerometer (leg-mounted, 
collar-mounted, ear-mounted)

3, 5, 10 RF

D. N. Tran et al. [45] Accelerometer (leg-mounted, 
collar-mounted)

16 RF

SVM Support vector machines, DT Decision tree, RF Random forest

Barwick et al. [6] identified sheep behavior, including standing, feeding, lying, 
and walking. Three experiments used accelerometers (leg-mounted, collar-mounted, 
ear-mounted). The standing accuracy is 0.69–0.97, walking is 0.85–1, feeding is 
0.58–0.95, and lying is low. These results are worse compare to the works with cows.

D. N. Tran et al. [45] classified four cow behavior: standing, feeding, lying, and 
walking. They used synchronized acceleration data (from neck sensor and leg sensor 
on each cow) to archive better performance compare to the recent works. The clas-
sification performance of their model in terms of (accuracy, sensitivity, PPV) is up 
to (0.99, 0.99, 0.99). The reason is this system has advantages of both neck and leg 
accelerometer to recognize behavior.

All the works above aimed to develop PLF systems based on accelerometer 
technology and machine learning for monitoring the animal. These systems are 
using Internet of Things (IoT) technology, which is the key to smart and precision 
livestock and other fields [45].

5  Conclusion

The future livestock will include sensor systems for effective management. These 
sensors are sources of large quantities of data that impact the way of management. 
Behavior data are one of the important indicators, which reflects animal welfare. 
The literature shows that accelerometers are sensitive even to small perturbations in 
the behavior of animals, thus they are highly valuable for the recognition of the 
behavior.

This review provided a detailed methodology to implement PLF sensor systems 
based on accelerometer technology and machine learning. The main focus of these 
systems is the behavior classification of pasture-based cattle. Various ML classifica-
tion algorithms that are suitable to deal with this problem have been reviewed. In 
particular, important elements of behavior classification algorithms such as the 
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feature set, the data window, and the evaluation method were discussed. These PLF 
sensor systems will provide benefits for farmers by contributing to the improvement 
of the quality of livestock and reducing the costs for management.
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1  Introduction

The greenhouse is the location where we can grow fruit and vegetables. Every plant 
or crop has a specific environment to grow. Nowadays, the environment, tempera-
ture, and humidity are changing every day. As a result, plants do not grow well, and 
few crops end without any benefit. I think it is the main reason to lose a crop by 
farmers. As a result, this project can reduce damage to crops/plants and help plants 
to live for a long time.

In this chapter, we observe the surrounding environment of plants and crops like 
temperature, humidity, light intensity, and soil moist by using DHT11, light depen-
dent resistor (LDR), and soil moisture sensors, respectively. Here, we use a DC fan 
to cool down the temperature, light bulbs, and a water pump to wet the soil [4]. 
Here, we add a WI-FI module ESP8266 to monitor parameters and notification 
when the fan or blub or water motor is switched on/off. Earlier instead of 
Wifi Azevedo et al. [1] use the Zigbee network for Application layer. 

Temperature, humidity, soil moisture, and light intensity will be collected by 
project till the end of the project. In today’s greenhouses, the monitoring of param-
eters is important for the good quality and productivity of plants. However, certain 
parameters such as temperature, humidity, soil moisture, and light intensity are 
required for higher plant growth in order to achieve the stated consequence [13]. 
Thus, Node MCU has been developed primarily as a greenhouse control unit using 
sensors. The Node MCU is used for this project. Node MCU can receive feedback 
from a wide range of sensors and can control generators, lights, and various actua-
tors. Few sensors are used to measure few parameters. DHT11 sensor is used to 
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measure temperature and humidity values. The soil moisture sensor tests the water 
content of the soil [10]. The LDR sensor is used at a modest depth. The exhaust fan, 
water pump, and artificial light are also connected to the Node MCU.

All environmental parameters are dispatched to android cell phone via offline. A 
cloud is used to ship environmental parameters to server. As a result, when less than 
50% of the soil loses its moisture, the motor pump will immediately turn on to 
sprinkle the water and start sprinkling the water until the moisture drops to 55% and 
the pump is turned off after that. At a given time, sensor information will be sent to 
the ThingSpeak Server so that it can be monitored from anywhere in the world [14]. 
ThingSpeak enables instant viewing of the data that the computers have transmitted 
to ThingSpeak. With the power to execute MATLAB programming in ThingSpeak, 
you will do online data interpretation and processing because it comes in. 
ThingSpeak is additionally used for prototyping and proof of IoT concept applica-
tions involving analytics. When the temperature is raised to or greater than 40 
degrees, the fan is switched on and when the temperature is a smaller amount than 
28 degrees, the fan is transitioned. Similarly, where the light level is less than the 
normal amount, the electric lights are switched on automatically and off when there 
is enough sunlight. So, a person can track the parameters with an Android phone. 
This device is very useful for farmers to observe and monitor environmental param-
eters in their fields. Farmers do not need to head to their farms. Any variance within 
the environmental criteria may result in monetary losses in the agricultural and 
pharmaceutical industries and may pose a life-threatening danger to consumers of 
biomedical industries. These losses can be stopped by managing them instantly.

2  Literature Review

In Vimal and Shivaprakasha [16], the project is about a system using GSM and 
Ethernet, which reduces the power consumption, maintenance, and complexity. 
That project can be used in agricultural field, in nursery, and in botanical garden. 
Used technologies are GSM module and Ethernet. Easy to communicate and moni-
tor are the advantages. System costs high is a drawback. In Chen & Liu et al. [2] 
introduced the CAN Transport Based Intelligent Greenhouse Control System, this  
creates a great advance and revolution in Green house Monitoring. The author S.Li. 
[9] introduce the STM32 for monitor CO2 concentration in the Green house which 
help in  stabilization of Oxygen level in greenhouse .

In Geng et al. [3], a four-layer device architecture was developed with outstand-
ing motion control functions using mobile acquisition. Layers used are perceptual 
(physical) layer, control layer, transmission layer, and application layer. Raspberry 
pi and Arduino chip were combined to work as data server. Due to compact size, 
Raspberry pi and sensors were integrated into mobile system. Cycle redundancy 
check (CRC) was used to reduce data loss at transmission layer. Advantage of this 
project is that it monitors the highest and lowest values at a given point in time.  
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In [15] authors Subahi et al. devoloped the advance intelligent system for control-
ling and monitoring the temperature of Green house condition with advanced sensor 
interface and cotrolling system. A hybrid wired/wireless networking infrastructure 
for greenhouse management is developed by Mirabella et al. in [11].

In [6], authors said that “Some complications arose during field experiments. 
Because of the EMI power source, some incorrect records were recorded. Salt depo-
sition and thus incorrect measurements were observed on the soil wetness sensor 
probes. The total SMS loss was 0.5%.” According to Tseng et al. (2006), this amount 
of SMS loss is appropriate. The missing records were not consecutive and were 
insignificant on the remote server (1.8%). R.L.  Njinga et  al. [12] undergone the 
research in  Examination of essential elements for plants development utilizing 
instrumental neutron activation analysis at extreme level of outcome.

In paper [17] the author D.  Visser et  al used the  Advancing light system  in 
which the nursery used a 3D model of tomato and a beam tracer. In Xia et al. [19], 
authors had designed monitoring of greenhouses and a framework focused on 
MSP430. The CC2530 module is introduced in this article. The method has the 
benefits of stable service, low power consumption, durability, and convenient usage, 
thus meeting a great deal with modern requirement for greenhouse production.

Kitpo et al. [7] provided a survey report on agricultural problems. Many tools 
have been used to boost words of the farmers. This paper reflects on a major irriga-
tion crisis. There are a lot of irrigation schemes and they are automated. The study 
allows us to learn about different IOTs GSM related methods used in the irrigation 
system. This paper contains a section-wise explanation of the previous work. So 
that, we will hear more about the problems of agriculture. This report is helpful to 
learn about the developments in agriculture for 10 years to enable a detailed survey 
to be undertaken to help farmers.

Xing et al. [20] aimed at the greenhouse in facility agriculture and developed 
intelligent knowledge monitoring system, and the conclusion can be made as 
follows:

 (i) The star network control structure was constructed.
 (ii) Used ZigBee to set up wireless sensor network.
 (iii) A kind of cooperative control method based on time control, manual control, 

automatic control, intelligent control, and remote control was proposed.

3  Design of Greenhouse Monitoring

3.1  Greenhouse

Growing plant is the combination of both art and science. Due to the modern devel-
opment in technology, it creates newer dimension in growing the plant. Greenhouse 
technique is unique method to affording such an environment to the plants. Even 
though the man faced a lot of challenges in growing plant, he learned how to grown 
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Fig. 1 DHT11 sensor 
module

plant not only in normal condition but also in extreme adverse condition with the 
help of advanced technology, which is called as “green house monitoring.”

In the green house monitoring to maintain the environment and increase the pro-
ductivity, some sensors are used. They are magnetic sensor, humidity sensor, tem-
perature sensor, light sensor, and moisture sensor.

Many supportive components are used to control the environment in the green 
house such as bulb, fan, motor, and heater, and all these get control with respect to 
the collecting data from the sensor. Sensors are the basic components to sense vari-
ous physical parameters such as light, heat, pressure, and humidity. The above are 
the basic factors controlled in green house for the better production.

 A. Humidity and temperature

Temperature and humidity are measured using the DHT11 sensor and it is shown 
in Fig. 1. If the humidity of green house is below the defined level, water is sprayed 
to maintain humidity level. If it is less than the defined value, the spray will switch 
off the water. For the temperature of more than critical value, the fan has to switch 
on and value of the sensor is transmitted using Node MCU and the data is main-
tained in cloud and monitored through ThingSpeak.

 B. Soil moisture

For the irrigation, the water supply is the major concern, and for that purpose, we 
use water pump, and soil moisture sensor shown in Fig. 2 is used for detecting the 
moisture in soil. If moisture is less than threshold value, water pump is switched on 
until the soil moisture attained the threshold level, and value of the sensor is trans-
mitted using Node MCU and the data is maintained in cloud and monitored through 
ThingSpeak.

 C. Light intensity

Light is the important factor for plant growth. The intensity of the light is pro-
vided by 100-watt bulb and it is controlled by sensor called light dependent resistor 
(LDR) as shown in Fig. 3. It turned on/off depending on threshold level. If light 
intensity is more, it turned off the bulb. If not, it switched on the bulb. The sensor 
value is monitored through ThingSpeak.
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Fig. 2 Soil moisture 
sensor module

Fig. 3 LDR sensor 
Module

The ultimate aim of green house monitoring is to improve efficiency and effec-
tiveness of your management, save money, and provide better crop.

The method for monitoring and controlling the green house is focused on the 
calculation of the light intensity, soil moist, temperature, and humidity of the sensor 
situated at the locations. The result can be seen in ThingSpeak.

3.2  IoT Technology

Nowadays, Internet is an adequate thing to this world. In that, we knew Internet of 
Things (IoT) is more attractive and expanding technology. We are very closed or 
controlled by internet. The advantage of the internet is the hyper connected technol-
ogy as we use on mobile and laptop. It is an adequate and helpful connection with 
sensor application. The way it helps is to connect the device from the farther dis-
tance to communicate and get connected. It is a very great achievement compared 
to other contrasting and communicating devices.

IoT will support a huge amount of development in our day-to-day lives. We can 
enable a device in public and private places. It helps to adapt our situations such as 
environment, education, safety, commercial, comfort, and personal well-being.
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The IoT network can manage the following application such as medicare, smart 
automation maintenance, security surveillance, transportation, and industrial pur-
pose. The IoT devices transform our lives in many aspects. New IoT products such 
as internet operated appliances can be controlled by Internet such as home automa-
tion, and energy management devices are turned toward the innovation of “Smart 
Home,” giving more security, highly controllable through security locks and alarm 
even controlled by home appliance too.

In addition, there are several personal Internet of Things (IoT) gadgets available, 
including wearable fitness trackers and medical surveillance tools, such as health 
monitoring monitors.The utilization of monitoring devices and networkconnected 
medical devices has become integral to the provision of healthcare services, offer-
ing enhanced and intensive monitoring capabilities for patients. The utilization of 
Internet of Things (IOT) facilitates seamless and expeditious connectivity to 
patients, enabling continuous monitoring of healthcare conditions.

Even IOT systems like networked vehicle advanced traffic system which helped 
to turned toward a metropolitan as “Smart Cities” help to minimize the congestion 
and consumption. With the help of the IoT, the huge development in the agriculture 
industry products development is done by providing Internet to agro-based applica-
tion and giving access and controlling remotely by the mobile application such as 
thingSpeak.

3.3  Green House Monitoring Using IoT Technology

As compared to open field cultivation, the greenhouse will produce more crop per 
square meter. The microclimatic parameters are monitored and controlled to main-
tained an optimum temperature in greenhouse. The automated green house system 
is controlled by a sensors and actuators that are controlled by microcontroller driv-
ing a computer program.

The two important stations in a system are remote monitoring station and actua-
tor/sensor station. The controller with the help of sensor checks if the climatic con-
dition in the greenhouse is in predefined values programmed in Node MCU. The 
sensor values are transmitted through the Node MCU to Cloud and it is monitoring 
through thingSpeak all over the time.

Block diagram of IoT-based greenhouse monitoring is shown in Fig.  4. The 
change in environment is sent to Node MCU by different sensors such as soil mois-
ture sensor, LDR, and DHT11 and it analyzes the data and sends commands to 
respective controlled devices such as water motor, artificial light, and exhaust fan. 
This data is uploaded to cloud-based platform called ThingSpeak using in-built 
Wi-Fi module called Node MCU.
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DHT11 Exhaust Fan

Soil Moisture

LDR Node
MCU

Water Motor

Artificial Light

ESP8266
Cloud

(ThingSpeak)

Fig. 4 Block diagram of greenhouse monitoring

Fig. 5 Node MCU

3.4  Hardware Description

Today, due to the development of IOT application, the sensor that interfaces with the 
microcontroller is getting more and more critical. Node MCU is the open source 
platform which helps to connect sensors and allow the sensors to transfer the data 
through the WiFi Protocol and it is shown in Fig. 5. It also includes the basic feature 
of basic microcontroller such as GPIO, PWM, and ADC. It has capability to control 
many application separately.

The unique feature of this Node MCU board is as follows:

 1. Having internal antenna
 2. Feasible in event driven API application
 3. Containing 13 GPIO pins, 10 PWM channels, I2C, SPI, ADC, UART, and 1-Wire
 4. Offered as access point or station
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Greenhouse monitor hardware is designed to monitor all the data that come from 
various sensors, which have different parameters like light intensity, soil moisture, 
humidity, and temperature. Every sensor senses the change in their respective 
domain and transfers this change to the Node MCU that is shown in Fig. 5. For 
example, soil moisture sensor senses the moisture level in the soil and transfers the 
information to the microcontroller. As Node MCU itself consists of Wi-Fi module, 
it can be used to upload all the data to the ThingSpeak, a cloud-based platform.

3.5  Software Description

The software is designed to process the humidity, temperature, light intensity, and 
soil moist value from sensor to Node MCU microcontroller. Then, it continues to 
monitor the parameters from microcontroller. The microcontroller Node MCU is to 
convert analog to digital, send the value of sensor through serial communication to 
computer, and control the water motor, artificial light, and exhaust fan according to 
the parameter’s values.

It is very convenient to schedule part of this project. The DHT library is used in 
this software to read the humidity and temperature sensor (DHT11 basic) from the 
humidity and temperature sensor, which can be monitored using ThingSpeak.

4  Methodology

The key purpose of this research work is to focus on monitoring the greenhouse and 
acting on soil moist, and air and lighting services. The components used are as 
follows:

• Node MCU
• ESP8266 Wi-Fi module
• Soil moisture sensor
• LDR
• DHT11

Node MCU is an open source IoT platform. The Node MCU is a platform for 
Internet of Things (IoT) that is open source in nature. The system comprises firm-
ware that operates on the Espress IC Systems  ESP8266 Wi-Fi SoC, as well as 
hardware that is built upon the ESP-12 Module. The sensors employed in this study 
are the temperature and humidity sensor (DHT11), soil moisture sensor, and light-
dependent resistor (LDR). The exhaust fans, water pump, and artificial light can be 
classified as the terminal devices or end equipment. The exhaust fans, the water 
pump, and the artificial light are the end equipment.
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In the event that the dirt dampness esteem is underneath the expressed level, 
the motor turns on and siphons the water through the tubing [5]. It very well may be 
performed consequently and constantly until the characterized edge esteem has 
been met. Here, all limit esteems are taken from the perception of the rancher. It is 
utilized to decide the power of the light inside the nursery. In the event that the sun-
shine level is like the sting, the LED activates consequently and off within the event 
that it is not equivalent.

DHT11 screen detects temperature and mugginess. In the event that the tempera-
ture esteem is higher than or equivalent to the limit esteem, the fumes fan turns on 
consequently and off in the event that it is not exactly the edge esteem. In the event 
that the dampness esteem is not exactly or equivalent to the limit esteem, the fan 
turns on consequently and draws the ventilate of the nursery and off in the event that 
it is more than the edge.

The suggested method fits well and has shown effective outcomes. End equip-
ment such as light source, water pump, and fans within the greenhouse have been 
triggered according to the threshold conditions of parameters such as temperature, 
humidity, and soil moisture values. The data obtained from the MCU Node is sent 
to the ThingSpeak server and the data is reflected on the server.

Here, the data is read from the different sensors that the sensed data is sent to the 
ThingSpeak IoT network through the internet using the ESP8266 module installed 
on the unit [8].

The framework portrays the assortment of exercises completed by the various 
modules, for example, temperature, humidity, LDR, and soil wetness. It tests 
whether the estimations of the boundaries are underneath or over the edge 
esteems [18]. The actuators are set off and deactivated considering the present 
situation.

5  Result

ThingSpeak is an IoT platform that helps to capture, interpret, and visualize data. It 
has TCP/IP to send and receive data. That is why we build channels in ThingSpeak. 
The sensed data is seen in the generated channels. Here, we use ThingSpeak as a 
cloud platform.

Finally, we have created a webpage in ThingSpeak. We gathered all sensors data 
and uploaded in ThingSpeak website using Node MCU, and it analyzes the data and 
represents it in graphical format as shown in Fig. 6. Here are some of the data such 
as temperature, humidity, soil moisture, and light intensity gathered from sensors 
and displayed in ThingSpeak. Here, the data may be varied from time to time so that 
we get up and down in the graphical representation of data.
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Fig. 6 Sensors data shows on the ThingSpeak dashboard

6  Conclusion

The key benefit of this project is that all tasks to be done by controlling devices such 
as exhaust fan, artificial lights, and water motor and to monitor climatic conditions 
such as temperature, relative humidity, light intensity, and soil moisture levels in the 
greenhouse atmosphere, which are automated and do not require human interven-
tion. We can also add GSM module to send SMS to the user’s phone to reduce the 
expense of the internet and users can get alerts without internet access to their phone.
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Automatic Water Irrigation System  
Using IoT

P. Sanjan Miller, B. Sai Bhaskar Reddy, M. Govardhan Reddy, M. Sridhar, 
and Surendra Kumar Bitra

1  Introduction

A brilliant agriculture model is a framework that is constantly observed. It monitors 
soil parameters such as temperature, stickiness, soil wetness, PH, and so on, and 
may be used to control multiple activities in the field remotely from anywhere, at 
any time [3, 9, 12]. It provides a cutting-edge lifestyle in which an individual may 
operate his electronic devices using an upgraded cell phone, as well as efficient 
energy usage [10, 18]. It is used in a variety of industries, including astute agribusi-
ness, brilliant halting, keen structure natural checking, medical services transporta-
tion, and others.

The keen agriculture model is a framework for continual observation. It monitors 
soil parameters such as temperature, moisture, soil wetness, and pH. The IoT allows 
for remote control of multiple field jobs from any location, at any time [13, 19]. It 
provides a cutting-edge lifestyle in which an individual may operate his electronic 
devices using an advanced mobile phone, as well as efficient energy use. It is used 
in many aspects of the industry, including clever agribusiness, sharp halting, astute 
structure ecological monitoring, and medical care transportation [2, 15].

Irrigation is the most important thing in agriculture for 5000 years and it is used 
to increase the yield of crops. Applying water to the crops is known as irrigation. 
Nowadays, the mechanization of irrigation plays a crucial role as well as progress-
ing rapidly due to groundwater depletion. The amount of irrigation is increased due 
to the increased groundwater depletion [6]. In Bangladesh, flood irrigation technol-
ogy is implemented due to its simplicity and low cost. For improving irrigation 
efficiency, an intelligent irrigation system was introduced by Gutiérrez et al. [5]). 
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Nowadays, the smart irrigation system (SIS) becomes an interesting topic for next-
generation research [1, 16].

Recently, Kinjal et al. [8] developed an irrigation system consisting of soil condi-
tions, plant water usage, evaporation, and climate monitoring system [17]. The cus-
tomized water schedules and run-time are more concentrated on intelligent systems. 
The SIS controllers and the moisture sensors worked based on climate changes. The 
best SIS is based on the geographical situation as well as the surrounding terrain [7].

Evapotranspiration (ET) is the combination of soil evaporation and the transpira-
tion of plants. ET is the time-based controller used for changing the irrigation 
schedules based on the local available meteorological data. In the present global 
technology, automation is the technology used to process all processes without 
human interaction. In this work, importance is given for the irrigation process con-
trolled by electronic components and relevant materials which can be done without 
human interaction.

The most extensive automation system is designed and deployed based on the 
sensor systems. Due to this system, the people are very much benefited from their 
regular activities, saving time and effort. The sensor systems include microcon-
troller, DC motor, relays, and battery. The soil moisture levels are sensed by the 
switching system and the plants are irrigated. The motor ON/OFF is controlled 
automatically by soil dryness level. The sensor data is analyzed using a personal 
computer based on the graphs. The PC is used to monitor and operated using the 
SIS. This technique is very much useful in large as well as small gardens, green-
houses, nurseries, and green roofs of the houses. It saves the loss of water, time, and 
energy of the people. The SIS assists the farmers in benefitting the plantation with-
out irrigation issues.

The moisture levels of the ground are correctly analyzed by the sensor and trans-
mitted the data for reading by the controller. The sensor is buried in the root region 
of a plant or tree on the lawn or bushes. The SIS is configured using traditional times 
with irrigation start time, duration, and stop time using the controlled programs to 
the moisture sensor. If the sufficient moisture is available in the ground, the SIS will 
hold the next watering schedule. In the SIS, irrigation time is not scheduled because 
it operates on the demand of water supply.

The operation of a large-scale water system structure with fewer manual inter-
cessions is referred to as automation. The cost–benefit ratio is improved by simpli-
fying the single distribution which is a representation of the fully regulated water 
system. Understanding the water system’s planning is required for the mechaniza-
tion of the structure of the small-scale water system. Plant irrigation systems that are 
automated estimate and measure the current plant and then give the desired amount 
of water, which reduce the amount of water used and keep the plants healthy. The 
economy is mostly focused on agriculture, with isotropic climatic conditions and 
full utilization of agricultural resources [4, 8].

Increasing the use of current data innovation in agribusiness will address a num-
ber of difficulties that ranchers are facing. The disaster is underway due to a lack of 
meticulous documentation and correspondence. Our paper aims to solve these prob-
lems. This framework provides an astute observation stage structure and framework 
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structure for an IoT-dependent office farming setting. This will act as a catalyst for 
the transition from traditional to modern agriculture [11, 14].

2  Proposed System

The shrewd farming model principle expects to dodge water wastage in the water 
system measure. It is minimal effort and productive framework is demonstrated as 
follows. It incorporates NodeMCU, Arduino Nano, soil sensors for dampness, and 
Dht11, solenoid valves, and transfers. The proposed system is shown in Fig. 1.

The NodeMCU ESP8266 contains the ESP-12E module and ESP8266 chip with 
Tensilica Xtensa 32-bit LX106 RISC chip. The microchip operates at 80–160 MHz 
clock recurrence with upholds RTOS. The ESP8266 of Fig. 2 has RAM of 128 KB 
and flash memory of 4  MB.  The power module is in-assembled with Wi-Fi, 
Bluetooth, and ideal deep sleep operations for IoT module.

Moistness sensors distinguish the overall dampness of the prompt conditions 
where they are set. They measure both the dampness and temperature noticeable all 
around and express relative mugginess as a level of the proportion of dampness 
noticeable all around to the most extreme sum that can held noticeable all around at 
the present temperature. As the air gets more sizzling, holds more dampness, so that 
the overall mugginess changes with temperature. The most dampness sensors utilize 
the capacitive estimation to decide the measure of dampness noticeable all around. 
This kind of estimation depends on the electrical channels with a non-conductive 

Fig. 1 Proposed schematic 
of irrigation system

Automatic Water Irrigation System Using IoT



276

Fig. 2 Hardware module 
of node MCU ESP8266

Fig. 3 Humidity sensor 
module

polymer film lying between them to make the electrical field. The air dampness on 
the film changes the corresponding voltage levels between the two plates changes. 
This change is then changed over into a computerized estimation of the air’s relative 
dampness subsequent to considering the air temperature and the hardware module 
of humidity sensor used in this work is presented in Fig. 3.

A straightforward soil dampness sensor is used for ground-keepers. Soil sensors 
measure the soil volumetric content of water. Moistness sensors distinguish the 
overall dampness of the prompt conditions where they are set. They measure both 
the dampness and temperature noticeable all around and express relative mugginess 
as a level of the proportion of dampness noticeable all around to the most extreme 
sum that can held noticeable all around at the present temperature. As the air gets 
more sizzling, it holds more dampness, so that the overall mugginess changes with 
temperature. The most dampness sensors utilize the capacitive estimation to decide 
the measure of dampness noticeable all around.

The electric engine converts the electrical energy in to the mechanical energy. By 
the association between engine attractive field and flow of electricity in a twisting 
wire, power is produced as a force is applied to engine shaft. The electrical engines 
are fueled by the direct current sources such as batteries, rectifiers, or AC sources. 
The electric generator is indistinguishable from electric engine, yet works with a 
switched stream of intensity, converting the mechanical energy into electrical 
energy. The hardware modules of motor and moisture sensor are shown in Fig. 4.
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Fig. 4 Hardware module of (a) moisture sensor and (b) motor

Fig. 5 Developed hardware module of irrigation model using IoT

3  Results

In this venture, the engine is controlled in the field dependent on stickiness, the 
temperature, and the dampness level. The moisture level in the soil is measured or 
detected by the sensors. The qualities are changed over the advanced structure and 
it is given to Arduino Nano. On and off of engine are carried out according to the 
dampness levels of the soil without human collaboration. The hardware implemen-
tation of proposed irrigation system is shown in Fig. 5.

We utilize a single engine for two unique homesteads. The solenoid valve con-
trols the progression of the water, by estimating dampness levels of the dirt. For two 
homesteads, two dampness sensors are utilized, and these are associated with 
microcontroller and send dampness levels ceaselessly. Fig. 6 shows two modes in 
the framework, programmed manually. The program can control the engine natu-
rally and is dependent on the sensor information.
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Fig. 6 Results of proposed 
system (a) temperature (b) 
humidity (c) soil moisture
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4  Conclusion

The keen farming utilizing IoT has been tentatively demonstrated to work accept-
ably by checking estimations of the stickiness and the temperature effectively 
through web control of the engine in the field. It additionally stores the sensor 
boundaries in the opportune way. This assists the client with dissecting the states of 
different boundaries in the field whenever anyplace. Under this condition, either 
control or use the boundaries of the field appropriately. At last, we presume that the 
programmed water system framework is more productive than the planned 
water system.
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Development of Safety Monitoring 
for an IoT-Enabled Smart Environment

A. Harshitha, Ch. Manikanta Uma Srinivas, M. Eswar Sai, 
Krishnaveni Kommuri, and P. Gopi Krishna

1  Introduction

Reconnaissance mission cameras are available in a wide range of styles and fea-
tures, and they are an basic component of a security system. Web security structures 
or internet protocol (IP) cameras use the Internet by organizing frameworks to send 
and receive data. They are truly easy to present and interface with your structure, 
and you can see live camera deals with at whatever point with free adaptable appli-
cations for cutting edge cells phones and tablets. IP cameras can be presented in 
essentially any region and can screen within an office as well as outside of an office. 
Cameras can also be used to alert the security/protection authorities to respond to 
questionable activities or individuals. Video perception incorporates the exhibit of 
watching a scene or scenes and looking for express practices that are unseemly or 
that may show the turn of events. Essential businesses of video observation combine 
watching individuals at the entry to games, public transportation (train platforms, 
air terminals, etc.), and around the edge of secure workplaces, especially those that 
are restricted by network spaces. The endeavor then widens to the library of Open 
CV. It is a library of Python attachments expected to handle PC vision issues. Open 
CV-Python uses NumPy, which is an highly progressive library for numerical 
assignments with a MATLAB-style etymological construction. All the Open CV s 
are changed over to and from NumPy displays.
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1.1  Video Processing

Computer vision may be a huge piece of the data science/artificial intelligence (AI) 
space. Currently, and once more, computer vision engineers should manage the 
recordings. Here, we hope to uncover understanding of video preparation—, clearly. 
This could be evident for some, but all things considered, video real time is under 
no circumstances a standardized cycle; nonetheless, it is a distinct one. That means, 
anytime to manage recordings, area unit manage the succession of edges them-
selves. Every unit is simply an image that can be addressed as an m × n exhibit of 
pixels, where (m, n) is the image size. Each element is also addressed as a contin-
gent upon that shading model we intend to area unit utilizing (grayscale, red green 
blue, or maybe multispectral). The elemental video handling equipment for Python 
is OpenCV. OpenCV is an associated degree ASCII text file library that supplies the 
USA with the gadgets to primarily perform such a picture and video handling. 
OpenCV is written in C++ and its essential interface is in C++. cv2.waitKey() may 
be a necessary structure block for OpenCV video handling. Stand by secret is a 
technique that shows the casing for the indicated milliseconds. The ‘0xFF == Ord 
(‘q’)’ within the ‘if’ proclamation is a rare punctuation to offer the ‘while’ circle 
break, by a console key squeeze occasion. cap. Delivery () and cv2.destroybAllWin-
dows () area unit the methods to shut video documents or the catching gismo, and 
extinguish the window, that was created by the show technique. That is, presently 
we intend to notice a way to release recordings in Python, and we notice a way of 
getting to every casing of a video. From here, we add any style of image handling 
within this cycle, either object identification, or human posture assessment model, 
or both. The additional jump into OpenCV for video making is up to the reader. 
There square measure a group of useful instruments that will meet any necessity, 
from the smallest amount hard-to-please assignment (resize, crop, shading/splendor 
change), through image separation to triangulation.

1.2  OpenCV and NumPy

OpenCV-Python may be a library of Python attachments planned to cope with lap-
top vision problems. Python is an extremely useful programming language started 
by Guido van Rossum that quickly became commonplace, essentially by virtue of 
its straightforwardness and code clarity. It engages the designer to convey musings 
in fewer lines of code while not decreasing heaviness.

Compared with languages such as C/C++, Python is much slower. In light of 
everything, Python is viably disentangled with C/C++, which allows the USA to 
build to create computationally raised code in C/C++ and make Python coverage 
that are used as Python modules. This provides the USA with two positive condi-
tions: first, the code is almost as quick because of the principal C/C++ code (since 
it is the real C++ code operating in establishment) and second, it is easier to code in 
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Python than in C/C++. OpenCV-Python may be Python coverage for the principal 
OpenCV C++ execution. OpenCV-Python uses NumPy, which is also an unbeliev-
ably improved library for numerical exercises with a MATLAB-style history. All the 
OpenCV bunch structures area unit modified over to and from NumPy shows. This 
also makes it easier to consolidate with numerous libraries that use NumPy, for 
instance, SciPy and Matplotlib.

2  Related Work

In this paper various weakening models such as ITU-R, RH, surface-to-air missiles, 
and Mapfumo area unit are contemplated and also the results area unit differentiated 
and calculable qualities and poor down to deciding the affordable model for one [1]. 
During this paper, we intend to review the potential attacks with reference to the 
Cisco Seven-Layer model. Also, preparing force, energy verge of collapse, and cut-
off limits of very small enrolling gadgets have been essentially overhauled whereas 
their sizes have diminished as a whole [2]. These sensible conditions create them to 
be force in towards the new mechanical rise within the field of ineluctable register-
ing. Middleware assumes a basic half in building the ineluctable applications. The 
inevitable gadgets act obsessed on the setting of the circumstance, that is, they are 
doing their activities as indicated by the climate of the application. They answer the 
circumstances intelligently as they make their own selections obsessed on the set-
ting created for that individual application [3]. Here, the protocol execution prob-
lems come about for the foremost half owing to blunders in transmission and 
handoffs. The paper presents an intensive study of various methodologies with ref-
erence to the development in protocol execution in remote organizations. It sums up 
the various planned procedures and presents the benefits and downsides of these 
methodologies [4]. Another channel that might satisfy an oversized portion of the 
wants of a current when administrative official was created during this half. Healthy 
assessment area unit procedures are created for a few regular problems, for exam-
ple, assessing space and scale [5].

A basic piece of home robotization is to provide every home with checking 
frameworks to computerize homes. Here comes the requirement of a stripped-down 
effort Wi-Fi authorized regulator to assemble information and distribute it to 
employees. The MCU hub is one such unimaginable alternative. Utilizing this 
framework, home natural conditions are checked, and also the information is sent 
using the Message Queuing Telemetry Transport (MQTT) convention and it is dis-
tributed through employees to customers [6]. This paper concerns the checking of 
ecological boundaries systematically to conjecture the climate expectation. These 
days, prognosis assumes an essential half for residents living within the city district 
regions. Typically, the boundaries of the climate forecast amendment to varied fields 
and regions that hip to the horticultures and travelers.MSP430. It is employed for 
manufacturing plant management and automation applications [7]. This paper pro-
poses an associate degree approach to assembling a financially intelligent 
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ecological checking framework utilizing the MCU node. The environment in which 
individuals, creatures, or plants live is termed surroundings. Recognition of climate 
boundaries such as temperature, stickiness, greenhouse emissions, etc., these vari-
ables assume a large part, because they are directly connected to the medical issues 
of people within the climate [8]. Deep convolution neural networks with another 
double characterization layer, that is reinvigorated on the online. This cycle empow-
ers net-based mostly following by ill the ROI windows discretionarily tested near to 
the past ROI state. It helps to accomplish constant vehicle following abundant below 
impediment and dynamic foundation conditions [9]. In this paper a couple of gen-
eral surveys on wearable and advantageous sturdy devices for externally weakened 
people are discussed. There are various procedures but all of the gadgets cannot 
acknowledge the speed of the vehicle and partition between the individual and vehi-
cle. During this association we provide a theoretical system on new IoT authorized 
coordinated convenience to assist externally debilitated people. The planned device 
will notice the speed and distance of a vehicle that is coming back toward the con-
sumer [10].

The idea of recognizing a moving item from a comparative foundation is called 
coverage. During this audit study, numerous methods for moving factor identifying 
proof with some highlights planned by totally different scientists were examined 
[11]. Article affirmation in innovative photos is finished exploitation grammar. This 
paper advocates a completely unique system for removing information concerning 
the states of assorted things and components during a high level image and for see-
ing articles employing a neural association [12]. Downy principle may be thanks to 
affect reckoning obsessed on “levels of truth” rather than the quality factor “valid or 
bogus”. Numerous sorts of nonlinear channels such as the expanded Kalman chan-
nel, the cross-breed expanded Kalman channel, firefly 0.5 breed extended Kalman 
filter are tried to figure out the perfect arrangement. Goof-based mostly feathery 
reasoning has been the rationale for calibration of the methodology [13]. TensorFlow 
bundles along various AI and important learning models and counts and makes 
them accommodating using a technique for a run-of-the-mill likeness. In this paper, 
the count or moving article in static institution based mostly on circumstance has 
been planned. This assignment is by and large performed by institution allowance 
procedure and factor finder [14]. TensorFlow a begin to complete ASCII text file AI 
stage for everyone. In this paper they give article acknowledgment utilizing the 
Keras Library with backend Tensor stream to remain off from troubles in acknowl-
edgment of things in photos the deep neural organizations notably Tensor stream 
below the Keras Library is employed [15].

We can show that the planned cross-selection model accomplished a better 
f-extent of 76.7% appeared otherwise with respect to that of different existing mod-
els, for example, the nearest- neighborhood algorithmic model and the spatial- 
exponential weighted moving average model [16]. Presently, on a daily basis, crowd 
investigation has become associate degree arising field in exploration. The safety 
issue is attended to by way of mechanized examination of cluster exercises utilizing 
management videos. The principle components of crowd analysis viz. assessment 
of the size of the cluster, social following, and development assessment area unit are 
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discussed in this paper [17]. One important advance is 3D scenes age from second 
photos. One of the tough tasks is the age of the Depth Map from a single-read 
Image. Deep learning is used here for seeing from the image and also the signifi-
cance map created [18]. The system connected to object acknowledgment fuses 
division, plan, and collection of articles that are associated with numerous designs. 
In this paper, a completely unique portrayal framework known as wealth-based 
mostly image classification (Akaike Information Criterion) is planned employing a 
wavelet neural framework [19]. This paper has the objective of proposing a ground-
breaking atom channel subject to modified Grey Wolf Optimization, which can beat 
the impoverishment of the model issue within the normal particle channel [20].

Radio Frequency Identification is a remote development used for following a 
reputation related to a factor and remarkably basic cognitive process it. associate 
degree alpha examination of the created model of the overhauled show gathering 
device is performed and also the results affirm its unimaginable introduction [21]. 
The examination of the website Diversity Gain Model dependent on the known 
precipitation information has been finished. The radio waves multiplying through 
the Earth's surroundings is tightened on account of the presence of measuring device 
particles, as an example, water smolder, storm drops, and also the ice particles that 
absorb and scatter the radio waves and on these lines degenerate the introduction of 
the microwave interface [22]. These assumption models have the key information, 
the geologic zone, the repeat of the sign used, and also the proportion of precipita-
tion in that zone. By applying these models in totally different geographical territo-
ries, the enervating of the association for level of the time and with numerous 
frequencies within the Unq band vary, i.e., 10.99 rate to 14.2 rate area unit 
expected [23].

Radio wires performing at gigahertz frequencies area unit being planned and 
dead for satellite correspondences. Yet, the microwave signals area unit encounter-
ing loss of signal strength once meddled with totally different layers of the sur-
roundings, precipitation, mists so on pelter drop circulation supplanted this tough 
work with disentangled investigation for a selected scene [24]. During this examina-
tion, distinctive existing bunch based mostly, EM grouping and game arrange based 
mostly on irregularity acknowledgment systems in video observation area unit 
talked concerning. The new methodologies such as the mixture of convolution neu-
ral network and repeated neural network and of course deep learning area unit the 
powerful calculations for immense datasets [25].

3  Safety Monitoring for Smart Environment 
System Overview

After associate degree audit of the connected works, the principle goals that we 
have set for the projected framework are released: (a) endlessly screen the climate 
for boundaries, for instance, separation of the centered object, soaker water recogni-
tion, object location; (b) ultrasonic detector and soaker detector module need to be 
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related to the Raspberry Pi to screen the IoT climate; (c) camera will interface sim-
ply by utilizing the OpenCV strategy or by we {will|we are able to} interface with 
Raspberry Pi through the OpenCV technique; (d) and GSM is also utilized for caus-
ing prepared messages to the consumer presumably it is running or any article iden-
tification to alert the consumer that the device will come back to the updated state.

3.1  Ultrasonic Detector

An associate degree ultrasonic sensor is an associate degree device that measures 
the space of a target object by emitting ultrasonic soundwaves associate degreed 
that convert the mirrored sound into an electrical signal. Ultrasonic waves travel 
quicker than the speed of loud sound (i.e., the sound that humans can hear). 
Ultrasonic sensors have two main components: the transmitter (which emits the 
sound victimization electricity crystals) and also the receiver (which encounters the 
sound once it is cosmopolitan to and from the target).

Ultrasonic sensors are often used for several applications, together with the pre-
cise detection of objects and contactless observance of fill levels. Ultrasonic detec-
tors add abundant identical means as measuring devices and measuring system. 
They produce high return sound waves and assess the reverberation that is received 
by the sensor.

3.2  Rain Detector

A rain sensor is a reasonable shift device that is employed to observe precipitation. 
It works sort of as a switch and also the working rule of this detector is, whenever 
there is rain, the switch is usually off.

Essentially, the board includes nickel-coated cables, and it works on the resis-
tance principle. This detector module permits wetness to be determined through 
analog output pins and it offers a digital output when the wetness threshold is 
exceeded.

3.3  GSM

Worldwide framework versatile correspondences was created as a computerized 
framework utilizing time division multiple access procedure for correspondence 
reasons. A GSM digitizes and reduces the data, and then sends it down through a 
channel with two distinct surges of client information, each in its own specific time 
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allotment. The computerized framework features the capability to transmit 64 kbps 
to 120 Mbps of information. The system is capable of instructing the user via Short 
Message/Messaging Service (SMS) from a selected signal to vary the condition of 
the house appliance as per the user’s desires and necessities. The second facet is that 
of a security alert that is achieved in an exceedingly means that on the detection of 
intrusion, the system permits automatic generation of an SMS, therefore alerting the 
user of a security risk.

Figure 1 addresses the framework usage and activity. We have utilized the 
Raspberry Pi board for interfacing all ultrasonic and rain sensors. The Open CV 
technique is used for the reconnaissance camera. The triangulation technique is 
used for camera position. Furthermore, the GSM module is likewise associated with 
the Raspberry Pi for sending ready messages to the client, as it is sufficiently skilled 
to inform the client through SMS.  The subsequent viewpoint is that of security 
ready, which is accomplished in a manner that on the identification of an interrup-
tion, the framework permits programmed age of SMS along these lines cautioning 
the client against a security hazard.

Fig. 1 Smart environment system overview arrangement
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4  Triangulation Method for Camera Arrangement

From Fig. 2 jolts address left camera with associate degree angle (A) and right cam-
era with purpose (B) and discovering the purpose within the area addresses an object 
and expects that two cameras lie on a comparative plane. notice|we discover} the 
purpose from object to camera associate degree and that we find the purpose from 
object to camera B.  Here, we use a beautiful range connected issue calculation 
known as triangulation to work out {the purpose|the purpose} that in the area is 
simply an issue and creating a right point triangle by drawing a line (d) from the 
issue to the plane and also the total partition between the two cameras is ‘l’. In 
mathematics, we tend to perceive that diversion is akin to the converse over the con-
necting. Thus, to find out the length (l) we intend to create as l = d/ tan (A) + d/ tan (B). 
The essential issue we intend to find the chance to possess by then could be a pur-
pose from camera and a degree from camera B. tan = 0/a, tan(39) = 320/x, d = 320/
tan(39), d = 395.

Figure 3 represents coverage of a camera with pixels 640p we are able to utilize 
any scope of pixels. So, the camera is all the way down to the sting and our camera 

Fig. 2 Setting the camera position by triangulation

Fig. 3 Frame of the 
camera
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Fig. 4 Camera setup

contains a field of vision that the camera vision produces with sure purpose from 
those points we have a tendency to area unit finding the separation consistent with 
the equation.

We need to orchestrate the two cameras as per Fig. 4, additionally checking the 
cameras wherever the square measure examination to every alternative or not and 
what is more we want to urge three hatchets indisputably. By running the code, it 
shows the detachment of the zeroed-in-on article on the screen.

5  Results

The code runs adequately and showed the gap of the zeroed-in-on article and gave 
security to the widget to anticipate the updated condition of the widget. This is the 
screen capture of the yield in Fig. 5 regarding video that had sent an alarm message 
to the shopper through the GSM module. We see a warning once it acknowledges 
the movement of a piece of writing or a private. Here, we see that the notice was sent 
to the tip shopper as type of video. It begins by giving the admonition no matter 
what the purpose of the article is. Therefore we get the clear thought relating to the 
item. It likewise provides the life to observe what is happening.

From Fig. 6 it is a clear yield for motion detection. We are able to see the excel-
lence from two footage. Also, we have a tendency to have recognized the motion in 
Fig. 5 and it is shown with the help of the observation camera. Like these we have a 
tendency to effectively finish the venture by utilizing the triangulation strategy. 
During this technique we have a tendency to analyze the two occasions for reference 
on the off-chance that there is no modification in each of the examples, when they 
clear their information and once more begin filtering. If they recognize something 
whereas at a similar time different each of the cases, then they consequently build 
the screen efforts and send the warning to the tip consumer. Within the higher than 
given image, we are able to see that the associated item is passed before the camera; 
therefore, it analyzes if there is any modification by utilizing the last case that was 
employed for reference. At that time, it quickly sends the alert message to the 
consumer.
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Fig. 6 Motion detection with the experimental setup

Fig. 5 Notification from the camera

6  Conclusion

The venture was completed effectively, and the ideal codes were executed. The 
momentary point includes a detailed investigation of the video preparation depen-
dent on triangulation for computer vision. Also, we have effectively added security 
by adding other two modules for the reconnaissance. An effort was made to assem-
ble the most information about it from individuals who have accomplished exem-
plary work in the field. This was trialed by use of a similar utilizing standard 
informational collection. We additionally intend to investigate more methods of 
computer vision in the not so distant future. Our long-term objective is to have the 
option to actualize a method where the obscured pictures could be de-obscured with 
a degree of adequate precision. We have wanted to investigate different existing 
approaches for de-obscuring strategies where an obscured picture is honed and 
smoothened to make it more comprehensible for human use.
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Design of a Corn Seed Sowing Machine 
for Uniform Distribution of Corn Seeds 
Using Optimum Seed Distribution 
Algorithm

A. Bhujangarao, K. Vidyasagar, B. Surya Prasad Rao, and G. Suryaprakash

1  Introduction

Existing seed sowing machines are developed with mechanical structures by con-
sidering all mechanical characteristics. The mechanical structures are not suscepti-
ble to frictional opposing forces. The initial dead band of the components introduces 
lags and leads. This forces to increase the time constant of the system. This will 
influence on behavior of the system, which results decrease in sensitivity and reli-
ability. Physical operation and supervision of the machine are tedious.

These limitations motivated to develop a sensor-based semi-autonomous seed 
sowing machine for uniform distribution of seeds at pre-programmed distinctive 
locations. The operation is supervised by the controllers both at the field and at 
remote level, which will improve the functional efficiency of the system. The sensor 
sampling time (seed drop detection) is estimated by considering the initial dead 
band, which is due to mechanical frictional opposing forces (Fig. 1).

A semi-autonomous corn seed sowing machine is shown in Fig. 2 for distribution 
of corn seeds at pre-programmed distinctive locations. A methodology has been 
proposed for uniform distribution of corn seeds over the entire crop, so the produc-
tion rate is increased and the corn seed distribution rate is meticulous. ATmega328 
microcontroller is elected as a control unit to drive the machine. The function of the 
controller is shown in Fig. 1. The seed bin level (seed position in the seed bin) mea-
suring transmitters will transfer the input signals to the local controller. If the logic 
is high, then control unit will drive the sliding disc for every 360° rotation of the 
geared wheel and valve 2 is open to drop the corn seeds into corn seed groves with 
no deviation. The corn seed bin empty status is automatically detected by the level 
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Fig. 1 Block Diagram of seed sowing machine

transmitters and the signal is transferred to the local controller. The refill of the corn 
seed bin is made by opening valve 1 by the controller and the seeds will refill from 
the stand by bin. Triple modular redundancy (TMR) is used at each sensing stage of 
the device. Diversified technology has been adopted with three distinctive transmit-
ters in order to obtain the redundancy and improve the functional efficiency. The 
mean value of the sensors is considered to improve the accuracy of the input signal. 
The mean of the three field input signals is considered for estimating the true redun-
dant input field signals. Field devices’ fault presentation of the signal is able to 
troubleshoot at two stages of the circuit, that is, at the field sensing stage and at the 
central control stage. The fault analysis is continuously supervised by the remote 
controller in order to improve the operational efficiency of the developed corn seed 
sowing machine. LA/25 fault alarm is enabled if the controller identifies any fault. 
Magnetic flow meter is used to detect one revolution of the geared wheel, which will 
produce one pulse. The generated pulse will be read by the controller to drive valve 
2 open. Flow transmitters (FT1, FT2, and FT3) are considered in a loop to monitor 
the seed dropping position. For meticulous distribution of corn seeds, optimal corn 
seed distribution algorithm has been proposed.

Spring loaded metal disc is placed in the corn seed bin. Metal disc is positioned 
on top of the seed bin. Once the seed bin is filled with corn seeds, the position of the 
metal disk will move downward along with emptying the corn seeds. The spring is 
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Fig. 2 Instrumentation piping diagram of seed sowing machine. LT, level transmitter; FT, flow 
transmitter (seed detection); M, magnetic flow transmitter; G, gear

used to improve the linearity of the disc movement, so that the sensor output signal 
is meticulous. The spring stiffness constant is estimated based on the corn seed load 
and the height of the corn seed bin. Since the spring is compressed for empty status 
of the bin, the magnitude of the force will cause to decrease in height (depth) of the 
corn seed bin, where “K” is the stiffness constant of the spring. The full status of the 
bin is represented with 22.04 lbs load. The maximum depth of the corn seed bin is 
24 inches. Then, the stiffness constant is estimated as 0.918 lb/m at full load condi-
tion using Eq. 1.

 
K

F

x
=

 
(1)
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Here,

“K” is the spring constant.
“X” is a change of length from its equilibrium.
“F” is the force in the direction of its equilibrium.

An analog ultrasonic sensor RPS-412A is used with an accuracy of 0.0005 to 
sense the corn seed bin status. The air temperature is compensated 50 times per 
second. The factors that influence on the speed of sound like relative humidity, and 
variations in barometric pressure are compensated.

1.1  Sensor 1 Ultrasonic Sensor

This sensor, that is, RPS-412A will draw an output of 20 mA, if the metal disc in the 
corn seed bin is at 4 inches from the upper surface of the bin. This distance is used 
to estimate the full status of the corn seed bin. Sensor output produced 4 mA when 
the disc plate is at a distance of 16 inches from the upper surface of the seed bin. 
This distance is considered as empty (low) status of the bin. For improving accu-
racy, the center line of the sensor is used to position the metal disc perpendicular to 
it. The bright red LED indication is the optimum placement of the sensor to acquire 
the signal with no deviations. The dimension of seed bin is 24 × 24 × 24 inches 
(length × width × height). The height of the seed bin is organized into five levels:

Level 1 = 16 inches
Level 2 = 12 inches
Level 3 = 8 inches
Level 4 = 4 inches

Level 4, that is, 4 inches from the top surface of the bin, is considered as bin full 
and the seeds in seed bin are at 16 inches height from the top surface of the bin, 
which is considered as bin empty. The signal received at output of the sensor is 
between 4 and 20 mA. The output of 20 mA is received when the metal disc plate is 
at 16 inches.

1.2  Sensor 2 Infrared Sensor

GP2Y0A02YK0F is used as sensor “2” to estimate the seed level in seed bin. This 
sensor has adopted the triangulation method. So, the environmental conditions like 
reflectivity of the measuring object and ambient temperature influences are nulli-
fied. Position sensitivity detector, infrared rays (IR) emitting diode, and signal con-
ditioning circuit are integrated with this device. The sensor is used to measure the 
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maximum distance of the objects at 59.0 inches. The emitted infrared rays by the IR 
diode stick the object and reflect toward the photodiode. Based on the received 
magnitude of infrared ray, the resistance will change and the change of resistance is 
measured as an output voltage. Maximum output voltage detected is 2.75  V at 
16-inch distance of the metal disc. The output voltage will vary with respect to the 
distance between the metal disc in the seed bin and the sensing coil.

1.3  Sensor 3 LIDAR Sensor

The sensor 3 (LIDAR) uses near infrared rays to measure the precise distance 
(depth) of the corn seed bin. After striking the metal disc, the time interval between 
near infrared ray transmission and receiving is estimated to determine the position 
of the metal disk in the corn seed bin. The sensor produces pulse width modulation 
(PWM) output signal with duty cycle of 10 ms and using the low pass filter, this 
PWM signal is converted into 0–5 V range.

In order to improve the sensitivity and compensate the ambient light levels, a 
receiver routine is executed. A reference signal is sent from transmitter to receiver. 
This signal causes to set the time delay for zero distance measurement. The distance 
(corn seed status) of the disc plate in the corn seed bin is estimated. This acquisition 
process repeats and integrates all the acquisition values until the signal peak value 
reaches to maximum. Signal threshold value is estimated using the noise floor. If the 
magnitude of the peak signal is above the threshold value, then the estimated signal 
is a true value, which is to be transmitted to the controller using I2C interface 
protocol.

For clear object detection, retro reflective sensor “Qs18”(sensor “4”) is used. The 
emitter of the sensor directs the light beam continuously in a narrow axis. So, the 
possibility of false detection can be enveloped. If a corn seed is dropped from the 
corn seed bin, the emitted light signal will attenuate a noticeable percentage and the 
attenuated signal is redirected to the receiver. Qs18 is able to detect the dropping 
seed at a distance of 130 inches maximum. The sensor is kept at a distance of 12 
inches from the seed dropping hole.

A laser-based sensor “Q4x” (sensor “5”) is elected to detect the small corn seed 
objects precisely. The variations in laser light intensity are detected with dual mode 
sensing capability, that is, the sensor detects the corn seed drop when it receives 
light signal strength. When the corn seed enters into the sensing range, the beam 
intensity will alter with the corn seed drop position.

Sound wave based sensor “M25u” (sensor “6”) is an ultrasonic sensor. The emit-
ted sound wave returns echo after detecting corn seed dropped from the bin, that is, 
the corn seed blocks the signal between emitter and receiver. The sensor is able to 
sense the object at a maximum distance of 19.7 inches. The sensor is positioned at 
a distance of 12 inches from the seed dropping hole.
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2  Relevant Work

Roshan V. Marode et al. [1] discussed the seed bin design mechanisms and furrow 
assembling process. D.  Ramesh and Girish Kumar [2] developed multi-purpose 
seeding equipment and animal drawn seed cum fertilizer drill is designed. Prof. 
Pranil V. Sawalakhe et al. [3] proposed a methodology for corn seed sowing methods 
and placement of fertilizer comparing the proposed method with traditional meth-
ods, the proposed method reduces the total cost and minimizes the efforts required. 
K.A. Sunitha et al. [4] described a mechanism of agricultural robot. A camera is used 
to track the path. The saw blades are used at the rare side works in association with 
geared wheels. The rare part of the robot is driven by locomotion. Tekalign Tujo G 
et al. [5] proposed a methodology to predict and classify the corn seeds using neural 
network-based machine learning algorithm certain determinant factors are identified 
to classify the corn seeds for ranking. Vlasov and A. S. Fadeev [6] proposed a meth-
odology for purification improvement and to classify corn seeds of a grain crop. The 
corn seed features are estimated with machine learning algorithm. With proposed 
deep learning, the ability to classify the corn seeds is improved. Payal Srivatsava, 
Neda, and Kriti [7] implemented a model of robotic former. The methodology 
includes land plowing, corn seed sowing, and fertilizer spraying. Arduino uno is 
used as a controller to drive the robotic former. B. Mohan, et al. [8] designed a sow-
ing machine for soya bean pigeon pea, Bengal gram, and ground nut corn seeds.

A.V P. Premalatha and Sharath Singh [9] developed a methodology to curtail the 
wastage of corn seeds, productivity improvement, and minimize the time for corn 
seed sowing. Solar power source is used to drive the robot. Parshapally Johnson, 
Nenavath Shivakumar, Shaik Umairahmed [10] developed an automated corn seed 
sowing machine using cam and follower mechanism. The pulley will drive the cam 
attached to front axle. A hopper is used to store the corn seeds. The follower drives 
the diaphragm for a single corn seed, which is let into the pit for complete rotation 
of the cam.

Antonio Tassio Santa Ormond, et  al. [11] developed a pneumatic mechanism 
powered by two corn seed metering devices operating at different speeds. The mean 
of two corn seed meters is estimated by regression plots. Kiran K. Jadhav, et al. [12] 
discussed double fuel installation on frame. R. Kathiravan, P. Balashanmugam [13] 
developed an approach to drop a corn seed in specified depth and significant gap 
between two corn seeds.

3  Design Considerations

Triple redundancy is considered at two stages of the machine to improve the func-
tional efficiency of the corn seed sowing machine. Sensing seed bin full/empty sta-
tus is labeled as stage1. Sensing seed drop from the seed bin into soil is labeled as 
stage 2.

A. Bhujangarao et al.



299

At stage 1, three sensing devices are used for estimating the seed level in the seed 
bin, which are functioning with independent technologies. Sensor 1 is functioning 
using ultrasonic signals, sensor 2 is functioning with infrared signals, and sensor 3 
is functioning with near infrared rays. So, the common cause fault may not occur 
from all the field transmitters simultaneously And redundancy is achieved with this 
approach.

At stage 2, another set of three sensing devices is used for meticulous detection 
of seed drop into soil. Sensor “4” is functioning with light beam, sensor “5” is func-
tioning with laser beam, and sensor “6” is functioning with sound wave. These three 
sensors function with diversified technology. So, common cause failures will cer-
tainly not produce faulty signals from three sensors simultaneously. The TMR is 
also considered at this stage.

The corn seed size and shape are not the same. At ear, the shape is like a small 
round kernel. At the middle, the seeds are flats. But, at the end the ear is large round 
shape. So, to drop the seeds from the seed bin, the large round shape kernel size of 
0.214 mm is considered. So, the seed discharge aperture like hole diameter is con-
sidered as 0.428 inches.

The uniform distribution of corn seeds across the cultivating field is further 
improved. The sensors relays and motors interfaced with Atmega 328, and the com-
munication between two controllers is using HART protocol AD 5700 as shown 
in Fig. 3.

An intelligent sensing technology has been proposed to diagnose input faults. 
Each sensor is equipped with AD 7124, 24 bit ADC to convert analog signals into 
digital signals. Low power isolation is also considered before the signal transfer to 
the Atmega 328 micro controller. HART AD 5700 modem is used to communicate 
the field signals to the remote controllers. The communication between the micro 
controller and the HART modem is asynchronous. Universal asynchronous receiver 
transmitter is imparted for communication between HART and Atmega 328 micro 
controller. The analog current signals (output of transmitters) are converted into 
discrete signals using AD 5421 digital to analog converter.

The entire process is supervised remotely by incorporating process management 
database system. The operator interface will log the data and analyze the data for 
improving the efficiency of corn seed distribution process. The corn seed distribu-
tion machine is able to control remotely using HART protocol. The possible fault 
conditions are supervised by the local and remote controllers, that is, field device 
faults, and communication faults between the field device and the controller and 
between local and remote controllers. With the proposed methodology, operation 
functionality of the corn seed sowing machine and the production rate is further 
improved and the cost per unit production is significantly minimized.

The setpoint (SP) to the controller is 16 inches, which corresponds to 20 mA 
(5 V). The measured variable (MV), that is, bin status is always compared with the 
setpoint to produce an error signal (CO). Proportional + integral controller is used 
to regulate the seed bin status at 16 inches. If the measured variable (bin status) is 
deviated from the desired value, that is, setpoint, the seeds will be refilled from the 
bin “2,” that is, restore bin. The controller output is estimated using Eq. 2.

Design of a Corn Seed Sowing Machine for Uniform Distribution of Corn Seeds Using…



300

Fig. 3 Architecture of the proposed system

 
CO biasP i P I i� � � � � � �K e K K e dt

t

0

 
(2)

Here,
KP = Proportional gain
KI = Integral gain
ei = error input (SP−MV)
bias = baseline value of the controller output
When the error is zero, the controller output should not be zero, and it will be 

maintained at baseline value. The baseline value is depending on the proportional 
gain value. The proportional gain of 50% is considered as a baseline value.

The essential parameters are considered to design the corn seed sowing machine. 
Torque on the wheel (T) is determined by multiplying the coefficient of rolling 
wheel resistance (K), total weight of the corn seed sowing machine (W), and radius 
of the wheel (R).
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 T K W R� � �  (3)

The coefficient of rolling wheel resistance (K) is considered to allow the developed 
model to move on uneven surfaces. The effect of rolling resistance leads to unex-
pected runouts than expected due to the mechanical deformation of the rolling 
wheel and due to surface deformations of the soil field. Owing to these deforma-
tions, an asymmetrical contact stress is developed between the wheel and the 
field soil.

Here,

“r” is the cylinder radius.
“O” is the geometric center of uniform cylinder.
“FAX” is the horizontal resultant reaction force at point “A.”
“FAY” is the vertical resultant reaction force at point “A.”

The static contact forces replace the contact stress that is developed between the 
wheel and the soil field. The direction of wheel movement is opposed by the fric-
tional force (Fr) and shift distance (Sd) as shown in Fig. 4. The variation of rolling 
resistance impact on angular velocity minimizes the speed of the corn seed sowing 
machine. FAY is the resultant reaction force acting vertically on the wheel.

“g” is earth’s gravitational force.
The field surface deformation is represented with “D.” The rolling resistance of 

the wheel is minimized by considering distance “d.” The rolling resistance is greatly 
influenced by the resultant longitudinal (FAY) and axial forces (FAX). The soil field 

Fig. 4 Rolling frictional 
forces at constant speed
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surface deformation is influencing the wheel direction deformation. Thus, the coef-
ficient of rolling wheel resistance (K) is considered to estimate the total torque 
developed.

The coefficient of rolling wheel friction (F) is estimated with the ratio of fric-
tional forces between the wheel and the surface (Fws) and the pressing force (Fd).

 

The coefficient of rolling wheel friction

Total load on the whee

F� �
� ll Actual radius of the wheel

coefficient of rolling wheel resis

/� �
� ttance  

 
F W R K� � ��/

 
(4)
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�
� sseed load in Bin

Weight of the seed refil bin

kg

1
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�
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Coefficient of rolling wheel resistance
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The coefficient of rolling wheel friction lbsF W F� � � � �/ .2 2 679

 
(5)

In fact, the corn seed sowing machine consists of four wheels. So, the total force 
required to move the corn seed sowing machine is 4 × 2.679 = 10.716 lbs.

In order to avoid wheel spinning, more static frictional forces are considered than 
the force from the torque, because the static friction will turn into sliding friction. 
And further spinning of the wheel is curtailed by deliberating the wheel roll forward 
movement. The torque force is considered with minimum static frictional force, in 
order to drive the wheels of the corn seed sowing machine in the forward direction.

The torque developed on the wheel is as follows:

 T � � � �0 047 114 64 2 10 776. . .  

Total torque developed on the sowing machine is calculated as follows:

 � � �10 776 4 43 10. . lb in   
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Both left side and the right side wheel torques are balanced in order to move the 
sowing machine in a straightline with no deviations, so that the corn seeds can be 
dropped in appropriate locations. For angular motion of the motor driving shaft 
under no load condition, the angular velocity of the motor is considered as 150 rpm. 
The rotational power is estimated as follows:

 Power Torque rotational distance per unit time� �  

 
The rotational power of the Motor Torque Angular velocity� � �� � �T w

 
(6)

 
Angular velocity rad sw� � � �

� �
2

60
150 15 7. /

 
(7)

 
Required power Torque load Angular velocity conversiP w� � � � � �� oon factor

 
(8)

 P 676 958� � � �43 10 150 0 1047. . .  

The required mechanical rotational power (P) = 676.958
The power transmitting component, that is, the chain drive to transmit mechani-

cal power between two parallel shafts using sprockets is considered for corn seed 
sowing machine.

The run in and run off points of a socket are considered to harvest the link joint 
motion. This is estimated as follows:

 
2

360
��

number of teeth  
(9)

In order to achieve the link joint motion (2α) to 10°, 36 tooth sprockets are consid-
ered. So, the chain resistance is enhanced to 100%.

The tractive force is calculated as actual weight load (G) × gravitational force 
(g) × coefficient of rolling friction (μ).

 F G g mT � � �  (10)

From steel guides with moderate lubrication, the coefficient of rolling friction “μ” 
is considered as 0.12.

Estimated weight load is 52 kg = 114.64 lbs.
Tractive force = 114.64 × 9.81× 0.12 = 134.95.
The tractive force is considered as high, that is, 134.95 N/m2, since the machine 

is operating on uneven surfaces so the chain speed should become slow. For opti-
mizing the operational safety and to improve the fatigue of the machine multiple 
chains reasonably, big pitch value of 15.875 mm is adopted. The shaft design is 
considered by considering the stress developed at any location of the shaft, which is 
smaller than the material yield stress.
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The bending stress is estimated as follows:

 

� b

M
�
� �� �

32

13 4d K
 

(11)

Here,

“M” is the bending moment at the point.
“d” is the shaft outer diameter = 1.25 inch.
K is the ratio of shaft inner and outer diameter = 0.25 inches.
σb = 828 K-P/in2.

When a force is applied on the shaft, the shaft of the corn seed sowing machine 
tends to deflect (bend). The deflection is depending on the length of the shaft and the 
direction of the force applied on the shaft (Fig. 5).

The maximum bending moment is estimated using the following equation:

 

M

M

�
� � �

WL /

. / .

4

114 64 2 4 57 32  
(12)

Here,

w is the load applied.
L is the length of the beam.

The force applied on the corn seed sowing machine at the center is balanced 
equally both at left and right orientations. In order to keep the centripetal force in a 
circle, the force applied is perpendicular to the velocity. Considering the conserva-
tion of angular momentum, the corn seed sowing machine wheel velocity is four 
times the angular velocity (w). The radius (R) of the wheel is considered as 4 inches, 
and this reduces the rotational inertia (I) by a factor of “4.” In order to avoid the 
spinning of the wheel, the torque (T) is applied perpendicular to the angular velocity 
(w), so that the corn seed sowing machine wheel moves in a circle rather spinning, 
since the wheel is a cylinder shape. The moment of inertia is estimated by consider-
ing the product of mass and the square of perpendicular distance.

 I MR= 2 2/  (13)

W

L

Fig. 5 The Shaft of the 
Seed sowing machine 
design
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Here,

M is the mass = 114.64 lbs.
R is the radius of the wheel = 4 inches.
I = 917.12.

The gear connected to the servo motor shaft will be driven by PWM signal. The 
rotation of the teethed wheel is depending on varying the width of pulse. The gear 
is in rest position with 1 ms pulse width. For 180° rotation of the teethed wheel, it 
requires 2  ms. Subsequently, for one complete rotation (360°) of the wheel, the 
required pulse width is 4 ms with a period of 20 ms. Based on the experimental 
result, 0.25 s is taken for 60° rotation of the wheel connected to servo motor. For 
complete rotation, that is, 360° rotation, it requires “1” s. The machine is designed 
to drop a seed from the bin for every 1 s.

Corn Seed Scheduling Algorithm 1
Equal corn seed distribution methodology is used to improve the production rate:

Step1: Number of corn seeds = m, Number of holes = n
Then m ≤ n
Pi ∈ {1. …n} and i ∈ {1…m}
Pi < Pj and i < j

min
.J m i iP P

i j

� �� � � �� �
�
1 1

 Maximize minimal distance between holes

max
.J m

i iP P

i j

� �� � � �� �
�
1

1
 Minimizes the maximum distance between corn seeds

Step2: [x2 − x1,  xn − xn − 1] gap between two holes is equated

Step3: 
n

m
K n Q m

�� �
�� �

� �� � � �
1

1
1 1# # optimal gap adjustment between holes

Every vector has ‘Q’ values of ‘K + 1’ and
n − q − 1 values of K
Step 4: Repeat step1.

Algorithm 2
Algorithm 2 is used for improving the function of the seed sowing machine (Fig. 6).

4  Results and Discussion

The results of sensor 1, sensor 2, and sensor 3 are extracted to estimate the empty 
status of the seed bin. The empty status is represented with 16 inches. The depth 
from upper surface of the seed bin to bottom position of the seed bin is 16 inches. 
The actual depth of the bin is 24 inches. The upper 4 inches are considered as a null 
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Fig. 6 Operational flow chart of the Seed sowing machine
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value at sensing stage and from 20 inches to 24 inches, the sensor will consider as 
zero. The sensors are positioned on top of the bin surface. The sensor “1,” sensor 
“2,” and sensor “3” produced 4 mA (0 V), 1.5 V, and 2 mA (0 V), respectively. The 
mean of these three readings is the estimated value for bin empty status. The mA 
signal is converted into mv and then amplified into a voltage signal of 0 V to 5 V. The 
mean value for bin empty is 0.5 V. Similarly, the full status of the seed bin is esti-
mated with the three sensors. Sensor 1, sensor 2, and sensor 3 produced 5 V, 2.45 V, 
and 0.5 V, respectively. The mean value of the seed bin full status is 2.65 V. The 
controller will drive the alarm for 10 s since the bin status is detected as 0.5 V.

Sensor 4 is positioned at a distance of 12 inches from the seed drop position. The 
sensor produced 15.384 continuously when no seed is detected. When a seed drop 
is detected, 9.2 mA is drawn from the sensor 4. The sensor “5,” that is, Q4X draws 
an out signal with 20 mA when it is detected the dropping seed. The sensor “5” 
produces 4 mA in the absence of seed.

The sensor “6” produces an output voltage of 60.91 mA when it detects the drop-
ping seed. It produced 4 mA in the absence of the seed granule. The mean of the 
sensor “4,” sensor “5,” sensor “6” is considered to detect the seed dropping state into 
the soil. The mean value 30.03 mA (6.06 V) is considered as logic high, that is, the 
seed is dropped. If the output voltage is 4 mA (0 V), then the controller records the 
fault condition.

The response of seed bin detection sensors S1, S2, and S3 is tested with varying 
bin levels. Figure 7 shows the response of sensor 1 with varying bin levels. The 
output signal of the sensor remains constant from zero inches to 4 inches. This is 
due to initial dead band of the sensor. The sensor output signal response is propor-
tional with varying bin levels. Minimum output signal, that is, 4 mA is detected with 
a bin level of 16 inches.

Figure 8 shows the response of sensor 2 with varying bin levels. The peak output 
signal value of 2.7 V is detected at 6-inch bin level. With increasing bin level, the 
response of the sensor out signal is exponentially decayed. Figure 9 represents the 
response of sensor 3 with varying bin levels. The output signal follows the input 
signal. With increasing bin level, the sensor output signal is increasing 
correspondingly.

Fig. 7 Sensor 1 output 
signal Vs Distance of the 
metal disc
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Fig. 8 Sensor 2 output 
signal Vs Distance of the 
metal disc

Fig. 9 Sensor 3 output 
signal Vs Distance of the 
metal disc

5  Conclusion

The corn seed sowing machine is designed to operate with 26.455 lbs load to 
enhance the functional efficiency. The TMR applied to sensor technology will fur-
ther enhance the performance of the machine. The diversified technology is used for 
the sensor technology for corn seed bin empty status detection and corn seed distri-
bution detection at distinctive stages of the machine. The velocity of corn seed sow-
ing machine is minimized by deliberating the rolling resistance. The motion stability 
is also significantly improved by considering the rolling resistance of the wheel, that 
is, 0.047 inches. A set of four relays is used to drive the rear wheels of the machine. 
The front wheels are driven by the driving rare wheels, which will further improve 
the motion stability of the machine. Since the static frictional force turns into sliding 
friction, the forward movement of the wheel without any slipping is considered. So, 
the corn seed distribution, that is, drop into soil groves, is further improved meticu-
lously. For further improving the motion stability of the machine, the chain speed is 
deliberated with significantly high tractive force, that is, 31.2 N/m2. The machine 
wheels’ velocity is considered four times the angular velocity, that is, 62.8 rad/s, 
which will further improve the stability of the machine and curtail the chances of 
slippage on uneven surfaces in fields. Pre-programmed one complete rotation of the 
geared wheel will drop the corn seeds into the soil grove by sliding the disc in axial 
direction. This function is supervised by the remote controller. Every scan of the 
controller checks for the possible faults that arise during corn seed distribution pro-
cess. The sensor faulty status and the communication failure status at distinct levels 
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of the system will be troubleshot by the supervisory (remote) controller for every 
scan of the process. This will further improve the accuracy of the machine meticu-
lously. The alarm system will certainly add the functional efficiency of the machine. 
The designed corn seed sowing machine will certainly become a handy device for 
the corn seed cultivators in order to improve the production rate of the needed food 
to the society.

Further, this work is advanced with Internet of Things (IOT). So, the remote 
supervision by the operator or former will improve the functionality of the corn seed 
sowing machine.
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IoT-Based Wastebin-Monitoring 
and -Tracking System Using GSM 
and GPS

Khode Mounika, E. N. V. Purna Chandar Rao, and Sudha

1  Introduction

The collection and the disposal of waste are carried out by cities for their residential 
communities. In the budget plan for waste management, nearly 85% of the cost 
comes from collection and transportation. This amount is excessive because the cur-
rent setup lacks a sophisticated tracking system. The tasks of accumulating and 
transferring waste are overseen by city maintenance workers. Sometimes, not 
removing waste from an area can lead to its spilling over and thus littering the bor-
dering area. To prevent this, a system that features a series of real-time monitored 
wastebins is required. This study recommends using an online monitoring device 
for wastebins via a cloud server, to save fuel time by avoiding the need to check 
these wastebins in person every day. Finally, this system uses GPS to locate the cor-
rect area for loading the wastebins and to help drivers navigate the route.

This chapter aims to remove or decrease a waste disposal problem. The Internet 
of Things (IoT) is a modern communication system that uses microcontrollers and 
transceivers to connect people as essential parts of the Internet. The IoT-based 
wastebin-tracking system is a modern device that helps to keep cities clean. This 
device monitors wastebins and keeps track of the level of accumulated waste by 
using ultrasonic sensing units located on the containers. The device connects to a 
Wi-Fi modem to send out this information and to trigger a buzzer. The tool is pow-
ered through a 12 V transformer. A liquid crystal display (LCD) screen shows the 
status of waste that has accumulated in containers (Fig. 1).
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Fig. 1 Proposed operation model

1.1  Objectives

Urban areas and their populations continue to grow, and more of them over the com-
ing couple of years are emerging as smart cities. Yet smart cities are insufficient 
without smart waste control systems. To encourage the adoption of such systems, 
the federal government of India needs to launch a marketing campaign. In the cur-
rent system, in most cities, municipal personnel do not visit wastebins every day to 
check for accumulated waste, which results in infections. This chapter aims to 
establish a reliable series of wastebins using an IoT-based system and to educate 
policymakers on why their waste maintenance systems should use ultrasonic 
sensors.

2  Related Work

The increase in the population of India likewise increases the amount of waste pro-
duced in the country. India has carried out ecological modifications on its inade-
quate waste collection, transportation, and disposal [1]. But it still requires a large 
workforce. With the assistance of integrated devices interfacing with the Internet of 
Things (IoT), the proposed waste management tracking system would lower the 
number of people in the workforce. The Internet of Things includes the devices that 
are connected via a wireless network [2]. In this system, the numerous wastebins of 
a city of facility can be monitored. Ultrasonic sensors identify the level and weight 
of the waste inside the wastebins and include a specific ID to facilitate determining 
which wastebin is full. The layout uses a Wi-Fi module (ESP8266) that sends data 
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to a web server using bootstrapping [4]. The data is sent out with a timestamp 
through an RTC issue, which additionally provides the location of the wastebin by 
using a global system for mobile communications (GSM) element. The services for 
waste management encounter several problems. The recommended solution is using 
a GSM element and a sensing unit, which directly relay data on the level of waste in 
the wastebin to the registered user. IoT devices are used for communicating, pro-
cessing, saving, and retrieving data [5]. The proposed device helps to solve the 
problem of monitoring levels of waste by using IoT.  This system includes an 
Arduino Uno controller, wastebins equipped with ultrasonic sensors, a monitoring 
panel at the administrative center, and GSM and GPS modules [6]. The waste may 
be discarded in the government-assigned bins or be handed over to corporations. 
Afterward, the waste needs to reach its final destination, where monitoring ceases. 
Our proposed model will track waste throughout this journey [7–9].

3  Existing System

India is the most populous country in the world. This large population produces a lot 
of waste from its houses and markets. Sometimes, waste decays, generating unhy-
gienic gases that pollute the surroundings. Mumbai, for example, is a smart city that 
generates a massive amount of waste: 11,000 tons of waste every day [10, 11]. To 
deal with this waste, wastebins have been placed in various locations throughout the 
city; however, they often overflow and go unattended. The city does not keep records 
concerning the overflowing of its wastebins [12, 13].

Smart cities need smart devices that monitor wastebins and provide status 
updates in real time. At present, the municipal corporations in India do not have 
access to real-time information on the statuses of their wastebins. The proposed 
model uses a system based primarily on IoT that can update commercial enterprises 
of the level of waste in and the toxicity of their wastebins [14]. An Internet connec-
tion is hooked up to a display screen to show the wastebins that are being monitored. 
A GSM module sends messages to a smartphone, and additional information asso-
ciated with the wastebin’s condition is uploaded to a website. On this website, users 
can likewise send instructions associated with wastebins or waste control [15]. In 
the proposed system, an Arduino Uno, a microcontroller, is used as an interface for 
the GSM/GPS sensors. Ultrasonic sensors and gas sensors measure waste levels and 
toxicity levels, respectively [16].

One of the IoT-based waste-monitoring and waste management systems is being 
tested in India: one in every smart city. Ahmedabad is called the GIFT City (Gujarat 
International Finance Tec-City). A smart solid waste management system is using 
Swiss technology, where the waste is disposed of with minimum human interfer-
ence. The waste will be recycled to create organic manure and generate power, 
which can be consumed in the GIFT City itself. The solid waste is collected from 
the bins and sent to the gathering center by using vacuum-suction pipes about 2 km 
away from the buildings. The speed and the direction of the waste are monitored and 

IoT-Based Wastebin-Monitoring and -Tracking System Using GSM and GPS



314

controlled by a completely computerized console. “An experiment of this project 
was held at GIFT City and was successful, and further improvements are done”, 
said administrator of GIFT City Ramakant Jha. He also said that “The organic waste 
is going to be incinerated using plasma technology”. This incinerator has a capacity 
of 50 tons per day, which is able to gradually increase to 400 tons per day as the 
population increases, and the thermal energy generated by this incinerator can be 
used by the city. The IoT sensors employed in waste-monitoring and waste manage-
ment systems save time and reduce fuel consumption.

4  The Proposed System

India is a developing financial machine that needs to manage its waste. In India, 64 
million tons of municipal waste are produced every day, which ranks it as the fifth 
highest in the world. Currently, every day in numerous areas, waste accumulates, 
and roads are loaded with clutter. These surprising points create several problems, 
such as dangerous contamination. They also necessitate a control machine to allevi-
ate this problem by tracking the waste in cities. The data from such tracking is sent 
out as a record to an IoT-based cloud-connected device for real-time monitoring.

In this chapter, a smart wastebin is built with an Uno microcontroller that uses the 
Raspberry Pi platform that interfaces with an ultrasonic sensor, a weight sensor, a 
rainfall sensor and a smoke sensor. Here, the weight sensor monitors the load of the 
wastebin. The weight sensor is positioned on the bottom of the wastebin to deter-
mine the weight of the wastebins. The ultrasonic sensor is located on the top of the 
wastebin so that the surrounding environment can be monitored. The rainfall sensor 
monitors the weather and whether rain or in any other precipitation is falling. In the 
even that rain falls on the bin, the wastebin door immediately closes; otherwise, the 
wastebin door remains open. This tool is powered by an electric servomotor. The 
smoke sensor monitors the bin and surroundings for smoke from various sources. 
Raspberry Pi tracks when the wastebin is being loaded and continues to track the 
accumulation; a restriction on its height may be also set. When the waste reaches the 
limit of the bin, the ultrasonic sensor will prompt the GSM module to alert the on-
site professional until the waste inside the wastebin has been removed. If necessary, 
this professional can use the GPS module to send a message that marks the site to a 
separate manager. The data from the device can also be uploaded to the IoT server.

5  Materials and Methods

Ultrasonic sensors monitor the waste being stuffed into the wastebins. Raspberry Pi 
is configured to make sure that after the waste level has reached a particular thresh-
old, a worker is dispatched to empty the bin (Fig. 2). The waste statuses of waste-
bins are monitored in real time via the cloud server.
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Fig. 2 Proposed block diagram

5.1  Ultrasonic Sensor

An ultrasonic sensor uses sonic waves to measure its distance from its target. A 
sonic wave is dispatched, and the length of time after which the wave returns deter-
mines the level of waste in the bin. The ultrasonic sensor in this study is an HC-SR04 
unit with a noncontact range of 2–400 cm.

5.2  Weight Sensor (Load Cell)

The weight sensor is a bar that measures hundreds of cellular sources (frequently 
referred to as a stress scale) and can translate 5 kg of stress (force) into an electri-
cally powered signal. Each cellular load changes the electrical resistance, which 
varies in unison with the stress on the bar. With this stress scale, the weight (mass) 
of items, the overall weight of the bin as that changes over time, and the pressure or 
load on the bin can be monitored. Each bar is composed of an aluminum alloy and 
can sustain 5 kg of stress (force). Each bar has four strain gauges that are usually 
connected in Wheatstone bridge formation.
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5.3  Rain Sensor

A rain sensor consists of two modules: a rain board that detects the rain and a con-
trol module that compares the analog value and converts it to a digital value.  A rain 
sensor may be used on a vehicle to modify the behavior of windshield wipers. In 
farming, they automate in-house devices.

5.4  Smoke Sensor

A smoke sensor is a safety device used in industry and homes to alert people to an 
emergency. An alarm control board is part of this device. A home smoke detector 
normally triggers an audible or visual alarm in the event of smoke. The Analog 
Smoke/LPG/CO Gas Sensing Unit (MQ2) module uses an MQ2 as the sensory ele-
ment and has a protection resistor and a bendy resistor onboard.

A smoke detector senses smoke, typically as an indicator of fire. Commercial 
smoke detectors trigger an alarm from a control panel. Household smoke detectors, 
also called smoke alarms, generally trigger audible or visual alarms from the detec-
tors themselves, and in concert if multiple devices are interlinked. Smoke detectors 
are usually housed in plastic enclosures, typically shaped as disks about 150 mm (6 
in) in diameter and 25 mm (1 in) thick, but the shapes and sizes vary. Smoke may be 
detected either optically (photoelectric) or physically (ionization). Detectors may 
use one or both sensing methods. Sensitive alarms may be customized to detect and 
deter smoking in banned areas. Smoke detectors in large commercial or industrial 
buildings are usually connected to a central fire panel. Domestic smoke detectors 
range from individual battery-powered units to many interlinked units with battery 
backups so that detection can continue and alarms can be triggered when household 
power has gone out. The risk of dying during a residential fire is cut in half in houses 
with working smoke detectors. However, some homes do not have any smoke 
alarms, and some others homes do not have any working batteries in their 
smoke alarms.

5.5  Servomotor

A servomotor is a type of motor that can turn with incredible precision. Typically, 
this shape of motor incorporates a managing circuit that gives feedback on the pres-
ent status of the electric motor shaft. This response allows the servo to electrically 
power vehicles to revolve with incredible precision. A servomotor is composed of a 
smooth electrically powered motor that operates through a servo tool.
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5.6  GPS Module

The global positioning system (GPS) gives the specific position for almost any-
where in the world at any time. The GPS module can accept data from GPS satel-
lites and then discern the modules geographical location. The GPS is a worldwide 
direction satellite system composed of a minimum of 24 satellites, yet already 30 
satellites have been set up by the United States.

5.7  GSM Module

The GSM module works on a frequency of 850/900/1800/1900 MHz and might be 
used not only to access the Internet but also for spoken languages (provided that the 
voice is connected to a microphone on one end and a speaker on the other) and for 
SMSs. Externally, it is a large package (2.3876 cm × 2.3876 cm × 0.3048 cm (0.94 
inches × 0.94 inches × 0.12 inches)) with L-shaped contacts on four sides so that they 
can be soldered both on the side and on the underside. Internally, the module is man-
aged by an AMR926EJ-S processor, which controls phone communication, digital 
communication (through an integrated Transmission Control Protocol (TCP)/IP 
stack) and analog communication (through an UART and a TTL serial interface). The 
processor uses a SIM card (3 or 1, 8 V) that must be attached to the outer wall of the 
module. Additionally, the GSM900 device integrates an analog interface, an A/D 
 converter, an RTC, an SPI bus, an I2C and a Pulse Width Modulation (PWM) module. 
The radio section is GSM phase 2/2+ compatible and is class 4 (2 W) at 850/900 MHz. 
The TTL serial interface can not only communicate all the data already received by 
the SMS and people who are available during the TCP/IP sessions in GPRS (the data 
rate is set by the GPRS class 10: max. 85.6 kbps) but also receive the circuit com-
mands (in this case, coming from the Peripheral Interface Controller (PIC) governing 
the remote control, which is either the AT standard or the AT-enhanced Subscriber 
Identity Module (SIM) type).

5.8  Camera Module

• The Omnivision 5647 CMOS Sensor comes in a very focused package.
• It is capable of taking 5 MP (2592 × 1944 pixels) images and recording in three 

modes: 1080 p at 30 fps, 720 p at 60 fps and 640 × 480 p at either 60 or 90 fps.
• Its connection uses a 15-pin ribbon cable linked via the camera serial interface 

(CSI) connector (just behind the ethernet port on the model B). CSI connectors 
are to be used especially with cameras.

• It has a very small form and is light weight: at just 25 mm * 20 mm * 9 mm and 3 g.
• Many adjustment settings are available: exposure, white balance, image effects, 

metering modes and much more.
• It comes at a price of just over GBP 16.
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5.9  Raspberry Pi

Raspberry Pi 4 can be used to communicate with an external embedded system. It has 
40 pins, 28 of which are General-Purpose Input/Output (GPIO) pins and the rest power 
pins. GPIO pins are used for more than just simple input/output (I/O). They may provide 
connectivity via Universal Asynchronous Receiver/Transmitter (UART), Serial 
Peripheral Interface (SPI) or Inter-Integrated Circuit (I2C). Raspberry Pi 4 comes with 
all of today’s communication systems. For wireless data transfers, it contains internal 
Wi-Fi and Bluetooth connectivity. It can be utilized internally without causing any dis-
ruptions. Because of the Wi-Fi support, Raspberry Pi can transfer within the same net-
work. In the event that Wi-Fi is unavailable and the network must interact via conventional 
means, the device also includes local area network (LAN) support.

Raspberry Pi started as a series of small single-board computers (SBCs) devel-
oped within the UK by the Raspberry Pi Foundation in association with Broadcom. 
The Raspberry Pi project originally leaned toward the promotion of teaching basic 
engineering in schools and developing countries. The first model became more pop-
ular than anticipated, selling outside its target marketplace for uses like robotics. It 
is widely employed in many areas, such as for weather monitoring, thanks to its low 
cost, modularity and open design. It is typically employed by computer and elec-
tronic hobbyists thanks to its adoption of HDMI and USB devices.

5.10  IoT

The Internet of Things (IoT) is a network of physical objects—“things”—embed-
ded with sensors, software and other technologies to connect and exchange data 
with other devices and systems over the Internet.

Some popular IoT applications include the following:

• Smart manufacturing
• Preventive and predictive maintenance for connected assets
• Smart power grids
• Smart cities
• Coordinated logistics
• Smart digital supply chains

5.11  Ubidots

Ubidots is an Internet of Things platform that allows innovators and businesses to 
create prototypes, and it brings IoT applications into production. Data can be sent to 
the cloud from any Internet-connected device by using the Ubidots platform. Next, 
using visual tools, actions and alerts can be defined and amended on the basis of 
real-time data. Ubidots provides a Representational State Transfer Application 
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Programming Interface (REST API) that allows data from the following sources to 
be read and written: variables, values, events, and insights. The API accepts both 
HTTP and HTTPS requests and requires an API key.

Ubidots is a data analytics and visualization firm focused on the Internet of 
Things (IoT). It converts sensor data into useful information for corporate decision- 
making, machine-to-machine interactions, educational research, and resource econ-
omization. Ubidots is a simple and inexpensive way to incorporate the power of the 
Internet of Things into a business or a research project. Ubidots’ technology and 
engineering stack were built to provide users with a secure, white-glove experience. 
Device-friendly APIs (accessible through HTTP/MQTT/TCP/UDP protocols) make 
sending and retrieving data in real time to and from a cloud service both simple 
and secure.

For IoT data storage, computing and retrieval, Ubidots’ time-series backend ser-
vices are performance optimized. Its application enablement platform includes 
interactive real-time data visualization (widgets) and an IoT app builder that allows 
developers to customize the platform to their own HTML/JS code. Ubidots was cre-
ated to help users take control of their data from device to visualization.

6  Working Methodology

The ultrasonic sensor and weight sensor are secure to the wastebin. These sensors 
identify and monitor the waste level and the weight of the wastebin. When the waste 
level and weight exceed specific thresholds, the sensors send signals to Raspberry 
Pi. After that, they collect GSM and GPS details and send a message containing the 
location of the bin to the community agency in charge of the wastebin’s mainte-
nance. The rain sensor is affixed to the lid at the top of the wastebin. If rain drops on 
the wastebin, its servomotor immediately closes the lid. The smoke sensor is used 
to detect smoke close to and inside the wastebin. If the level of waste reaches a 
certain threshold, pictures will be sent to the agency in charge of removal. Lastly, all 
the sensors’ records can be uploaded to the cloud server (Fig. 3).

Algorithm

Step 1: Turn on the energy supply.
Step 2: Review the various sensors (ultrasonic, weight, smoke and rainfall sensors).
Step 3: If the ultrasonic sensor on a wastebin detects that the waste has reached its 

threshold, the sensor will send the location and a photo of the wastebin to the 
agency in charge of its maintenance.

Step 4: If the weight sensors detects that the weight threshold has been reached, it 
will send an alert over the IoT server.

Step 5: If any sort of smoke is detected by the smoke sensor, it will send an alert 
with the location of the wastebin.

Action 6: If rain drops on the wastebin, the rain sensor will instruct the electrically 
powered servomotor to close the bin’s lid.

Step 7: Stop the system.
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Fig. 3 Flowchart of the proposed system

The hardware kit of our working model was slowly delivered to the bin over time 
(Fig.  4). Figure  5 shows the location of the wastebin as indicated on a screen. 
Figure 6 contains the information dispatched from the sensor over the IoT server. 
Here, blue represents the sensor’s on status, whereas red represents the sensor’s off 
status. Figure  7 shows a picture of a filled wastebin taken by a digital camera. 
Figure 8 displays a message, containing the wastebin’s location, that appears on a 
mobile device.

7  Conclusion

In this chapter, a protected device including a Wi-Fi modem, IoT, GSM, and an 
ultrasonic sensor was proposed for the detection and removal of waste from waste-
bins. This took provides detailed information on the time, location, and level of 
waste in each connected wastebin.
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Fig. 4 Hardware kit of working model

Fig. 5 Wastebin location as indicated on a screen

We analyzed these details for the implementation of IoT. The proposed model 
can save and money in that it prevents needing works to check these details in per-
son. It can mechanically display the waste level and send data to a relevant agency 
so that it can monitor this level. These advantages can improve waste collection via 
machine monitoring and lead to greener surroundings.
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Fig. 7 Image of a filled 
wastebin taken by a digital 
camera

Fig. 6 Wastebin location 
sent over an IoT server
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Fig. 8 Output message on mobile device containing the wastebin location

References

1. M.S. Chaudhari, B. Patil, V. Raut, Iot based waste collection management system for smart 
cities: An overview, in 2019 3rd International Conference on Computing Methodologies and 
Communication (ICCMC), (IEEE, Piscataway, 2019), pp. 802–805

2. S.S. Navghane, M.S. Killedar, V.M. Rohokale, IoT based smart garbage and waste collection 
bin. Int. J. Adv. Res. Electr. Commun. Eng. (IJARECE) 5(5), 1576–1578 (2016)

3. A. Bajaj, S. Reddy, Garbage monitoring system using IoT. Int. J. Pure Appl. Math. 114(12), 
155–161 (2017)

4. H. Kasliwal Manasi, B. Suryawanshi Smithkumar, A novel approach to garbage management 
using internet of things for smart cities. Int. J. Curr. Trends Eng. Res. 2(5), 348–353 (2016)

5. N.M. Yusof, M.F. Zulkifli, M. Yusof, A.A. Azman, Smart waste bin with real-time monitoring 
system. Int. J. Eng. Technol. 7(2.29), 725–729 (2018)

6. P.V. Amrutha, B.N. Chaithra, D.R. Kavyashree, P.S. Kumar, M.S. Chethan, IoT-based waste 
management using smart dustbin, in Recent Advances in Technology and Engineering 6th 
National Conference by TJIT, (2017)

7. G. Shobana, R. Sureshkumar, Automated garbage collection using GPS and GSM. Int. J. Pure 
Appl. Math. 118(20), 751–755 (2018)

8. V. Vijeya Kaveri, V. Meenakshi, B. Bharathi, J. Albert Mayan, Smart garbage monitoring sys-
tem using IoT, in International Conference on Computational and Bio Engineering, (Springer, 
Cham, 2019), pp. 421–428

9. L.  Ting, M.  Khan, A.  Sharma, M.D.  Ansari, A secure framework for IoT-based smart cli-
mate agriculture system: Toward blockchain and edge computing. J.  Intell. Syst. 31(1), 
221–236 (2022)

10. S. Mirchandani, S. Wadhwa, P. Wadhwa, R. Joseph, IoT enabled dustbins, in 2017 International 
conference on big data, IoT and data science (BID), (IEEE, Piscataway, 2017), pp. 73–76

11. A. Anitha, Garbage monitoring system using IoT.  IOP Conf. Ser.: Mater. Sci. Eng. 263(4), 
042027 (2017). IOP Publishing

12. V.K.  Gunjan, S.  Kumar, M.D.  Ansari, Y.  Vijayalata, Prediction of agriculture yields using 
machine learning algorithms, in Proceedings of the 2nd International Conference on Recent 
Trends in Machine Learning, IoT, Smart Cities and Applications, (Springer, Singapore, 2022), 
pp. 17–26

13. T.  Anagnostopoulos, A.  Zaslavsky, K.  Kolomvatsos, A.  Medvedev, P.  Amirian, J.  Morley, 
S. Hadjieftymiades, Challenges and opportunities of waste management in IoT-enabled smart 
cities: A survey. IEEE Trans. Sustain. Comput. 2(3), 275–289 (2017)

IoT-Based Wastebin-Monitoring and -Tracking System Using GSM and GPS



324

14. K. Nirde, P.S. Mulay, U.M. Chaskar, IoT based solid waste management system for smart city, 
in 2017 International Conference on Intelligent Computing and Control Systems (ICICCS), 
(IEEE, Piscataway, 2017), pp. 666–669

15. N.S. Kumar, B. Vuayalakshmi, R.J. Prarthana, A. Shankar, IoT based smart garbage alert sys-
tem using Arduino UNO, in 2016 IEEE Region 10 Conference (TENCON), (IEEE, Piscataway, 
2016), pp. 1028–1034

16. A. Borozdukhin, O. Dolinina, V. Pechenkin, Approach to the garbage collection in the “Smart 
Clean City” project, in 2016 4th IEEE International Colloquium on Information Science and 
Technology (CiSt), (IEEE, Piscataway, 2016), pp. 918–922

17. G.S. Narayana, M.D. Ansari, V.K. Gunjan, Instantaneous approach for evaluating the initial 
centers in the agricultural databases using K-means clustering algorithm. J. Mob. Multimed.  
18(1), 43–60 (2022)

K. Mounika et al.



325© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
V. K. Gunjan et al. (eds.), Modern Approaches in IoT and Machine Learning  
for Cyber Security, Internet of Things, https://doi.org/10.1007/978-3-031-09955-7_20

Implementation of Secure Health Care 
Application Using IoT

Hema Sai Sree Gullapalli, Deepika Lakshmi Gunnam, Gopi Krishna Popuri, 
Kiran Kumar Anumandla, and Shaik Razia

1  Introduction

In the present scenario, all devices are interlinked to the internet for monitoring 
remotely. There are many applications of Internet of Things (IoT), which are lack-
ing security for data while sending it from the devices to the cloud or the end users. 
Not only that but also, from the end user to the devices to control it be vice- versa. 
To avoid this glitch, a solution is proposed and applied in one of the applications of 
IoT, that is, healthcare application. So, here, it mainly focuses on encryption and 
decryption of data in cryptography algorithms. The word cryptography refers to 
converting plain data to unintelligence data, and it not only protects the data but also 
provides authentication. It has three sorts we have picked: symmetric key, a calcula-
tion that offers only one key for both encryption and decoding and public key which 
is an additional asymmetric key, a calculation that utilizes two keys that are public 
key and private key [1–4]. AES, DES, and Blowfish are some of the symmetric key 
algorithms. Outcomes get some new experiences on the subject of how well these 
lightweight codes are fit to get the IoTs. The casing work is utilized to benchmark 
the usage of lightweight codes [5]. We have chosen Blowfish because as of now no 
attack is detected and simple to operate compared to other algorithms. Another rea-
son for choosing this is it is a replacement for IDEA and DES. It is freely available 
and easily understandable for everyone who has basic knowledge of asymmetric 
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key algorithms such as RSA and ECC.  The purpose of picking ECC is it gives 
equivalent security more modest key size. It speaks to cubic structure. It utilizes 
both public key and private key for scrambling and decoding [6]. The lightweight 
cryptography is an encryption method; it is easier and runs very fast than conven-
tional cryptography [3]. The purpose of picking ECC is it gives equivalent security 
more modest key size. It speaks to cubic structure. It utilizes both public key and 
private key for scrambling and decoding. IoT hardware was also vulnerable to more 
attacks like scan chain attacks [7–9] and reverse engineering techniques. To prevent 
the secret keys, a secured random number generator was proposed [10] to prevent 
reverse engineering attacks. The main motto of this chapter is to verify which uti-
lizes low memory and less time for computing resources to give security solutions 
that can do by devices. Main drawbacks observed are the loss of data when it is 
transferred from the devices to the cloud and the end user/remote user. The time 
complexity is the other one.

This chapter is discussed as follows: Sect. 2 has related work, Sect. 3 illustrates 
problem statement, Sect. 4 contains experimental setup and its working process of 
Blowfish and ECC, Sect. 5 demonstrates results and discussions, and in Sect. 6, we 
conclude this chapter.

2  Related Work

Dhanda S and Singh B [1] have dissected the correspondence necessities of IoT and 
identified fitting remote advances that can meet those prerequisites. A few open 
issues stay to dot dressed which we have examined. It is an innovative worldview, 
which empowers Internet network to a wide range of items and individuals. Such 
articles, additionally called IoT gadgets, can be sensors, actuators, implanted frame-
works, savvy gadgets, and cell phones. In this new worldview, everything and 
everybody with a typical interest can be associated, and therefore, it is called as 
IoT.  The arrangement of IoT applications is quickening with the assistance of 
remote advances. In this work, we have introduced the most encouraging and practi-
cal remote arrangements reasonable for IoT applications. This work will be useful 
in managing fashioners and analysts on the remote innovation decisions accessible 
for gigantic IoT arrangements. A force saving instruments, correspondence security, 
and greater organization contextual investigations will be embraced as a feature of 
our future works. Shamala and Zayaraz [2] have analyzed the current lightweight 
calculations and its examination challenges in cloud climate that are centered on 
future exploration are talked about. As of late utilized encryption and decoding cal-
culations, in any case, called figures that are not pertinent for all the applications 
because of its intricacy. The plan prerequisites and various components, issues, and 
patterns in its IoT security enunciated and gave an esteemed strong thought in plan-
ning a lightweight square code. This encourages lesser assets for utilization con-
trasted with heavyweight arrangements. It has no compelled prerequisites for any 
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lightweight calculation to fit in; nonetheless, the key size, block size, code mea-
sures, and clock cycles are given higher significance. Objectives of making a less 
calculation configuration to bargain different components are low asset necessities, 
execution, and cryptographic strength of the calculation. Mohr and Hayajneh [3] 
investigated openings for execution improvement in future code plans. Further, the 
ideal energy is accomplished when the amount of computation changes is less. Ideal 
throughput is cultivated by executions with tremendous square sizes and gigantic 
number of completed changes. With phenomenal development in the web of things, 
the measure of information traded between these gadgets is developing at an uncom-
mon scale. The majority of the gadgets are low-asset gadgets taking care of touchy 
information. Encryption strategies are improper for low-asset gadgets. The goal of 
this examination is to investigate freedoms to improve execution and enhance 
energy utilization for figure plans focused for low-asset gadgets. In this chapter, we 
introduced an inside and out conversation of low weight block figures for low asset. 
In low-asset gadgets, energy is perhaps the most difficult asset. The focal point of 
our work was to improve light weight figure plan execution and oversee energy to 
draw out battery life in even extreme utilization or force assaults. Okello et al. [4] 
gave lightweight cryptography as an answer for security in the IoT, introducing the 
various orders of calculations and a case for every characterization. A couple of 
lightweight calculations were investigated for execution, while introducing the pri-
mary cryptanalysis methods against them. We likewise introduced extraordinary 
examination openings and some outstanding gatherings and organizations to watch 
and continue in this norm. The primary commitment of this chapter is a healthy 
introduction on the viewpoint of information security for the IoT with examination 
for certain calculations utilizing an exceptionally later and affirmed benchmarking 
instrument and calling attention to compelling specialists in this field. This chapter 
can be extended to break down different parts of security like IoT network security 
and actual gadget security [11–14].

3  Problem Statement

Cryptographic procedure is one of the safe information transmission for securing 
the data as it not only protects but also provides authentication but majority algo-
rithms are time taken to complete. In both conventional and lightweight cryptogra-
phies, the lightweight cryptography is simple and faster compared to other ones. We 
have chosen two types as symmetric where only one key is enough, and in asym-
metric, we need public key and private key to encrypt and decrypt. So, we have 
chosen one from each that is Blowfish from symmetric and ECC from asymmetric. 
For choosing health parameter in IoT, although there are many applications and in 
them, most of them have solutions but when comes to health parameter in this paper, 
we not only want to secure the patient details but also prove which is best from our 
observation. From healthcare field, we have taken heart beat details of patients in a 

Implementation of Secure Health Care Application Using IoT



328

dataset using python language. Considering the current time, it takes to encrypt and 
to decrypt, plain text size, cipher text size, and it is ratio these are the parameters we 
do comparison and conclude by saying which is best to follow.

4  Experimental Setup

In reallife healthcare application which consists numerous parameters, we have 
chosen patients heart details and their health status in a csv file. In addition to that, 
we have done coding in python using Google co laboratory and then added dataset 
heart.csv, and later on encrypted and decrypted the details to show which is good 
enough to secure the details of patients from hackers.

4.1  Working

In lightweight cryptography calculations, the symmetric (Blowfish) and asymmetric 
(ECC) include significant job and keeping in mind that making sure about the infor-
mation documents or text. In clinical field, making sure about each patient’s record 
is fundamental concern, credited to numerous fake cases happening in the wellbeing 
area. The information of each individual should be engraved and sent into end-client 
with no issues. Chief in the clinical administrations industry, where thoughts are 
routinely based on saving someone’s life and as it should be, yet secures induction 
to interfaces and PC structures that store private data like clinical records is in like 
manner a fundamental factor to consider. Data security is a contrasting movement 
between controlling permission with information while allowing free and basic 
induction to the people who need that information. Still, couple of issues are locked 
in by the specialist in the prosperity region. Patient’s data should be kept securely in 
clinical provider laborers with the objective that specialists can give proper medica-
tions. To ensure secure limit and access the chiefs, we propose a novel lightweight 
encryption using swarm improvement computation. The proposed coronary heart  
disease dataset methodology Blowfish encryption and ECC figuring, which gives 
the lightweight features. Overall, the lightweight encryption computations are 
affected by the key space (Fig. 1).

Fig. 1 Block Diagram
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4.1.1  Blowfish

Blowfish is an encryption method planned by Bruce Schneider in 1993 as an option 
in contrast to DES encryption technique. It is fundamentally quicker than DES and 
furnishes a decent encryption rate with no compelling cryptanalysis method found 
to date. It is one of the principal, secure square codes not expose to any licenses and 
subsequently unreservedly accessible for anybody to utilize. Block size is 64-bits, 
key size is 32-pieces to 448-bits variable size, number of sub keys is 18 [P-array], 
number of rounds is 16, and number of substitution boxes is 4 [each having 512 
sections of 32-bits each] (Fig. 2).

In this chapter, a banking system is done by utilizing Blowfish algorithm. People 
can do an easy access with their banking accounts through web by means of PCs 
and smartphone utilizing different organizations or some information association. 
Yet, security of money exchange is a major issue. This system will give a protected 
web base application where just approve people can get to all data utilizing an 
assigned secret key [7].

4.1.2  Elliptic Curve Cryptography

Elliptical curve cryptography is a public key encryption strategy dependent on ellip-
tic bend hypothesis that can be utilized to make quicker, more modest, and more 
productive cryptographic keys. It creates keys through the properties of the elliptic 
bend condition rather than the customary strategy for age as the result of extremely 
huge indivisible numbers. It depends on properties of a specific kind of condition 

Fig. 2 Block Diagram of Blowfish
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Fig. 3 Block diagram of ECC

made from the numerical gathering got from focus where the line converges the 
tomahawks. It offers an extraordinary potential as an innovation that could be exe-
cuted worldwide and across all devices (Fig. 3).

In this chapter, encryption and decryption perform with mid-point of chart. 
Objective is to create a very strong key worth having least length of pieces, which 
will be helpful in lightweight cryptography. Utilizing elliptic curve cryptography 
with mathematical algebraic diagram finds a secret key. ECC is a strong algorithm 
that creates a pair of public and private and furthermore produces secret key, an 
incentive with the above pair of key. Secret key boundaries are not in network, so it 
will safeguard against man-in-center assault. This calculation might be appropriate 
for smart card, sensors, and remote organization security [8–11].

5  Results and Discussions

We have executed Blowfish and ECC algorithms separately by considering the same 
dataset that contains details such as age, sex, cholesterol, chest pain, blood pressure, 
heart beat, ECG and THAL (thallium heart scan), and fasting blood sugar. The 
whole experiment ran on python compiler and we calculated its execution time and 
code size, which is almost 3 kB and 4 kB corresponding to ECC and Blowfish, 
respectively. We have taken a csv file which is of size 42 kB and uploaded it while 
running python code in Google co lab. As our main aim is to secure the data, we 
encrypt and decrypt each line from csv file and at last, calculate the execution time 
of each algorithm. Not only securing but we also want to compare both the algo-
rithms and show which is more accurate and takes less time and memory. 
Furthermore, our proposed approach has both algorithm time and size parameters 
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Table 1 Performance Analysis

Algorithm
Plain text 
size(kB)

Cipher 
text size 
(kB)

Encryption 
time (s)

Decryption 
time (s)

Total 
Execution 
Time (s)

Ratio of 
plain to 
cipher text

Blowfish 42 50 2.00022 0.01562 2.01584 0.8400
ECC 42 90 14.9951 11.5958 26.5909 0.4666

and at last, a comparison for those two which is highly secured, and which has 
chance of less attacks and also takes less time. We have performed encryption and 
decryption for various files irrespective of their sizes and concluded which is best 
when comes for securing the data (Table 1).

6  Conclusion

In this study, we talked about exhaustively a progression of lightweight security 
answers for IoT. We overviewed research work on asymmetric cryptographic calcu-
lations and symmetric cryptographic calculations for IoT.  We likewise reviewed 
exceptionally late examination work on Blowfish and ECC for IoT. As per our com-
parison, Blowfish is the best option because it takes only 2 seconds approximately, 
whereas ECC takes 26 seconds, which is quite more. Not only that but also in mem-
ory, the same happens when it comes to the ratio of cipher text to plain text; Blowfish 
ratio is 0.84 and ECC is 0.466. So, by this work, Blowfish is the better option 
because irrespective of our comparison, there are no attacks detected on this algo-
rithm. Thus, further, we will also compare the parameters such as speed and power 
consumption for the algorithms and provide more accurately.
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Air- and Sound-Quality Monitoring 
with Alert System Using Node MCU

Ch. Bhupati, J. Rajasekhar, T. Mohan Kumar, Ch. Nagendra, 
and A. Bhanu Chand

1  Introduction

The principal target of a noise- and atmosphere-quality-measuring system is to 
reduce sound and atmosphere pollution. This task has been made easier thanks to 
the adaptability and ease of Internet of Things (IoT). With the increase in industry 
and vehicles, the environment, including air and noise quality, has suffered. 
Dangerous impurities have leaked into the atmosphere. In this chapter, we make and 
check estimations of atmosphere and noise contamination for our investigation. The 
data for these estimations are taken from numerous zones. We then examine the 
evidence to determine the levels of atmospheric impurity and noise impurity.

2  Literature Survey

Air contamination in metropolitan zones adversely affects people and the climate. 
Environmental crises in India are rapidly developing, and atmospheric pollution is 
primarily brought about by vehicles. Furthermore, such air-quality problems can 
cause carious respiratory conditions. The quality of the atmosphere is substandard 
in major urban communities because CO2 and various other dangerous gases are 
emitted from vehicles and industry.

One study has shown that air contamination–detecting devices can be used by people 
or equipped on adaptable vehicles [1]. In two studies [2, 3], the authors used an 
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ecological detecting approach to reduce air contamination levels for residents. 
Presentation Sense is a versatile detecting system that is utilized to carry out regu-
lar tasks.

In another study [4], the authors presented a cloud-based shell that gathers infor-
mation to continuously monitor atmospheric quality. The information gathered 
from observation zones are used for related geographical areas. This framework 
utilizes a versatile system for checking purposes. In another study, by Al Ahasan  
et al. [5], the authors used natural detecting approaches to raise people’s awareness 
of contamination.

“Atmosphere impurity is a test that compromises fundamental human govern-
ment assistance, harms characteristic and actual capital, and compels monetary 
development” [6]. This chapter aims to determine the costs and losses and com-
municate them to policymakers so that more assets will be allocated to improving 
atmospheric quality. By cleaning up urban areas [7], we can reduce harmful emis-
sions, minimize environmental changes, and saves lives. The report on atmo-
spheric contamination calls on governments to act. According to Dr. Chris Murray, 
“Of all the diverse danger factors for unexpected losses, this is one zone, the air 
we inhale, and over the people have little control. Policymakers in wellbeing and 
climate offices, just as pioneers in different ventures, are confronting developing 
requests – and desires – to address this issue.” Finally, the observation and control 
of air contamination are turning into vital needs in metropolitan territories because 
of such contamination’s considerable impact on humans and their environments.

The main objective of this chapter is to design and present a framework for moni-
toring contamination and to predict future contamination by incorporating contami-
nation estimations and meteorological boundaries. First, a contamination model 
utilizing spatial introduction is assembled [8]. By computing barometric boundar-
ies, the model can also determine the level of soil contamination from atmosphere 
contamination. By studying contamination data, the framework can predict future 
contamination levels and set limits [9].

The entire framework is featured on an easy-to-use website, and its system 
produces framework reactions. The framework is based on information for a 
metropolis in Macedonia. The mathematical target of the framework information 
was not reached, but the results were acceptable and auspicious. The framework 
informed the design of an Internet of Things (IoT) detecting device, and the infor-
mation from it will help meet the mathematical goal above [10, 11]. A cloud-
based system has been developed to monitor the atmosphere results in ThingSpeak 
[12]. Monitoring the air-quality system produces data to help prediction future 
developments [13], and some air-quality-monitoring systems are designed with 
fault tolerance at different levels [14, 15].
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3  Existing Model

The commercial meters available include the Fluke CO meter for carbon monoxide, 
a CO2 meter for carbon dioxide, and a Forbix Semicon liquefied petroleum gas 
(LPG) overflow sensor for alerts for LPG overflow. The analysts in this field have 
proposed different frameworks for observing atmospheric quality, which depend on 
a wireless sensor network, a global system for mobile communications, and a geo-
graphic information system. The various devices are restricted to being used as 
indicated. For example, Zigbee devices are intended for clients who have Bluetooth- 
enabled Zigbee transcollectors.

A geographic information system–based shell was used to measure several areas 
for air contamination. The readings for a specific area can be found in a short amount 
of time. The global positioning system (GPS) module is attached to a framework to 
precisely mark the contamination sources in a zone. The recorded information is 
occasionally uploaded to a personal computer through the General Parcel Radio 
Service. Afterward, the information shows up on the website for the client to view. 
Thus, an enormous number of individuals can benefit.

4  Theoretical Analysis

4.1  Wireless Sensor Network

Wireless sensor networks are associated with sensor hubs, which remotely gather 
information. Wireless sensor networks have restricted calculation capabilities and 
limited memory. Wireless sensor networks are utilized to screen for low-recurrence 
information in remote areas. The wireless sensor network format can detect gases 
and other impurities in a particular area. Carbon dioxide, carbon monoxide, and 
methane gases [5] are considered as pollutants in the atmosphere.

By adding more devices, an organization can prevent needing to revise or make 
complex changes. Additionally, wireless sensor networks can be customized for 
developing circumstances. They are connected to all the devices through Wi-Fi and 
monitor their conditions. If one device is damaged, a working device can alert the 
output device, and it can monitor the data from the damaged device and send those 
data to the cloud.
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Fig. 1 Layered architecture of system for smart air- and sound-quality monitoring

4.2  Internet of Things

The Internet of Things (IoT) includes a set of Internet-connected, mechanical, and 
computerized devices that are enhanced with the ability to transfer data without 
requiring direct person-to-person communication. The IoT has progressed as a 
result of the convergence of wireless technology, small electromechanical shells, 
microservices, and the Internet. This combination allows device-derived data to be 
checked and studied for future improvements (Fig. 1).

4.3  Node Microcontroller Unit

Node microcontroller unit uses a free source of software in that the free-source 
shelling board plans are easily accessible by users. A microcontroller unit is also 
known as a small regulator unit. Node microcontroller units have autoflow features. 
They are being developed around the world.

The browse mode for the Lua project uses a type of scripting language. The soft-
ware for the Lua project is based on Espresso. It is one of many other open-source 
projects, such as Lua JavaScript object notation and the Serial Peripheral Interface 
Flash File System (SPIFFS). Because of the asset limitations, users need to pick out 
the modules that are applicable to their purposes and customize their own software 
to their requirements. Approval for a 32-digit ESP32 device has been carried out.
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5  Experimental Investigations

5.1  Air-Quality Parameters

Carbon dioxide (CO2) is a dry and nonburnable gas. It is classified as a suffocating 
gas because it reduces the accessibility of inhaled O2 for the body’s tissues. CO2 
is a basic component of life on the planet in that during photosynthesis, sunlight 
is converted into usable energy as sugar. Emissions of carbon dioxide have 
exploded predominantly because of massive oil production. This increase in CO2 
emissions makes plants develop quickly. The fast development of bothersome 
plants has prompted the increased utilization of synthetic compounds to dispose 
of them.

Sulfur dioxide (SO2) is a toxic gas that is distinguishable by its particular scent 
and taste. Like carbon dioxide, it is for the most part emitted during oil production 
and mechanical processes. In heavy concentrations, it causes breathing problems, 
especially for people with asthma. It is also contributes to acid rain.

Nitrogen dioxide (NO2) is a highly toxic gas, distinguishable by its odd scent. It 
is also emitted as one of the consequences of oil production. Generally, when nitro-
gen monoxide is emitted into the air, it is converted to nitrogen dioxide. In high 
concentrations, nitrogen dioxide may cause respiratory issues. Like sulfur dioxide, 
it contributes to acid rain.

Tobacco is smoked by around 1.3 billion people in the world, most of whom are 
from preindustrial nations. Almost eight million individuals die every year because 
of inhaling tobacco smoke, which poses serious dangers to people of all ages.

Liquefied petroleum gas (LPG) comes from a fluid that promptly dissipates 
into an unscented gas. It is treated with an odorant so that any spillage can be eas-
ily recognized. It is classified as a burnable gas and a cancer-causing agent. It is 
toxic if its butadiene content is over 0.1%. LPG may leak as a gas or spill as a 
fluid. In the event that it spills as a fluid, it will promptly dissipate into a gas and 
will in the end form an enormous and noticeable haze of gas because it is heavier 
than air. As a liquid, it travels a significant distance along the ground and gathers 
in channels or storm cellars. When this liquid dissipates into gaseous form, it can 
be detonated by a spark.

Temperature and moisture measurements are significant for the security of indi-
viduals and influence our fundamental abilities. The overall impact can be checked 
by comparing current climatic conditions and any changes between those and 
records of climatic conditions taken at various other times. Humidity is a type of gas 
that traps warm air closer to land. As this moisture level increases, so too does the 
temperature, to dangerous levels (Table 1, Fig. 2).
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Fig. 3 Block diagram of system for monitoring air and noise quality

Table 1 Air-quality condition, based on levels of pollutants

Condition Carbon Monoxide (ppm) Carbon Dioxide (ppm)

High quality ≤10 ≤1000
Medium quality 10 < ∗ α ≤ 25 n/a
Poor quality >25 >1000

Fig. 2 (a) Sensitivity curve of MQ-135 sensor and (b) sensitivity curve of LM393 sound sensor

6  Experimental Results

6.1  Block diagram (Fig. 3)
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6.2  Algorithm

Step 1: Start the sensor to read and gather the values.
Step 2: The values are sent to the node microcontroller unit for processing to deter-

mine the threshold.
Step 3: Check the Air-Quality Index and Sound-Quality Index classified above.
Step 4: Determine which is less than or equal to the threshold according to what the 

Air-Quality Index and Sound-Quality Index have classified as normal.
Step 5: If the value is larger than the minimum value, then the quality is classified 

as poor.
Step 6: If the quality is poor, then an alarm will alert the user.
Step 7: The gathered information is made available on the attached liquid-crystal 

display (LCD) screen.
Step 8: The above sensor details are uploaded in an appropriate format.

6.3  Flowchart (Fig. 4)

Fig. 4 Flowchart of system for measuring air and noise quality
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Figs. 7 and 8 User display interface in 1 6 * 2 LCD

6.4  Results

We set up a ThingSpeak cloud platform to demonstrate its monitoring of noise and 
air quality, aiming to detect toxins in the atmosphere. If the concentration of carbon 
dioxide in the atmosphere is larger than the maximum limit value (i.e., 1000 parts 
per million) and the sound-quality value is larger than the maximum value (i.e., 90 
decibels), then the alarm will trigger an alert to the user and display the values on 
the LCD screen, showing the information from the ThingSpeak cloud by using a 
Wi-Fi module—as shown in Figs. 5 and 6, and 7 and 8.

7  Study Statistics

Device statistics and experimental results have shown that atmospheric changes 
have been observed and recorded in several regions of Andhra Pradesh, according 
to the Air-Quality Index readings from several municipalities. In this process, we set 
up devices in various regions with different climatic conditions. Fig. 9a, shows the 
air condition, thanks to Air-Quality Index values, of the forest area in Tirupati. 
Fig. 9b shows the air condition, thanks to Air-Quality Index values, of the coastal 
area and metropolitan city in Visakhapatnam. Figure 9c shows the air condition of 
the river area, and Fig.  9d shows the air condition of the capital cities of 
Rajamahendravaram and Amaravathi. Those results were observed and recorded at 
specific times on the same day.

Figs. 5 and 6 Screenshot of user interface graph on the ThingSpeak platform
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Fig. 9 Air-Quality Index values: (a) in Tirupati city, (b) in Visakhapatnam city, (c) in 
Rajamahendravaram city, (d) in Amaravati city
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8  Conclusion

Devices in the environment were set up to monitor air quality in the atmosphere. 
Sensor devices in the environment measure atmospheric conditions and report that 
data to other connected devices. These data can be assessed, and the results of these 
assessment can be shared through Wi-Fi.

Fig. 9 (continued)
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The technique introduced in this chapter monitors the environment in a new way 
and included several variables. The air-quality- and noise-quality-monitoring sys-
tem uses the Internet of Things to check the limits of both and report the sensor data 
to the cloud (ThingSpeak, Google Spread Sheets).

The sensor data will help in future assessments and can be shared among stake-
holders. This small device can be used in any metropolitan zone for pollution moni-
toring, and its data can be used to predict and compare levels of pollution in the 
environment.
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IoT-Enabled Patient Assisting Device Using 
Ubidots Webserver

Chella Santhosh , P. Kanakaraja , M. Ravi Kumar, C. H. Sai Sravani, 
V. Ramjee, and Y. Asish

1  Introduction

Internet of Things (IoT) has made its mark in the clinical sectors as well as indus-
trial purposes with the initiation of basic sensors and contraptions. IoMT (Internet 
of Medical Things) is an assortment of clinical gadgets related with clinical thought 
IT frameworks for various applications. The development of IoMT has especially 
affected medical care for the matured and handicapped individuals, however not 
simply restricted to them. In the quick moving world, even standard people need 
uphold with their day-by-day exercises. One such significant action is to assist them 
with taking their meds consistently without missing any portion. The by-and-by 
accessible gadgets for medicine adherence have a few disadvantages and are con-
fined to fundamental usefulness like filling just a solitary need of an update frame-
work [1]. The multifaceted nature and cost related with more detailed frameworks 
prompted the advancement of another versatile gadget in this chapter named as 
“MEDIBOX” – a clever drug administering gadget. It is intended to help the older 
individuals who frequently neglect to take their prescriptions or take some unac-
ceptable pills or dose. It likewise causes individuals who used to travel much of the 
time and should take ordinary prescription. Subsequently, the proposed system of 
medical box with the feature of IOT, which is used in many applications of health-
care industry.
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2  Literature Survey

The IoT is an interconnection of various devices and sensors over an internet, where 
the data of these are collected. Without the use of human-to-human or human-to-
computer communication, will send and communicate data over the relationship. 
Vainglorious as it would sound, the IoT has quite recently become part of our con-
sistent life and no vulnerability and it will settle there for good [2]. Considering this, 
let us right now have a compact research on the device behind the IoT world that 
makes it go around. PC innovation has been with us since the focal point of the 
twentieth century. Notwithstanding, the development behind the IoT had quite 
recently been in the making for a long time before the PCs opened up to everybody 
on the planet. The investigation of telemetry (Greek tele = far off, and metron = mea-
sure), the most reliable harbinger to the IoT, has been used to check and assemble 
environment data or track regular life over wire phone lines, radio waves, and satel-
lite correspondences as of now since the second half of the nineteenth century. 
Despite the whole of its specific requirements, it laid ground to machine-to-machine 
correspondence (M2M), which, growing consistently alongside the degrees of prog-
ress in accessibility courses of action, delivered the chance of the IoT as we likely 
are mindful of it today.

3  Proposed Methodology

The IoT is comprehensively seen by many researchers as maybe the most present- 
day developments with the intention to definitely security and address critical 
impacts inside the overall population [3]. The IoMT gives an area where the patient’s 
fundamental breaking point subtleties get bestowed through an entryway onto a 
cloud-based stage where it is dealt with, amassed, and investigated. Helped living is 
another methodology, which guarantees to address the requirements of older 
individuals.

Distinctively, this medicine box has made the industry and the world smarter 
during the last 30  years. Utilizing half breed programmed update, the system 
reminds the patient to take the medication in accordance with a specific plan that is 
determined by customer intake. Medication update and clinical consideration is an 
application where patients can set a preferred time or remainder for their portion 
timings without the need to remember their prescription portion timings every time. 
With the help of DS3231, RTC chip is used to set date, time, and medication por-
trayal. A message will be delivered in the form of an email as picked by the 
patients [4].

In this chapter, the game plan not simply alarms the eager about the admission of 
cure but it similarly builds up a sensible environment to keep up the adequacy of the 
medicine.
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4  Methodology

Various types of devices used in this chapter are explained below.

4.1  ESP32

The structure of ESP32 is depicted in Fig. 1. It is a development of the straightfor-
wardness low-power system on a chip microcontroller with joined Wi-Fi and dual 
mode Bluetooth.

4.2  DHT11 Sensor

DHT11 is a temperature and humidity sensor module. The operating voltage is 
between 3.5 V to 5.5 V. Operating current is 0.3 mA.  It measures a temperature 
range of 0C to 50C. It is a general saturation sensor [5] as shown in Fig. 2.

4.3  RTC DS3231

RTC implies real time clock. RTC modules are basically TIME and DATE recalling 
systems, which have a battery which makes the module run [6]. So, we can know 
exact TIME and the DATE from this module at whatever point we need. Its working 
voltage is 2.3 V to 5.5 V as shown in Fig. 3.

4.4  20 × 4 LCD Display

A liquid valuable stone exhibit (LCD) is a level board show, electronic visual pre-
sentation, or video show that utilizes the light changing properties of fluid gems [7]. 
20 × 4 infers that 20 characters can be appeared in all of the 4 segments of the 20 × 4 
LCD, thus a total of 80 characters can be appeared at any instance of time as shown 
in Fig. 4.

Fig. 1 Structure of ESP32 
Module
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Fig. 2 Structure of 
DHT11 Sensor

Fig. 3 Structure of RTC 
DS3231

Fig. 4 Structure of LCD 
Display

4.5  I2C Module

It changes sequential information over to resemble information.  The PCF8574 I2C 
chip integrated within the I2C module transforms I2C serial data into parallel data 
for the LCD display [8]. The I2C  module’s  construction, as depicted in Fig. 5.

4.6  LM35 Sensor

The output voltage of the LM35 series precision integrated-circuit temperature sen-
sors is linearly proportional to the temperature in degrees Celsius. In comparison to 
linear temperature sensors calibrated in Kelvin, the LM35 device has an advantage 
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Fig. 5 I2C Module

Fig. 6 Structure of LM35

because it does not require the user to deduct a significant constant voltage from the 
output in order to gain convenient Centigrade scaling. The LM35 device can deliver 
typical accuracies of 14°C at room temperature and 34°C over the entire tempera-
ture range of 55°C to 150°C without the need for any external calibration or trim-
ming. Trimming and calibration at the wafer level ensure lower costs. Interfacing to 
readout or control circuitry is notably simple with the LM35 device’s low output 
impedance, linear output, and exact intrinsic calibration [9]. The structure of the 
LM35 is seen in Fig. 6.

4.7  Buzzer

Ringer is utilized as a sign in a little yet convincing area to add sound highlights to 
our framework. Working voltage is 4–8 V DC. Sound type is continuous beep. The 
physical characteristics of the piezo buzzer are depicted in Fig.  7, along with a 
piezoelectric ringer, speaker, active passive buzzer, and module.
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4.8  Circuit Diagram

As shown in Fig. 8 is the schematic diagram of proposed implementation.

5  Flow Chart

In this first phase, we need to initialize the sensors to measure physical parameters 
such as DHT11, DS3231, and LM35 sensor. After assembling all the circuit connec-
tions as per the circuit diagram and after receiving the required power supply, the 
title of the project is displayed on the 20 × 4 LCD Display. After initializing IoT 
Ubidots web server, this receives the sensor information from the sensors. Here, 
sensor acquisition takes place. And the informational records are going to be 
updated every time. Depending on parameters, a buzzer indication is shown in 
Fig. 9 as it represents the program flow and conditional statements.

Fig. 7 Structure and pin 
description of Buzzer

Fig. 8 Circuit Diagram of the Full Setup
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Fig. 9 The proposed 
implementation Algorithm
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6  Block Diagram

Figure 10 shows the basic steps involved in the block diagram consisting of multiple 
sensors like DHT11, LM35, and DS3231, which are used to monitor the room tem-
perature and humidity. This data is given to micro controller and then dis-
played on LCD.

7  Results and Discussions

As shown in Fig. 11, it displays all parameter values on the 20 × 4 LCD display and 
simultaneously monitors these values in the IoT Cloud Platform. 

As shown Fig. 12, it describes the creation of physical parameters in Ubidots IoT 
platform.

Fig. 10 Proposed Block Diagram
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Fig. 11 Displaying the 
project title on the LCD 
Display

Fig. 12 Monitoring all the results such as temperature, humidity, and time values on Ubidots 
dashboard

As shown in Fig. 13, it describes about the overall connections of the real time 
implementation.

As shown in Fig. 14, we are displaying the output values on 20 × 4 LCD display.
Figure 15 illustrates, overall outcomes will be tracked in Ubidot’s GUI platform 

for easier comprehension and the data will be store as CSV file format for feature 
analytics.

8  Conclusion

In the current situation, individuals are occupied with their reliable plans and cannot 
recollect their drug timings, which places them in an infuriating condition.  Another 
device, the Medical Box, which aims to completely assist a patient in a clear and 
important way, was orchestrated for the suggested implementation module. It alerts 
the patient to burn-through the cures and gives a reasonable gathering condition to 
the medications. Cutoff of medications use subtleties can help the master for future 
recommendations, for example, the adequacy of remedies on the patient with the 
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Fig. 13 Overall connection view of the entire system

Fig. 14 Displaying the overall output on the LCD display

Fig. 15 Overall result: the temperature, humidity, and the time over that area is shown in the 
Ubidots screen

bonafide foundation of drug use assisting him with endorsing in like manner to the 
patient. The prescription subtleties are likewise dealt with in a secured cloud near to 
its collecting subtleties. One test confronted with the plan of the compartment was 
the cooling module.
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9  Future Scope

As a future climb to the medical box, flourishing checking sensors devices can com-
paratively be added to the framework. Measuring the breaking point in addition to 
considering the blueprint of various components inside the case to meet the needs 
of diverse clients in a room temperature, conditions related to the design delivers the 
protection in a more intelligent manner. Additionally, to incorporate Artificial  
Intelligence (AI) algorithms that use an existing database to identify diseases based 
on their symptoms.
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Smart Home-Based Smoke Detection 
with Image Surveillance System

K. Kiran Kumar, P. S. G. Aruna Sri, G. Vijay Kumar, and G. Murali

1  Introduction

Smoke detection system is able to utilize for the initial intimation of upcoming fire 
events. When smoke is intense, it is not clear and no visible knowledge of the origi-
nal frame is available. Even though the smoke is present, a slight radiant view of the 
environment is still obtainable which provides enough information to detect smoke. 
The risk of dying in a home fire is decreased with working smoke alarms.

The United States Fire Protection Association reports indicate approximately 
0.53% deaths in infrastructure with working smoke system compared to 1.18 deaths 
without. Internet of Things is an appointment of interrelated processing gadgets, 
mechanical and computerized machines, or individuals that are given one-of-a-kind 
identifiers and therefore the capacity to maneuver information over a network that 
allows us to make more intelligent choices [1]. If we are able to observe smoke in 
AN early amount, we tend to might stop hearth. In our proposed smoke detection 
system it uses an MQ135 sensor to detects the smoke or gas leakage and then by 
using esp32 camera module it will capture a real-time image and then notify the 
house owner’s by using a Telegram Bot through a mobile phone by sending the 
alerts, followed by the captured real-time images [2].

K. Kiran Kumar (*) · G. Vijay Kumar · G. Murali 
Department of CSE, KLEF Vaddeswaram, Vaddeswaram, Andhra Pradesh, India
e-mail: kiran5434@kluniversity.in 

P. S. G. Aruna Sri 
Department of ECM, KLEF Vaddeswaram, Vaddeswaram, Andhra Pradesh, India

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
V. K. Gunjan et al. (eds.), Modern Approaches in IoT and Machine Learning  
for Cyber Security, Internet of Things, https://doi.org/10.1007/978-3-031-09955-7_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-09955-7_23&domain=pdf
mailto:kiran5434@kluniversity.in
https://doi.org/10.1007/978-3-031-09955-7_23


358

2  Literature Survey

Sowah et al. [3] used fuzzy logic to build and implement a fire detection system for 
vehicles. For fire detection, they used temperature, flame, and smoke sensors. The 
technology can also put out a fire in 20  seconds, and they employed the air- 
conditioning system to do it.

Sudhir G. Nikhade outlines a wireless sensor network system that was created 
utilising open source hardware platforms such as the Raspberry Pi and Zigbee in [4].

Chen et al. [5] and Gaikwad et al. [6] proposes a fire detection system based on 
video processing. To detect a likely fire outbreak, they analyzed smoke color and 
spread characteristics. However, processing the photos takes time and requires 
advanced resources. Because clothes are highly flammable, a fire in a garment fac-
tory should be spotted as soon as feasible.

Fuzi et al. [7] created a ZigBee wireless fire alarm detecting system. The Arduino 
Uno Microcontroller, temperature sensor, buzzer alarm, and operational software 
comprise the system. The device relied solely on a temperature sensor to detect fire, 
and the receiver could receive signals from up to 10 m away.

Islam  et  al. [8] created and implemented a system that uses camera image 
processing to identify fire outbreaks. Although this is an innovative technique, it is 
not as effective or accurate as a sensor-based system for detecting fire [9].

Samudera and Sugiharto [10] Demonstrated a concept for detecting forest fires 
utilizing a wireless sensor network. Apart from sensor nodes, they employed soft-
ware called mobile agent. Data is collected from the sensor nodes and returned to 
the sink by software mobile agents. They didn’t put the system in place.

3  Methodology

In this project, smoke detection is carried out by Mq135 sensor. This sensor is used 
to detect the smoke or LPG gas and also helps to find out the quality of air, that is, 
percentage of CO2, nitrogen, etc in air can be measured.

Our project is designed to detect smoke and alert the people by giving an alarm 
and a message to the corresponding user. This project is made out by integrating 
Mq135 sensor with Esp32 camera module and a buzzer attached to it. By the above 
combination Whenever a smoke is detected near the system, It analyzes and makes 
sound to alert the user, It also sends a picture with the help of ESP32 camera mod-
ule. So the user can see the picture in his mobile and can recognize the impact of 
situation going out near the system. The notification alert and image are sent through 
the telegram messaging app. The location information of the system is also sent 
through to the user through the same app.
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For the project integration Mq135 sensor is connected to the esp32 camera mod-
ule with the breadboard as intermediate. Buzzer is also connected to this system. 
Mq135 sensor senses the smoke or LPG or gas and sends a signal to the buzzer and 
esp32 module [11]. Buzzer starts to buzz, simultaneously esp32 module takes a 
snap/picture of the situation infront of it. The photo which is taken by esp32 module 
is processed and gray scaled and converted into Low kb jpg Image format, so that it 
can be sent to owner/authorized person with in less time because of very low 
image size.

Mq135 sensor consists of four pins. Those are (a) Vcc, (b) digital out (do), (c) 
analog output (Ao), (d) ground (Gnd).

The connection with esp32 is as follows:
The power supply to the mq135 sensor is given through the esp32 camera mod-

ule by connecting it with the 3 V pin on the esp32 board. Mq135 ground pin is con-
nected with the esp32 board ground pin. By the connection of these pins the power 
flow is maintained normally. For our project we have chosen the result in an analog 
way from Mq135 sensor, So analog output in Mq135 sensors connected with the 
gpio13 on esp32 board [12].

Whenever a smoke detected by the sensor, mq135 sensor sends the signal to 
esp32 module through gpio13 on esp32 board. It is data pin so the esp32 can ana-
lyze that smoke is detected.

Buzzer consists of two pins. One is positive pin (6 V) and negative pin (ground), 
these pins are interconnected with smoke sensor and esp 32 camera module.

Esp32 camera module is programmed with the help of FTDI module for the 
system to work [13, 14]. Esp32 module interconnects with telegram bot. The tele-
gram bot is created by ourself and programmed to the esp32 camera module, So, 
whenever smoke is detected, Notification alert, location information, and picture are 
sent to the telegram bot. The user gets notified through this way.

The communication between telegram bot and esp32 modules is as follows:
Communication with Bot: create a bot in telegram using basic telegram api 

which gives a better exposure towards the functioning we also find many shortcuts 
in which they are not very much fast.

Connecting our channel to the Telegram account:
While connecting the channel to esp boards, we must get an api key and chat id 

from the telegram. Sending an http request to telegram: The data is transferred 
through the internet so we must use a-protocol to transfer data over Internet. We can 
also request smoke status by using “/start “command in telegram bot. We can use 
different commands like /photo, /Flash, /smoke_status.Major plus point is that 
owner knows the causes the smoke (Figs. 1 and 2).
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Fig. 1 Schematic Diagram of the System

Fig. 2 Circuit diagram
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4  Materials and Components

ESP32 AI Thinker Camera Module: The ESP32-CAM is a little size, low power 
utilization camera module dependent on ESP32. It accompanies an OV2640 camera 
and gives installed TF card slot.

The ESP32-CAM can be broadly utilized in insightful IoT applications, for 
example, remote video checking, Wi-Fi picture transfer, QR Identification, etc.

MQ-135 Sensor: Smoke sensor is used to detect smoke, LPG gas. We can also 
check air quality and percentage of co2 and nitrogen etc.

Buzzer: A buzzer is a device used to alert the user/owner to notify of something 
like fire and smoke alert, motion/movement alert.

FTDI programmer module: This module is used to write code for esp 32 cam. 
FTDI is a programming module. We use this to program a code to the system [15].

5  Result

The Functionality of the system can work in any location. The output gives a view 
of the smoke and atmosphere near the system. The location info and low image size 
increase project accuracy with less response time (Figs. 3 and 4).

Fig. 3 Project model
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Fig. 4 Telegram output

6  Conclusion

Gas leaks and cylinder blasts are two of the most common societal problems in our 
neighborhood. Our smart device can detect the gas in seconds and send an alert to 
the owner and protection groups immediately, with two types of interfaces (Adafruit 
and Telegram) and low maintenance and manufacturing costs. However, if many 
sensors are added to the same module, the data rate of Adafruit is reduced, so if 
many sensors are added to the same module, the data rate of Adafruit is reduced. 
This strategy has been demonstrated in the lab to function and produce satisfactory 
results. It assists in alerting the user and stores/sends smoke photos. We can include 
the concept of deep learning into it, but it will not be 100% accurate.
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IoT-Based Smart Irrigation System

P. S. G. Aruna Sri, K. Kiran Kumar, B. B. V. S. V. Prasad, 
and G. Vijay Kumar

1  Introduction

In numerous nations, most of the economy relies upon horticulture, and there is an 
extraordinary need to modernize the traditional farming practices for the better effi-
ciency. Due to inefficient water utilization, the groundwater is depleting day by day, 
absence of downpours and shortage of land water additionally brings about decre-
ment in volume of water on earth. In our everyday life likewise, water is fundamen-
tal need. Horticulture is one of fields where water is needed in huge amount. Water 
is an essential component of our daily lives. Water wastage is viewed as a significant 
issue. Each time abundance of water is provided for the fields. An enormous horti-
culture field is presented with various piece of regions. Internet of Things is an 
appointment of interrelated processing gadgets, mechanical and computerized 
machines or individuals that are given one-of-a-kind identifiers and therefore the 
capacity to maneuver information over a network which allows us to make more 
intelligent choices [1].

IoT is used for getting accurate and innovative result in the smart irrigation. It is 
likely to assess the solid substance of keen water system like detecting water levels 
in repository, providing water at whatever point required lastly investigation the 
measure of water consumption through everyday analysis. The MQTT convention 
is used for end-to-end communication in this proposed system [2].
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2  Literature Survey

Y. Manoj Kumar Reddy, S. Muthunpandian et al. [3] developed and implemented an 
automated system for crop field monitoring in real time. The method maintains the 
same level of water in the crop field as the amount of electricity used in the agricul-
tural field. The created system can help the irrigation system. By taking into account 
the time of water constraints, Joaquin Gutierrez et  al. [4] showed an automated 
irrigation system that more effectively minimizes water resources. They show how 
water is used sparingly and how a solar power system is used to reduce energy con-
sumption. This was made with the help of a smartphone that evaluated sensor data 
via the internet. The focus of Mohanraj, AshokKumar et al. [5] is on data monitor-
ing in the farming cycle. GSM-enabled ATMEL microcontroller-based sensors for 
monitoring wind turbine temperature and water PH levels are included in the sys-
tem. After then, an Arduino-based IoT system is used, although a Raspberry Pi 
system is better ideal for monitoring a large number of Raspberry Pi systems. A 
raspberry pi watering system was demonstrated by Michael G. Williams [6]. Home 
automation, entertainment, and security systems based on the Raspberry Pi. It’s 
more interesting to develop Raspberry systems for pressing scenarios [7].

3  System Overview

Our proposed prototype screens the external factors in the environment like soil 
moisture, environment temperature, humidity and then based on these factors our 
prototype automatically supplies water. This prototype gather’s information from 
all the sensors interfaced to the NodeMCU [8]. To achieve this, we have to fix the 
range for the soil moisture in which we need to toggle the motor. During this pro-
cess, the range of moisture depends on the s oil type it can vary based on soil type.

The moisture content of the soil is measured by the interfaced soil moisture sen-
sor continuously based on the given range if it reduces the specified range or exists 
within the specified range relay toggles the motor status to ON otherwise it remains 
OFF. The continuously monitored values from the sensors are also being transmit-
ted continuously to Blynk A PI using MQTT protocol [9].

4  Proposed Methodology

The soil moisture sensor, temperature, and humidity sensors are connected to the 
ESP8266 NodeMCU Microcontroller, and the sensors transfer data from their 
respective locations to the ESP8266 NodeMCU.  The controller can analyze the 
analog data and then send it to end users via MQTT broker, such as a web 
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application or a mobile phone [10]. The soil moisture sensor, temperature, and 
humidity sensors all send data to the microcontroller. The water pump was bound 
using a relay. The end user receives temperature and humidity information. The 
moisture sensor measures the amount of water in the soil, and when the amount of 
water in the soil declines, the water pump kicks in. End users may receive notifica-
tions such as “Water shortage in the soil ON water pump,” “Water efficiency in the 
soil OFF water pump,” and so on. MQTT (Message Queue Telemetry Transfer) is 
a network data transmission technology. It’s also a publish/subscribe system 
designed for untrustworthy networks. Water scarcity is becoming more prevalent 
all across the world. Water usage must be done appropriately, especially when it 
comes to irrigation. Water waste can be reduced by combining smart watering 
strategies.

Sensors are attached to a server called a broker in the MQTT structure, and infor-
mation is transmitted from the broker to all subscribing clients [11].

5  Hardware Components

5.1  NodeMCU Microcontroller

A NodeMCU is a microcontroller, which consists of inbuilt Wi-Fi module. 
NodeMCU is an amazingly practical, power the executives, requires insignificant 
outside hardware, ground-breaking enough regarding putting away capacity and on- 
board handling. We can interface various sensors to the NodeMCU at their respec-
tive GPIO pins with less delay. It is equipped with self-calibrated RF on the chip, 
allowing it to function in any environment.

Features of NodeMCU:

• NodeMCU consists of 802.11 b/g/n WLAN.
• It consumes less power. It is power efficient.
• NodeMCU is embedded with an inbuilt 10 bit A2D converter
• It is supported with TCP/IP network protocols.
• NodeMCU consists of a power management unit as well as regulators.
• NodeMCU works with WLAN which supports 2.4GHz spectrum.
• NodeMCU supports a linking function to interface with Android and IOS
• NodeMCU supports UART, remote control, etc.
• It is having a safety interval of 0.4 s.
• NodeMCU Deep sleep power is less than 10uA.
• NodeMCU is having a power down leakage current that is less than 5uA.
• NodeMCU is supported from −ve 40C to +ve 125C (Fig. 1)

IoT-Based Smart Irrigation System



368

Fig. 1 NodeMCU

5.2  Soil Moisture Sensor

The soil moisture sensor is used to determine the amount of water in the soil. 
Whenever there is a water shortage within soil the module yield is high otherwise, 
the yield is poor [11]. This sensor alerts the client to water their plants and also 
monitors the soil moisture content. Agriculture, ground water systems, and plant 
gardening have all made extensive use of it. Capacitance is used to determine the 
dielectric permittivity of the surrounding medium. The volumetric water content 
sensor generates a voltage that is conducive to dielectric permittivity. The level sur-
face of the sensor does have a 2 cm region of impact, but the exceptional edges have 
almost no affectability. The volumetric water content sensor is used to determine 
long-term moisture deficit due to dissipation and plant absorption, assess ideal soil 
dampness substance for various plant types, and track soil dampness substance to 
balance water system (Fig. 2).

5.3  Humidity and Temperature Sensor

The DHT11 is a simple computerized sensor that measures temperature and humid-
ity. Any miniature regulator can be effectively interfaced with this sensor. A capaci-
tive humidity sensing component and another special component for temperature 
detection make up the DHT11 sensor. A dampness-holding layer acts as a dielectric 
between the two terminals of the humidity-detecting capacitor. As the humidity 
level changes, the capacitance value changes as well. DHT11 has a spectrum of 
0–50° with a precision of 2°. This sensor’s humidity range is 20–80%, with a 5% 
accuracy. The examining pace of this sensor is 1  Hz. For example, it gives one 
perusing for consistently. The most outrageous current used while assessing is 
2.5 mA (Fig. 3).
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Fig. 2 Soil Moisture sensor

Fig. 3 DHT 11

5.4  Relay

A relay is a switch that is triggered by electricity. The turn can have a wide 
number of contacts with multiple contact systems, such as make contacts, split 
contacts, and blends. As energy flows through the loop, it generates an enticing 
field that enacts the armature, and the creation of the portable touch either 
reflects the moment of reality or an interaction with a set contact. If the contacts 
plan was closed when the exchange was disabled, the progression then opens the 
contacts and removes the affiliation, and vice versa if the contacts plan was 
available. Reed transfers are very reliable tools, but they can be ineffective when 
used incorrectly. Understanding their decisions will assist a competent Engineer 
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Fig. 4 Relay

Fig. 5 Water pump

in avoiding any of these predicted problems. The attractive field created by the 
current coursing through the working curl, which is wound with copper wire, 
operates the reed turn (Fig. 4).

5.5  Water Pump

It can be characterized as a device which utilizes mechanical as well as pressure- 
based standards in a channeling system in order to generate more power for 
potential use. They’ve been around in some way or another since the beginning 
of growth. Currently, these pumps are used in a number of housing, agricultural, 
urban, and industrial applications. The working guideline of a water pumps 
mostly relies on the positive removal standard just as dynamic energy to push 
the water (Fig. 5).
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6  Flowchart (Fig. 6)

7  Working

The inadequacy of water in the field is detected by volumetric water content mea-
suring sensor. At whatever point, there is a need of water in the specific area, and the 
motor state switches to ON (1) shows up on the yield pin of the sensor of that spe-
cific field. All the sensors are interfaced to the NodeMCU at their certain GPIO pins. 
The high signal from the sensor is entertained by the microcontroller at specific pin. 
By detecting the GPIO pin on which signal shows up, the microcontroller imparts 
the signal to relay to toggle the DC motor connected. Now water starts flowing into 
the required field. Presently water begins streaming into the necessary field. After 
finish of watering, the sensor imparts low signal (logic 0) to microcontroller. When 
microcontroller receives this signal, it turns OFF the device. At whatever point there 
is signal at any pin the microcontroller repeats the above cycle. This cycle continues 
and we can achieve smart irrigation in the field (Fig. 7).

The Soil Moisture Sensor, which is connected to a microcontroller, obtains val-
ues from the soil on which it is mounted. The VWC sensor uses analog values, 
which are translated to digital using the ESP8266 NodeMCU’s inbuilt ADC. The 
DHT11 sensor has four pins as well. The first pin is wired to the 3.3 V supply, the 
second pin to D2, and the last pin to land.

Fig. 6 Flowchart
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Fig. 7 Interfaced Components

There are three pins on the relay. The −ve pin of the relay is connected to the 
GND pin of the Node MCU, the +ve pin to the 3.3V pin of the MCU, and the input 
pin is connected to the D6 pin of the NodeMCU.

Similarly, the water pump has two pins. One pin is connected to out1 value of 
relay and another pin is connected to GND of NodeMCU.

All the sensors are interfaced with the Microcontroller. Now the sensed data 
from the sensors are transmitted to the API with the help of Wi-Fi module existing 
in the NodeMCU.  Then microcontroller transmits the data to server by using 
Message Queue Telemetry Transport Protocol.

Blynk permits you to rapidly fabricate interfaces for controlling and observing 
your equipment ventures from your iOS and Android device. It can control equip-
ment distantly, it can show sensor information, and it can store information, visual-
ize it, and do numerous other things. The received data from the interfaced sensors 
are transmitted to Blynk API with the help of microcontroller.

8  Result Analysis

The data collected by sensors is saved in the cloud and may be accessed by the 
farmer via his smartphone or computer. The correct values that actually occur from 
the system are viewed by the farmer, and irrigation runs automatically at his crop 
fields without his interference. Every time the sensors were checked, the microcon-
troller processed and linked vast amounts of data to the threshold levels. The cali-
bration of the sensors system is critical in this situation. The system shows the 
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Fig. 8 Blynk API

temperature and soil moisture conditions, as well as the motor’s condition, based on 
the two sensors. The state of the system can be checked from afar, and the system’s 
complexity is low, thus firmware troubleshooting is simple. The outcomes of the 
suggested method are shown in the figures below. The soil moisture value, Humidity 
and Temperature Sensor values, and manual LED toggle are all seen in the diagram 
(Fig. 8).

9  Conclusion

The creation of a device to test soil moisture levels, as well as the ability to investi-
gate existing systems, were all part of this endeavor. By properly positioning the 
sensor over the soil level, this invention saves water for irrigation. According to this 
study, plants may flourish in low moisture environments with moderate tempera-
tures. Because it analyses numerous parameters, this method is useful for working 
in the field. This cycle not only records temperature and humidity estimates, but it 
also operates the motor accordingly. Examining the climate condition engine will 
maintain water supply automatically, allowing for the maintenance of vegetation 
without human involvement.
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Agricultural Monitoring and Control 
of a System Using Smart IoT Devices

Y. Padma, M. Sailaja, Shaik Razia, and Mohammed Ali Hussain

1  Introduction

Most people in world depend on agriculture to live. It also increases a country’s 
gross domestic product (GDP). Growth in the agricultural sector is essential for 
developing countries’ economies. Unfortunately, most farmers are still using tradi-
tional agricultural practices, which has resulted in stagnant crop development. IoT 
based application in terms of automation in agriculture gives better yield and crop 
growth when compared with human based agriculture. IoT applications can replace 
human intervention in agriculture. IoT-enabled farming equipment in agriculture 
further improve crop output. A recent study has shown how to use sensor networks 
to father information and upload it to cloud servers and protocol networks to share 
it with other people and devices [1, 2].

Data are gathered from parametric sources and used for irrigation system moni-
toring. Our proposal introduces the real-time monitoring of data collected from 
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fields, which help us regulate and operate them more efficiently. Our primary goal 
is to install smart irrigation and field-monitoring devices. Various forms of paramet-
ric data can be obtained by using sensors, which include smart irrigation data. IoT- 
enabled components on smart phones and other wireless devices process those data 
in real time by remaining connected to the Internet via Wi-Fi and Raspberry Pi 
interfaces.

2  Background

In our work, we utilize a monitoring system to regulate and collect data from vari-
ous sensors to smart devices utilizing a Wi-Fi module to stay up to date on soil 
quality data and water levels [1]. The Bluetooth block focuses on greenhouse field 
parameters and controls key factors involved in regulation. We focus on creating a 
smart farming method that uses metrics such as soil moisture, temperature, and 
humidity—acquired via DHT11—and that remotely uploads data on those metrics 
to a server [3]. The proposed model would regularly record temperature and humid-
ity data by using an Arduino microcontroller at various time intervals through 
ESP8266 and a Wi-Fi block [4]. The major goal of this study is to send collected 
data on various conditions to a user via a mobile app connected to a Wi-Fi relay and 
a Uno R3 so that water management can be carried out in the moment [5–15].

3  Proposed Model of a System (Fig. 1)

The proposed model consists of four primary components: Raspberry Pi, a moisture 
sensor, a relay, and an IFTT app.

The system block model is shown below.
Raspberry Pi is a series of small single-board computers that are used to perform 

small computing operations on a network. This component is the major element 

Fig. 1 Proposed model
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used in IoT. It provides an entry point in operation with the Internet to perform vari-
ous automatic operations over Wi-Fi.

The humidity sensor is used to immediately transfer digital data over a network. 
This component performs analog-to-digital conversion (ADC) operations and mea-
sures the humidity in the atmosphere around the field. The data captured from the 
sensor in real time are transmitted to the Internet and stored on a server.

The moisture sensor is used to measure the moisture level and water content in 
soil. It uses the basic property of electric resistance to gather data on soil. It also 
compares the data captured from soil to environmental factors such as type, tem-
perature, and electric conductivity of soil.

The mobile application provides up-to-date information from various sensors to 
the user and server to analyze the data and record them in a database. The app sends 
a notification to the user in the form of an alarm.

The IFTT app is connected to a controller and physical device that uses the 
Internet. The device receives various commands from other applications that control 
its components. IFTT is based on the notification that the pump is on or off on the 
day notified. The IFTT app, which is connected to the Internet, creates a link 
between devices to show various conditions. The IFTT app is available on smart-
phones connected to the Internet.

4  Methodology of Study

Our proposed model collects data from various stages of inputs by using sensors, 
which are processed by Raspberry Pi because of the constraints on the work. 
Initially, the sensor has to access the data on soil moisture. Next, the sensor moni-
tors the water management system, which controls the moisture level of soil. It 
automatically uploads these data onto the Altair SmartCore server, notifies to the 
user, and activates the pump. In this way, the user gathers all the relevant informa-
tion on humidity, temperature, and water in the field by using sensors (Fig. 2).

In the second phase, the level and flow of water are measured by using a sensor. 
Depending on the moisture level and level of the water in soil, the pump has to be 
turned off or on. The condition of the soil is reported to the user in a notification bar 
with additional data on humidity and temperature.

Data Analysis
We built an IoT-based, moisture- and temperature-monitoring, automated irrigation 
system utilizing field data sensor that transmit data via a microcontroller. Using 
Raspberry Pi, a serial device communicates with the moisture sensor and tempera-
ture sensor. Raspberry Pi is equipped with a learning technique, namely a K-Nearest 
Neighbors (KNN) classifier, that factors in soil temperature and moisture values. 
KNN categorizes the nearest training data set objects according to space feature 
values. This is functionally local. The classifier method detects earlier data supplied 
as needed. By analyzing the field for irrigation, the various conditions of the 
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Fig. 2 Workflow of the proposed model

soil—i.e., wet, slightly wet, dry, or slightly dry—are compared against the training 
data set. The model monitors soil status in real time, obtaining data from the actua-
tor, and may activate the water pump that supplies the fields. Finally, analyzed field 
data and the time necessary to irrigate the fields are updated to a server, informing 
the user of the soil condition and how much water to irrigate. All of these data are 
available on the farmer’s/user’s smartphone app. A temperature-versus-moisture 
data sheet containing a Comma-Seperated Values (CSV) file relevant to the training 
data set is also saved on server (Fig. 3).

On rainy days, there is no need to display the water level in the fields. If the 
moisture level is low, the IFTT application will offer data updates on the current day 
and day after. If heavy and regular rain occurs, this application will inform the 
server and user via the Internet. A rain alert notifies the user via the IFTT app. 
Depending on the type of notification, the pump will be on/off for the notified day. 
The IFTT app, connected to the Internet, constructs a condition-dependent chain 
connection utilizing applets (Fig. 4).

To access the app, the user must first set up and log in to a Gmail account. Then, 
using Gmail, the user must set up a user account for IFTT. After logging in, the user 
can turn on and off the rain-related forecast notifications. If the user wants to find 
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Fig. 3 Flow of verifying 
the rain condition

Fig. 4 Setup and connection location of IFTT app

out tomorrow’s rain forecast, they may set the date. After setting the date, the IFTT 
app notify the user of the rain forecast. To ensure the correct forecast, the user must 
select the field area location. Communication between the server, app, and user 
must be established via IoT in such a way that only the user may start receiving 
notifications via the app. The app notifications feature rain-related data such as 
overcast, partly cloudy, and rainy. It offers status information such as high, low, and 
medium. It also features ultraviolet (UV) index values. When a user receives a rain 
notification, they will not need to utilize this app on the pump.
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Fig. 5 IoT app for agriculture, for turning the pump on or off

This information is continuously saved on a SmartCore server. The server also 
alerts the user via email whether the pump is on or off and includes the current soil 
humidity and temperature values (Fig. 5).

The soil pH value indicates acidity or alkalinity. A numerical scale is used to 
measure pH levels. This scale ranges from 0.00–14.00, where its minimum value, 
0.00, is the most acidic and its maximum value, 14.00, is the most alkaline. The 
middle value, 7.00, is neutral, meaning that this value is neither alkaline nor acidic. 
The soil pH value affects the basic factors for plant growth:

 1. The availability of nutrients
 2. The structure of soil
 3. The number of bacteria available in soil
 4. The toxicity of soil
 5. Nutrient leaching

Various nitrogen-free bacterial products, including fertilizers and some organic 
substances, may influence soil pH. Beneficial bacteria operate best in a 5.5–7.00 pH 
range. Aluminum in the soil can dramatically affect plant development by reducing 
the pH value to 5.0. The optimal pH range for most plants in clay soil is 5.0–7.0. 
Where alkalinity or acidity is severe in soil, the pH value affects plant production 
and growth. The pH level does not affect fertilizer itself, but it does affect fertilizer 
nutrients.
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A pH sensor evaluates the soil conditions while confirming the pH value on a 
5.5–7.0 scale. If the soil pH value is higher, pH-related information is uploaded to 
and saved on an Altair SmartCore server. At the same time, the user of this server is 
notified of the current pH value of the soil. If the pH sensor value drastically 
changes, such as it exceeds a value higher than 7.0, indicating alkalinity, this pH 
value will be uploaded to and saved on the server. At the same time, the user is noti-
fied via an email also containing data on other various conditions of the soil, includ-
ing the sulfur content, peat sphagnum content, sulfate aluminum content, sulfate 
iron content, fertilizer acidity, and amount of compost and mulch.

5  Discussion with Results

Input Training Data Sets (Table 1)

Analysis (EDA) of Training Data
Python was used to visualize the relationships between the data. A pairs plot allows 
us to see both the distribution of single variables and the relationships between the 
two variables.

Temperature Humidity (Y) Soil Moisture Water level KNN distance Target Value
28 75 76.34 300 261.873 No
28 63 76.34 330 233.018 No
27 77 76.34 290 271.599 No
27 78 75.12 333 261.985 No
30 72 43.37 250 305.048 Yes
29 72 36.17 222 332.19 Yes
27 79 27.27 200 353.642 Yes
27 80 39.1 100 454.191 No
27 89 39.1 90 464.422 No

Table 1 Input Training Data Set

Field A: Temperature in percentage (%)
Field B: Humidity in percentage (%)
Field C: Soil moisture in percentage (%)
Field D: Water level in centimeters (cm)
Field E: Target value
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Figure 6 contains scatter plots comparing each pair of columns against the target 
value column (i.e. yes/no). The columns are temperature, humidity, soil moisture, 
and water level. The target values ‘no’ are marked as blue plots, and the target val-
ues ‘yes’ are marked as orange plots (Figs. 7 and 8).

Calculations for the new instance [21.00, 69.00, 9.38, 553], where k = 3.

Fig. 6 Feature mapping graph

Fig. 7 The temperature and moisture levels in three stages for soil −1 grade
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Fig. 8 The temperature and moisture levels in three stages for soil −2 grade

The Soil Was Tested at Various Temperatures to Identify the Moisture Level 
(Tables 2 and 3)

Snapshot of Short Messaging Service (SMS) Text Sent to User
• Scenario 1: Soil moisture is LOW, but water level is empty; hence MOTOR will 

remain OFF.
Scenario 2: Soil Moisture is LOW; hence MOTOR is ON.
Scenario 3: Soil Moisture is HIGH; hence MOTOR is OFF (Fig. 9).

Depending on which SMS was sent to the user, which itself depends on the water 
level detected, they will be notified of whether to turn the motor on or off.

 (a) The pump flips on or off depending on the detected condition:
When the water level is low, the pump motor turns on automatically. In certain 

scenarios, while the pump is in operation, data can be sent to the user accord to their 
preferences.

 (b) The pump is flipped on or off by the user:
Water flow is measured within a specific period of time, and this measurement 

determines whether the pump is on or off. The pump’s on/off condition is based on 
the condition detected by the moisture sensor. The user is notified of this condition 
in a notification bar that details the humidity and temperature values. Also, the noti-
fication can be sent when the user is far away, depending on the user’s notification 
bar settings, which can display more details than just the water level.
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Table 2 Measured values of 
soil moisture levels

Value Soil moisture level

Maximum 26%
Minimum 17%
Morning average 20.881%
Afternoon average 23.856%
Evening average 19.962%

Table 3 Measured values of 
soil moisture levels

Value Soil moisture level

Maximum 32%
Minimum 23%
Morning average 25.83%
Afternoon average 30.179%
Evening average 28.274%

Fig. 9 A notification send to the user’s smartphone

 (c) The soil acidity increases:
If the soil acidity increases, the user’s email address will be notified of this 

change, and the details of that email will include the current pH values of their soils.

 (d) The soil alkalinity increases:
When a pH sensor detects a pH value higher than 7.0, the soil is alkaline. The 

detected pH value is at this point uploaded to and saved on an Altair SmartCore 
server. At the same time, the information is automatically sent to the user’s email 
address, along with details on the correct chemical composition of the soil, 
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Fig. 10 Agriculture monitoring system and smart irrigation system

including the sulfur content, peat sphagnum content, iron sulfate content, fertilizer 
acidity, and amount of mulch.

The pH Database
The database bridges the gap between the sensor and the user, saving time. The 
database is managed and stored on a native cloud platform. This platform contains 
the digital information from the sensor and other IoT components. The Altair 
SmartCore improves the reliability of and speed in accessing the platform and its 
data. The stored data are analyzed and converted into readable reports that they can 
be used when making decisions. The reports also date the information (Fig. 10).

6  Future Scope and Conclusion

The proposed model offers flexible setup options when configuring various compo-
nents, reduces costs, and can be customized in how it monitors the conditions of 
agricultural production. The flexibility of this setup improves its ability to detect 
and solve more problems. This model can effectively control and monitor large 
areas of farmland.

Future studies should increase the model’s throughput by adding more sensors to 
record more inputs at the same time so that the various elements necessary for crops 
are accurately supplied in fertilizer instead of extracting them from the ground. This 
model can be also implemented in other industries to monitor tanks and tank leaks.
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An IoT Framework to Support Rural 
Population with Diabetic Related Issues via 
Optimization Algorithms

Vinit Kumar Gunjan, Fahimuddin Shaik, and Rashmi Pathak

1  Introduction

As human life is more important than everything, much effort was made today to 
identify an illness and its disorders. In biomedical imaging technologies, edge com-
puting is becoming more prominent option for overcoming those restrictions and 
introducing new IoT analytics devices and facilitating connectivity, database trans-
fer, and local database query-enabled devices. The special issue seeks to explore 
more advanced approaches of data handling to ensure that physicians obtain data in 
real time with an ever-growing number of analytics and IoT devices put into the 
healthcare networks.

Diabetic mellitus is a metabolic disorder that is characterized by the pancreas 
‘failure to control the production of blood glucose. This problem leads to blood 
glucose out of normal reach [1]. Cardiovascular disease causes 80 percent of deaths, 
which are most due to CAD (coronary artery disease), among diabetic patients. 
Nevertheless, diabetic patients are increasingly recognized to have an extra cardiac 
insult called diabetic cardiomyopathy [2].

The underlying problem in most CVD diabetic patients is atherosclerosis, which 
reduces blood vessels that support the heart, due to heart failure. Atherosclerosis 
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(also known as ASVD) is a condition in which artery wall thickens as a consequence 
of an increase in fatty materials such as cholesterol. The increased incidence and 
prevalence of diabetes heart failure has been verified by epidemiological and clini-
cal trials [3]. Diabetic myonecrosis is a rare diabetes complication caused by the 
infringed tissue in the thigh, usually. Just about 100 cases were published [7]. The 
incidence of specific complications rises as diabetes continues, so this unusual con-
dition can be seen in patients with long-term diabetes.

The ultimate purpose of a large number of image processing technologies is to 
collect important features of the image data from which the scene can be repre-
sented, viewed, or understood by humans or provide “better” information to other 
automated image processing technology [4]. The biological eye is one of the main 
means of human exploration of the environment and carries out complex tasks with 
great ease, such as study, perception, identification, and description of patterns [5]. 
To optimize the results obtained by Image processing models, Nature inspired 
Optimization algorithms are added as a grain of salt. However, in several areas of 
application [6] natural computation has proved useful, with significant contributions 
for optimization, pattern recognition, form detection, and machine learning. There 
are drawbacks of clinical evaluation and analysis of visual photographs that are cur-
rently available in the deemed question through different testing methods. The study 
of the medical image should be carried out in a new way by algorithm adjustment 
based on the application of both data recognition and optimization approaches. The 
end bundle of this work should be useful to identify and forecast the problems 
caused by D.M.

2  Review of Literature

In literature, most of the earlier works presented on extraction of vessels from coro-
nary angiograms are based on gray level values. Provided that the gray backdrop 
level is actually higher than that of the vessel [9–11], enhance the vessels and post 
processing using morphology filters for extraction purpose. Filters such as top-hat 
can eliminate the part of noise and whenever the size of noise is near to a value of 
vessel this filter becomes incapable. In order to enhance the image a Gaussian filter 
is used in two-dimensional matched filter methodology as in [12, 13]. In order to 
find the fine details, [8] the importance of removing the vessels is clearly men-
tioned. While the arteries are removed as seen in [8], there is a need for an examina-
tion of the inner portion of the blood vessels to help an average individual recognize 
the disorder’s abnormality and severity. The main preference is the cross-section of 
images of blood vessels (also known as capillary basement membranes) obtained by 
the Electron micrographic imagery modality as specified in [3]. Recently, the amal-
gamated Web definition for m-health stuff (m-IoT) was released. It is well known 
that diabetes is a big chronic problem worldwide with an immense economic and 
social impact and explores the potential benefits of using m-IoT in non-invasive 
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glucose sensing and future m-IoT dependent diabetes care infrastructure [17]. 
Myonecrosis has also been identified as the infarction of the skeletal muscle, as the 
skeletal muscle has a large blood supply collateral [15]. The clinical symptoms of 
diabetic myonecrosis are non-specific, and diagnosis and treatment are therefore 
often delayed.

In non-invasive diagnostic procedures for muscular parts of body the Image pro-
cessing plays a significant role for further processing. The fundamental and fore-
most preferred medical imaging diagnostic is ultrasonography. This procedure 
demonstrates well-marinated, hypo echoic, intramuscular lesion [16]. The reason 
for ultrasonography to be chosen is that it has innate advantages such as availability, 
non-invasive procedures and optimal diagnosis by segregating other muscular tissue 
problems.

While simplex-rays, ultrasounds and CT are scientifically capable of visualizing 
the position and distribution of the lesion, the image characteristics obtained here 
are not accurate. Although MRI is more superior tox-rays and CT, MRI studies 
often include skeletal myonecrosis [14]; in literature, there are no extensive research 
using image processing methods. The definition of the Internet of Things (IoT) 
plays an important role in the treatment of diabetes. IoT uses sensors to help control 
diabetes by controlling blood pressure, glucose levels, calorie intake, and physical 
activity. This study suggests an Innovative Health Care Service Model that offers 
meaningful guidance to individuals in the management of diabetes [18–21].

3  Need and Significance of the Proposal

As it is evident from the survey that Diabetes combined with other ailments becomes 
a lethal combination, the link should be removed if not at least reduced to the pos-
sible extent. The clinical interpretations of images acquired from diagnostic meth-
ods existing today have inadequacy in terms of analysis and not reachable to poor 
and rural people. The literature analysis of the implementation of diabetic-related 
image processing techniques is mostly restricted to diabetic retinopathy, and most 
findings are not properly understood by a common person. This is why there has 
been a lot of scope for researchers from imagery technology to explore approaches 
for diabetic cardiomyopathy and diabetic myonecrosis photos. On the other hand, 
Nature inspired Optimization algorithms are the algorithms, which adopts processes 
in succession in the nature. The usage of such Optimization algorithms along with 
image processing algorithms can provide optimum solution for the problem. Further 
proposed IoT process has to be indexed to act as image data collector, transmitter, 
and receiver such that the poor and rural people in remote areas receive the benefits 
to overcome the problems. Thus a framework with image processing and IoT 
Optimization techniques is a prospective in aiding for earlier detection, education, 
and treatment of people in remote areas.
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4  Methodology

Phase-I: Analysis of Diabetic Related Issues Using Optimization Algorithms
 (i) Medical visual database collection:

Acquiring the photographs from rural areas in line with the online public 
repositories and also from diabetic research institutes that offer accurate 
copyright owners a quotation.

 (ii) Design and Implementation of proposed algorithm:

 (a) Designing of Multiple level Image thresholding model involving 
Electromagnetism—Like Optimization (EMO) Algorithm.

 (b) The fundamental image processing methods here are Otsu’s Global 
Thresholding and Kapur thresholding algorithms. The thresholding tech-
nique Otsu suggests emphasizing the variations between classes, while the 
second strategy, proposed by Kapur et al., uses the activation of entropy in 
order to measure class homogeneity in pictures.

 (c) Electromagnetic—Like Optimization (EMO), an Optimization Algorithm 
inspired by Nature is also considered a stochastically evolutionary compu-
tation method based on theory of the electromagnetic field. Every solution 
is known to be a charged particle. EMO transfers each particle according to 
its charge in a crowd attraction or repulsion field using the Law of Coulomb 
and the theory of overlapping. The EMO algorithm’s mechanism for attrac-
tion and repulsion coincides with replication, transversal, and mutation in 
the basic genetic algorithm.

 (d) The modifications proposed in this algorithm are based on the two above 
said thresholding algorithms where the basic functionalities of EMO are 
added and EMO calculation has four stages:

• Initialization
• Local search.
• Calculation of the total force vector
• Movement

 (e) The development of algorithm initiates from the step of how an input image 
is considered for segmentation and post segmentation respective thresholds 
are obtained by EMO algorithm and with their parameters and graphs.

 (f) The design and implementation are carried out in two processes: pre- 
processing and post-processing as clearly shown in Fig.  1 as a block 
diagram.

Implementation Throughout this research, input pictures taken from various 
rural areas and sources have to be simulated on an Intel Core i5 PC at 2.5 GHZ 
with a total physical memory of 4 GB (Matrix Laboratory), a high degree of 
Technical Computer Language (R2010a version and above), and more than 100 
toolboxes available, but only a few such as picture acquisition, image  
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Fig. 1 Image Processing module
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processing, fixed point, and new memory were simulated. Matlab is a 
MathWorks Inc. proprietary software that allows matrix manipulation [17]. 
Another state-of- the-art MIPAV method (Medical Image Recognition, 
Interpretation, and Visualization) is used to derive the value attributes from the 
images. Such characteristics are useful in specifically describing the anomalies. 
The key attribute that allows MIPAV use is the applicability of MIPAV even 
with 3D images and quantification. MIPAV is a Java program that can be run on 
any Java computer. This is the result of the Information Technology Center, the 
national health institutes, and Bethesda [18].

Phase-II: Design and Implementation of IoT Framework
These instruments are portable safety resources that allow the operation of sensitive 
bodies outside hospitals, the study group said. For example, portable medical 
devices such as heart rate, blood glucose, and blood oxygen levels can be used to 
monitor. This software can also be used to track the physical activity, exercise, and 
sleep patterns of an adult. Wearable medical devices make it possible for hospitals 
to limit access to people with minor health issues or patient follow-ups. The report 
shows that doctors also track patients remotely to enhance care efficiency using 
wearable medical devices. Electronic health records (EHRs) are a significant source 
of health observer data that restrict the quality of structured data. Recorded symp-
tom reports and endurance are useful but can provide only a lot of insight into public 
health. Analytical tools and IoT are innovations for deeper and stronger ties, but an 
organization’s health IT network has to be able to accommodate the amount of data 
trackers and other related medical equipment. The alternative to the data collection 
needed to draw more accurate conclusions based on a patient’s personal lifestyle 
and behavior is wearable medical devices. Patients can even use their own portable 
devices for the collection of data by healthcare facilities, including smart watches 
and fitness bands. This requires IoT from the initial stage as an interface between 
the instruments used to track the movement of the human. In addition, appropriate 
filters are used to pre-process the necessary portion of the data for further classifica-
tion. The proposed IoT Framework is shown in Fig. 2.

An ANFIS abstraction and ant colony optimization architecture to simplify effi-
cient IoT network routing. This section discusses ANFIS and ACO definitions and 
how they relate to the work proposed. Devices and applications were initially used 
to classify disabled persons and user information is moved onto the cloud network 
during the contact process. The figure shows a basic definition of the ANFIS model 
which comprises five stages of architecture. The first and second layers are used to 
track the sensor information on the basis of the threshold value specified in the sys-
tem model and the class. Eventually, the stored data is transmitted via the cloud 
network to the rural unit.
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5  Conclusion

This medical image analysis was performed in a novel manner by altering the algo-
rithm, which was based on both image processing and IoT technologies. Predictive 
models and IoT are innovations for better and faster links, but an organization’s 
health IT network must be able to accommodate the number of data trackers and 
other relevant medical equipment. According to the study, Diabetes mixed with 
other conditions is a dangerous combo; therefore, the link should be eradicated or 
reduced to the greatest extent possible. Clinical interpretations of images obtained 
from diagnostic technologies now in use are insufficient in terms of analysis and are 
inaccessible to the poor and rural populations. As a result, this study was conducted 
to aid in the earlier discovery, education, and treatment of persons in distant places.
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IoT-Based Heart Disease Prediction System

Vemula Manvitha, Syed Musthak Ahmed, P. Ramchandar Rao, 
and Vinit Kumar Gunjan

1  Introduction

As per the statistical survey, it is observed that around 2 million of the Indian popu-
lation suffer from heart attack every year. The rate of death is one person for every 
0.5 second. The World Health Organization predicted that this rate might go up by 
23.3% by the year 2030 around the globe.

Heart disease or cardiovascular disease is caused due to narrowing down of 
blood vessels or due to blockage of blood vessels (Fig. 1), leading to heart attack or 
heart stroke.

Many of the heart diseases can be prevented by following good health practices 
and changing the lifestyle. The symptoms of these diseases vary in gender. Chest 
pain is a likely symptom in men while women have a sense of discomfort in the 
breast followed by short breathing, nausea, and fatigue.

Cardiologists report the following symptoms during cardiac problems: chest 
pain, chest discomfort (angina), shortness of breath, numbness, weakness in legs, 
coldness in legs or arms, neck pain, and jaw pain.
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Fig. 1 Causes of cardiovascular disease

2  Literature Review

Recently, a remote innovation has expanded rapidly in different areas and fields of 
medicine, consumer, agriculture, engineering, and social living [1–11]. Biomedical 
is one such ongoing fields that provide a better medical assistance and service. 
Healthcare will be a biggest sector to monitor patients’ health using Internet of 
Things (IoT). It is expected that the IoT market will be above 117 billion by 2020. 
Medical researchers are attempting in the field of advancement and exploration 
since numerous a very long time to improve wellbeing administrations and joy in 
living souls. Their commitment in clinical territory is vital to us and cannot be 
ignored. The present auto constructions have the root thoughts coming from the 
previous rudiments. Likewise, early recognition of constant infections can be sim-
ple with this technology [12, 13]. The internal heat level, pulse, circulatory strain, 
and breath rate are prime boundaries to analyze the infection. This task gives tem-
perature and pulse esteems utilizing IoT.  An IoT framework for medical care is 
regularly made out of loads of detecting contraptions identified with a web worker; 
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it presents real time observation of a putting or clients [14–17]. IoT replaces the old 
and traditional procedures of manual heart rate monitoring to remote heart rate 
monitoring. It supports medical attention to the patient in the absence of guardian 
connecting the doctor remotely. With login credentials, the doctors can monitor the 
patient via Android app using his smart phone [18–22].

3  Existing Methods

Nowadays, we see people suffering with large number of heart diseases and this 
leads to the risk of heart attack. In existing systems, an Arduino UNO is employed 
along with sensors, which help one to detect the heart rate of a person. The high and 
low heart rate beat limit can be set. Once it is calibrated, then the sensor interface 
starts monitoring and calculates the heartbeat.

If the person’s heart rate exceeds the threshold level, it alerts the controller, 
which then records and displays the heartbeat and sends recorded information to a 
doctor or to the concerned person. Besides, the system also alerts for lower heart-
beats. Such a system block is shown in Fig. 2. By this way, we will be able to save 
people from heart problems on time.

4  Objectives

This product is developed with the aim and objective to

 (a) See that care is taken to family/person suffering from heart problems.
 (b) See caring is done from a place away from home.
 (c) Make use of technology and serve society at large.
 (d) Develop low-cost Indigenous products.
 (e) Sets aside the hassle of travelling for healthcare centers.

Fig. 2 Basic model of existing system
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5  Proposed System

In the present work the critical elements such as temperature, EEG, and heartbeat 
values are examined using MSP430. Because the signals level is low (acquire), an 
enhancer circuit is used to acquire the signals and transfer them to the MSP430 
through speaker circuit and signal conditioning unit (SCU). Individual sensors are 
used to estimate the patients’ internal heartbeat levels, EEG, and pulses, which are 
displayed on a PC screen using MSP430 and a cloud data set structure, that supports 
to be viewed and examined by medical experts from any corner of the Globe via the 
internet. Using MSP430, the framework for patient checking can monitor the 
patient’s health conditions like EEG, heartbeat, temperature, and pulse levels. 
Following the connection of the web to the MSP430, will be linked to the cloud 
database framework, which functions as a worker. The worker will then naturally 
communicate information to the beneficiary system. As a result, the specialist can 
keep an eye on the patient’s health at all times. Any unanticipated increase or 
decrease in these critical health elements values can be detected at the soonest and 
thus essential preventive and mitigation steps can be executed by the specialist at 
right time without losing the life of a patient. Figure 3 shows the proposed system 
block diagram.

6  Experimental Setup, Results and Discussion

The experimental setup of the developed system is shown in Fig. 4a. The contribu-
tions through supported techniques had made suitable for a practical way of life. 
The main advantage of this is to have a sort of smart home robotization gadget 
which helps people distinctively in directing and saving an eye on home framework. 
The implementation of IoT with the gadget helps in identifying the development at 

Fig. 3 Proposed system block diagram
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Fig. 4 (a) Practical implemented hardware system (b) Testing the hardware system

home with deceased and also support security and arrangement of medical services. 
The testing of the module is shown in Fig. 4b. The sensors are fixed at appropriate 
location to monitor. The signal received to the mobile can be transmitted to the doc-
tor on emergency thereby taking care of patient at home.

Usually, the patient’s temperature, heartbeat, and pulse rate were measured and 
examined by doctors manually with medical equipment and instruments. These 
measurements and examinations will consume a huge work, time, and cost. To over-
come this a IoT-based network was installed at the patient and to the PC which will 
continuously monitor the patient’s health condition.

The main components of this network include LCD, ECG, EEG, Buzzer, Wi-Fi 
Module, MSP430 controller, temperature sensor, and power supply. The connection 
between these components is as follows: ECG sensor, temperature sensor, and 
heartbeat sensors were connected to MSP430, and this MSP430 was connected to 
LCD and buzzer through internet. These ECG, EEG and temperature sensors will 
regularly record the patient’s heartbeat, temperature and pulse and transfers to 
MSP430 from there the data will be sent through internet from website to LCD and 
displays (see Fig. 4). All the standards measurements or values related to the body 
temperature, heartbeat and pulse rates were fixed in a range in the website and 
MSP430, if there are any fluctuations in these values recorded by sensors from 
patient will alert the medical experts by ringing the buzzer automatically and the 
data will be also shown in the display. Figure 5 depicts the Graphical representation 
of recorded parameters while the sensors are connected to the patient.

Discussion
The developed system with sensors

 1. Monitor the heartrate of the patient.
 2. Records temperature, ECG from sensors.
 3. Connects smart phone to the practitioner with login credentials through IoT.
 4. Display readings on LCD display as well.
 5. Reading was detected at intermittent times.

IoT-Based Heart Disease Prediction System
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7  Conclusion

In this challenge, an IoT framework is presented to check people’s health and fitness 
problems as well as notify them to keep healthy monitoring. The suggested device 
incorporates a wearable IoT node with a cell phone software program, via which the 
IoT sensor node collects the persons health standards, collectively with temperature 
state and blood oxygen saturation, and the cellular smart phone connected to the 
network to transmit out the statistics to the net server. This proposed work supports 
high frequency distance-tracking which runs for interior as well as outside environ-
ments to alert individuals to maintain the physical standards and fitness. Applying 
IoT components on body specifications makes it viable to check people’s wellness 
situations and to alert people in real time. The developed system is extremely useful 
in emergency situations wherein medical attention to the patient is needed in the 
absence of guardian connecting the doctor remotely.
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Smart Agriculture Monitoring System 
Using IoT

Erra Thirupathi, Chakradhar Adupa, P. Ramchandar Rao, 
Vinith Kumar Gunjan, and Syed Musthak Ahmed

1  Introduction

Agriculture is the main occupation of rural people in our country. More than 50% of 
the rural population depends on agriculture for their survival. As per Central 
Statistics Office (CSO), our countries’ cross value addition (GSA) is around 8%, 
which is an adequate figure. According to the current market survey, nearly 85% of 
the water resource are utilized for agriculture. Thus, water has to be saved, con-
served and preserved, and better utilized besides improving the agriculture yield. 
Thermal imaging to monitor fields and check water status and irrigation scheduling 
are being developed earlier. The Internet of Things (IoT) has emerged and deployed 
in various sectors such as health, manufacturing, communications, and agriculture. 
The motive is to improve efficiency and performance across all markets.

The primary need of agriculture mainly depends on monsoon and the kind of soil 
for the particular crop. Second, the water supply to the crop and amount of water to 
the crop are essential. The majority of time is squandered by farmers and many 
other aspects for crop monitoring, timely availability of electricity, and many other 

E. Thirupathi 
SR Engineering College, Warangal, Telangana, India 

C. Adupa (*) 
SR Engineering College, Warangal, Telangana, India 

Department of ECE, SR Engineering College, Warangal, Telangana, India
e-mail: chakradhar.a@sru.edu.in 

P. R. Rao · S. M. Ahmed 
Department of ECE, SR Engineering College, Warangal, Telangana, India 

V. K. Gunjan 
CMR Institute of Technology, Hyderabad, Telangana, India

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
V. K. Gunjan et al. (eds.), Modern Approaches in IoT and Machine Learning  
for Cyber Security, Internet of Things, https://doi.org/10.1007/978-3-031-09955-7_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-09955-7_-28&domain=pdf
mailto:chakradhar.a@sru.edu.in
https://doi.org/10.1007/978-3-031-09955-7_28


404

Fig. 1 The key technical factors that drive agriculture

problems. To overcome this, automation of agriculture becomes important. The key 
factors for good yield of agriculture depend on water, climate, soil nutrients, and 
proper monitoring. Climate is a natural phenomenon, which is not in the hands of 
the farmer. However, proper nutrition such as pesticides, fertilizers, herbicides, and 
chemicals may be added in proportion depending upon the nature of the crop. 
Availability of labor is also one of the setbacks in today’s agriculture system.

The implementation of IoT in agriculture sector has led to the concept, namely 
“smart agriculture”—a method to improve agriculture yield with less resources and 
labor. This technology is helping the farmers in all stages of crop from sowing to 
harvesting. Thus, IoT in agriculture finds high potential and research challenges in 
future. The main challenges that drive this technology are shown in Fig. 1.

2  Literature Review

Smart farming is a new concept of managing the crop cultivation by making use of 
modern tools and technologies to enhance the quality of farming and agriculture 
harvesting [1–6]. Smart agriculture system addresses issues such as population 
growth, labor need, and climate changes. Starting from planting of the crop, water-
ing it, and to the stage of harvesting the IoT-based smart agriculture system are 
being implemented using several sensors that control the crop yield. Sensors such as 
light sensor, humidity sensor, temperature sensor, and soil moisture sensor can 
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support the process of automatic irrigation. This smart system also incorporates 
cameras, monitors, and other devices along with sensors to control every element 
involved in farming.

The advent of IoT brought several changes in various fields and one such being 
the agriculture [7, 8]. The system involved the monitoring of the environmental 
conditions such as light, rain, soil content, humidity, temperature, and then watering 
the crop. The systems also include water level indicator to look into the water con-
tent and that is needed for a particular crop and then water it. The whole system is 
automatically controlled to make the complete agriculture process smarter. Thus, 
smart agriculture using IoT has shown a way to the farmers to solve their problems 
and at the same time, monitor the agriculture system [8–13].

In reference [14], the authors have presented on technology assistance to agricul-
ture related applications. In their work, they incorporated wireless sensor network 
to address problem like field water pumping and providing nutrients to the crop to 
make a better yield. Automation by observing field parameters like temperature, 
humidity, and rainfall are monitored using suitable sensors to control the pumping 
of water to the garden. They made use of microprocessor along with GSM module 
to demonstrate their experiment.

3  Existing System

The basic requirement of any irrigation system is to monitor temperature, humidity, 
moisture, and water level. To monitor, suitable sensors, relays, and control system 
with necessary hardware are essential. Smart agriculture makes use of temperature 
sensor to record the temperature requirements, the humidity sensor to observe the 
moisture and humidity contents, and automatic pump control circuitry to maintain 
the level of the water.

In the existing system, Arduino Uno is used as an interface module for control-
ling the smart agriculture process. The various sensors interfaced include tempera-
ture sensor, moisture and humidity detection sensors, and rain detection sensor with 
WiFi communication. WiFi communication is achieved using ESP 8266. These sen-
sors control the switching ON and OFF of the motor to water the fields. Such a 
system implementation is shown in Fig. 2.

4  Proposed System

To make the agriculture system smarter with Wi-Fi and Cloud, the implemented 
circuit is shown in Fig. 3.

The system consists of an Arduino Uno board with WiFi interface, along with 
several other sensors for temperature, humidity, and rainfall monitoring. The 
DHT11 temperature sensor is incorporated for temperature measurement. A 16 × 2 
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Fig. 2 Block diagram of basic system

LCD display is connected to Arduino for displaying water level and water pump 
status. ESP8266 connected to arduino board is used for wireless communication.

The developed module with associated sensors perform the following functions:

 1. Temperature sensor for recording temperature
 2. Humidity and moisture sensor to find the soil fertility
 3. Water level sensor to sense the water level content and to switch ON and OFF the 

motor for maintaining the level of water to the plant.

The complete setup with WiFi supports the formers to ease their work and monitor 
the crop.

5  Hardware Requirements

The components required in the implementation are shown in Fig. 4a–f. They are 
water level sensor to maintain the required water level, humidity and moisture 
sensor to check the moisture content in the soil, a relay unit to control the ON/OFF 
of the pump, an LCD module to display the water level and the pump status, and an 
Arduino UnoModule.

The implementation makes use of the following hardware—water level sensor, 
humidity sensor, moisture sensor relay module, Arduino UnoModule, and 16 × 2 
LCD display. The water level sensor (Fig. 4a) is interfaced to the water pump via a 
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Fig. 3 Smart Agriculture with WiFi and Internet

relay. Depending on the water requirements to the crop, the motor is switched ON 
and OFF via relay depending upon the signal from the sensor. If the level of the 
water is low, the sensor signals so that the relay is closed switching the motor ON. In 
the event, if the required level of water is reached, the relay connects the motor to 
the power supply, switching the motor ON.

Humidity and moisture sensors are incorporated to check the humidity content 
and moisture content of the soil. Figure 4b, c shows an interface in the module for 
this purpose. The DTH11 is used to sense the humidity. The operating range of the 
sensor is 3–5  V with an accuracy of 1, humidity—5% and 2, and 
temperature—±2 °C.

Figure 4d shows a relay incorporated in developing the system. Figure 4e shows 
the Arduino Uno board, the heart of the system. It consists of CPU, Flash RAM, and 
I/O Built within it.

A 16 × 2 LCD Display is used in the developed module to display the level of the 
water in the tank, as shown in Fig. 4f.
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Fig. 4 Hardware components (a) Water level sensor (b) Moisture sensor (c) Humidity sensor (d) 
Relay Module (e) Arduino UnoModule (f) 16 × 2 LCD display

6  Flow Chart Implementation

The complete working of the smart system implemented is explained by a flow 
graph as shown in Fig. 5. Intially, the various monitoring parameters are intialized 
into the system.

From the flow graph, we infer that depending upon the parameters and the water 
level contents, the system controls the water requirements to the crop.

7  Results

Figure 6a presents the proposed model setup for smart agriculture monitoring sys-
tem with real time monitoring of soil properties such as humidity, moisture, and 
temperature, using various control operations of the field using web application. 
The IoT is incorporated into the system to increase the yield of the crop by studying 
the various environmental parameters to the farmers remotely. The developed sys-
tem can be implemented in any agriculture field crops and soil contents. The devel-
oped system is a low cost, simple in design, and implementation. The whole purpose 
of the project is to support formers for better irrigation and yield. This system 
reduces the need of labor, human intervention, and wastage of water. Once the level 
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Fig. 5 Flow chart showing the working of Proposed system

of the water required for the crop is fixed, the sensor monitors the level of water 
requirements by controlling the water requirement. Whenever the level of the water 
goes below the desired level, the motor automatically switches ON and the water is 
supplied, and once the desired level is reached, the system automatically switches 
OFF by maintaining the desired water level. Figure 6b shows a vegetable plant with 
sensors for testability.
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Watering the plants is also controlled depending upon the temperature and the 
humidity levels. So, as long as the desired level is maintained, the system remains 
OFF.  Any deviation from the desired requirement switches OFF the motor. The 
monitoring of various parameters recorded on a particular day with varying param-
eters of temperature, humidity, rainfall, and water level content is tabulated in 
Table  1. The readings recorded are a prototype testing carried out on a plant as 
shown in Fig. 6b. However, this can be incorporated into the agriculture field for 
better yield and monitoring without any human intervention.

The graphical representation of soil parameters variations recorded on a particu-
lar day as shown in Table 1 and is graphically represented in Fig. 7.

Fig. 6 (a) Smart agriculture monitoring system setup (b) Prototype testing

Table 1 Parameter Recording on a particular day

Date Temperature Humidity Water level Rainfall

20-01-21 36 59 53 2
20-01-21 36 60 53 2
20-01-21 37 53 50 2
20-01-21 35 60 30 2
20-01-21 36 59 62 1
20-01-21 35 53 38 2
20-01-21 37 58 43 0
20-01-21 37 59 69 2
20-01-21 37 53 52 0
20-01-21 36 53 51 0
20-01-21 36 54 23 0
20-01-21 37 54 48 1
20-01-21 35 56 25 2
20-01-21 36 53 58 2
20-01-21 35 60 36 1
20-01-21 36 59 35 2

(continued)
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Date Temperature Humidity Water level Rainfall

20-01-21 37 53 51 0
20-01-21 35 59 58 1
20-01-21 36 59 51 1
20-01-21 37 52 71 2
20-01-21 35 59 23 1
20-01-21 37 57 48 2
20-01-21 36 58 55 2
20-01-21 35 59 35 2
20-01-21 37 58 62 0
20-01-21 35 52 69 2
20-01-21 37 60 41 0
20-01-21 35 55 60 2
20-01-21 37 58 26 2
20-01-21 36 59 60 2
20-01-21 35 53 28 1
20-01-21 36 52 57 1
20-01-21 36 58 42 1
20-01-21 36 53 31 0

Table 1 (continued)

Fig. 7 Graph depicting the variations of the soil parameters

Smart Agriculture Monitoring System Using IoT



412

8  Conclusions

Smart agriculture system is an emerging concept wherein the IoT sensors are able 
to provide information of the agriculture field conditions. Remote monitoring of 
crop saves cost, time, and effort on the farmers. The proposed project is the imple-
mentation of this evolving technology to make smart agriculture using automation 
by monitoring the moisture content and temperature of the field. Monitoring envi-
ronmental factors is the major factor to improve the yield of the efficient crops. With 
the implementation of the present system, the irrigation becomes practically easy 
and accurate. In the present system, the temperature moisture and rain sensors play 
an important role in obtaining the output. This smart agriculture monitoring system 
is prototype tested successfully. The action is performed depending upon the humid-
ity of the soil. If the soil is dry, a signal is sent to Arduino, which automatically 
switches ON the motor and runs a pump for watering the plants. If the necessary 
humidity is available, the motor remains OFF, thereby automatically switching 
OFF. The module developed is economically efficient and affordable and can be 
extended for large-scale cultivation and support farmers.
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