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Abstract. Citizen Science (CS) implies a collaborative process to
encourage citizens to collect data in CS projects and platforms. Unfortu-
nately, these CS initiatives do not follow metadata nor data-sharing stan-
dards, which hampers their discoverability and reusability. To improve
this scenario in CS is crucial to consider FAIR (Findability, Accessibility,
Interoperability and Reusability) guidelines. Therefore, this paper defines
a FAIRification process (i.e. make CS initiatives more FAIR compliant)
which maps metadata of CS platforms’ catalogues to DCAT and gener-
ates Web Application Programming Interfaces (APIs) for improving CS
data discoverability and reusability in an integrated approach. An exper-
iment in a CS platform with different CS projects shows the performance
and suitability of our FAIRification process. Specifically, the validation
of the DCAT metadata generated by our FAIRification process was con-
ducted through a SHACL standard validator, which emphasises how the
process could boost CS projects to become more FAIR compliant.

Keywords: Citizen science · FAIR · DCAT metadata · Web APIs ·
Open data

1 Introduction

Nowadays, there is an emerging trend of democratising science, characterised as
Citizen Science (CS) [19]. This term has different definitions depending on the
scope, but it is mainly considered as a collaborative process to generate knowl-
edge [15]. Interestingly, as stated in [7], CS is crucial in the production of rele-
vant data to analyse and monitor certain natural, economic or social processes.
Therefore, CS initiatives support the growth of research data, with millions of
volunteers generating data from observations and sensors [2].

Data generated by CS is generally hosted by CS platforms, i.e., Web based
portals which contain data from several CS projects obtained by volunteers.
Those platforms, and their available projects, must follow the Ten Principles of
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CS [22], which are an agreement to provide a common framework to evaluate
and set up CS initiatives. Among of these principles, the importance of data is
highlighted, since it is stated that “Citizen science project data and metadata
are made publicly available and where possible, results are published in an open-
access format”. Consequently, CS data should follow the FAIR guidelines [32],
aiming at making data Findable, Accessible, Interoperable and Reusable.

However, most CS platforms such as Scistarter1 or Zooniverse2 do not gen-
erally follow these FAIR guidelines [33]: regarding findability (“F” from FAIR),
it is difficult to discover CS projects that already include CS data; considering
accessibility (“A”), existing CS data is difficult to be accessed by data con-
sumers, as they must download it as entire datasets (when available); then, the
interoperability (“I”) is really limited as CS metadadata is generally published
in customised formats; and finally, the reusability (“R”) is hampered, as CS
platforms do not generally offer solutions such as Web APIs to facilitate the
reuse of data. Although many CS platforms consider the Public Participation
in Scientific Research (PPSR-Core) metadata standards to model CS projects,
datasets and observations [9], FAIR guidelines are not considered.

To enforce FAIR, the W3C Data Catalog Vocabulary (DCAT3) is widely
used in open data projects [29]. If DCAT is properly implemented, it facilitates
the interoperability of dataset metadata and its consumption by using different
applications [11]. However, DCAT is not generally adopted by CS platforms
[14]. Indeed, a recent study [24] exposes the lack of metadata completeness as a
general problem in CS field, describing in detail the behaviour in SciStarter as
reference. Moreover, an assessment of current data practices in 36 CS projects
highlights the lack of open access to data, metadata and documentation [5].

Consequently, our hypothesis is that the adoption of metadata standards
like DCAT allows CS initiatives to become FAIR compliant, but the adoption of
DCAT is not sufficient for this purpose. Therefore, in addition to adopting DCAT
standard, more efforts are required to really achieve FAIR data by allowing also
the data reuse and sharing by structures such as Web APIs [12,28]. In this sense,
our paper aims to develop this FAIRfication –process of making data FAIR– by
(i) mapping metadata from CS platforms and from DCAT, and (ii) providing
access to CS data through Web APIs.

Adhering to the FAIR guidelines in CS initiatives will enhance contextuali-
sation and data quality [24], as high data quality increases the value and reuse
of the data. Therefore, FAIR adoption enables CS projects to be more successful
and well recognised, which leads to the empowerment of the citizen scientists.

Therefore, the main contributions of this paper are:

– Review of existing CS platforms regarding FAIR guidelines’ compliance.
– Development of a FAIRfication process for the enrichment of CS platforms

by using DCAT as metadata standard for enabling Findability, Accesibility,
Interoperability and Reusability of CS data.

1 https://scistarter.org/.
2 https://www.zooniverse.org/.
3 https://www.w3.org/TR/vocab-dcat-3/.

https://scistarter.org/
https://www.zooniverse.org/
https://www.w3.org/TR/vocab-dcat-3/
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– Integration of Web APIs as data services for CS platforms.
– Evaluation of our proposed approach for FAIRfication in a CS platform.

This article is structured as follows. In Sect. 2, the related work is described in
detail. Then, in Sect. 3, a running example is presented in order to illustrate the
process. After that, the full FAIRfication process definition is presented in Sect. 4.
An evaluation of the approach is explained in Sect. 5, and finally, conclusions and
future work are presented in Sect. 6.

2 Related Work

In this section, the most important related work is briefly described, highlight-
ing existing CS platforms and solutions that support accessing CS data and
metadata.

Table 1. Main CS platforms

Platform Region Projects Metadata
management

API for data

European Citizen Science
Portal [30]

Europa 206 PPSR-Core No

citizenscience.gov Portal EEUU 493 PPSR-Core No

SciStarter global citizen
science hub [16]

Global 1591 PPSR-Core No

Zooniverse [25] Global 104 Own No

CitSci [31] Global 1040 PPSR-Core Yes

CS platforms are recognised for serving as a discover point for CS projects.
There are 5 types of CS platforms according to Liu et al. [18]: commercial plat-
forms for CS initiatives, CS platforms for specific projects, CS platforms for
specific scientific topics, national CS platforms and EU CS platforms. The most
representative sample of CS projects are those non-commercial platforms with
national and global scope, such as Scistarter. Table 1 summarises those target
platform, and as can be seen, CS platforms generally adopt the PPSR-Core
metadata model as practice in the CS field, although it is an ongoing work by
the Data and Metadata Working Group4 of The Citizen Science Association
(CSA). Moreover, CS platforms hardly ever include an API, and it is even less
frequent that a CS platform provides an API with query-level access to data,
that is, a fine-grain API that allows to access not only to metadata, but also the
dataset itself. Although there is a consensus about the adoption of PPSR-Core,
in practice the platforms use different terms, structures, so that is not easy to
harvest data from those different catalogues.
4 https://citizenscience.org/get-involved/working-groups/data-and-metadata-

working-group/.

https://www.citizenscience.gov
https://citizenscience.org/get-involved/working-groups/data-and-metadata-working-group/
https://citizenscience.org/get-involved/working-groups/data-and-metadata-working-group/
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In order to improve data sharing and adopt FAIR guidelines there are differ-
ent related works: METAFair [28] consists of a metadata profile based on DCAT
2, a potential source schema due to the range of properties for describing dif-
ferent components of datasets, data services and their related resources. This
metadata application profile is implemented for GenBank Metadata Analytics,
not for general use or in CS as standard. Moreover, they do not approach the
definition of data services in DCAT 2 as enabler of FAIR, particularly in the
reuse feature. Another work includes FAIRification of the involved datasets in
a research workflow [6], as well as applying semantic technologies to represent
and store data about the detailed versions of the general protocol, of the con-
crete workflow instructions, and of their execution traces. They aim to establish
a common framework between teams and experts. This approach shows good
practices regarding DCAT for data sharing, but it is only developed in a closed
environment and they do not address CS platforms and projects.

Also, when datasets are discoverable, the interoperability relies on the expo-
sure of data through standard Application Programming Interfaces (APIs),
improving the level of data sharing. Reviews of CS status identify as key aspect
API developments to increase the capacity of the data generators apps and to
help in the phase of analysis and visualization [10,17,23,27]. The previous work
from the authors of this paper define an APIfication model-driven process for
the automatic generation of a Web API from tabular data [13]. This process
transforms a tabular dataset file to an standard Web API, allowing the reuse of
dataset fields at query level. This approach is a first step in order to achieve the
FAIRfication of data, but more efforts are required for improving metadata and
APIs in the field of CS.

As pointed out, there is still a gap in terms of becoming FAIR, as there is a
diversity of metadata types exposed in CS platforms, limiting the discoverabil-
ity and reusability of CS projects out of their scope. Related research proposes
different approaches, ones for specific domain solutions, others as IT solutions
or models enablers for FAIR guidelines. Regarding generic solutions, they aim
to create terms, processes or workflows to adopt FAIR capacities. The improve-
ment of data repositories as FAIR is approached by different works, offering good
practices, workflows and tools that try to become FAIR compliant (serving as
proved good practices in their scenarios). Regarding standard adoption, differ-
ent related research aim to use DCAT to increase the metadata discoverability.
DCAT has created the path to do it through data services specifications, but
they are not used in the main schemes reviewed, as far as the authors are con-
cerned. Moreover, DCAT is yet not commonly used in CS projects and platforms.
Therefore, these are the main reasons to contribute with our work to empower
the use DCAT, APIs and data services as metadata, particularly in the field of
CS.
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3 Running Example

In order to illustrate the process, a sample project from SciStarter5 is selected.
SciStarter is one of the most recognised CS platform that currently includes more
than 1500 CS projects [3]. Specifically, the project selected is “Street Story:
Give Your Input on Safe Streets”6, which offers public access to data about
transportation collisions and other travel information since 2018, collected by
non-scientist members [21]

Table 2. Fragment of “Street Story” dataset

Type Crash/Near-miss Involved Was anyone injured? Report date

incident bike driver minor 2018/10/01

incident bike driver none 2018/10/01

nearMiss walk driver none 2020/08/02

nearMiss ride driver none 2020/08/02

nearMiss walk ped none 2021/10/17

incident wheelchair driver sev 2021/10/25

nearMiss walk driver none 2021/10/30

nearMiss bike ped none 2021/10/30

The data generated in the Street Story project is public, and the dataset
is accessible in tabular format, particularly in CSV, a non-proprietary format
commonly used to publish and share data [12]. It contains 28 columns with
different data types and more than 3500 records collected by CS volunteers. A
fragment of those records is shown in Table 2. It includes information about the
type of report (incident or near miss), the vehicle or activity involved in the
incident (such as bike, walk or ride), who was involved (driver or pedestrian),
the injured provoked (sever, minor or none) and the reporting date, among other
fields.

As an example situation, a data engineer wants to perform an analysis of
transportation incidents. First, the data engineer performs an exploration of the
available data about the issue, using for example the search keywords “street
story” or “street incidents” in the European Data Portal7, a commonly used
portal for open data. The search results obtained consists of 2893 datasets acces-
sible in CSV format. The metadata catalogue of this open data portal is based on
DCAT, including an API to harvest available metadata. However, when search-
ing for this data in CS platforms such as SciStarter, or CS projects related to
the same topic, it is hardly impossible to find, access and reuse CS data. In

5 https://scistarter.org/.
6 https://scistarter.org/street-story-give-your-input-on-safe-streets.
7 https://data.europa.eu/.

https://scistarter.org/
https://scistarter.org/street-story-give-your-input-on-safe-streets
https://data.europa.eu/
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order to integrate and analyse data from CS projects, specific procedures must
be developed to harvest each platform metadata catalogue. This is the barrier
about discovery approached in this work. Although DCAT adoption increase
discovery, to become more FAIR compliant it is necessary to address reusability.
Indeed, when the data engineer searches certain information in the data portals
and CS platforms, the results indicate that none of the datasets are accessible via
API services. Then, it requires an effort to develop those APIs. For this reason,
approaching API generation and the annotation of data services as metadata is
a higher desirable level in a FAIRification process.

As the impact of CS data in scientific and other communities has been proven,
the launch in more spaces could gain attention from government or policies agen-
cies. CS projects should be as much discoverable as possible. In this case, SciS-
tarter and their projects should be aware of their potential and increase their
discoverability, facilitating the access to their data sources and providing struc-
tures to obtain their metadata. With this running example we are approaching
FAIR guidelines through an integrated process that enhances the growing and
acknowledgement of CS projects out of this scope.

Therefore, this running example exposes the approach to become more FAIR,
from the point of view of the data consumers and publishers. In fact, a recent
study of 1020 projects from SciStarter shows an analysis of metadata complete-
ness [24], exposing the number of projects that do no fully offer metadata. They
also highlight that it is necessary for CS projects to include suitable data docu-
mentation to be able to produce scientific data [24]. Thus, CS platforms could be
more integrated, sharing the same structure and metadata formats with other
data repositories, supporting the harvesting of DCAT metadata, and allowing
data consumers or developers to create value from CS data by facilitating the
access to data through query-level Web APIs.

4 FAIRification of CS Platforms

Data publishers aim to become FAIR compliant by improving the discoverability
and interoperability of CS data to enhance the engagement of new members
and the recognition in open and formal sciences communities. In this sense, an
important requisites for FAIRification are the adoption of established metadata
standards and the inclusion of structures to access data. Therefore, standards
as DCAT enable the capacity to link data services, increasing the capacity of
generating value and applications; and providing Web APIs facilitate the easy
access by consumers to the published data. Indeed, this integrated approach
supports the use of dcat:Dataservice, a class included in the last DCAT version
to easily provide access to data through the generated Web APIs [1].

In order to become FAIR compliant in the scope of CS initiatives, this
research addresses the accomplishment of most relevant guidelines. The main
goal is accordingly to contribute to the FAIRification of CS data, by a process
that provides more accessible and standardised technologies and applications for
improving data sharing in CS.
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Fig. 1. General process for improving FAIR

This process for becoming FAIR in CS platforms is approached through meta-
data parsing and API generation. The whole process is represented by the schema
in Fig. 1, and the corresponding programming code developed in Python is avail-
able in a Github repository8.

The process begins when a data publisher or a platform manager retrieves the
metadata of a CS platform (step 1 in Fig. 1). Then, the second step consists of
parsing the relevant metadata fields and mapping them to the DCAT vocabulary,
thus generating a DCAT metadata specification.

Once the DCAT specification is generated, the dataset distribution URL is
accessible through the project metadata specification. This step aims to increase
accessibility and interoperability of CS data by adopting standards and expos-
ing data resources. Regarding reuse, the process continues with the step 3 from
Fig. 1, which consists of an APIfication process to offer easy access to data at
query level. This Web API generated is a desirable capacity to easily explore,
reuse and access available datasets [23]. This part of the process comes from
our previous work [13], which is now improved and integrated to work on CS
platforms. Then, steps 4 and 5 are closely related. When the Web API is pub-
lished, the specification of data services is thus added to the DCAT metadata.
Finally, the process ends with the publication of the complete metadata defined
as step 6.

A complete explanation of these steps to become FAIR compliant in the
scope of CS, including relevant details and the inputs and outputs of each step,
is described in the following subsections.

8 https://github.com/ralvarezluna/csdatalab-apigen.

https://github.com/ralvarezluna/csdatalab-apigen
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4.1 Retrieving the Projects

The SciStarter API9 enables searching for CS projects within the platform. The
metadata associated to the published projects is returned in a JSON file through
the corresponding API call (e.g. Scistarter projects API finder). It includes a
collection of objects corresponding to the existing projects that fulfil a matching
condition. In order to retrieve those projects, our implementation will support
JSON local files as input or API URLs.

Before the parser step, the general metadata of the catalogue must be avail-
able in a properties file. The mandatory fields for a DCAT catalogue are: iden-
tifier, language and homepage [1]. Also, for adding semantics, the catalogue
“dcat:themeTaxonomy” attribute is defined by default as citizen science10

from a public knowledge base, which allows to be denoted by a concept and
published as Linked Data. The outputs of this step are the JSON file with the
metadata retrieved and the initial configuration of the metadata catalogue.

4.2 Parsing the Metadata

The metadata retrieved in JSON format contains the attributes for projects
defined in PPSR-Core [4]. PPSR-Core has four metadata components: (i) Core
Attributes (Core Metadata Model - CMM), (ii) Projects (Project Metadata
Model - PMM), (iii) Datasets (Dataset Metadata Model - DMM) and (iv) Obser-
vations (Observation Metadata Model - OMM).

Fig. 2. Parsing metadata

The Fig. 2 shows the procedure to parse the metadata from the JSON to
a DCAT compatible file. An analysis of the attributes from PPSR Core was
conducted for extracting mandatory attributes to discover projects out of the
9 https://scistarter.org/api.

10 https://www.wikidata.org/wiki/Q1093434.

https://scistarter.org/p/finder?format=json&key=API key&q=search term
https://scistarter.org/api
https://www.wikidata.org/wiki/Q1093434
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scope of CS. The second procedure defines how to parse the retrieved data cat-
alogue in JSON format, how to read the objects and set up metadata for the
catalogue in general. During the procedure for matching terms to DCAT each
project entity will be mapped as a DCAT Resource, specifically as instances of
the Dataset class. This class supports 23 of 36 attributes defined in PPSR-Core,
which are enough to discovery purposes. In fact, 8 of the not supported attributes
from PPSR-Core are optional, and the others 5 mandatory attributes not parsed
are very specific domain attributes from projects, not relevant for discovering
purposes.

Table 3. Abstract of the metadata attributes

PPSR JSON DCAT

projectId guid identifier

projectDateCreated created release date

projectLastUpdatedDate Date Time update/modification date

projectName name title

projectDescription text description

hasTag search terms keyword

keyword keyword keyword

projectStartDate begin release date

projectScienceType fields of science theme

projectUrl signup url landing page

projectResponsiblePartyName presenter publisher

contactPoint url contactpoint

projectGeographicCoverage geographic scope spatial coverage

Not defined sust dev goals theme/category

A subset of the attributes parsed are showed in Table 3, including information
about the original attribute defined in PPSR-Core, how it is described in the
JSON, and finally, how will be expressed in DCAT.

Additionally, the metadata retrieved of the projects includes references
to Sustainable Development Goals (SDG) related to the project activities.
Those references are mapped with the definition of the corresponding terms
of the United Nations SDG Taxonomy11. During the mapping process, those
terms enriched with semantics are included as themes (referring to attribute
dcat:theme). After the matching of terms, the attributes of the entities from
the JSON are annotated and converted in valid vocabulary terms of the DCAT
standard. Finally, for the generation of the DCAT Resource Description Frame-
work (RDF) catalogue the auxiliary library datacatalogtordf12 is used, as
11 http://metadata.un.org/sdg.
12 https://github.com/Informasjonsforvaltning/datacatalogtordf.

http://metadata.un.org/sdg
https://github.com/Informasjonsforvaltning/datacatalogtordf
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it supports the DCAT specification classes and graph conversion to RDF. The
resulting metadata is exported as RDF format ready to be shared as linked data.

4.3 Generating the API

In this step, the process continues generating the API, which is based in our
previous work [13], a complete automatic process to generate an API from CSV
datasets. In order to improve and extend the functionality of this API generator,
in this work a feature to convert JSON files to CSV is included in order to con-
sider more common formats of CS projects. Therefore, the APIfication process
will be able to generate the code and documentation of an API for almost any
dataset with resources (in both CSV and JSON formats). Then, data consumers
only have to use these endpoints in their applications to allow users to collect
and visualise data.

Fig. 3. APIfication process

Figure 3 shows the steps of this automatic generation process from the data
source to the Web API. A data model is constructed from the data source,
following this data model an OpenAPI model is generated. The OpenAPI doc-
umentation is built from the model following OpenAPI 3.0, the most common
open standard regarding documentation and specification of APIs [12]. The out-
put is a complete and running Web API accessible at localhost for development
and test, which can be easily published online.

4.4 Publishing the Web API

This step depends on the infrastructure to publish data services, because OD
portals do not generally cover this part itself as the growing number of requests
could not be supported. Due to the existing freedom to manage their infrastruc-
ture for projects or catalogues, the API generated should be published by the
owners. Therefore, the output of this step consists of a Web API with the Open
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API Specification (OAS) for further addition of metadata for this endpoint as
DCAT Dataservice Resource13.

4.5 Updating Data Services Metadata

Once the API generation phase is completed and the Web API is published,
the specification of data services as resources must be performed to extend the
DCAT specification. Using a DCAT class for this type of resource, an instance
of the class dcat:DataService will be created with reference to services endpoints
(e.g. a URL of the published service). A feature to read the OpenAPI file or
URL is developed within the process. The library Oastodcat14 helps us with
the creation of the Dataservice class from the OpenAPI specification file of the
published Web API. Then, the object constructed will be able to be appended
as data service in the CS metadata catalogue.

4.6 Publishing Metadata

To increase the discoverability of the projects, the DCAT catalogue obtained
must be published in the CS platform. This step must be done by platforms’
owners, as the open source code of the implemented process could be extended
or integrated in automatic pipelines to keep this metadata catalogue updated.
The way for publishing the graph database of the catalogue based in DCAT
depends on the owner, but in any case, publishing it as a raw file enables the
feature to be harvested or downloaded by third parties, achieving the desired
discoverability. Open data portals, search engines and developers could access
then the metadata and generate value, integrating data from similar projects.

The goal of FAIRification was approached by performing a parsing procedure
to generate a DCAT compliant metadata catalogue, improving the interoperabil-
ity of the CS metadata catalogue out of this environment. At project level the
API generation enable the Reuse and integration features. Being Findable and
Accessible depends of the implementation of the process for the CS platforms.

5 Evaluation

In order to perform an evaluation of our approach, we analysed the FAIRfication
process for CS platforms. The evaluation aims to prove the performance of the
process with different entries, and also, the compliance of the DCAT standard
for metadata in RDF format. For this validation of DCAT the Shapes Constraint
Language (SHACL)15 is used, as W3C recommendation language for validating
RDF data. Specifically, SHACL documents consists of constraints collections
that enforce particular shapes on an RDF graph. SHACL is used in this research

13 https://www.w3.org/TR/vocab-dcat-2/#Class:Data Service.
14 https://pypi.org/project/oastodcat/.
15 https://www.w3.org/TR/shacl/.

https://www.w3.org/TR/vocab-dcat-2/#Class:Data_Service
https://pypi.org/project/oastodcat/
https://www.w3.org/TR/shacl/
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for validating purposes as it is currently used for validating RDF files in recent
related works [8,20,26].

The experiment was carried out in an Ubuntu 20.04 computer with an Intel
i7 processor and 8 GB of RAM memory. The performance of the approach has
been evaluated by analysing the parser time for different projects. The project
metadata is the unit of information of the experiment, including 141 attributes
for describing the project, related to: activities, resources, contacts, data, loca-
tions, topics and identification. Then, the entries are formed by different number
of project metadata, which is remotely accessed from SciStarter. In this evalua-
tion, the time measured does not include the time for the remote calls in order
to avoid network issues.

Fig. 4. Performance of the parser for diverse inputs

The results of the measurements with different size of projects are showed in
Fig. 4. Beginning with 100 projects until 1300 in the X axis and from 0 to 5 s in
the axis Y. The graphics shows a linear behaviour in the generation of DCAT
metadata depending on the number of projects. The process with more than 300
projects takes less than 1 s and with 1300 projects takes around 5 s.

The generated DCAT file within the process is validated with a SHACL online
validator16, using the generic profile of DCAT. The validation report returns a
positive conform result for the RDF file, generated using different random subsets
of projects due to performance issues of the validator. The file conformity implies
that the implemented parser generates DCAT complaints outputs ready to share
as data catalogues.

16 https://data.vlaanderen.be/shacl-validator/.

https://data.vlaanderen.be/shacl-validator/
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Moreover, the APIfication process was proved as part of the process, in a
integration approach, because full validation of this step was exposed in our
previous work [12]. The experiment exposed in this work concludes that the
automatic generation process successfully achieves the objective of functionally
and efficiently performing the APIfication process in an average time of 16 s
using sample datasets from different sources and sizes.

Therefore, the evaluation results show that our FAIRfication process is func-
tional and compliant with the DCAT standard, thus becoming FAIR through the
adoption of established metadata standards and facilitating interoperability and
access to the data. Indeed, according to the results of the experiment, a complete
DCAT metadata catalogue from SciStarter is generated and made accessible in
few seconds, providing also API access to the available data enforcing reuse
capabilities.

6 Conclusions

The analysis of data repositories of CS projects shows the lack of metadata
and sharing standards adoption, hampering the fulfilment of FAIR guidelines.
Indeed, our running example shows, in a real scenario, the lack of discoverabil-
ity regarding CS data, which is caused by the implementation of customised
metadata solutions by CS initiatives. To overcome this pitfall, in this paper, we
propose a FAIRification process to (i) enrich CS platforms by means of mapping
elements from the PPSR-Core metadata (profusely used in CS projects) to their
counterparts from the W3C standard DCAT metadata, as well as (ii) generating
Web APIs to facilitate the access to the corresponding CS data. We argue in the
paper that both mechanisms separately are not sufficient: just adopting DCAT
is not enough, nor is it sufficient to provide Web API services for querying data.
Consequently both mechanisms (metadata mapping and Web API generation)
must be used together to make CS portals more FAIR-compliant.

In order to show the benefits of our approach, we have conducted an experi-
ment to evaluate our FAIRfication process through performance and correctness
tests. Results show that it performs efficiently and produces correct metadata in
DCAT format, including suitable query-level Web APIs. Therefore, this proposal
serves as driver to follow the path of the FAIRfication improvement in the field
of CS.

As future work, the process will address the issue of missing metadata in most
CS platforms and approaching FAIRfication from the early project set up phase,
contributing from its inception in the compliance of FAIR guidelines. Also, the
parser will be extended to support other CS platforms and further evaluation
with user studies will be carried out.
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12. González-Mora, C., Garrigós, I., Zubcoff, J., Mazón, J.N.: Model-based generation
of web application programming interfaces to access open data. J. Web Eng. 19,
194–217 (2020)
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