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Preface

The Web is a digital organism in constant evolution over the years and, in fact, is the
largest living laboratory of new technologies and digital solutions. It is a pervasive place
where most information flows through many different media on a global scale, and
new ways of digital interaction are proposed and tested every day. The International
Conference on Web Engineering (ICWE) aims to capture all the scientific aspects that
revolve around these activities by bringing together researchers and professionals from
various disciplines in the academic and industrial world.

The International Society of Web Engineering (ISWE) has been promoting ICWE
since its inception and has contributed greatly to making it the flagship conference for
web engineering.

Previous editions of ICWE took place in Biarritz, France (2021) [virtually], Helsinki,
Finland (2020) [virtually], Daejeon, South Korea (2019), Cáceres, Spain (2018), Rome,
Italy (2017), Lugano, Switzerland (2016),Rotterdam,TheNetherlands (2015), Toulouse,
France (2014), Aalborg, Denmark (2013), Berlin, Germany (2012), Paphos, Cyprus
(2011), Vienna, Austria (2010), San Sebastian, Spain (2009), Yorktown Heights, USA
(2008), Como, Italy (2007), Palo Alto, USA (2006), Sydney, Australia (2005), Munich,
Germany (2004), Oviedo, Spain (2003), Santa Fe, Argentina (2002), and Cáceres, Spain
(2001).

This volume contains the full research papers, short research papers, posters, demon-
strations, PhD symposium papers, and tutorials of the 22nd International Conference on
Web Engineering (ICWE 2022), held during July 5–8, 2022, in Bari, Italy.

ICWE 2022 focused on seven main research themes, namely, web big data and web
data analytics, web application modeling and engineering, web security and privacy,
web mining and knowledge extraction, recommender systems based on web technology,
social web applications, and web user interfaces.

The ICWE2022 edition received 81 submissions, out of which the ProgramCommit-
tee selected 23 full research papers (28% acceptance rate among papers submitted to the
research track) and five short research papers (35% acceptance rate among papers sub-
mitted to the research track). Additionally, the Program Committee accepted six demon-
strations and posters, and seven contributions to the PhD symposium.Also acceptedwere
five tutorials: (1) Web Engineering with Human-in-the-Loop; (2) A Guide for Quantum
Web Services Deployment; (3) SPARQL Endpoints and Web API (SWApi); (4) About
Lightweight Code Generation; and (5) A for Advanced: Becoming An Aspect-Oriented
Software Developer In A Day, along with three workshops: the 2nd International Work-
shoponBigdata drivenEdgeCloudServices (BEC2022); the 1st InternationalWorkshop
on the Semantic WEb of EveryThing (SWEET 2022); the 1st International Workshop
on Web Applications for Life Sciences (WALS 2022).

The comprehensive program would not have been possible without the support of
the many people that contributed to the successful organization of this event. We would
like to thank all the chairs for their dedication and hard work, and the keynote speakers
for enriching our program. Tommaso Di Noia wishes to warmly thank Carmelo Ardito,
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In-Young Ko, and Markus Schedl for having gone beyond their duties as Proceedings
and Program Chairs and having helped him in taking care of Maria Sole.

We are grateful to Springer for making possible the publication of this volume. Last
but not least, we thank the reviewers for their hard work that allowed us to select the best
papers to be presented at ICWE 2022, the authors that sent their work to ICWE 2022,
and all the participants that contributed to the success of this conference.

July 2022 Tommaso Di Noia
In-Young Ko

Markus Schedl
Carmelo Ardito
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MARF: User-Item Mutual Aware
Representation with Feedback

Qinqin Wang(B), Khalil Muhammad, Diarmuid O’ Reilly-Morgan,
Barry Smyth, Elias Tragos, Aonghus Lawlor, Neil Hurley, and Ruihai Dong

Insight Centre for Data Analytics, University College Dublin, Dublin, Ireland
{qinqin.wang,khalil.muhammad,diarmuid.oreillymorgan,barry.smyth,

elias.tragos,aonghus.lawlor,neil.hurley,ruihai.dong}@insight-centre.org

Abstract. As deep learning (DL) technologies have developed rapidly,
many new techniques have become available for recommender systems.
Yet, there is very little research addressing how users’ feedback for par-
ticular items (such as ratings) can affect recommendations. This feed-
back can assist in building more fine-grained user profiles, as not all raw
clicks will truly reflect a user’s preference. The challenge of encoding such
records, which are typically prohibitively long, also prevents research
from considering using the whole click history to learn representations.
To address these challenges, we propose MARF, a novel model for click
prediction. Specifically, we construct fine-grained user representations
(by considering both the multiple items browsed, and user’s feedback
on them) and item representations (by considering browsing histories
from multiple users, and their feedback). Moreover, the flexible up-down
strategy is designed to avoid loading incomplete or overloaded historical
information by selecting representative users/items based on their feed-
back records. A comprehensive evaluation on three large scale real-world
benchmark datasets, showing that MARF significantly outperforms a
variety of state-of-the-art solutions. Furthermore, MARF model is eval-
uated through an ablation study that validates the contribution of each
component. As a final demonstration, we show how MARF can be used
for cross-domain recommendation.

Keywords: Click-through rate prediction · Deep learning · Cross
domain recommendation

1 Introduction

Predicting whether users will click on ads or items is a crucial problem in
online advertising and recommender systems, where accurate predictions drive
increased customer satisfaction and ultimately improve revenues [2,16,21,22].
Interestingly, the trend is that most recent solutions adopt deep learning tech-
niques for click prediction.

Capturing user interests and constructing user profiles is an essential rec-
ommendation task. Normally, user interests are encoded into user embeddings,
c© Springer Nature Switzerland AG 2022
T. Di Noia et al. (Eds.): ICWE 2022, LNCS 13362, pp. 3–15, 2022.
https://doi.org/10.1007/978-3-031-09917-5_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-09917-5_1&domain=pdf
https://doi.org/10.1007/978-3-031-09917-5_1
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which are randomly initialised at first and then optimised against records of user
click behaviour. This conventional approach, while simple, does not improve rec-
ommendation quality as much as more recent sophisticated methods that either
employ a sequence-based neural network with attention mechanism [5,21,22] to
capture deep user interests through their behaviour history, or Graph Neural
Networks [15,17] to generate richer user representations that capture both gen-
eral and current interests.

Scope. We are interested in recommendation models to maximise CTR where
the primary input is a dataset of implicit feedback from interactions [4] (e.g.
dwelling time, number of views), while also leveraging available user and item
metadata.

Fig. 1. Distribution of user preference cross
different genres

Problem Statement. We believe
that relying strictly on user behaviour
or click sequences from implicit feed-
back may not fully represent user
interests. Besides, people are normally
“cheated” to click an item by the
attractive title/cover of the item and
end up being dissatisfied [19]. In the
movie domain, for instance, a user
might watch several films of a partic-
ular genre but like a few of them; see
Fig 1. Some of the clicking (e.g. 98 out
of 337 drama movies) does not match
users’ favourites. So there is an oppor-
tunity to mine click histories for additional input signals that can complement
the default implicit feedback used for click prediction. Such signals could be
item ratings (explicit). For the sake of simplicity, we will henceforth refer to
such complementary signals as feedback.

In addition, much of the work in click-through rate (CTR) maximisation
focuses on enriching user profiles to improve performance. So far, there is hardly
any work that considers the whole click histories as a means of representing
items. This is probably because it is more challenging to simultaneously encode
long, dense histories for popular items and short click histories for fresh items
in the long tail. This challenge also exists when building user profiles from click
histories.

Therefore, to address these issues, we propose MARF, a new recommender
for CTR maximisation that incorporates feedback when encoding user profiles.
Through a novel flexible up-down sampling strategy, MARF is able to focus
on representative interactions that produce richer representations to improve
recommendation performance.
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Contributions. The main contributions of this paper are:

– We introduce the feedback as an important feature that captures user and
item properties from their interaction history.

– We propose MARF, a new recommender model for CTR maximisation that
leverages feedback not only to produce richer user and item representations,
but also to improve recommendation quality.

– Flexible up-down sampling strategy is proposed to choose representative users
and items so that the computational costs and the impact of the long-tail
problem are reduced.

– We conduct empirical tests to demonstrate the superiority of MARF over
state-of-the-art models across multiple public datasets. We also present an
ablation study to validate the utility of the various components in MARF.

– Finally, we show that MARF could potentially transfer knowledge across
different domains with overlapping users or items.

2 The MARF Model

Our proposed, MARF model (depicted in Fig. 2) is split into three main com-
ponents. Briefly, the modelling process starts from a set of inputs derived from
user/item metadata and interactions. These inputs are used both to learn embed-
dings for users and items and as their feedback. Each user and item embedding

Fig. 2. The overall architecture of the proposed MARF model. The flexible up-down
sampling strategy selects representative users/items with feedback to avoid loading
incomplete/overloaded historical information. Projection Layer aims at projecting two
different embedding into the same space and output the user/item representations
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is concatenated with its matching feedback embedding. Separately, the Sequence
Extraction Layer with our novel flexible up-down sampling strategy generates
fine-grained representations from both user and item sequences. Finally, the out-
puts from the sequence extraction layer are merged with the embeddings learned
from user/item side features and fed into a prediction output layer. In the rest
of this section, we will describe these components in detail.

2.1 Model Inputs and Feature Representation

Overall, we use four forms of input for MARF, each composed from several sparse
features. For any (u, i) interaction between user u and item i, we have these
inputs: UserProfile provides a list of user attributes (e.g. gender, age, occupation)
for the user u, whereas ItemProfile represents the features or metadata (e.g. color
and category) of the item i. The UserBehavior is a sequence of (iu, rui) tuples,
where iu is an item interacted with by the user u and rui is a feedback score (e.g.
rating) assigned by the user u to item i. Similarly, ItemHistory is a sequence of
(ui, riu) pairs.

2.2 Embedding for User and Item Profiles

This component of MARF maps large sparse categorical features into low dense
representations. In UserProfile, the k-th group of features such as occupation
can be represented by Pk ∈ RVk×ds , where Vk is the size of the sparse feature in
UserProfile and ds is the size of the sparse embedding. Similarly, in ItemProfile,
the j-th group of features such as genres can be represented by Qj ∈ RMj×ds ,
where Mj is the size of the sparse features in ItemProfile.

At the same time, UserBehavior can be represented by Su = [i1 : r1; . . . ; iuk
:

ruik ; . . . ; iNu
: rNu

] ∈ RNu×(di+dr), where Nu is the length of the user’s behavior
history, and iuk

is the embedding of the item that the user interacts with at
timestamp k, ruik is the feedback embedding for item i from the user u, whereas
di and dr are the sizes of the item and the rating embedding respectively. Then
we concatenate the embeddings of iuk

and ruik to construct user behavior at
timestamp k. Similar to the UserBehavior, the ItemHistory is represented by
Sv = [u1 : r1; . . . ;uk : ruki; . . . ;uNv

: rNv
] ∈ RNv×(du+dr), where Nv is the

length of the item’s history, uk is the embedding of the user, and ruki is the
feedback embedding for items i from the user u.

2.3 Flexible Up-Down Sampling

Most CTR models, including MARF, are characterised by a large number of
parameters and are easily affected by the long-tail problem—80% of the data is
comprised of information from only 20% of the users. For this reason, a large
amount of the computational cost and the user and item historical sequence are
significantly unbalanced. To tackle this problem, and improve memory consis-
tency and computational efficiency, we propose the flexible up-down sampling
strategy.
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This flexible up-down sampling strategy is applied before each training step to
reconstruct varying user and item historical sequences into a constant sequence.
For instance, consider the example user profile in Fig. 1: a user is likely to have
a propensity for certain kinds of items, thus we need not incorporate all items
seen by the user into their behavior sequence. As such, for each user behavior
sequence, we categorise items by their feedback (rating) and only sample a frac-
tion of them per category as representative items. This operation is similar to
the stratified random sampling [1] or cluster-based sample [20] that is commonly
used to obtain representative samples from a set of entities. As a result, for any
given entity (i.e. user or item) e, the size of their sequence—UserBehavior or
ItemHistory—will be reconstructed to that of a constant sequence N . The num-
ber of samples we need to sample from each category is based on the portion of
total number of interactions, such as (N × n

(c)
e )/Ne, where n

(c)
e is the number

of elements in category c and Ne is the total number of elements in the input
sequence of the entity (i.e. user or item), whereas N ∈ Z

+ is a hyper-parameter
referring to the expected sequence length for the user or item that we need to
reconstruct. It is important to note that the input sequence (user behaviour or
item history) is concatenated with its respective feedback before the flexible up-
down sampling strategy. Since different entities have different sequence lengths,
the N hyper-parameter decides whether we perform an up-sampling or a down-
sampling operation. If N ≥ Ne, we up-sample, and if N < Nu we down-sample.

Another noteworthy point is that not all users and items in datasets par-
ticipate in the training process. This is because the flexible up-down sampler
prioritises only representative users and items chosen from each category when
reconstructing user and item sequence histories. For instance, Table 1 shows the
percentage of users/items involved during the training process in three different
datasets when the constant sequence length N = 25.

2.4 The Sequence Extraction Layer

To extract user interests, we begin from a set of item sequences with corre-
sponding feedback, i.e. Su = [i1 : r1; . . . ; iuk

: ruik ; . . . ; iNu
: rNu

]. After flexible
up-down sampling to get the reconstructed sequence indicated as Sun, we pass
this input through an MLP fusion layer to project the item and the feedback
embeddings into the same space to get SEu = [e1; ...; ei; ...; eN ] ∈ RN×de , where
de is the fusion embedding size and N is the constant sequence length. Then
we sum pooling the produced embeddings, SEu, as the output for the user u’s
behavior representations SE′

u. We adopt a similar workflow to generate item
history representations SE′

v.

2.5 The Prediction Layer

In previous sections we described how MARF learns embeddings from user and
item features where a feature (e.g. genre) has multiple values (e.g. crime, fic-
tion), the embedding process (described in Sect. 2.2) learns separate embeddings
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for each feature value, and then the feature’s embeddings are computed as the
average of all the embeddings of its feature values. These transformed profile
embeddings along with those learned by the Sequence Extraction Layer are then
concatenated and fed into an MLP, with a final sigmoid function to predict the
probability of the user liking an item.

We adopt the most widely used loss function in CTR prediction, the negative
log-likelihood function defined as:

L = − 1
N

∑
(x,y)∈D(y log p(x) + (1 − y) log(1 − p(x))) (1)

where D is the training set of size N , with x as input of the network, y ∈ {0, 1}
represents if the user liked the item and p(.) is the final output of the network
representing the prediction probability that the user likes the item.

3 Experiments

In this section, we compare the performance of MARF against that of several
state-of-the-art models on three public datasets. We conduct an ablation study
to verify the efficacy of each MARF model component.

3.1 Datasets

For the purpose of availability, we select datasets containing explicit ratings as
an feedback feature. Table 2 summarises the key statistics of the datasets.

The Amazon dataset [14] contains ratings, product reviews and metadata
from Amazon, and is used as a benchmark dataset in [9]. We use a subset named
musical instrument which contains 903,330 users and 112,222 items, 1,512,530
samples and 505 categories. Due to sparsity, we adopt the k-core pruning method
[6] to filter short profiles and only keep users with at least 20 ratings. We include
item style, category, and price as features during training.

We selected ML1M and ML20M due to their familiarity to recommender
systems researchers. ML1M contains 6,040 unique users, 3,706 unique items and
1,000,209 samples. We use genre, zipcode, gender, age, and occupation as side

Table 1. Percentage of user/
item involved in training

Datasets Involved
users(%)

Involved
items(%)

Amazon
Music Instr.

98.39% 79.58%

ML1M 89.64% 89.43%

ML20M 38.16% 58.16%

Table 2. Statistics of datasets

Dataset Users Items Features Samples

Amazon
Music Instr.

903,330 112,222 510 1,512,530

ML1M 6,040 3,706 26 1,000,209

ML20M 138,493 26,744 23 20,000,263
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features. ML20M is composed of 138,493 users, 26,744 items and 20,000,263
samples. The genre attribute is used as a side feature.

The statistics of the above datasets are summarized in Table 2. For all
datasets, we train test split based on [12,16] where we randomly select 80%
of samples for training and split the rest into validation and test datasets with
equal size. We use the validation dataset for hyper parameter tuning. Each exper-
iment is repeated 5 times, and the average performance with standard deviation
is reported on the hold out test dataset. For all datasets, we treat samples with
a rating less than 3 as negative samples, taking the lower score to indicate user
dislike. Similarly, we treat ratings greater than 3 as positive samples. Samples
with a rating of 3 are treated as neutral and removed from all datasets.

3.2 Baselines

In this section, we introduce the state-of-the-art baseline models chosen for com-
parison with MARF:

– CCPM [13] uses convolutional layers to capture partial dependencies
between input features. It also turns the pooling layer into flexible p-max
pooling to deal with flexible length of input.

– NFM [10] uses a second-order interaction layer called bi-interaction and a
sum pooling layer to capture high-order feature interactions.

– Wide&Deep [2] is popular in production, and uses a wide network for cross
product features while learning feature dependencies in its deep network.

– DeepFM [8] is an enhanced version of Wide&Deep where the wide part is
replaced by a factorization machine.

– AutoInt [16] employs a self-attention mechanism to learn higher-order fea-
ture interactions.

– FiBiNet [12] learns feature importances using a Squeeze-Excitation Network
(SENET), and feature interactions using inner product and hadamard prod-
uct.

– DIN [22] uses local activation units to learn user interest representations
from click histories.

– DIEN [21] employs an interest extractor (GRU) layer to capture users’ tem-
poral interests and an interest evolving layer (attention mechanism) to cap-
ture the change in interest that is relative to the target item.

– AFN [3] propose a new framework to learn arbitrary-order cross features
adaptively from data so as to learn useful cross features from data adaptively,
and the maximum order can be delivered on the fly.

3.3 Evaluation Metrics

We use two metrics in our evaluation: AUC and Log Loss.

– AUC: is a widely accepted metric for CTR tasks. It measures the probability
that a random positive sample is ranked ahead of a random negative one [7].
A higher score denotes better performance.
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– Log loss: is widely used in machine learning for binary classification tasks.
It measures the difference between two distributions. The lower bound of log
loss is 0, which indicates that there is no difference between two distributions.
The lower value indicates better performance.

It is noteworthy that, in CTR prediction tasks, a slightly higher AUC or a lower
log loss results in a significant boost for production systems [8,18].

3.4 Hyperparameters

In all embedding layers, regardless of the evaluation dataset, the dimension of
the feedback, user ID and item ID is fixed at 200. We apply a one layer MLP for
both user and item sequence extraction layer where the size is 256. The dimen-
sion of other sparse features is 56. For ML1M datasets, the model converges
around 100 epochs, while the other datasets are run for 130 epochs.

Hyperparameter Search. We conducted a grid search on the ML1M dataset
to find the constant sequence length value N . Figure 3 shows the AUC score
and log loss on the validation split. Clearly, for ML1M, N = 25 has the highest
AUC score, and its log loss is within bounds of the lowest log loss observed
during the grid search. We keep the same constant length value for other the
two datasets. For the optimization method, we use Adam with a mini-batch size
of 1024 for both ML1M and ml20m, and 256 for amazon musical instrument
dataset. The learning rate is set to 0.0001. The DNN layers are set to 2 with the
size of the middle layer set as 256. The hidden layer activation function is ReLU
and sigmoid is used for the output. For all baseline models, we apply Adam
learning algorithm with the learning rate λ = 0.001. In the output layer of all
baselines models, we apply two layers of DNN hidden units with sizes of 256 and
128 respectively. With the AutoInt, we apply a 3 layer attention structure with
two heads for training to achieve the best results. We fine-tuning all baseline
models with sparse feature dimension at parameters [4, 6, 8, 10, 15] and report
the best results in validation set with dimension setting (after each result of the

Table 3. Performance comparison between MARF and eight baselines, showing
MARF’s superiority across three datasets.

ML1M Amazon review ML20 M

Model AUC Log loss AUC Log loss AUC Log loss

CCPM 0.8657 ± 0.002 (15) 0.4058 ± 0.0058 0.8029 ± 0.0117 (15) 0.2882 ± 0.037 0.8825 ± 0.0008 (10) 0.3491 ± 0.001

NFM 0.8843 ± 0.0008 (4) 0.3436 ± 0.0034 0.8239 ± 0.0115 (4) 0.2717 ± 0.0134 0.886 ± 0.0011 (4) 0.3481 ± 0.0038

WideDeep 0.8864 ± 0.0007 (4) 0.3339 ± 0.0023 0.8424 ± 0.0086 (8) 0.234 ± 0.0159 0.8875 ± 0.0003 (8) 0.3395 ± 0.0011

DeepFM 0.8854 ± 0.0012 (4) 0.3343 ± 0.0026 0.8297 ± 0.0083 (4) 0.312 ± 0.0343 0.8878 ± 0.0006 (4) 0.3426 ± 0.0009

DIN 0.8625 ± 0.0011 (8) 0.3343 ± 0.0017 0.8219 ± 0.0093 (8) 0.2650 ± 0.0137 0.8762 ± 0.0013 (8) 0.3432 ± 0.0003

DIEN 0.8723 ± 0.0039 (8) 0.3371 ± 0.0003 0.8135 ± 0.0086 (8) 0.3019 ± 0.0235 0.8804 ± 0.0002 (8) 0.3522 ± 0.0028

AutoInt 0.8863 ± 0.001 (4) 0.3355 ± 0.0022 0.8279 ± 0.0064 (10) 0.3051 ± 0.0327 0.8867 ± 0.0004 (10) 0.3444 ± 0.002

FiBiNet 0.8821 ± 0.0009 (10) 0.3852 ± 0.0033 0.8244 ± 0.0099 (10) 0.3486 ± 0.0205 0.8855 ± 0.0005 (10) 0.357 ± 0.0034

AFN 0.8884 ± 0.0008 (10) 0.3264 ± 0.0015 0.8206 ± 0.0049 (10) 0.1972 ± 0.0072 0.8871 ± 0.0003 (15) 0.3307 ± 0.0007

MARF (our) 0.8968± 0.0007 0.3193± 0.0005 0.8462± 0.0137 0.1682± 0.0113 0.8958± 0.0021 0.3242± 0.0003
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AUC score), are shown in Table 3. The code used for this work is available on
github.com1

3.5 Performance Comparison

Fig. 3. Grid search sequence length for
sampling

In this section, we summarize the hold-
out test performance of the selected
algorithms on the ML1M, ML20M and
Amazon datasets. For all baselines, we
use the validation dataset for hyper
parameter tuning, and report results
on the hold out test dataset. From the
results, shown in Table 3, it is clear
that MARF significantly outperforms
the baseline models on both the ML1M
and Amazon datasets. For the ML20M
dataset, all baseline models achieve
similar performance, but MARF out-
performs them marginally.

3.6 Ablation Study

Despite demonstrating strong empirical results, so far we have not isolated the
specific contribution of each component of MARF. In this section we conduct
an ablation study with the ML1M dataset. Table 4 shows the results of test-
ing different components in MARF. Firstly, we seek to evaluate the impact
of the up-down flexible sampling strategy. We only utilize each user and item
rating sequence, sorted by their timestamps to construct UserBehavior and
ItemHistory. Rather than using the whole user and item sequence profile, we
choose the latest session and a random session of each user/item profile where we
keep session length N = 25 as the input for the sequence extractor layer. Then
we put the generated representations into a 2 layer MLP after concatenation. In
Table 4, the RS indicates that the model only uses rating feature sequences as
input. Compared to using either the latest, or a random sequence, the up-down
flexible strategy outperforms the baselines significantly.

To explore the impact of the feedback feature, we choose the popular neural
collaborative filtering model [11] as a base model. It uses trained user/item
embedding pairs as the input to an MLP prediction layer, and achieves 0.8649
AUC score and 0.3589 log loss on our test set. Then we average each user/item
rating in their profile as the overall feedback feature and concatenate them with
their embedding as the MLP prediction input, and the performance improves
slightly. After changing to our proposed sequence extraction layer with up-down
flexible sample strategy to generate user and item embeddings, the performance
substantially improves. With additional side features, we get our final reported

1 https://github.com/doubleblind3372857384/MARF.

https://github.com/doubleblind3372857384/MARF


12 Q. Wang et al.

Table 4. The performance of different components in MARF

Model AUC Log loss

RS-Last Sequence 0.827 0.3924

RS-Random Sequence 0.827 0.3931

RS-up-down flexible sampling 0.8546 0.3649

Base Model 0.8649 0.3585

Base Model with Feedback 0.8694 0.3523

MARF without Side Features 0.8814 0.3379

MARF 0.8961 0.3158

results using the MARF model. We can take the following observations from the
results in Table 4:

– Flexible up-down sample strategy is necessary for MARF: we can see that
the performance drops significantly when it is replaced with the other two
methods.

– MARF’s user and item representations are superior to randomly initialized
embeddings from the NCF model.

3.7 Potential Transferability Analysis

So far, we have described MARF and demonstrated its ability to learn more
informative user and item representations. The user representations are learned
by combining user features, implicit interaction data from item and feedback
signals. Item representations are learned in a similar manner but from item
metadata, interaction histories from user, and feedback signals. These rich repre-
sentations present an opportunity to apply MARF in a transfer learning scenario
where two domain datasets have overlapping users or items. For example, com-
modities could appear in two different platforms, while the ItemHistories vary
cross different platforms. One platform has a lot of interactions on items called
luxury platform while the other has few called sparse platform. Because items in
sparse platform have less user interactions which is hard for model to generate
informative information, we use the luxury platform datasets to train MARF to
get the item representations apply on sparse platform datasets. On the user rep-
resentations, we can utilise pre-trained item embeddings from luxury platform
and user UserBehavior from sparse platform to generate user embeddings.

Table 5. The analysis of transferability of the MARIF without side features

Datasets AUC score Log loss

ML100 K 0.8585 0.3759

ML1M 0.8869 0.3159

ML1M to ML100 K 0.7934 0.4409
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Accordingly, we conduct the following experiments on ML100 K and ML1
M, which share 1,236 overlapping items—while excluding item metadata and
features—to test the transferability of the model. We use ML1M dataset to
pretrain the MARF model and then use the ML100 K dataset for evaluation.
Without training the model using the ML100 K dataset, we get an AUC score
of 0.7934 and a log loss of 0.4409 on the ML100 K test set. Table 5 shows
a comparison of the performance between the MARF models trained with and
without transferability on two datasets ML100 K, ML1M. It also demonstrates
the performance of applying pre-trained embedding from ML1M to ML100 K.
Although directly applying pre-trained embeddings from ML1M to ML100 K
compromises the performance, it is acceptable compared to the cost of re-training
the model.

4 Conclusion and Future Work

In this paper, we proposed a novel deep network method, namely MARF, to
model user and item representations. MARF not only enhances the resulting
user and item representations, but also leads to a significant improvement on the
CTR task. To that end, we designed a flexible up-down sample strategy to sample
both representative user and item sequences with feedback, while maintaining
the original distribution of user/item rating habits, and also keeps the implicit
properties of items/users in different rating categories. Using the projection layer
to project the embeddings into the same space and utilizing average sum method
to get the final representation of users and items. Their representation becomes
more informative than random initialized and easier for CTR prediction task.
Last but not least, we show a potential application to transfer learning, if cross
domain datasets have either overlapping users or items. In future work, we will
try to integrate implicit data which can reflect both user attitudes and item
properties.

Acknowledgements. This research is supported by Science Foundation Ireland
through the Insight Centre for Data Analytics.
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Abstract. Variational Autoencoder (VAE)-based collaborative filtering
(VAE-based CF) methods have shown their effectiveness in top-N rec-
ommendation. Mult-VAE is one of them that achieves state-of-the-art
performance. Multinomial likelihood and additional hyperparameter β
on the KL divergence term controlling the strength of regularization
make Mult-VAE a strong baseline. However, Mult-VAE uses non-linear
MLPs as its encoder and decoder, which will boost the performance on
the dense datasets but degrade the performance on the sparse datasets
in our experiments. While recent studies shed light on the non-linearity
for modeling the relationships between users and items, they ignore the
importance of linearity between users and items, especially on the sparse
datasets. To bridge the gap and consider both the linearity and non-
linearity user-item relationships, we design a hybrid encoder that incor-
porates both linearity and non-linearity, and use a linear decoder for
VAE-based CF, which can achieve competitive performance on both
sparse and dense datasets. Moreover, most VAE-based CF methods only
consider the relationships between users and items but ignore the rela-
tionships between items for improving the performance in collabora-
tive filtering. To overcome this limitation, we try to incorporate item-
item relationships into VAE-based CF with the help of cosine similarity
between items. Unifying these relationships into VAE-based CF forms
our proposed method, Variational Autoencoder with Multiple Relation-
ships (MRVAE) for collaborative filtering. Extensive experiments on sev-
eral dense and sparse datasets show the effectiveness of MRVAE.
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1 Introduction

Recommender Systems (RSs) are widely used in many platforms, such as e-
commerce, music apps, short videos platform and so on. RSs can help recommend
items to users according to their personalized preferences. Collaborative filtering
(CF) is an effective recommendation method for mining users’ personalized pref-
erences [15], given the implicit feedback data of user, e.g., click and purchase.
CF methods mainly use the similarity pattern (relationships) across users and
items for recommendations [10]. Recently, top-N recommendation with CF has
become prevalent in current researches [5,19].

Among the top-N recommendation CF methods, Variational Autoencoder
(VAE)-based methods, such as Mult-VAE [10], have achieved state-of-the-art
performance. Mult-VAE resembles the structure of common VAE but with some
changes: (1) additional hyperparameter β is introduced to the Kullback-Leibler
(KL) divergence term for controlling the regularization; (2) multinomial likeli-
hood is used for model training. While these changes are helpful in boosting
the recommendation performance in dense datasets, where each user has multi-
ple interactions on average, Mult-VAE achieves a poor performance in relatively
sparse datasets [4]. We attribute the performance degradation in sparse datasets
to the improper design of model structure: non-linear encoder and decoder with
neural networks. The non-linear structure makes Mult-VAE capture only the
non-linearity relationships between users and items, but ignore the linearity
relationships between users and items, which are important when the data is
sparse [11]. Recent study [13] shows that it is not wise to adopt non-linear
MLPs as the interaction function between users and items, compared with the
dot product, which indicates that the non-linear decoder used in Mult-VAE may
be burdensome and unnecessary and a linear decoder is desired.

While Mult-VAE considers only the relationships between users and items,
other relationships are lack of mining, e.g., item-item relationships. Item-
item relationships are proved significant for performance improvement in some
neighbor-based CF methods [1,15,16]. For instance, item-based CF is effective
in early rating prediction task [16]. They use the cosine similarity, the Pearson
correlation coefficient, or the ajusted cosine similarity to compute the similarity
between items. The calculated item-item similarity is used to select the most
similar items for rating prediction of the target item. We argue that such item-
item similarity can also be used in VAE-based CF to boost the recommendation
performance.

To combine the linearity and non-linearity user-item relationships, and item-
item relationships into a unified VAE-based framework, we propose a VAE-based
CF model called Variational Autoencoder with Multiple Relationships (MRVAE)
for CF. Firstly, we design a hybrid encoder that combines linear structure and
non-linear structure in parallel with self-attention. Then we simplify the non-
linear MLPs of the decoder in Mult-VAE into a linear single-layer neural network
that contains merely the weight and bias. Finally, we use the cosine similarity
to calculate the item-item similarity and select the top-M most similar items of
each interacted item for model training. To the best of our knowledge, MRVAE
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is the first VAE-based CF that considers these three relationships at a unified
model.

To sum up, the main contributions of this paper are summarized as follows:

– We propose a model termed MRVAE to incorporate the linearity and non-
linearity user-item relationships, and item-item relationships in a unified
model.

– We design an asymmetric model structure, including a hybrid encoder and a
linear decoder.

– We try to incorporate item-item relationships into MRVAE through calcu-
lating the item-item similarity with the cosine similarity, and selecting the
top-M most similar items of each interacted item for model training.

– We perform extensive experiments to show the effectiveness of MRVAE, com-
pared to other variants of VAE-based CF methods and other state-of-the-art
recommendation methods.

2 Preliminary

In this section, we will first introduce the notations used in this paper. Then,
the problem definition is presented. Finally, the basics of Mult-VAE will be
introduced.

2.1 Notations

Notations used in this paper are summarized in Table 1. We will use bold lower-
case letter to denote the vector, and bold upper-case letter to denote the matrix
by default. Further notations will be introduced when necessary in the later
section.

2.2 Problem Definition

We consider the implicit feedback setting as in many other literatures for top-N
recommendation. Our problem of top-N recommendation can be formulated as
follows: given a user u ∈ U and u’s interacted items, denoted by Nu, the goal is to
design a personalized recommendation method that can recommend the top-N
items user u most probably prefers among items user u has not interacted with,
i.e., I\Nu. For the binary matrix X ∈ R

|U|×|I|, a positive value (i.e., 1) of its
entry indicates that there is an interaction between the user and the item, while
a value 0 indicates the opposite.

2.3 Basics of Mult-VAE

Model Description. Mult-VAE is originally a generative model, which models
the generative process of user’s interaction data. As a latent factor model, Mult-
VAE assumes that the user’s interaction data is generated from a latent variable.
Figure 1 shows the graphical model of Mult-VAE. Taking user u as an example,
the generative process of u’s interaction data can be described as follows:
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Table 1. Notations.

Symbols Explanation

U The set of users

I The set of items

X User-item interaction matrix, a sparse binary matrix

xu Interaction vector of user u, xu ∈ R
|I|

zu Latent vector of user u

Fig. 1. Graphical model of Mult-VAE [10]. The shaded nodes are observed variables
while the transparent nodes are latent.

(1) The model samples a latent representation of user u, zu, from a Gaussian
prior;

(2) A non-linear function fθ (·) (usually MLPs), with zu as input, is used to
produce a probability πu over |I| items;

(3) The user u’s interaction vector, xu, is drawn from the multinomial distribu-
tion parameterized by πu.

Specifically, the generative process xu can be formulated as follows:

zu ∼ N (0, I), πu = softmax(fθ (zu)), xu ∼ Mult(nu,πu). (1)

nu denotes the number of interacted items of user u. Mult(nu,πu) represents the
multinomial distribution parameterized by nu and πu. The multinomial likeli-
hood for user u is:

log pθ (xu | zu) c=
∑

i

xui log πui. (2)

xui and πui are the i’s element in xu and πu, respectively.

Variational Inference. According to the Variational Inference [6], Mult-VAE
introduces a variational distribution qφ(zu | xu) with parameter φ to help learn
the model parameters θ in Eq. (1). Specifically, qφ(zu | xu) is used to approxi-
mate the intractable posterior distribution pθ (zu | xu), and the Evidence Lower
BOund (ELBO) can be derived as follows:

L(θ,φ;xu) = Eqφ (zu|xu)[log pθ (xu | zu)] − β · DKL(qφ(zu | xu)‖pθ (zu)), (3)
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where log pθ (xu | zu) refers to the negative reconstruction error, DKL(·‖·) refers
to the KL divergence between two distributions, pθ (zu) refers to the prior distri-
bution, and β is introduced to control the strength of the regularization, i.e., the
KL divergence term DKL(qφ(zu | xu)‖pθ (zu)). To calculate Eq. (3) analytically,
we need to calculate DKL(qφ(zu | xu)‖pθ (zu)) and Eqφ (zu|xu)[log pθ (xu | zu)],
respectively. When the prior pθ (zu) is a standard Gaussian distribution, the
KL divergence term DKL(qφ(zu | xu)‖pθ (zu)) can be calculated analytically.
Eqφ (zu|xu)[log pθ (xu | zu)] can be calculated with Eq. (2). However, zu needs
to be sampled from the variational distribution qφ(zu | xu) and the sampling
process is non-differentiable, which blocks the backpropagation with gradient
descent. To solve the problem, the reparameterization trick [9,14] is introduced:
zu = μφ(xu)+ε�Σφ(xu). μφ(xu) and Σφ(xu) together are the encoder of VAE,
implemented by non-linear MLPs. They produce the mean vector and variance
vector (diagonal elements of the covariance matrix) of qφ(zu | xu). ε is sampled
from standard Gaussian N (0 | I). The reparameterization trick samples zu in a
novel way and the gradient with respect to φ can be taken since ε is not required
to be optimized. So far, stochastic gradient descent can be applied to Eq. (3)
to learn model parameters φ and θ. After the parameters φ and θ are learned,
given a user interaction vector xu, we can reconstruct it with Mult-VAE, and
items in I\Nu with the top-N highest scores are recommended to the user.

3 MRVAE

In this section, we will firstly introduce the hybrid encoder and linear decoder.
We then detail how to incorporate item-item relationships into our model.

3.1 Hybrid Encoder and Linear Decoder

While Mult-VAE uses a non-linear encoder and a non-linear decoder that con-
sider the non-linearity between users and items, we instead design a model struc-
ture that considers both the linearity and non-linearity relationships between
users and items, so that our model can adapt to both sparse and dense datasets.

As mentioned in Sect. 2.3, the encoder of Mult-VAE consists of a mean net-
work and a variance network that output the mean and the diagonal elements of
the covariance matrix of the variational distribution, respectively. In MRVAE,
we use a single-layer neural network to serve as the variance network:

log Σφ(xu) = WT
Σxu + bΣ . (4)

WΣ ∈ R
|I|×K and bΣ ∈ R

K are weight and bias of the variance network, where
K is the latent dimension.

The mean network consists of two parallel networks, i.e., the linear network
and the non-linear network. The linear network has the same structure as the
variance network, described as follows:

μl
φ(xu) = Wl

μ

T
xu + bl

μ. (5)
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Fig. 2. The model structure of MRVAE. Inside the dotted rectangle is the backbone of
MRVAE that incorporates the linearity and non-linearity user-item relationships. The
‘item-item’ module introduces item-item relationships.

Wl
μ ∈ R

|I|×K and bl
μ ∈ R

K are weight and bias of the linear network. The
non-linear network is a two-layer MLPs with one hidden layer and the network
structure is: |I| → Kh → K, where Kh denotes the hidden dimension of the
hidden layer, described as follows:

μn
φ(xu) = Wn2

μ
T (σ(Wn1

μ
Txu + bn1

μ )) + bn2
μ . (6)

Wn2
μ ∈ R

Kh×K and Wn1
μ ∈ R

|I|×Kh refer to the weights of the non-linear
network, bn2

μ ∈ R
K and bn1

μ ∈ R
Kh are the biases. σ refers to the non-linear

activation function, e.g., tanh. To combine the linear network and the non-linear
network into a unified mean network, we resort to the self-attention mechanism.
Specifically, the final mean vector of user u is obtained by the weighted sum of
μl

φ(xu) ∈ R
K and μn

φ(xu) ∈ R
K :

μu = αl · μl
φ(xu) + αn · μn

φ(xu), (7)

where αl and αn can be calculated as follows:

αl =
exp(γl)

exp(γl) + exp(γn)
,

αn =
exp(γn)

exp(γl) + exp(γn)
.

(8)

According to the self-attention mechanism, γl and γn are expressed as follows:

γl = qT tanh(Wattμ
l
φ(xu) + batt),

γn = qT tanh(Wattμ
n
φ(xu) + batt).

(9)

qT ∈ R
K×1 is a learnable global query vector for self-attention. Watt ∈ R

K×K

and batt ∈ R
K are weight and bias of the self-attention network, respectively.
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After obtaining the mean vector and the variance vector, we can adopt repa-
rameterization trick to calculate zu. Then zu is fed into a linear decoder, which
can be expressed as follows:

fθ (zu) = WT
θ zu + bθ . (10)

Wθ ∈ R
K×|I| and bθ ∈ R

|I| are the weight and bias of the decoder, respectively.
The decoder is a simple single-layer MLP and is equivalent to dot product with
an additional bias.

The model structure of MRVAE is not a symmetric one as in Mult-VAE.
Instead, we incorporate linearity user-item relationships in both the encoder
and the decoder, and incorporate non-linearity user-item relationships in the
encoder only. In the experiments, we show that such a model structure can
achieve superior performance. Figure 2 shows the model structure of MRVAE.

3.2 Incorporating Item-Item Relationships

In this subsection, we detail the process of incorporating the item-item relation-
ships into our model.

Some early works [16] use cosine similarity to calculate the item-item similar-
ity between the target item and the rated items by the user for rating prediction.
To predict the rating of a target item of the user, the ratings of the rated items
of the user and their similarities are combined through weighted sum. However,
in MRVAE, which is a latent factor model for top-N recommendation, we take a
different strategy: we select the top-M most similar items to each interacted item
of the user to help model training. During training, for each interacted item of
the user, the selected top-M most similar items together with their similarities
to the interacted item are used to more accurately reconstruct the preference
score of each interacted item. To clearly show our strategy, we adapt Eq. (2) to
our strategy as follows:

log pθ (xu | zu) c=
∑

i

xui

⎛

⎝log πui + η
∑

j∈Ni

sij log πuj

⎞

⎠ . (11)

η is a hyperparameter used to control the strength of item-item relationships
and sij denotes the cosine similarity between item i and item j. Specifically, sij

is expressed as follows:

sij =
X∗,i · X∗,j

|X∗,i| · |X∗,j | , (12)

where X∗,i and X∗,j denote the interaction vectors of item i and item j, respec-
tively.

3.3 Discussion

Firstly, the linearity user-item relationships are reflected by both the encoder and
the decoder, especially by the decoder since the decoder directly reconstructs the
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user’s interaction vector. If we regard the weights Wθ as the item embeddings
with each column representing an item’s embedding, the decoder is equivalent
to the dot product between the user embedding and item embedding, with an
additional bias term. This is in line with the finding in [13] that dot product
is a better approximation of the interaction function. As for the encoder, we
integrate the linear structure and the non-linear structure to let the model itself
learn when to focus on the linearity relationships more and when to concentrate
more on the non-linearity relationships, between users and items.

Secondly, while the design of encoder and decoder considers the linearity and
non-linearity user-item relationships, we incorporate item-item relationships by
means of the multinomial likelihood. The top-M most similar items measured by
cosine similarity of each interacted item of the user can provide more information
about the preferences of the user, thus can filter out the less preferred items and
give more attention to the preferred items. In the experiments, we empirically
choose a small value for M because a larger M will introduce some ‘negative’
items that the user dislikes.

4 Experiments

In this section, we empirically evaluate our method on four datasets in Top-N
recommendation task. We firstly show the experimental settings, followed by the
performance comparison of MRVAE with other competing methods. Ablation
study and hyperparameter analysis are also conducted.

4.1 Experimental Settings

Datasets and Evaluation Metrics. We use four public datasets that are
commonly used in the CF methods for implicit feedback: ML-1M [2], Yelp20181,
Amazon-Book and Video-Games. ML-1M, which contains one million explicit
ratings, is one of the version of MovieLens datasets2. We binarize the explicit
ratings by regarding ratings of four or higher as implicit feedback. Yelp2018 is
adopted from the 2018 edition of the Yelp challenge, where the local businesses
are viewed as items [19]. Amazon-Book and Video-Games are collected from
the Amazon-review datasets [3]. Yelp2018 and Video-Games are sparse datasets
since they have a small average number of user’s interactions, while Amazon-
Book and Ml-1M are relatively dense datasets. Table 2 shows the statistics of
the datasets. For each user, 80% of the interactions are used for training and
the remaining 20% of interactions are used for testing. From the training set, we
can select 10% of interactions as validation set to tune hyperparameters. We use
recall@20 and ndcg@20 computed by the all-rank protocol, i.e., all items that
are not interacted by a user are candidates, as the evaluation metrics.

1 https://www.yelp.com/dataset.
2 http://grouplens.org/datasets/movielens/1m/.

https://www.yelp.com/dataset
http://grouplens.org/datasets/movielens/1m/
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Table 2. Statistics of the experimented datasets.

Dataset #Users #Items #Int. Avg. #Int. per user Density

ML-1M 6, 027 3, 525 574, 155 95 0.02703

Yelp2018 31, 668 38, 048 1, 561, 406 49 0.00130

Amazon-Book 52, 643 91, 599 2, 984, 108 57 0.00062

Video-Games 24, 072 10, 622 174, 989 7 0.00068

Baseline Methods. Since MRVAE is a VAE-based CF method, we com-
pare MRVAE with several VAE-based CF variants. Moreover, we also compare
MRVAE with matrix factorization and graph-based CF methods. We choose the
MF-BPR [12] as the representative of matrix factorization method and Light-
GCN [4] as the representative of the graph-based CF method. We also addition-
ally include a popularity-based, non-personalized method ItemPop. They are
introduced as follows:

– ItemPop This is a non-personalized recommendation method that recom-
mends items based on how many users have interacted with the item.

– MF-BPR [12] This is a matrix factorization method that resorts to the
Bayesian personalized ranking loss for model learning.

– LightGCN [4] This is a state-of-the-art graph convolutional network (GCN)-
based CF method. It is the lighter version of NGCF [19]. By propagating the
embeddings of users and items on the user-item bipartite graph through graph
convolution, multiple relationships are implicitly captured in LightGCN.

– Mult-VAE [10] This is the base model of our proposed method. It uses non-
linear encoder and decoder. Only user-item relationships are considered in
Mult-VAE.

– EVCF [7] This is an enhancing VAE model for CF. It adopts flexible prior
and gating mechanism, to enhance the Gaussian prior and encoder in the
original Mult-VAE, respectively.

– RecVAE [17] This is an improved model of Mult-VAE. It adds multiple
novelties to Mult-VAE and improves the recommendation performance sig-
nificantly compared with Mult-VAE.

– BiVAE [18] This is a VAE-based CF method that uses two encoders to encode
user and item interaction vectors, respectively, and uses a simple decoder to
reconstruct the user interaction vectors for recommendations.

Hyperparameter Settings. For fair comparison, the embedding size or latent
dimension of MRVAE and all the latent factor models of the competing methods
are set to 64. For the VAE-based variants, we set the hidden dimension to 128
if a hidden layer exists. We tune the number of hidden layers among [0, 1, 2],
except for RecVAE that has a complicated encoder. For example, we adopt the
model architecture: 128 → 64 → 128, for Mult-VAE. All the models are trained
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with Adam [8]. The learning rates of all the methods are tuned among [1e-3, 5e-
4, 1e-4]. The number of graph convolution layers of LightGCN is tuned among
[2, 3, 4]. For MRVAE, we use MLPs with structure 64 → 64 for the non-linear
mean network to make MRVAE be in the same magnitude of parameters as
Mult-VAE. For simplicity, we set β to 0.8 without KL annealing for MRVAE.
The hyperparameter η is tuned among 0–100 and M is tuned among 5–100.

4.2 Performance Comparison

The experiment results of MRVAE and all other competing methods are shown
in Table 3. The results show that MRVAE surpasses all the competing meth-
ods in terms of the two evaluation metrics, on sparse and relatively dense
datasets. Firstly, MRVAE outperforms the traditional methods ItemPop and
MF-BPR. Secondly, MRVAE outperforms VAE-based variants, in particular,
by a large margin over Mult-VAE on four datasets (31.98% on recall@20 and
35.01% on ndcg@20, on average). EVCF, RecVAE and BiVAE achieve a better
performance than Mult-VAE, but by a relatively smaller margin, compared with
MRVAE’s performance, which indicates the significance of mining more relation-
ships among different entities in CF. Thirdly, MRVAE outperforms the strong
baseline LightGCN on four datasets, which shows that MRVAE can capture
more important relationships for recommendations.

4.3 Ablation Study

We conduct some experiments on the experimented datasets to justify the effec-
tiveness of the components of MRVAE, which include the hybrid encoder, the
integration of the linearity and non-linearity user-item relationships, the incorpo-
ration of item-item relationships. Five variants of MRVAE are considered, specif-
ically, variant (i) is generated by removing the linear mean network; variant (ii)

Table 3. The comparison of over performance of MRVAE and competing methods. The
best results are highlighted in bold. The second best ones are underlined. “%Improve”
denotes the performance improvement of MRVAE over Mult-VAE.

Dataset ML-1M Yelp2018 Amazon-Book Video-Games

Method Recall ndcg Recall ndcg Recall ndcg Recall ndcg

ItemPop 0.0196 0.0219 0.0125 0.0101 0.0051 0.0044 0.0403 0.0188

MF-BPR 0.0588 0.0527 0.0485 0.0392 0.0351 0.0267 0.1120 0.0492

LightGCN 0.0571 0.0528 0.0649 0.0530 0.0411 0.0315 0.1362 0.0596

Mult-VAE 0.0553 0.0532 0.0577 0.0465 0.0387 0.0297 0.1193 0.0516

EVCF 0.0564 0.0492 0.0586 0.0472 0.0403 0.0312 0.1352 0.0584

RecVAE 0.0575 0.0526 0.0557 0.0462 0.0424 0.0332 0.1271 0.0561

BiVAE 0.0445 0.0432 0.0621 0.0504 0.0401 0.0313 0.1290 0.0574

MRVAE 0.0595 0.0553 0.0704 0.0580 0.0644 0.0527 0.1526 0.0691

%Improve 7.59% 3.95% 22.01% 24.73% 66.41% 77.44% 27.91% 33.91%
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Table 4. Experiment results of ablation study. Variant (i) denotes MRVAE with non-
linear encoder and linear decoder; Variant (ii) denotes MRVAE with linear encoder and
linear decoder; Variant (iii) denotes MRVAE with non-linear encoder and non-linear
decoder; Variant (iv) denotes MRVAE without incorporating item-item relationships.
Variant (v) denotes MRVAE with self-attention in the hybrid encoder replaced by
average pooling. See the text for more details.

Dataset ML-1M Yelp2018 Amazon-Book Video-Games

Variants Recall ndcg Recall ndcg Recall ndcg Recall ndcg

MRVAE 0.0595 0.0553 0.0704 0.0580 0.0644 0.0527 0.1526 0.0691

Variant (i) 0.0573 0.0532 0.0692 0.0573 0.0626 0.0508 0.1473 0.0665

Variant (ii) 0.0535 0.0525 0.0698 0.0580 0.0619 0.0503 0.1445 0.0659

Variant (iii) 0.0575 0.0521 0.0619 0.0496 0.0617 0.0509 0.1351 0.0589

Variant (iv) 0.0594 0.0549 0.0692 0.0571 0.0492 0.0379 0.1516 0.0681

Variant (v) 0.0581 0.0551 0.0691 0.0573 0.0638 0.0520 0.1481 0.0672

is generated by removing the non-linear mean network; variant (iii) is generated
by removing the linear mean network and transforming the linear decoder into
a non-linear decoder with network structure: 64 → 128 → |I|; variant (iv) is
generated by removing the item-item relationships; variant (v) is generated by
replacing self-attention in the hybrid encoder with average pooling. Variant (i)
verifies the hybrid encoder of MRVAE, variant (ii) and variant (iii) verify the
importance of integrating the linearity and non-linearity user-item relationships.
Variant (iv) verifies the effectiveness of item-item relationships. Variant (v) ver-
ifies the effectiveness of self-attention in the hybrid encoder. Experiment results
are shown in Table 4.

We have the following observations: (1) MRVAE outperforms all the variants
on four datasets, which indicates the necessity of fusing the linearity and non-
linearity user-item relationships, and item-item relationships; (2) the outperfor-
mance of MRVAE over variant (i) and variant (v) verifies the effectiveness of the
proposed hybrid encoder and the self-attention used in it; (3) in most cases, variant
(i) achieves better performance than variant (ii) and (iii), verifying our idea of inte-
grating the linearity and non-linearity user-item relationships; (4) the importances
of item-item relationships on different datasets vary, specifically, item-item rela-
tionships play an important role in Amazon-Book dataset but contribute less to
the performance improvement on other three datasets, by comparing MRVAE with
variant (iv); (5) comparing variant (ii) and variant (iii) shows that linearity user-
item relationships contribute more to the superiority of MRVAE on Yelp2018 and
Video-Games (sparse user interactions), but non-linearity user-item relationships
play a more important role on ML-1M and Amazon-Books (relatively dense user
interactions), which corresponds to the average number of interactions of users in
Table 2, i.e., datasetwith relatively dense user interactions favors non-linearity and
dataset with sparse user interactions favors linearity. We argue that dense dataset
with more ID features needs more powerful non-linear networks to learn while the
sparse dataset is the opposite.
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Fig. 3. The impact of M on the performance on Yelp2018 (left) and Video-Games
(right).

Fig. 4. The impact of η on the performance on four datasets. From left to right and
from top to bottom: ML-1M, Yelp2018, Amazon-Book and Video-Games.

4.4 Hyperparameter Analysis

In this subsection, we conduct experiments to explore the impact of the hyper-
parameters M and η on the recommendation performance in terms of recall@20
and ndcg@20.

Impact of M . Figure 3 shows the experiment results of MRVAE with different
M on Yelp2018 and Video-Games. We set M among [5, 10, 20, 40, 80, 100]. Usu-
ally, a small M can achieve the best performance, since a larger M will introduce
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some irrelevant item-item relationships which will hurt the performance instead,
e.g., we set M to 10 for Yelp2018 and Video-Games. Similar observations can
be found on ML-1M and Amazon-Book. Specifically, we set M to 5 for ML-1M
and Amazon-Book and omit their illustrations due to the page limit.

Impact of η. Figure 4 shows the experiment results on four datasets. The scales
of η on different datasets vary. On ML-1M, Yelp2018 and Video-Games, a small
value of η can achieve the best performance and a large η will degrade the
performance, especially on the ML-1M dataset. On the contrary, a relatively
larger value of η is favored on Amazon-Book. Specifically, the best η on ML-1M,
Yelp2018, Amazon-Book and Video-Games are 0.02, 0.08, 60 and 0.1, respec-
tively. These show that the contributions of item-item relationships to the per-
formance on different datasets vary. We conjecture that the linearity and non-
linearity user-item relationships are more important than item-item relationships
in ML-1M, Yelp2018 and Video-Games, for boosting the performance. Increas-
ing the influence of item-item relationships will instead make the linearity and
non-linearity user-item relationships fade away on these three datasets. While we
get the opposite conclusion on Amazon-Book, in which item-item relationships
dominate.

5 Related Works

5.1 VAE-Based CF Methods

In this subsection, we present some relevant VAE-based CF methods that make
top-N recommendation under the implicit feedback setting [7,10,17,18]. Mult-
VAE is the pioneer work that extends VAE to CF for implicit feedback. The
multinomial likelihood and hyperparameter β on the KL divergence term are
two novel contributions of Mult-VAE, which are adopted by later VAE-based CF
methods [17], including our proposed MRVAE. The work proposed by [7] uses
a more flexible prior to replace the original standard Gaussian distribution, and
uses gated linear units to deepen the neural networks of encoder and decoder.
RecVAE [17] proposes several novelties for improving Mult-VAE, including a
sophisticated encoder, a novel composite prior distribution, a new approach to
setting the hyperparameter β and a novel approach for training the model. Note
that RecVAE also proposes to use a linear encoder, but it does not consider the
linearity in the encoder and does not incorporate item-item relationships into the
model, compared with MRVAE. In [18], the authors propose to use two encoders,
user- and item-based, parameterized by neural networks and the decoder can
take any differentiable function, e.g., inner product. While two encoders are
used, they do not consider the combination of the linearity and non-linearity
user-item relationships as MRVAE. Our proposed MRVAE differs from these
VAE-based CF methods in that we focus on mining more relationships across
users and items, to further improve the recommendation performance.
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5.2 Other CF Methods

Latent factor models still dominate the CF methods family [4,11,12,19]. They
can roughly divided into the matrix factorization (MF) models [11,12] and mod-
els with more powerful encoder, e.g., graph-based CF methods [4,19]. MF models
project the user/item IDs into embeddings, then use dot product to calculate
the preference score on item for user. Point-wise loss [11] or pair-wise loss [12]
are widely used in these methods. While MF models only consider the pattern
between users and items, graph-based CF methods implicitly incorporate the
user-user, item-item and user-item relationships into the model, by conducting
multi-layer graph convolution on the user-item bipartite graph [4,19]. Though
multiple types of relationships are considered in the graph-based CF methods,
some relationships between entities may be harmful for model learning since
these relationships are incorporated in an implicit manner, without carefully
distinguishing the helpful ones from all the relationships. Instead, our proposed
MRVAE explicitly incorporates the linearity and non-linearity user-item relation-
ships, and item-item relationships. Especially for item-item relationships, we use
cosine similarity to measure the relative importance of item-item relationships
and selectively incorporate them to the model.

6 Conclusion

In this paper, we propose a model called MRVAE, aiming at incorporating more
relationships between entities (i.e., users or items), to boost the top-N recom-
mendation performance. Firstly, we carefully design a hybrid encoder and a lin-
ear decoder as a backbone of our model, in which the linearity and non-linearity
user-item relationships are considered. Secondly, we selectively incorporate item-
item relationships into the models further through adding additional term to
the multinomial likelihood. We use cosine similarity to calculate the similarity
between items. Extensive experiments demonstrate the effectiveness of MRVAE,
compared to other SOTAs. Future work could be exploring other similarity mea-
sures between items and attempting to incorporate user-user relationships into
the VAE-based CF methods. Mining more accurate relationships by incorporat-
ing side information into MRVAE can also be a possible direction in the future.
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Abstract. Predicting users’ actions based on anonymous sessions is a
challenging problem due to the uncertainty of user behavior and limited
information. Recent advances in graph neural networks (GNN) have led
to a promising approach for addressing this problem. However, existing
methods have three major issues. First, they are incapable of modeling
the transitions between inconsecutive items. Second, they are infeasi-
ble for learning the cross-feature interactions when learning the item
relationships. Third, very few models can adapt to the improvement of
embedding quality to help improve recommendation performance. There-
fore, to address these issues, we propose a novel model named Multilevel
Feature Interactions Learning (MFIL) that effectively learns item and
session representation using GNN. By leveraging item side information,
e.g., brands and categories, MFIL can model transitions between incon-
secutive items in the session graph (session-level). We further design
hierarchical structures to learn the feature interactions, which is effec-
tive to estimate the importance weights of different neighboring items in
the global graph (global-level). In addition, an effective learning strategy
is employed to enhance MFIL’s capability, and it performs better than
the classic regularization methods. Extensive experiments conducted on
real-world datasets demonstrate that MFIL, significantly outperforms
existing state-of-the-art graph-based methods.

Keywords: Graph neural networks · Recommender systems ·
Session-based recommendation

1 Introduction

The recommender systems play a crucial role in helping users target their inter-
ests. Conventional recommendation approaches usually rely on clicks feedback
and may perform poorly in real-world scenarios. Consequently, session-based
recommendation has attracted considerable interest recently, which predicts
the next interacting item based on users’ behaviors. Recently, the graph-based
approaches [13,30] use graph neural networks (GNN) to capture the higher-order
interaction and get the item representations. However, these methods can not
effectively address the following issues in a session-based recommendation.
c© Springer Nature Switzerland AG 2022
T. Di Noia et al. (Eds.): ICWE 2022, LNCS 13362, pp. 31–46, 2022.
https://doi.org/10.1007/978-3-031-09917-5_3
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The first issue is the insufficient modeling of item transitions in the session.
Previous works are based only on the pairwise item-transitions [22,23,31], and
do not fully model the transitions between inconsecutive items. The idea of these
works is to calculate how consecutive items communicate with each other. Some
recent attempts have employed multilayer structures [9,17], but they only use
the direct connections between consecutive items. Hence, there is a need for more
effective exploration to learn the transitions of inconsecutive items.

Second, current recommendation methods ignore feature interactions, and
this may affect recommendation performance in two aspects: 1) these methods
may not be expressive enough to capture complex patterns of feature interac-
tions. For example, the element-wise product [11,14,16] and nonlinear transfor-
mation [20,24] operations lack the ability of learning feature interactions [5]; 2)
these models do not make full use of co-occurrence information [15,26]. Thus,
exploring more effective structures and using the co-occurrence information when
learning the feature interactions will be helpful.

The third is that they fail to adapt themselves to the embedding quality
improvement, which may limit the further optimization of weight parameters and
decrease model-learning capability. In the literature, some methods [8] have pro-
posed employing regularization techniques (e.g., learning rate decay and dropout)
to enhance performance. However, these strategies prevent the further improve-
ment of model performance when embedding quality is improved to a certain
extent. Hence, a more effective learning strategy to enhance the model’s learning
capability rather than merely prevent overfitting is required.

The main contributions of this work are summarized as follows:

• We leverage side information (e.g., brands or categories, as we mentioned in
the Abstract) to learn the transitions of items within a session graph. An
adjacent matrix is constructed, and it is capable of propagating information
between relevant items, even if they are inconsecutive.

• We propose a hierarchical graph model to learn feature interactions and use
the co-occurrence information, which can estimate the importance weights of
different items in the global graph.

• A more effective learning strategy is employed, which can adapt the model to
the improvement of embedding by adjusting internal structures, and performs
better than the classical regularization methods, e.g., learning rate decay.

• Extensive experiments show that MFIL achieves significant improvements
over state-of-the-art graph-based baseline models.

2 Related Work

2.1 Graph Neural Networks (GNN)

The most critical aspect of the aforementioned methods is the network structures
because it directly decides the recommendation performance [31]. So, we mainly
introduce the GNN techniques here. Among various GNN architectures [21],
gated GNN (GGNN), graph attention network (GAT), and graph convolutional
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network (GCN) are widely used. GGNN-based methods [8,9,25] adopt long short-
term memory (LSTM) in the update step. GAT-based methods [10,16] update
the vector of node by a weighted summation of its neighboring items. GCN-based
methods [6,28] generally aggregate feature information using convolutional neural
networks. The other methods [7,15,31] usually adopt mean/pooling for aggrega-
tion and concatenation/nonlinear transformation for update. Different from these
works, we employ hierarchical structures for information propagation, which effec-
tively estimate the importance weights between items.

2.2 GNN for Session-Based Recommendation

The use of GNN techniques in session-based recommender systems is attracting
increasing attention recently. The core idea of these works is to capture transition
patterns in sessions. For example, SR-GNN [22] considers the transitions between
items, and combines long-term preferences with current interests. FGNN [10]
captures item transitions and employs the readout function to learn the session
embedding. DGTN [31] and GCE-GNN [16] model item transitions in not only
the current session and but also the neighboring sessions. TAGNN [25] designs
a target-aware attention module to learn interest representations with different
target items. MA-GNN [7] integrates the static, dynamic, and long-term user
preferences with item co-occurrence patterns. Compared to previous works that
construct the session graph using edges between two consecutive items, we propose
building a graph with side information and capture transition patterns between
inconsecutive items.

2.3 Regularization Techniques

Regularization techniques have been investigated extensively because of their
capability to avoid overfitting; a widely used approach is lp regularization [10].
Moreover, item sharing, dropout, layer normalization [4], gradient clipping, max
norm regularization [19], and the learning rate decay [16] are effective in prac-
tice. Many new regularization techniques have been developed recently. Stochas-
tic shared embedding [18,19], stochastically replaces embeddings with another
embedding with some pre-defined probability. A graph-based regularization app-
roach that serves as a counterpart of the l2 regularization has been proposed
in [29]. In addition, a regularization-based approach that optimizes for robust-
ness on rule-based (a set of expert-defined categorical rules) input perturbations
has been proposed in [1]. In this paper, we apply a more effective learning strat-
egy to enhance MFIL’s capability instead of simply using classic regularization
techniques, such as learning rate decay and dropout.

3 Methodology

3.1 Problem Definition

Let V = {v1, v2, ..., vm} be the item set, where m denotes the number of items.
A session is defined as an interaction list S = {vs

1, v
s
2, ..., v

s
l } in chronological
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order, where vs
i denotes the i-th item within session S, and l denotes the

length of S, and we use I = {is1, i
s
2, ..., i

s
l } to represent the corresponding side

information. The co-occurrence information of each item can be denoted as
N = {Nε(vs

1), Nε(vs
2), ..., Nε(vs

l )}, where Nε(vs
i ) represents the co-occurrence

items of vs
i in neighbor sessions. The details of Nε (·) will be described in Sub-

sect. 3.4. Formally, the task is to predict the top-N items that the user is likely
to interact with at (l + 1)-th step.

3.2 Model Overview

We illustrate MFIL in Fig. 1, which contains three main components: a session-
level item representation learning module, a global-level item representation
learning module, and a session representation learning module. The session-
level module learns item embeddings with the side information I in the session
graph, and the global-level module incorporates information from neighboring
items in the global graph based on the co-occurrence information N . The ses-
sion representation learning module generates a representation of the session by
aggregating the representations from the two learning modules.

Fig. 1. Overall framework of MFIL. At first, the global graph and neighbors of session
s1 are extracted from the given sessions simultaneously and then fed into the session
module and global module to learn item embeddings Hl and Hg. Then, they are fed
into the session represent module to assemble the representation of session s1, which
is denoted as H.

3.3 Session-Level Item Representation Learning Module

In this subsection, we introduce how to obtain the representation Hl ∈ R
L×d

of items from session-level, and different from Subsect. 3.1, we use l to rep-
resent session-level. First, we extract the latest L items in s in chronological
order, which is abbreviated as S = {vs

1, v
s
2, ..., v

s
L}. Let M ∈ R

m×d denotes the
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learnable item embedding matrix with d as the latent dimensionality. The ses-
sion S is represented as El =

{
ms

v1
,ms

v2
, ...,ms

vL

} ∈ R
L×d. We also employ the

corresponding side information I = {is1, i
s
2, ..., i

s
L} ∈ R

L.
We build the adjacent matrices to model the item transitions leveraging item

side information, as we mentioned in the first issue in the introduction. For exam-
ple, consider a session S = {v1, v2, v3, v4, v5, v4, v6} and the corresponding side
information (e.g., brands or categories) I = {i1, i2, i1, i1, i2, i1, i2}, the session
graph, and adjacent matrices are shown in Fig. 2. In the left matrix A1, for sim-
plicity, we use symbols like 1, 2, 3, and 4 to represent the self-loop, in-come,
out-come, and in-out relationships between two consecutive items [16], respec-
tively. In the right matrix A2, we set A2

ij = 1, if vi and vj belong to the same
brand or category. If we consider only the relationships in matrix A1, we will
be incapable of capturing the transitions between v1 and v3(v4), as well as v2
and v5(v6), v∗ represents the item in the sequence. With the help of different
matrices, we can learn the transitions of consecutive and inconsecutive items.

Information Propagation: We use the attention mechanism to learn the
weights of different items α ∈ R

L×L in the session graph. To model the feature
interactions, we repeat El in the first and second dimensions L times to obtain
E1

l ∈ R
(L×L)×d and E2

l ∈ R
L×(L×d), respectively, and then model the feature

interactions by concatenation operation and multilayer perception (MLP):

a1 = (E1
l × E2

l ) ||E1
l ,

a2 = LeakyReLU(a1W1 + b1)W2 + b2,

a3 = LeakyReLU(a2W3 + b3)W4 + b4,

(1)

where || denotes the vector concatenation operation, × denotes the element-
wise multiplication operation, W1 ∈ R

2d×2d, W2,W4 ∈ R
2d×d, W3 ∈ R

d×2d

and b∗ are weight matrices and biases for the two layers, a1 ∈ R
L×L×2d, a2 and

a3 ∈ R
L×L×d, only a3 will be used in subsequent stages, and it is calculated

by a1 and a2.

Fig. 2. Session graph of s and its adjacent matrices. In the left matrix (any two directly
adjacent items) A1, for simplicity, we use 1, 2, 3, and 4 to represent the self-loop, in-
come, out-come, and in-out relationship, and the matrix shows the adjacency of items
in the sequence. In the right matrix A2, A2

ij = 1 represents that vi and vj belong to
the same brand or category.
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In the following, we will use the a3 to get different α∗, and then get the final
weight matrix α ∈ R

L×L. For each relationship (e.g., in-out or ‘adjacent’, as
shown in Fig. 2) in the session graph, MFIL calculates and gets the corresponding
matrix α∗ similarly:

α∗ = a3W
α
∗ , (2)

where Wα
∗ ∈ R

d×1 and α∗ ∈ R
L×L. We use ∗ to represent the self-loop, in-

come, out-come, in-out, and ‘adjacent’ relationship, respectively, and please
note that each relationship has a corresponding weight matrix W∗ and
α∗. We only keep the items in α∗ if A1

ij=1 (when ∗ represents self-loop, etc.) or
A2

ij=1 (for the ‘adjacent’ relationship).
We stack different α∗ in the order of self-loop, in-come, out-come, in-out, and

‘adjacent’ to obtain the final weight matrix α ∈ R
L×L, we believe that the ‘adja-

cent’ relationship is more important than the others, and the in-out relationship
is different from the in-come (or out-come) relationship. The first L represents
the length of the session, and the second represents the relationships between a
specific item and other L items in the session. We use a toy example to explain
the stack operation. For vectors v1 = [1, 1, 0, 0] and v2 = [0, 2, 2, 0], if we stack
them in the order of v1 and v2, we could obtain vstack = [1, 2, 2, 0].

Information Aggregation: the representation of items in the session graph
Hl ∈ R

L×d is defined with β ∈ R
1 as follows:

Hl = β(softmax(α)El) + El. (3)

As we mentioned in the introduction, to adapt the model to the embedding
quality improvement, we will update β. When the embedding quality is improved
to a certain extent, the input El already contains explicit semantic information,
and we should focus more on El for the follow-up tasks, especially in the later
stage of training, so we adjust β during training to ensure that the model can
be further optimized. It performs better than some classic regularization, and
we will discuss it in Subsect. 4.4. We update β with initial value β0 at fixed rate
when the training epoch is larger than epochl:

β = β0 − (epoch − epochl) × rate, epoch ≥ epochl. (4)

3.4 Global-Level Item Representation Learning Module

In this subsection, we introduce how to incorporate information from the global-
level [16] and obtain the representation Hg ∈ R

L×d of items. First, we use El ={
ms

v1
,ms

v2
, ...,ms

vL

} ∈ R
L×d to denote items in the current session, and N =

{Nε(vs
1), Nε(vs

2), ..., Nε(vs
L)} ∈ R

L×n×d to denote the co-occurrence information
in the global session, where Nε(vs

i ) ∈ R
n×d represents the n ε-neighbor items of

vs
i with d as the latent dimensionality [16]. We also employ the co-occurrence

information which can be represented as w = {ws
1, w

s
2, ..., w

s
L}, where ws

i ∈ R
1

represents the co-occurrence times of vi’s n neighbor items in the global graph.
For example, consider the sessions s1 = {v1, v2, v3, v5} and its neighbor sessions
(which also contains v2) s2 = {v3, v5, v2, v6} and s3 = {v4, v2, v6}, as shown in the
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center of Fig. 3, for the target item v2, we can obtain N2 (v2) = {v3, v5, v6, v1, v4}
and the corresponding w = {2, 2, 2, 1, 1}, as shown on the left of Fig. 3. The 1-
neighbors of v2 are {v6, v1, v3, v4, v5} with co-occurrence times {2, 1, 1, 1, 1}. We
also show the global graph of v2 on the right of Fig. 3.

Fig. 3. Sessions that contain v2. The 2-neighbors of v2 are {v3, v5, v6, v1, v4} with co-
occurrence times {2, 2, 2, 1, 1}. The global graph of v2 is also shown on the right.

Information Propagation: We learn the weights of items in N2 (v2) for each
item vi in the session. First, we can obtain the representation of current session
s ∈ R

d, which is obtained by computing the average of El:

s =
1

|El|
∑

mi∈El

mi. (5)

To model the feature interactions, we repeat s in the first dimension L times
to obtain s

′ ∈ R
L×d, and then repeat s

′
n times in the second dimension to

obtain s
′′ ∈ R

L×n×d, and model the feature interactions between each item with
co-occurrence information w as follows:

a4 = [(s
′′ × N) || sigmoid(w)]W5,

a5 = mean(a4N,−2),
a6 = γa5 + El,

(6)

where W5 ∈ R
(d+1)×1, a4 ∈ R

L×n×1 models the attention scores of the items in
N , a4N ∈ R

L×n×d , a5 ∈ R
L×d represents the average of N , and a6 ∈ R

L×d is
the information propagated from N (a set of neighbours), please note that only
a6 will be used in subsequent stages, and it is calculated by a4 and a5. γ is a
hyperparameter to be tuned. Notably, for matrix X ∈ R

a×b×c, mean(X,−2) ∈
R

a×c.
As we mentioned in the introduction, in order to adapt the model to the

embedding quality improvement, we only reserve the top-k scores in a4 in the
second dimension for the same purpose in the previous section, and we calculate
k when the training epoch is larger than epochg as follows:

k = n − epoch//rate, epoch ≥ epochg, (7)

where // is the division operation, for example, 5//2 = 2 and 7//2 = 3.
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Information Aggregation: We aggregate El and a6 with W6 ∈ R
2d×d to

obtain the representation Hg ∈ R
L×d of items in the current session graph:

Hg = dropout([a6 ||El]W6). (8)

3.5 Session Representation Learning and Training

With W7 ∈ R
2d×d, we can obtain a representation H ∈ R

L×d by aggregating
Hl ∈ R

L×d and Hg ∈ R
L×d, and we also add a learnable position embedding

matrix P = [p1, p2, ..., pL] ∈ R
L×d to suggest the importance of each item:

H = tanh([(Hl + Hg) ||P ]W7). (9)

Following previous works [8,16], we use a soft-attention mechanism and
multi-head attention [10] to learn the corresponding weights ω∗ ∈ R

L×1 of each
item in H, and obtain the final session representation E ∈ R

1×d as follows:
ωk = sigmoid(HW k

8 + s′W k
9 + bk)qk,

E =
1

K

K∑

k=1

(

L∑

i=1

ωk�
i Hi),

(10)

where K is the number of heads, W ∗
8 ,W ∗

9 ∈ R
d×d, and q∗ ∈ R

d×1, b∗ is the bias
and � denotes the transpose of the vector or the matrix.

We obtain the interaction probability ŷ ∈ R
m of each item in M , and adopt

binary cross-entropy loss function with one-hot ground truth y ∈ R
m as follows:

ŷ = softmax(EM�),

L(ŷ) = −
m∑

i=1

yilog(ŷi) + (1 − yi)log(1 − ŷi).
(11)

4 Experiments

We have conducted experiments to answer the following questions:

• RQ1: How well does MFIL outperform state-of-the-art models?
• RQ2: Do the transitions between inconsecutive items improve the perfor-

mance?
• RQ3: What is the role of each structure in the proposed model?
• RQ4: Can the proposed learning strategy enhance the performance?

Datasets. We conduct experiments using two million-scale datasets, Diginetica1

and JDATA2, for the category information in these two datasets is more diverse,
compared with Yoochoose, and we abandoned it for the same reason. Please
note that JDATA is also a large-scale session-based recommendation dataset.
1 https://competitions.codalab.org/competitions/11161.
2 https://jdata.jd.com/html/detail.html?id=8.

https://competitions.codalab.org/competitions/11161
https://jdata.jd.com/html/detail.html?id=8
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The average number of brands in the interaction sequence is 1.95 for Diginet-
ica and 2.54 for JDATA; each training sample is truncated at length 20. We
retain the first one million records in JDATA to generate JD-1 m dataset due to
computing power limitations. Following previous works [22], we also simulate a
sparse dataset JD-100 k through retaining the first 100 k records in the origin
JDATA dataset. We took the earlier 90% and subsequent (most recent) 10% user
behaviors as the training and test set, respectively. We search the parameters
on a validation set which is a random 10% subset of the training set. Statistical
details are shown in Table 1.

Table 1. Dataset statistics (after preprocessing)

Dataset Train sessions Test sessions Items Avg. length

Diginetica 167,506 18,842 33,444 4.36

JD-1m 533,981 60,484 66,976 4.96

JD-100k 43,411 5126 12,346 4.62

Baselines. Due to the space limitation, we ignore the classic models like RNN
or KNN, which had been fully explored in [16,31]. We compare our method with
classic method SR-GNN and three latest state-of-the-art models:

• SR-GNN [22]: It applies a gated graph convolutional layer to obtain item
embeddings, followed by a self-attention of the last item to combine long-term
and current preferences of sessions to predict users’ next actions.

• FGNN [10]: It models the item transitions via a weighted attention graph
layer, propose a readout function to learn the embedding of the whole session,
and incorporates the edge weight of neighboring items.

• DGTN [31]: It models item transitions within not only the current session
but also the neighbor sessions. They are integrated into a graph, and then the
embeddings are fed into the fusion function to obtain the final embedding.

• GCE-GNN [16]: Similar to DGTN, it exploits item transitions over all
sessions in a more subtle manner for inferring the preference of the current
session and aggregates the representations with a soft-attention mechanism.

Evaluation Metrics and Parameter Settings. By following previous base-
lines, we adopt the same widely used metrics P@N and M@N [22]. For our model,
we use the Adam optimizer with the initial learning rate of 10−3 and the linear
schedule decay rate of 0.1 for every 3 epochs. The dimension of the latent vectors
is set to 64, and the batch size is set to 128. We set the number of neighbors and
the maximum distance of adjacent items ε to 12 and 2, respectively. The epochl

and epochg are set to 4. The rate used in Eq. (4) is set to 0.01, and the β0 is
set to 0.2, γ is set to 0.2. The dropout ratio is set to 0.2 for Diginetica and 0.5
for JDATA, respectively. For the other baselines, to make a fair comparison, we
adjust the hyperparameters (e.g., learning rate, dropout ratio, and numbers of
attention heads) to obtain a better result.
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4.1 Performance Comparisons (RQ1)

In Table 2, the best result in each column is marked in bold, and the second-best
one is ‘underlined’. ‘Impro.(%)’ denotes the percentage improvement of MFIL
with respect to the best performing value in the baselines.

Table 2. Recommendation performance. All numbers are in percentage

Diginetica JD-1 m JD-100 k

P@10 M@10 P@20 M@20 P@10 M@10 P@20 M@20 P@10 M@10 P@20 M@20

SR-GNN 41.24 14.77 54.64 16.15 28.82 13.00 37.41 14.09 18.83 5.69 21.48 9.07

FGNN 40.58 13.62 53.18 16.03 26.66 10.04 34.24 11.63 22.27 8.98 27.63 11.70

DGTN 46.21 15.89 61.21 16.54 30.28 10.41 41.17 11.72 24.80 10.08 31.16 12.31

GCE-GNN 45.71 16.37 61.84 17.38 32.78 11.35 43.32 12.70 25.63 11.61 32.85 12.01

MFIL 51.44 19.88 69.91 21.09 35.53 15.67 45.27 16.73 29.75 13.83 37.69 14.39

Impro.(%) 11.3 21.4 13.0 21.3 8.4 20.5 4.5 18.7 16.1 19.1 14.7 16.9

MFIL achieved the best performance on all the datasets compared with base-
lines, which demonstrates its superiority. On average, MFIL improved GCE-
GNN by 11.9% (10.73%) in terms of P@10(20), and 19.3% (18.9%) in terms
of M@10(20). We observe that out MFIL surpasses the classic method SR and
FGNN, which means only modeling the current session are inadequate to obtain
a desirable result. Moreover, we notice that though considering the neighbor
sessions, DGTN and GCE-GNN are still challenged by MFIL in all cases, which
actually justifies our motivations mentioned in the contribution.

We have stated the disadvantages of the four baseline models in the intro-
duction and Subsect. 2.2, and the experiment results can validate our analysis.
GCE-GNN exhibited the second-best performances more than others, probably
because it did not consider the transitions of inconsecutive items and fail to
model the feature interactions, which has been explored in MFIL. The DGTN
slightly performed worse than GCE-GNN, except on two metrics, but still sig-
nificantly outperformed SR-GNN and FGNN in most cases. Different from our
model, it did not learn the transitions of inconsecutive items in the target session.

Different from MFIL, FGNN did not consider the items in the neighbor
session and did not beat SR-GNN in the first two datasets, but performed better
than SR-GNN in the sparse datasets JD-100k. For SR-GNN, it only obtained
the second-best performance on JD-1m in terms of M@10(20). Different from
these methods, our approach learns the transitions of inconsecutive items, and
explores more effective structures with the help of a different learning strategy,
leading to better performance.

4.2 Impact of Side Information (RQ2)

Next, we conduct experiments on the first two large datasets, Diginetica and
JD-1m, to evaluate the effectiveness of learning the transitions of inconsecutive
items by leveraging item side information. We design four contrast models:
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• MFIL w/o side information: It does not use the right matrix in Fig. 2 and
only considers the self-loop, in-come, out-come, and in-out relationship.

• MFIL summation: It only utilizes the right matrix in Fig. 2 by summation
and does not consider the feature interaction in Eq. (1).

• MFIL w/o share: The in-out and ‘adjacent’ relationship do not share the
same weight matrix in Eq. (2), so there will be five Wα

∗ matrices for the
self-loop, in-come, out-come, in-out, and ‘adjacent’ relationship.

• MFIL interaction: It uses both the two matrices in Fig. 2, and when modeling
the feature interactions in Eq. (1), it combines the item embedding El and
side information embedding I to obtain a1 used in Eq. (1).

Fig. 4. Recommendation performance of MFIL with different structural designs in
RQ2. All the numbers are percentage numbers with % omitted

Figure 4 shows the comparison of performance between different contrast
models. The original MFIL achieves better performance. Comparing with MFIL
w/o side information and MFIL summation, the original MFIL performs better
on two datasets, which demonstrates the importance of side information and
the ‘adjacent’ relationship shown in Fig. 2. The original MFIL also outperforms
the last two models, MFIL w/o share and MFIL interaction. Therefore, it is
less effective to introduce more parameters to describe the relationship between
items, or combine the side information and learn the transitions of inconsecutive
items. These results show that the original MFIL that considered about both
the two kinds of relationships is more effective in balancing them.

Some possible reasons are as follows: 1) MFIL w/o side information per-
formed worse than MFIL summation in all cases, so the ‘adjacent’ relationship
was important for information propagation; 2) For MFIL interaction and MFIL
w/o share, MFIL w/o share performed worse performance than the original
MFIL. MFIL interaction’s performance was even worse than that of MFIL w/o
side information. So, integrating the side information into the interaction may
be less efficient.
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4.3 Impact of Structures (RQ3)

Then, we conduct experiments on the first two datasets, to evaluate the effective-
ness of the proposed hierarchical structures in two learning modules. Specifically,
we design three contrast models:

• MFIL w/o session: In the session learning module, it considers two kinds of
relationships in Fig. 2 but does not use the MLP or concatenation operations
in Eq. (1), which is similar to [16,31]. It only obtains a1 ∈ R

L×L×d:

a1 = (E1
l × E2

l ) (12)

• MFIL w/o global: In the global learning module, it connects the embedding
of items, with W

′
5 ∈ R

(2d+1)×1, the average of neighbor embedding and the
co-occurrence information to obtain the a4 used in Eq. (6) as follows:

a4 = [s
′′ ||N || sigmoid(w)]W

′
5 (13)

• MFIL single head: In the session representation module, we do not use the
multi-head attention mechanism in (10).

Fig. 5. Recommendation performance of MFIL with different structural designs in RQ3
and RQ4. All the numbers are percentage numbers with % omitted

Figure 5 (a) shows the comparison of performance between different contrast
models. The original MFIL achieved better performance and demonstrated the
superiority of learning feature interactions with hierarchical structures. The core
idea of the two learning modules is to obtain better weight scores of the neighbor
items in the current session (or neighbor sessions), and we introduced the feature
interactions to model the weight scores more precisely. Compared with the first
two methods, MFIL single head usually had better performance for session-
based recommendation. This result demonstrated the effectiveness of aggregating
different representations from different levels. The first two methods obtained
similar performance, indicating that they were equally important.
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4.4 Impact of Learning Strategy (RQ4)

We conducted experiments on two large datasets and reported the evaluation
score at the end of each epoch to evaluate the effectiveness of the proposed
learning strategy:

• Learning w/o session: In the session learning module, it ignored embedding
quality and did not calculate the β in (3).

• Learning w/o global: In the global learning module, it simply reserved all
scores in a4 and ignored the k in Eq. (7).

• MFIL w/o residual: It ignored the residual connection operation in Eq. (3)
and El when computing a6 in (6).

Figure 5 (b) shows the comparison between different contrast models. Com-
pared with the first two methods, the proposed learning strategies can improve
the capability of MFIL. This actually justified our motivation to adopt the model
to the embedding quality improvement. We also found that even in the later stage
of training (16th epoch or later in JD-1m), the original MFIL could still optimize
parameters and achieved better performance, whereas the third model began to
overfit in the 10th epoch and stopped in the 13th epoch, as shown in Fig. 6. For
MFIL w/o residual, we found that it is reasonable to introduce the proposed
learning strategy.

Fig. 6. Recommendation performance of MFIL with different learning strategies. All
the numbers are percentage numbers with % omitted

5 Conclusion

In this paper, we propose a novel model, termed as MFIL, which learns the tran-
sitions of inconsecutive items and models feature interactions when propagating
information. The experimental results show that it is reasonable to build adja-
cent matrices via item side information, and the hierarchical structure is able
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to learn the feature interactions. We also adopt a learning strategy to enhance
the model capability, which can enhance the learning capability of out model.
Extensive experiments demonstrate the superiority of MFIL.

In the future, we plan to find more methods to fuse different representa-
tions [2,12]. We also try to use multiple attributes, such as price or creation time.
We will also explore knowledge graphs [8] and transformers [3,24] to improve
the performance and efficiency of the proposed model, as well as use the items
attribute [27,32] to better propagate information.
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Abstract. This paper presents an online system that leverages social
media data in real time to identify landslide-related information auto-
matically using state-of-the-art artificial intelligence techniques. The
designed system can (i) reduce the information overload by eliminat-
ing duplicate and irrelevant content, (ii) identify landslide images, (iii)
infer geolocation of the images, and (iv) categorize the user type (orga-
nization or person) of the account sharing the information. The system
was deployed in February 2020 online at https://landslide-aidr.qcri.org/
landslide_system.php to monitor live Twitter data stream and has been
running continuously since then to provide time-critical information to
partners such as British Geological Survey and European Mediterranean
Seismological Centre. We trust this system can both contribute to har-
vesting of global landslide data for further research and support global
landslide maps to facilitate emergency response and decision making.

Keywords: Landslide detection · Social media · Online system · Real
time · Image classification · Computer vision · Artificial intelligence

1 Introduction

Landslides cause thousands of deaths and billions of dollars in infrastructural
damage worldwide every year [16]. However, landslide events are often under-
reported and insufficiently documented due to their complex natural phenomena
oftentimes triggered by earthquakes and tropical storms, which are more conspic-
uous, and hence, more widely reported [18]. Therefore, any attempt to quantify
global landslide hazards and the associated impacts remains an underestimation
due to this oversight and lack of global data inventories [8].
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Undertaking the challenge of building a global landslide inventory, NASA
launched a website1 in 2018 to allow citizens to report about the regional
landslides they see in-person or online [14]. Following a similar Volunteered
Geographical Information (VGI) approach, researchers further developed other
means such as mobile or web applications to collect citizen-provided data [6,17].
While VGI-based solutions prove helpful, they are not easily scalable as they
require active participation of volunteers that opt-in to use a particular appli-
cation to collect and share landslide-related data. Furthermore, this means the
bulk of data collection and interpretation still involves time consuming work by
specialists searching the Internet for news and reports, or directly engaging in
communications with those submitting information [14,17,28,36].

To alleviate the need for opt-in participation and manual processing, we
developed an online system equipped with state-of-the-art AI models to automat-
ically detect landslide reports posted on social media image streams in real time.
The system was developed through an interdisciplinary collaboration between
the computer scientists at the Qatar Computing Research Institute (QCRI) and
the earthquake and landslide specialists from the European-Mediterranean Seis-
mological Centre (EMSC) and the British Geological Survey (BGS), respectively.
The developed system employs several supervised machine learning models to
(i) deal with the noisy nature of the social media data by filtering out duplicate
and irrelevant images, (ii) detect landslide reports by interpreting the retained
images, (iii) infer the location information of the detected landslide reports from
the available metadata, and (iv) identify the type of users that have shared the
landslide reports. We deployed the system online in February 2020 to monitor
live Twitter data stream and it has collected more than 54 million tweets and 15
million image URLs. Only about 2.5 million of these image URLs were deemed
unique and downloaded for further analysis. Eventually, the system identified
about 38,000 landslide reports worldwide, which corresponds to less than 1%
of the collected image URLs and highlights the challenging nature of the prob-
lem. Despite this, quantitative verification of the system’s performance during a
real-world deployment shows that our system can detect landslide reports with
Precision = 76% and Recall = 74% (i.e., F1 = 75%).

2 Related Work

The literature on landslide detection and mapping approaches mainly uses four
types of data sources: (i) physical sensors, (ii) remote sensing, (iii) volunteers, and
(iv) social networks. Sensor-based approaches rely on land characteristics such
as rainfall, altitude, soil type, and slope to detect landslides and develop models
to predict future events [19,31]. While these approaches can be highly accurate
at sub-catchment levels, their large-scale deployment is extremely costly.

Earth observation data from high-resolution satellite imagery has been widely
used for landslide detection, mapping, and monitoring [37]. Remote sensing tech-
niques either use Synthetic Aperture Radar (SAR) or optical imagery to perform
1 https://gpm.nasa.gov/landslides/index.html (accessed on 12 February 2022).

https://gpm.nasa.gov/landslides/index.html
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landslide detection in various formulations including classification, segmentation,
object detection, and change detection [4,13,20,29,30,35]. While remote sensing
through satellites can be useful to monitor landslides globally, their deployment
can prove costly and time-consuming.

A few studies demonstrated the use of Volunteered Geographical Information
(VGI) as an alternative method to detect landslides [2,3,6,17]. These studies
assume active participation of volunteers to collect landslide data where the
volunteers opt-in to use a mobile or web application to provide information such
as photos, time of occurrence, damage description, and other observations about
a landslide event. On the contrary, our work capitalizes on massive social media
data without any active participation requirement and with better scalability.

Social media data has been used in many humanitarian contexts ranging
from general social analytics [32] and geospatial sentiment analysis [1] to inci-
dent detection [38] and rapid damage assessment [10], including multimodal
approaches [25]. However, its use for landslide detection has not been explored
extensively. The most relevant work by Musaev et al. [21,23] combines social
media text data and physical sensors to detect landslides. In contrast, we focus
on analyzing social media images which provide more detailed information about
the impact of the landslide event. Therefore, our work complements prior art.

3 System Design

The system is designed to ingest data from an online social media platform (i.e.,
Twitter), analyze the incoming data, and process relevant information under the
condition that all tasks must be performed in a time-sensitive manner. Figure 1
shows a high-level architecture of the system and its various critical compo-
nents. Data flows from left to right through two types of connections between
components. The red lines indicate streaming connections whereas the black
lines represent on-demand connections. A streaming connection can be of two
types (i) a publisher-subscriber channel, and (ii) a push-pop queue.

3.1 Data Collectors

We have two types of collectors. One collects data (i.e., tweets) directly from
Twitter. The other one then downloads images corresponding to collected tweets.

Tweet Collector. This module uses the Twitter Streaming API2 to collect live
tweets. The Streaming API can provide data in various ways based on (i) a list
of keywords, (ii) geographical bounding boxes, or (iii) both. The bounding box
approach provides geo-tagged tweets which can be about any topic, thus we use
the keyword-based approach through the AIDR system [11]. The keywords are
related to multilingual landslide terminology and nomenclature such as landslide,

2 https://developer.twitter.com/en/docs/twitter-api/v1/tweets/filter-realtime/
guides/connecting (accessed on 24 March 2022).

https://developer.twitter.com/en/docs/twitter-api/v1/tweets/filter-realtime/guides/connecting
https://developer.twitter.com/en/docs/twitter-api/v1/tweets/filter-realtime/guides/connecting
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Fig. 1. System architecture with important components and communication flows

landslip, earth slip, mudslide, rockslide, and rock fall (Table 3). Tweets matching
with at least one of the pre-specified keywords are acquired from Twitter in the
JSON format and persisted into the Tweet Index, which is an Elasticsearch
database. If a tweet contains one or more images, its id and URLs of all images
are pushed to the Image Collector through a Redis3 queue.

Image Collector. This module parses image-related attributes dispatched by
the Tweet Collector module and extracts image URLs and downloads corre-
sponding images. Due to re-tweets, same image URLs may appear multiple times
during the data collection. To avoid redundant downloads, the system keeps track
of previously seen image URLs in an in-memory linked hash map which has O(1)
time complexity for adding and searching an element and O(n) space complexity.
The downloaded images are saved on the file system and their paths and tweet
ids are pushed to the Image Manager queue for further processing.

3.2 Image Manager

The system has multiple modules that analyze images for different purposes.
Two of these modules, namely Duplicate Filter and Junk Filter, are tasked to
reduce the data noise by eliminating images that are (i) near-or-exact duplicate
and (ii) irrelevant for general disaster response, respectively. The third module,
Landslide Detector, is the core module that interprets each image as landslide or
not-landslide. All image processor modules are managed by the Image Manager,

3 https://redis.io/ (accessed on 24 March 2022).

https://redis.io/
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which pops items from its queue and immediately dispatches to the three image
processors (i.e., Junk Filter, Duplicate Filter, and Landslide Detector) through
their respective queues. The Image Manager also monitors the output of all
image processors to persist them into the main Image Index.

Duplicate Filter. Image-level deduplication is important to discard near-or-
exact duplicate images that are often due to high retweeting activity. This mod-
ule identifies duplicate images to prevent further processing as well as informa-
tion overload on end users. The module acquires images from its input queue
and checks whether a given image is near-or-exact duplicate of previously seen
images. To this end, it first extracts features from each image using a deep learn-
ing model and then compares these features against an Image Feature Index to
detect near-or-exact duplicate cases based on a distance threshold. The image
feature index keeps a record of all unique image features. If the module identifies
a near-or-exact duplicate, it returns the reference image’s id and the computed
distance. Otherwise, it tags the image as “not-duplicate”. If the image is “not-
duplicate”, then it is also inserted into the Image Feature Index. Section 4.1
presents details of the feature extracting model.

Junk Filter. Even though filtered through landslide-related keywords, the
Twitter image stream carries images not pertaining to landslide incidents. Iden-
tifying these junk content is important to reduce information overload on end
users. To this end, the Junk Filter module pops images from the input queue and
processes them through the junk detection model, which outputs a class label
(“relevant” or “not-relevant”) and a confidence score. More detailed information
about the junk detection model is presented in Sect. 4.2. The processed images
are pushed into the output queue of the module.

Landslide Detector. As the main objective of the system is to identify images
showing landslide incidents, in this module we perform this task using a deep
learning computer vision model. The module first acquires images from its input
queue and passes them through the landslide classifier, which outputs a class
label (“landslide” or “not-landslide”) and a confidence score. The landslide clas-
sifier is a deep learning image classification model that is presented in detail in
Sect. 4.3. The classified images are pushed into the module’s output queue.

3.3 Tweet Manager

The system contains three modules, namely Geolocation Tagger, User Type Iden-
tifier, and Named-Entity Recognizer, that process textual content for different
purposes. Specifically, Geolocation Tagger analyzes various tweet metadata fields
to infer geolocation information while User Type Identifier focuses on identifying
the type of Twitter account. Both modules use Named-Entity Recognizer to tag
text tokens with named-entities.
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Geolocation Tagger. Identifying the location of landslide incidents reported
on Twitter is an important task. A tweet reporting a landslide with some image
content may or may not have an explicit mention of the location in the text where
the incident took place. In that case, other meta-data fields are examined to find
location cues. These fields include, GPS-coordinates, place, user location, and
user profile description. To this end, we use our geolocation tagging approach
presented in [12] with a different field priority order. We observed that most
tweets with landslide reporting images contain location cues in their text content.
Therefore, if a tweet does not contain GPS-coordinates, we give high priority
to the location names mentioned in the text. Place, user location, and user
profile description come later in the order, respectively. The geolocation tagger
uses the named-entity recognizer to get named-entities for tweet text and user
profile description fields. The geolocation tagger uses Nominatim geocoding and
reverse geocoding APIs and tags each tweet with country, state, county, and
city information, when possible. More details of the geotagging approach can be
found in [12]. The module maintains a cache of processed locations to increase
its efficiency for recurring requests.

User Type Identifier. This module uses the name of the tweet author to deter-
mine whether the account is of type person or organization. Landslide incidents
reported by personal accounts are more important for our end users than those
reported by organizational accounts. For this purpose, we use the English NER
model through the Named-Entity Recognizer module, which tags name tokens
with one of the several predefined named-entities, including PERSON.

Named-Entity Recognizer. As described above, both Geolocation Tagger
and User Type Identifier modules use Named-Entity Recognizer to perform
their operation. To support these operations for multilingual tweets, we use
five NER models representing five international languages, including English,
French, Spanish, Portuguese, and Italian. Additionally, we use a multilingual
NER model (denoted as ML) for all other languages. All of these multilingual
models and their performance scores are publicly available at spaCy website.4
This module also maintains a cache of processed NER requests to increase its
efficiency for recurring requests.

4 Experiments

In this section, we first describe the design and development of our image models
and present experimental results. Then, we present performance evaluation and
benchmarking results for the most critical components of the system. For image
models, we follow the popular transfer learning approach based on convolutional
neural networks (CNNs) as many studies have shown that features learned by
CNNs are effectively transferable between different visual recognition tasks [7,
27,34], particularly when training samples are limited.
4 https://spacy.io/usage/models (accessed on 24 March 2022).

https://spacy.io/usage/models
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Fig. 2. Optimal duplicate distance threshold determination: (a) Distribution of the
Euclidean distances between the image pairs in the duplicate test set. (b) MCC per-
formance as a function of distance threshold.

4.1 Duplicate Filtering

The Duplicate Filter is responsible for extracting a feature vector from a given
image using a state-of-the-art deep learning model and comparing this feature
vector with the feature vectors of previously seen images based on a pre-defined
distance threshold d. For this purpose, we extract deep features from the penulti-
mate layer of a ResNet-50 model [9] pre-trained on the Places data set [39], which
comprises 10 million images collected for scene recognition.5 Each feature vector
has a size of 2,048. To determine the optimal distance threshold d, we performed
experiments on a manually annotated set of 600 image pairs including 460 dupli-
cate and 140 non-duplicate cases with varying pairwise distances (Fig. 2a). We
used Euclidean distance metric (i.e., L2 norm) to measure the distance between
two image feature vectors. Note that image pairs with a distance greater than
12.5 looked trivially distinct, and hence, we did not include them in our exper-
iments. We then performed a grid search over a range of threshold values from
0 to 12 with a step size of 0.1 and measured the performance of each thresh-
old value by computing the Matthew’s Correlation Coefficient (MCC), which
is regarded as a balanced measure for imbalanced classification problems [5].
As depicted in Fig. 2b, the optimal performance is achieved when the duplicate
distance threshold is d = 7.1.

4.2 Junk Classification

The Junk Filter employs a CNN model to determine whether an image is relevant
or not for general emergency management and response. To this end, we took
a ResNet-50 model [9] pre-trained on ImageNet [33], adopted its final layer to
binary classification task, and fine-tuned it on a custom data set introduced
by Nguyen et al. [24]. We merged the validation set with the training set, and
used the test set to evaluate the performance of the model as summarized in
5 The pre-trained model is available at http://places2.csail.mit.edu/models_places365/

resnet50_places365.pth.tar (accessed on Jan 23, 2022).

http://places2.csail.mit.edu/models_places365/resnet50_places365.pth.tar
http://places2.csail.mit.edu/models_places365/resnet50_places365.pth.tar
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Table 1a. We used Adam optimizer [15] with an initial learning rate of 10−6 and
configured the ReduceLROnPlateau scheduler to decay the learning rate by 0.1
with a patience of 50 epochs. We trained the model for a total of 200 epochs.
The training process of the junk classification model is plotted in Fig. 3a and
its performance evaluation is presented in Table 1b. The model achieves almost
perfect performance in all measures due to the distinct features between relevant
and not-relevant images in the training data set. We note that early stopping
the model training after 100 epochs would yield the same model performance.

Table 1. Details of the data set used for training the junk classification model and the
performance of the trained model on the test set.

(a) Training data set
Class Train Test Total

Relevant 2,814 704 3,518
Not-relevant 2,814 704 3,518

Total 5,628 1,408 7,036

(b) Model performance (Acc: 98.79)
Class Precision Recall F1

Relevant 98.31 99.29 98.80
Not-relevant 99.28 98.30 98.79

Macro avg. 98.80 98.79 98.79

Fig. 3. Model training progress in terms of accuracy and loss achieved on the training
and validation sets

4.3 Landslide Classification

The Landslide Detector is the most important component of the proposed sys-
tem. Therefore, we performed a separate, comprehensive study to identify the
optimal configuration for the landslide classification model [26]. To recap, we
first created a large landslide image data set labeled by landslide specialists,
who are also co-authors of this paper. The data set contains 11,737 images,
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which are split into training, validation, and test sets as shown in Table 2a.
Then, adopting a transfer learning approach, we conducted an extensive set of
experiments using various CNN architectures with different optimizers, learning
rates, weight decays, and class balancing strategies. The winning model con-
figuration is a ResNet-50 architecture trained using Adam optimizer with an
initial learning rate of 10−4, a weight decay of 10−3, and without a class bal-
ancing strategy. Figure 3b displays the training progress of the best performing
landslide classification model, which is also integrated into our system, whereas
Table 2b summarizes the performance of the model on the test set. As with the
junk classification model, the plot indicates that the model training process could
be early stopped after 100 epochs without affecting the model performance.

Table 2. Details of the data set used for training the landslide classification model
and the performance of the trained model on the test set.

(a) Training data set

Class Train Val Test Total

Landslide 1,883 271 536 2,690

Not-landslide 6,332 902 1,813 9,047

Total 8,215 1,173 2,349 11,737

(b) Model performance (Acc: 86.97)

Class Precision Recall F1

Landslide 73.66 66.79 70.06

Not-landslide 90.45 92.94 91.68

Macro avg. 82.05 79.87 80.87

Fig. 4. Latency (top) and throughput (bottom) of the Junk Filter, Duplicate Filter,
Landslide Detector, and Geolocation Tagger (left to right).

4.4 Performance Evaluation and Benchmarking

To stress-test the system and understand its scalability, we conducted perfor-
mance experiments on four critical modules, i.e., Duplicate Filter, Junk Filter,
Landslide Detector, and Geolocation Tagger. We use latency and throughput,
as they are considered reliable measures to test a system’s performance. In our
case, the latency is the time taken by a module to process a given input load
consisting of images. Whereas, the throughput is the number of images pro-
cessed in a unit time (one second) given an input load. The experiments were
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conducted using a pool of 50,000 images. We developed a simulator to mimic the
functionality of the Image Collector. The simulator pushed varying amounts of
input loads to Redis channels, which were then consumed by modules. Based on
the real-world deployment, we observed that the input load reaches a maximum
of 0.08 images per second (on average). Therefore, we tested a range of input
loads defined as 2n, n ∈ {0, 1, ..., 12}. We performed the tests on a Linux server
with 256GB RAM, 2.2GHz processor with 32 cores and two Tesla V100 GPUs
with 16GB.

Figure 4 shows the performance results. The latency for all modules follows
the same pattern, i.e., as the input load (per second) increases, the latency also
increases. However, as the computational responsibilities of each module differ,
so do their latencies at different input loads. For instance, both Relevancy Filter
and Landslide Detector show a decent latency of around five seconds even at
1024 input load. The Duplicate Filter, however, exhibits high latency (i.e., 29 s)
at the same load. The latency for Geolocation Tagger is measured with and
without cache, which makes a significant difference. The cache keeps a record
of all existing unique requests and hence, on average, the latency of the cached
version is about four times less.

In terms of throughput, Relevancy Filter and Landslide Detector maintain a
high throughput of more than 400 images/second, even at the maximum input
load. Throughput for Junk Filter reaches module capacity at 467 images/sec-
ond on average and for Landslide Detector it goes up to 457 images/second on
average. For Duplicate Filter, the throughput initially increases but then starts
decreasing as the size of Image Feature Index grows. The throughput is also
about 4 times higher on average with cache compared to without cache. Geolo-
cation Tagger reaches its capacity at about 50 images per second with cache.
With an empty cache, it goes as high as 21 images per second on average with
cache and is expected to increase as the cache grows in size.

5 Real-World Deployment

Here we present details about our real-world deployment including data collec-
tion and statistics, quantitative verification of the detected landslide reports,
and a comparison with a text-based approach.

5.1 Data Collection and Statistics

In February 2020, we launched the system online at https://landslide-aidr.qcri.
org/landslide_system.php to monitor live Twitter stream for landslide-related
reports. Figure 5 shows a snapshot of the system dashboard. We note that, by
landslide, we refer to all downward and outward movement of loosened slope
materials such as landslip, debris flows, mudslides, rockfalls, earthflows, and
other mass movements. As mentioned in Sect. 3.1, the system follows a keyword-
based data collection strategy. Hence, we curated a list of 339 multilingual key-
words covering all types of landslides in 32 languages including English, Alba-
nian, Arabic, Basque, Bengali, Bosnian, Catalan, Chinese, Croatian, Dutch,

https://landslide-aidr.qcri.org/landslide_system.php
https://landslide-aidr.qcri.org/landslide_system.php
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Fig. 5. Snapshot of the online system dashboard

French, Georgian, German, Greek, Hindi, Hungarian, Indonesia, Iranian, Ital-
ian, Japanese, Korean, Malaysia, Philippines, Polish, Portuguese, Romanian,
Russian, Sesotho, Slovenian, Spanish, Swedish, and Turkish (Table 3).

Since its deployment until December 31, 2021, the system has collected more
than 54 million tweets and 15 million image URLs, out of which about 2.5 million
were deemed unique and downloaded for further analysis. Figure 6 depicts the
weekly volume of raw tweets and images collected during this time period as well
as the distributions of images filtered by the Junk Filter, Duplicate Filter, and
Landslide Detector. The data do not show any gaps, which is an important factor
for robust monitoring of real-world events continuously. On average, the Junk
Filter eliminates around 76% of the collected images, the Duplicate Filter further
reduces the redundancy by an additional 9%, and finally, the Landslide Detector
classifies only 0.84% of the remaining 15% images as landslides. This corresponds
to a significant (i.e., more than 99%) reduction of information overload for our
end users. 6,523 of all the detected landslide reports were shared by personal
accounts and 4,553 by organizational accounts. Figure 7 shows the worldwide
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Table 3. List of all keywords in 32 languages used for data collection.

distribution of the detected landslide reports while Fig. 8 highlights the top-10
countries with the highest number of landslide reports in each quarter. We see
that US, Ecuador, Colombia, and India experience significant landslide numbers
all year round. For India, landslides become even more prevalent in Q3. Likewise,
Mexico experiences a significant increase in Q3. In contrast, prominent landslide
numbers in Indonesia and Malaysia happen in Q1 and Q4 whereas in the UK
they occur more in Q1 and Q2. Turkey experiences most landslides in Q1 through
Q3.
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Fig. 6. Weekly distributions of raw tweets and images as well as the relevant, non-
duplicate, and landslide images (y-axis is in log scale).
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Fig. 7. Worldwide distribution of the collected landslide reports

Fig. 8. Top-10 countries with the highest landslide reports in each quarter

5.2 Validation of the Landslide Model Predictions

Although the system has collected more than 2.5 million images since its deploy-
ment in February 2020, there are only about 17,000 images labeled as landslide
(or 38,000 images including near-and-exact duplicates), which corresponds to
less than 1% of the total volume. This highlights the difficulty of the task even
though a carefully curated set of landslide-related keywords has been used to
collect data from Twitter. To validate the performance of the landslide model in
the real-world deployment, we sampled N = 3,600 tweets with images collected
by our system. To avoid overburdening our landslide specialists with noisy data
as well as to warrant robust statistics, we sampled only from the subset of tweets
with images labeled as non-duplicate and relevant. Our landslide specialists then
reviewed these images and annotated them with ground-truth landslide/not-
landslide labels. Eventually, we compared the machine-predicted labels with
expert annotations to evaluate the performance of the landslide model in a real-
world scenario. Table 4 summarizes the number of correct (i.e., True Positive
(TP) and True Negative (TN)) and incorrect (i.e., False Positive (FP) and False
Negative (FN)) predictions as well as the performance scores such as accuracy,
precision, recall, F1, and MCC. Overall, we see that the performance of the model
in a real-world scenario is comparable to the experimental results (Sect. 4.3).



62 F. Ofli et al.

Table 4. Validation of landslide model predictions

TP FP FN TN Total

123 39 43 3,395 3,600
Accuracy Precision Recall F1 MCC

97.72 75.93 74.10 75.00 73.81

5.3 Comparison with a Text-Based Approach

Text-based landslide detection is a nascent problem that only a couple of studies
have addressed so far [22,23]. Since these studies did not share their data sets
and models, we do not have any off-the-shelf text-based landslide classification
model to use as a baseline in our study. Therefore, we consider an alternative
scenario with a proxy text classification model based on lexicon (i.e., keyword)
matching, which is already implemented in our system. That is, we assume all
the retrieved tweets are already labeled as landslide by a hypothetical model. We
then use the previously sampled set of tweets with their expert annotations to
compute the precision of a lexicon-based text model. Unsurprisingly, we found
that the lexicon-based text model achieved only about 5% precision (i.e., only
about 5% of the tweets retrieved were indeed related to landslides) while the
image classification model achieved 76% precision as reported before.

6 Conclusion

In this paper, we presented a system that was developed through an interdisci-
plinary collaboration between the computer scientists at the Qatar Computing
Research Institute (QCRI) and the earthquake and landslide specialists from the
European-Mediterranean Seismological Centre (EMSC) and the British Geolog-
ical Survey (BGS), respectively. The developed system leverages online social
media data in real time to identify landslide-related information automatically
using state-of-the-art artificial intelligence techniques. The designed system (i)
reduces the information overload by eliminating duplicate and irrelevant content,
(ii) identifies landslide images, (iii) infers their geolocation, and (iv) categorizes
the user type (organization or person) of the account sharing the information.
We presented results of our model development as well as system performance
evaluation and benchmarking experiments. We demonstrated the system’s suc-
cess with a real-world deployment. We note that some of the system components,
such as the Geolocation Tagger, can be further improved for better efficiency.
Online dashboard can also be enriched with a mechanism to collect user feed-
back. Besides, the landslide reports detected by the system can be verified against
“ground truth” from official reports (when/if available), which we plan as future
work. Consequently, we believe that our system can contribute to harvesting
of global landslide data and facilitate further landslide research. Furthermore, it
can support global landslide susceptibility maps to provide situational awareness
and improve emergency response and decision making.
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Abstract. Nowadays, as a strongly time-dependent data type, the ubiq-
uity of social media messages enables the detection and analysis of real-
time events. Through the clustering of online posts concerning their top-
ics, existing methods can quickly identify the current trends on social
media, which helps discover marketing opportunities, prevent potential
crises, etc. However, due to the diversity of social network users, the per-
formance of current approaches is significantly affected by the long tail
of random topics, which should be regarded as outliers in a clustering
problem. Besides, current models are weak in detecting events that last
for multiple days, which is common in real-world scenarios. Therefore, we
propose the FS-GNN, a graph neural network based on a filtering strat-
egy, for incremental social event detection in data streams. Our method
uses heterogeneous information networks (HINs) to construct a social
message graph, and we propose a centrality-based scoring mechanism
to grade and filter noisy data before clustering. In addition, a message
complement window is introduced to connect the same topic mentioned
across multiple days for better clustering accuracy. Extensive experimen-
tal results demonstrate the superiority of FS-GNN over multiple baselines
in both offline and online scenarios.

Keywords: Social event detection · Online clustering · Graph neural
network

1 Introduction

The recent surge of social media platforms, like Twitter, Facebook and Weibo,
encourages more users to share their daily lives publicly, which also causes an
explosive increase of social messaging data. Such User-Generated Content (UGC)
can be utilized in various data mining tasks. As one of its major applications,
in recent years, researchers start to analyse online social media posts to detect
real-time events [11,20].

Existing works represent a social message by the keywords it mentions, so
the task of detecting events in a social message stream can be described as
finding clusters of messages mentioning the same set of topics. As the traditional
c© Springer Nature Switzerland AG 2022
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clustering algorithms only extract topics from formally-written articles and news,
there is a strong need for a new method to detect events from highly-diversified
social message streams. Recent research shows that the Graph Neural Network
(GNN) has strong capabilities in aggregating the structure and semantics of
data, and the GNN-based social message analytic framework has shown its good
performance in event detection [13]. However, two issues remain unsolved for
event detection: 1) as the social media users are highly-diversified, most of their
posts focus on random topics that are irrelevant to major ongoing events, so these
‘noisy’ posts will reduce the accuracy of our event detection task; 2) the influence
of an event to the social media is usually long-lasting and scattered sometimes.
For example, before a contagious disease outbreak is identified, multiple scattered
posts mentioning related symptoms have appeared on social media. Due to the
lack of long-term incremental clustering, the existing method cannot detect such
signs before the outbreak spike kicks in, making the event detection less effective.

In this paper, we propose the FS-GNN, a model for incremental social event
detection in social message streams. In our model, we use heterogeneous informa-
tion networks (HINs) to map social communication elements to a unified hetero-
geneous graph, then we leverage GNNs to extract knowledge from the semantic
and structural information contained in the social graph. Besides, we provide an
effective solution to the aforementioned issues: 1) To solve the data noise problem,
we propose a centrality-based scoring mechanism to score the nodes in the social
graph based on their density. We then retain the nodes with higher scores, which
imply high relevance to the event clustering problem. 2) To achieve better per-
formance in long-term event detection, we design a message complement window
in the incremental clustering phase to capture the correlation of messages across
days. Overall, the life cycle of our model consists of an initial phase detecting new
message events, and an incremental phase, which extends the knowledge of the
model by resuming the training process. In the incremental phase, we employ a
triplet loss set that contrasts positive message pairs with corresponding negative
pairs. Meanwhile, we introduce an additional global-local pairs [1,7,15] loss func-
tion to fit the incremental context and incorporate graph structure information.

We conduct extensive experiments on the large-scale Twitter corpus [12] and
the event detection corpus [17] which are publicly available. The empirical results
show that FS-GNN achieves better performance over multiple baselines. Overall,
we summarize our main contributions as follows:

• We design a new incremental social event detection model based on filtering
strategies. Our proposed model can effectively filter data noise, and enhance
the accuracy of the model for social event detection.

• We define an information complement window to capture the long-term
correlation of message flows. Experiments demonstrate that our proposed
information-completion scheme has higher clustering accuracy in incremental
scenarios.

• Extensive experimental results on large-scale real-world datasets show that
our proposed model is effective and stable in an incremental environment
while guaranteeing clustering effectiveness.
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2 Related Work

The social events discussed in this paper are coarse-grained, which include gen-
eral events and emergent events. As a social message detection problem, existing
solutions mainly fall into the following three categories:

Textual Information Extraction. As social messages are purely text mes-
sages, it is natural and common to detect social events through textual infor-
mation extraction. For example, Liu et al. [10] use Word2Vec to merge identical
entities and similar phrases to automatically detect events in multilingual-mixed
long text streams. To further investigate deeper semantic meanings, Liu et al.
[9] extract textual information into a more fine-grained representation and used
this to construct story trees to represent the categories of subsequent events.
However, on bigger social media platforms (such as Twitter), the detection of
multilingual mixed social events becomes a major challenge. To solve this ques-
tion, Hu et al. [8] use a probability distribution to represent semantic categories
of multilingual mixed text divided into a fixed time slice window to detect events
online. These methods focus on how to represent textual semantic information
quantitatively using data structures, models or mathematical methods, but they
rarely consider the data noise involved, which can strongly affect the performance
of social event detection [14].

Structural Information Extraction. In addition to text content, the diver-
sity of social connections between users and their non-textual properties have
become a new source for social event detection. Specifically, some existing works
focus on location, Zhang et al. [19] capture a novel authority metric of geo-
thematic correlation between messages to extract high-quality events. Xing et
al. [18] further consider the tags in the messages, they use probabilistic mod-
els to generate distributions of tags and topic text and propose the MGe-LDA
model for discovering and representing sub-events. Chen et al. [3] utilize the
message forwarding information (like the retweet in Twitter) to model the flow
of information propagation, and they propose an RL-LDA model to discover
the correlation between forwarding behaviour and events. Considering that the
mentions among social messages speed up the spread of information, Adrien et
al. [6] use the frequency of mentions to detect important events and estimate
their level of impact on the population. Structural information can be seen as
an additional attribute in social networks, but they also suffer from data noise.
At the same time, the time-sensitive nature of structural information poses a
greater challenge for the online detection of social events.

Hybrid Information Extraction. Some recent works consider both the tex-
tual and structural information in feature extraction and utilize deep learning
models, like graph neural networks, to mine the social data. It aggregates infor-
mation from the input graph data and acquires a vectorized representation of
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the nodes. Cao et al. [2] is selective in retaining old knowledge in GNN to achieve
online clustering. Qiu et al. [14] define a comprehensive similarity index to fil-
ter the noisy node in the social network. Cui et al. [4] use the subject labels
of events to construct multi-view text messages and design an attention neural
network-based model to fuse event features between multiple views. Graves et
al. [5] use BiLSTM to capture the relationship between messages better. GNNs
are good at aggregating semantic information in social messages, but they can
not satisfy the online detection of social events.

Overall, none of the three categories we have mentioned takes into account
both the data noise and the real-time nature of social messaging, which are the
main focus of our paper.

3 Preliminaries

In this section, we will introduce the problem definition and the framework
overview.

3.1 Problem Definition

Definition 3.1 (Social Message Stream). A social message stream Sm is a
series of social messages arriving continuously and chronologically, defined as
Sm = {m1,m2, ...,mi}, where mi represents a social message arriving at time i.

Definition 3.2 (Social Events). A social event set E is a set containing all
social events mentioned in a social message stream, which is defined as E =
e1, e2, ..., ek where ek represents a social event.

Here, we specify that each social message ma is only associated with no more
than one social event eb through mentioning.

Definition 3.3 (Representation Learning Model). Given a social message
mi, the representation learning converts each social message into a vector rep-
resenting the semantic information about itself and its neighbours, depicted as
fv(mi, σ) = ri, where ri denotes the vector representation of message mi, and σ
represents the set of parameters of the model fv.

Definition 3.4 (Social Event Detection). The social event detection prob-
lem aims to identify social events mentioned by messages in a social message
stream via a representation learning model. The problem can be formalised as
fs(fv, θ) = E, where fv denotes representation learning model, θ is the parame-
ters of fs and E represents the detected social event set.

According to Definition 3.4, to design a better representation learning model
fv(mi, σ) = ri for event detection, the main objectives of this paper are to
improve the quality of mi, i.e. social message data, as well as optimizing param-
eter σ to get correct results through complete information. Therefore, we propose
a model named FS-GNN to address them, respectively, which will be introduced
in the next section.
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3.2 Framework Overview

According to Algorithm 1, our framework is divided into two parts. In part of the
initial phase, we use a social message stream to construct a social graph and then
clean them with our filtering strategy. And next, we use the purified graph data
to train an initial model. In part of the incremental phase, we use the remaining
data to construct the message blocks for model retraining. Specifically, we use
the information complement window to supplement the link between cross-days.
Finally, we use the vectorized representation of the model output to cluster the
social events.

Algorithm 1. FS-GNN
Input: A social stream Sm = m0,m1,m2, ...,mi,

the number of layers L, window size w, the number of mini-batches B.
Output: Sets of social events: e0, e1, e2, ...

1: /∗ Start the initial phase ∗/
2: min = 0
3: for j = 0, 1, 2, ..., 6 do
4: min+ = j
5: end for
6: Gin ← Create pure initial social message graph(min)
7: Gf ← Flitering(Gin)
8: for L = 1, 2, ... do
9: h

(l)
mi = concat(h

(l)
mi

⊕
Aggregator∀mj∈Nei(mi)(Extractor(h

(l−1)
mi ))

10: ej ← Clustering by hmi

11: end for
12: /∗ Start the incremental phase ∗/
13: k = 0
14: for i = 7, 8, 9, ... do
15: Gi ← Create incremental social message graph(mi)
16: k+ = 1
17: if i ≥ 7 then
18: Gi ← Delete obsolete nodes
19: save the obsolete nodes ni from Gi

20: end if
21: if k%w == 0&k! = 0 then
22: Completes the information of ni to Gi+2

23: for L = 1, 2, ... do
24: h

(l)
mi = concat(h

(l)
mi

⊕
Aggregator∀mj∈Nei(mi)(Extractor(h

(l−1)
mi ))

25: end for
26: Lt =

∑
t∈T max

{‖V (mi) − V (mi+)‖2
2 − ‖V (mi) − V (mi−)‖2

2 + a, 0
}

27: Lp = 1
N

∑N
i

(
logP (hmi , s) + log

(
1 − P

(
h̃ml , s

)))

28: ei ← Clustering by hmi

29: end if
30: end for
31: return the social event sets E
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4 Methodology

As mentioned in Sect. 3.2, our FS-GNN method aims at improving the accuracy
of event detection by (1) proposing the centrality-based filtering strategy in
the initial phase and (2) introducing the information complement window to
maintain the long-term message links in the incremental phase. In this section,
we elaborate on the details of the two phases, respectively.

4.1 The Initial Phase

Figure 1 demonstrates the workflow of the initial phase. According to the figure,
this phase consists of four steps: Step 1. A homogeneous message graph is first
constructed from input social messages by modelling and extracting the corre-
lations between them. (As shown in Fig. 1, circles represent messages, squares
represent common words between message streams, diamonds represent common
locations, triangles represent common friends, etc.) Step 2. A node filtering
process is applied to the constructed graph to remove nodes that are noisy to
the clustering task. Step 3. The filtered graph is used as input to a L-layer
neural network to learn the representations. Step 4. The representations are
finally grouped into multiple clusters representing the detected social events.
Facing massive social message streams with complex attributes, our method is
expected to 1) make full use of the social message data features to precisely
model the correlation between messages via the message graph (Step 1), and 2)
further improve the quality of the message graph by removing messages that are

Fig. 1. Workflow of the initial phase
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irrelevant to the event detection task (Step 2). To this end, we leverage the Het-
erogeneous Information Network (HIN) to construct the initial message graph
and then filter the constructed graph by our proposed centrality-based filtering
strategy.

4.1.1 Heterogeneous Social Message Modeling
The HIN is a graph that contains multiple types of nodes, which help us to
represent the properties and structure of the message data better. Figure 1 shows
an example, different elements in a message, such as words, locations and users,
are represented as different types of nodes in the graph. And an edge between
two message nodes is added when they share any element. Here, we label the
node messages, words, entities and users as m,w, e, u, respectively.

Different from previous heterogeneous GNNs, FS-GNN focuses on learning
correlations between messages. We use a specific method to map the original
graph to a homogeneous message graph to retain only the message nodes. The
mapping process is expressed as follows:

Ai,j = min

⎧
⎨

⎩

[
∑

k

Wmk · WT
mk

]

i,j

, 1

⎫
⎬

⎭
, k ∈ {w, e, u}, (1)

where A ∈ {0, 1}N×N is the adjacency matrix of the homogeneous message
graph, N is the total number of messages in the graph. i, j denotes the matrix
element in row i column j and k denotes the node type. Wmk is a submatrix
of the adjacency matrix of the heterogeneous message graph containing rows of
type m and columns of type k. In general, if messages mi and mj both connect
to some nodes of type k,

[
Wmk · WT

mk

]

i,j
will be no less than 1 and the Ai,j will

be equal to 1.

4.1.2 Filtering Strategy
The research on network centrality originates from the study of social networks
and is described as the degree to which a node is central to the network. In our
task, as an event is usually followed by an extensive number of social messages
discussing relevant topics, whereas other random posts are less likely to form
dense social connections, we use the concept of centrality to describe the density
of nodes for node filtering. Hence, we define I as the lower bound within the
interval where the degree of the dense node lies. Based on this, the filtering
strategy can be defined as follows:

I = K · Dall

Nnode
, (2)

where K represents the density factor, Dall denotes the total number of node
degrees in the social message graph, and Nnode represents the total number of
nodes during a week. To decide an appropriate density factor K, we introduce
the three most common types of centrality measures, shown in Table 1:
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Table 1. Three types of centrality.

Centrality Degree centrality Closeness centrality Betweenness centrality

Formulas D (Ni) =
∑

xij

D−1
C (ni) = 1

∑
d(ni,nj)

B (ni) =
∑

s �=t∈N
σst(ni)

σst

Degree Centrality: The degree of the node as a proportion of the total degree
of all points. In the equation, D denotes the degree of all nodes in the network,
xij indicates of connections of the node i to other nodes j, i.e. the number of
degrees. Closeness Centrality: the inverse of the average of the distances from
the node to all other nodes; In the equation, d (ni, nj) denotes the shortest path
of node ni to node nj . Betweenness Centrality: the ratio of the shortest
path through a node and connecting two other nodes to the total number of
shortest paths between those two nodes. In the equation, σst (ni) denotes the
total number of paths passing through the node ni in the shortest path between
node s and node t, and σst denotes the total number of shortest paths between
node s and node t.

4.2 The Incremental Phase

Figure 2 illustrates the procedure in the incremental phase. This phase can
be divided into three steps: Step 1. as time goes, new messages (m4 in the
figure) are updated to the message graph as well as obsoleted messages (m2)
to be removed. Step 2. An information complement window is designed to
aggregate the obsoleted node mi−2 at ti−2 time with message graph. Step 3.
The new graph is input into the model for retraining and add a new event
independently represented by R4. Facing missing information between cross-day
messages, our method is expected to: 1) capture information across days to
complete the new messages (Step 2), and 2) learn to detect unknown events
more accurately. To this end, we design an information complement window to
supplement the message correlations across days, and then add two loss functions
to detect events more precisely.

Fig. 2. Workflow of the incremental phase
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4.2.1 Representation Learning
To observe the interaction between the preserved nodes and new message nodes,
we use GNN to learn the message representation: EG : RN×d × {0, 1}N×N →
R

N×d
′

and EG(X,A) = {hmi
∈ R

d
′ |1 ≤ i ≤ N} (Line 23–25 in Alg. 1). It is

formalized as:

h(l)
mi

= concat
(
h(l)
mi

⊕ Aggregator ∀mj∈ Nei (mi)

(
Extractor

(
h(l−1)
mi

)))
, (3)

where hl
mi

is the representation of mi at the l-th level in the GNN. Nei(mi)
represents the set of neighbours of mi obtained from the adjacency matrix A, and
⊕ represents the aggregation of the information contained in its two operands.
Concat(·) represents a multi-headed cascade. Extractor(·) and Aggregator(·)
denote the extraction of useful information from the representation of adjacent
messages and the summarization of adjacent information, respectively. We use
hl
mi

as the final representation of hl
mi

, i.e. hmi
. In order to incrementally perform

embedding operations on message blocks, we use the graph attention mechanism
[16] for neighbourhood information extraction and aggregation.

In order to complement the message correlations across days, we design a
message complement window to hold the correlations between nodes joined on
the day i + 2 and nodes on the day i, which is formalized as:

A
′
i,j = min

⎧
⎨

⎩

[
∑

k

W i
k · (W i+2

k )T
]

i,j

, 1

⎫
⎬

⎭
, k ∈ {w, e, u} (4)

Similar to the mapping process of homogeneous message graph, W i
k denote

the submatrix of an adjacency matrix of node type k that was deleted at time i,
W i+2

k denote the submatrix of an adjacency matrix of node type k at time i+2.
T represents the matrix transpose.

4.2.2 Contrastive Learning
To handle the raw messages, we use a triplet loss function to enable FS-GNN to
learn new event categories without limiting the total number of events (Line 26
in Algorithm 1). The function can be expressed as:

Lt =
∑

t∈T

max
{∥

∥V (mi) − V
(
m+

i

)∥
∥2

2
− ∥

∥V (mi) − V
(
m−

i

)∥
∥2

2
+ a, 0

}
, (5)

where V denotes the vector representation of the message stream mi and
‖·‖22 denotes the Euclidean distance between the two vectors calculated. The
triplet satisfies

∥
∥V (mi) − V

(
m+

i

)∥
∥2

2
>

∥
∥V (mi) − V

(
m−

i

)∥
∥2

2
. t denotes a triplet

as (mi,m
+
i ,m−

i ), m+
i is a positive message (a message stream from the same cat-

egory), m−
i is a negative message (a message stream from a different category)

and T denotes the set of triplets drawn in the incremental scene.
To address the problem of updating structural information in message graphs,

we construct a global-local pair loss function that enables FS-GNN to discover
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and preserve features of similar local structures (Line 27 in Algorithm 1). The
function can be expressed as:

Lp =
1
N

N∑

i=1

(
log P

(
hm′

i
s
)

+ log
(
1 − P

(
h̃mi

, s
)))

, (6)

where Lp represents the global-local pair loss function and s ∈ R
d

′
is the average

of all message representations. P represents a bi-linear scoring function that
outputs the probability of its two operands coming from the joint distribution.
Lt and Lp represents the overall loss of the FS-GNN.

5 Experiments

5.1 Datasets

We use two large-scale, publicly available datasets, namely Twitter and MAVEN,
for our experiments. Both datasets are preprocessed by the providers to remove
duplicate and invalid data for better data quality. Table 2 shows the statistics
of datasets.

Twitter [12]: the Twitter dataset contains 68,841 manually tagged tweets
associated with 503 event classes, distributed over four weeks.

MAVEN [17]: the MAVEN dataset is a generic domain event detection
dataset constructed from Wikipedia documents with no sentence (i.e. messages)
associated with multiple event types. The dataset contains 10,242 messages with
154 associated event categories.

Table 2. Statistics of datasets.

Datasets Nodes Edges Event categories

Twitter 68,841 16,358,812 503

MAVEN 10,242 24,238,110 154

5.2 Baselines and Metrics

We compare FS-GNN with general similarity metrics, offline social event detec-
tion methods, and incremental methods.

BiLSTM [5]: a model for learning bidirectional, long-term dependencies
between words of a message. However, as it only focuses on words, the model
does not utilize other attributes in social messages.

EventX [9]: this is a method for online event detection based on text after
fine-grained text segmentation. Same as BiLSTM, it also ignores other attributes
in social messages.
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KPGNN [2]: it is an incremental learning approach based on knowledge
preservation and shows good performance in an incremental environment, but
it ignores the data noise and the information that exists between a span of days
in data.

We also set up comparison experiments under different filtering strategies.
To evaluate the performance of all models, we compare the similarity between
the message clusters detected by the models and the ground-truth clusters using
the following metrics:

NMI (Normalized Mutual Information): it measures the amount of informa-
tion extracted from the distribution of ground truth labels.

NMI(U, V ) =
MI(U, V )

F{H(U),H(V )} (7)

AMI (Adjusted Mutual Information): it is similar to NMI that measures the
mutual information between two clusters.

AMI(U, V ) =
MI(U, V ) − E{MI(U, V )}

F{H(U),H(V )} − E{MI(U, V )} (8)

In the two formulas above, U denotes ground-truth vectors, V denotes pre-
dicted label vectors. H denotes information entropy. MI represents mutual infor-
mation of U and V . Generally, F denotes arithmetic mean. E represents the
expected value. Both two metrics are based on a mutual information approach
to measuring the fit of the data distribution between the clustering results and
the actual category information. NMI takes values in the range [0,1] and AMI
takes values in the range [−1, 1]. A larger value means that the clustering result
matches the real situation more closely.

5.3 Experimental Settings

We set the hyperparameters in EventX to their default values mentioned in the
original paper [9]. For BiLSTM and FS-GNN, the Table 3 shows our parame-
ters setting. In the initial phase, we use the K-Means clustering to set the total
number of classes to the number of true classes after getting the message rep-
resentation. And in the incremental phase, we use DBSCAN to fit the scenario
that a total number of classes is unknown.

Table 3. Parameter settings.

Methods Layer Optimizer Embedding

dimension

Retraining

window size

Small

batch

training

size

a of the

triplet loss

function

# of

neighbours

sampled per

message

FS-GNN 2 Adam 32 3 2000 3 800

BiLSTM 2 Adam 32 – – – –

All experiments are conducted on a 12 cores Intel(R) Xeon(R) CPU E5-2650
v4 @ 2.20 GHz and 1×NVIDIA GeForce GTX 1080 Ti GPU.
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5.4 Experimental Results

5.4.1 The Initial Phase
Without loss of generality, we partitioned 70%, 20% and 10% of the two datasets
for training, testing and validation respectively. Figure 3 shows the result of the
experiments conducted by FS-GNN with baselines on both datasets.
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Fig. 3. The results of initial phase.

Our proposed FS-GNN method has a significant advantage over all types of
baselines. Based on the Twitter and MAVEN datasets, FS-GNN outperforms all
types of baselines by 13%–102.9% (NMI) and 18%–210.5% (AMI), respectively.
However, it is worth noting that the NMI value of BiLSTM is unusually low for
the MAVEN dataset. This is because BiLSTM is a text-semantic information-
based method and the dimensionality of the MAVEN dataset is only 8 while
the Twitter is 16. Low experimental results of BiLSTM on MAVEN dataset due
to the sparsity of data in the dataset. EventX and BiLSTM rely on message
embedding and focus excessively on the interaction between text messages, thus
ignoring the structural information in the social message stream. KPGNN and
FS-GNN use a small batch training approach to partition the huge dataset,
while the GNN-based approach can better aggregate semantic and structural
information in social networks and abstract them into vectorized representations,
which gives them an excellent performance on both datasets. Nonetheless, our
proposed model FS-GNN employs a filtering strategy to deal with data noise
and complements message associations across days, which allowing to achieve
better results than any other baselines in the experiments.

We also compare the speed of the four methods during the training phase. In
Fig. 4, we can see that EventX has a much larger time overhead than the other
methods, as EventX uses a tree structure to divide the hierarchy of events. Each
merge, expansion, insertion, etc. of the tree diagram requires a significant time
overhead. In contrast, our FS-GNN model uses a filtering strategy to clean the
data, and the time overhead in the training phase is smaller than that of the
same KPGNN method. In terms of accuracy and time overhead, our proposed
model FS-GNN has a very strong performance advantage.
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Fig. 4. The speed of 20 epochs in training.

Regarding the effectiveness of filtering strategy, Table 4 shows the improve-
ment when applying different filtering strategies. In particular, “Degree Max” is
an extra filtering strategy that indicates the proportion of the maximum degree
in datasets to all degrees. Due to the negative result of the experiment with
“Closeness Centrality”, we also add an experiment with it removed to illustrate
the effect of it on filtering strategy. The reason is that this strategy filters almost
half of the nodes, including the high-density ones. In the end, the best result of
these experiments will be chosen and act on the next stage.

Table 4. Results for different filtering strategies.

Metrics Degree Max Degree

centrality

Closeness

centrality

Betweenness

centrality

Average of four

strategies

Average of three

strategies (without

closeness centrality)

Value 0.02 0.12 0.45 0.01 0.15 0.05

NMI 0.73 0.73 0.68 0.75 0.77 0.78

AMI 0.62 0.62 0.54 0.65 0.68 0.69

To further prove that the performance advantage of our solution does not
only come from the filtering, we apply the filtering strategy to the EventX (as
other baseline methods are not applicable due to the lack of homogeneous graph
structure) Fig. 5 shows the result of the experiments. We can see that the filtering
strategies does not improve the performance of EventX consistently, especially
in the Maven dataset, as the dataset has less semantic information when the
EventX is a text-based semantic information approach. The addition of the fil-
tering strategy filters out the noise in the MAVEN dataset and also reduces the
textual semantic information needed for EventX, leading to a decrease in the
experimental results. This batch of experiments demonstrates that our proposed
FS-GNN still outperforms the other methods even in the same data set. The
performance gains of other methods with filtering are not significant, indicating
that other parts of FS-GNN also have performance advantages.
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Fig. 5. The filtering strategy in different methods.

5.4.2 The Incremental Phase
The number of message blocks should be consistent across each baseline. First, we
note the message blocks used for initial model training and exclude them. Then,
we divide the remaining message streams into a total of 21 blocks to simulate the
incremental scenes. Finally, we use diverse methods to detect events in different
message blocks and then obtain their results separately for comparison.

Table 5. The NMI of incremental scenarios.

Blocks M1 M2 M3 M4 M5 M6 M7

EventX 0.36 0.67 0.66 0.63 0.56 0.69 0.51

BiLSTM 0.24 0.48 0.38 0.40 0.40 0.49 0.32

KPGNN 0.38 0.78 0.76 0.67 0.73 0.82 0.53

FS-GNN 0.76 0.65 0.80 0.75 0.74 0.85 0.22

Blocks M8 M9 M10 M11 M12 M13 M14

EventX 0.71 0.66 0.68 0.64 0.60 0.56 0.57

BiLSTM 0.49 0.43 0.51 0.48 0.38 0.44 0.40

KPGNN 0.77 0.72 0.79 0.73 0.68 0.68 0.67

FS-GNN 0.49 0.79 0.76 0.78 0.71 0.80 0.80

Blocks M15 M16 M17 M18 M19 M20 M21

EventX 0.48 0.61 0.58 0.57 0.60 0.67 0.53

BiLSTM 0.38 0.50 0.48 0.46 0.48 0.44 0.38

KPGNN 0.58 0.78 0.70 0.71 0.72 0.71 0.58

FS-GNN 0.69 0.79 0.73 0.78 0.74 0.73 0.64

Table 5 and Table 6 show that our proposed FS-GNN performs better and
more consistently in the incremental scenario than the various types of baselines
which completes the missing information across days. The experimental results
of BiLSTM are very poor. Due to the fact that when we divide the datasets
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by days, we reduce the density of semantic information, which leads to poor
experimental results. However, as we can see in the two tables, the blocks M7 and
M8 exhibit very low precision in two evaluation metrics. The reason is explained
as: when the information complement window is working in the incremental
phase, there is less information across days between the two message blocks. But
our information complement window mistakenly added the unnecessary nodes
as missing information into the message graph, which causes a loss of accuracy.

Table 6. The AMI of incremental scenarios

Blocks M1 M2 M3 M4 M5 M6 M7

EventX 0.06 0.28 0.17 0.18 0.13 0.27 0.13

BiLSTM 0.12 0.40 0.31 0.30 0.32 0.36 0.20

KPGNN 0.36 0.74 0.73 0.64 0.70 0.78 0.52

FS-GNN 0.76 0.63 0.76 0.72 0.71 0.79 0.17

Blocks M8 M9 M10 M11 M12 M13 M14

EventX 0.20 0.18 0.24 0.23 0.15 0.16 0.13

BiLSTM 0.34 0.32 0.38 0.36 0.30 0.31 0.34

KPGNN 0.75 0.71 0.77 0.71 0.65 0.65 0.67

FS-GNN 0.43 0.74 0.74 0.77 0.66 0.76 0.79

Blocks M15 M16 M17 M18 M19 M20 M21

EventX 0.06 0.19 0.18 0.16 0.16 0.17 0.09

BiLSTM 0.26 0.40 0.34 0.34 0.35 0.33 0.31

KPGNN 0.54 0.72 0.70 0.69 0.72 0.67 0.54

FS-GNN 0.66 0.75 0.73 0.75 0.74 0.71 0.61

6 Conclusions

In this paper, we proposed a new model named FS-GNN which combines a fil-
tering strategy with GNN that incorporates the rich semantic and structural
information in social message streams and filters harmful noise nodes. In incre-
mental scenarios, the introduction of the information complement window can
more effectively compensate for the lack of information between them, achieving
good detection results while ensuring the stability of event detection. With the
filtering strategy and information completion window in different stages, our pro-
posed model FS-GNN achieved better performance over multiple baselines. The
better values shown in metrics NMI and AMI at different stages demonstrated
the superiority of FS-GNN compared to baseline.
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Abstract. Similarity search on directed social networks (DSNs) could
help users find the K nearest neighbors (KNNs). The graph index based
similarity search does not have to compare query node against every
node in DSNs, since the neighbor relationship of the nodes is captured
by the edges. Nevertheless, the performance of similarity search is still
unsatisfactory, such as not supporting the end-to-end search or taking
unnecessary detours, etc. In this paper, we propose the method of Graph
Index on Directed Social Network Embedding (GI-DSNE) to facilitate
the approximate KNN search on DSNs. First, the DSNE is proposed
to embed the DSN into a low-dimensional vector space to achieve the
embeddings for efficient calculation of similarities on the search path.
Then, the nearest neighbor descent algorithm is adopted to calculate the
KNN graph. Subsequently, to construct the graph index efficiently, the
direction guided strategy for edge selection, maximum out-degree of GI-
DSNE and the depth-first-search tree for guaranteeing the connectivity
of GI-DSNE are proposed. Experimental results show that our proposed
method outperforms the state-of-the-art competitors on both execution
time and precision.

Keywords: Social network · Similarity search · Graph index ·
Network embedding

1 Introduction

Similarity search in metric space is based on retrieving similar data to the query
points by incorporating a similarity function on feature vectors, which repre-
sent the complex data, such as images, video, geographic data [14,15,17], etc.
Thus, the complex data in d-dimensional space could be indexed and compared.
Recently, the rapid technological development has enabled users to produce
complex social relationships, such as user’s friendships in Twitter and author’s
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partnerships in published papers. Essentially, user’s complex social relationships
could be abstracted by a large-scale directed network with millions of nodes.
Similarity search on directed social networks (DSNs) could help users find the
K nearest neighbors (KNNs), such as a user’s direct or indirect neighbors. Nev-
ertheless, the state-of-the-art methods for similarity search on large-scale DSNs
will require a long search path or tend to retrieve inaccurate results [13,18].
Thus, it is worthwhile to establish the method for similarity search on DSNs.

The approximate K nearest neighbor search (AKNNS), trading a small loss
in accuracy for much shorter search time, is to return K (K > 1) points given
the query points in the feature vector space R

d. Obviously, AKNNS cannot
be directly fulfilled on DSN, a network rather than feature vectors. By net-
work embedding techniques, the large-scale networks could be mapped as dense,
unique and low-dimensional feature vectors, also named embeddings, while pre-
serving the network structure and attribute information. Thus, the AKNNS on
DSN could be transformed to the AKNNS on network embeddings.

To perform AKNNS on network embeddings, non-graph indexing meth-
ods and graph indexing methods have been proposed [14,17]. The former
includes tree-based, permutation-based and hashing-based methods, which can-
not express the neighbor relationship and tend to check much more points in
neighbor sub-spaces than the latter to reach the same accuracy, shown as Fig. 1.
Meanwhile, the graph indexing methods only compare the query nodes with their
nearest neighbors, and achieve much better search performance than non-graph
indexing methods, verified by experimental results [14]. Therefore, we adopt the
graph indexing method to perform AKNNS.

(a) Tree index (c) Hashing index (d) Graph index(b) Permutating index

Fig. 1. Comparison of non-graph indexing and graph indexing methods. The red, dark
green, light green and blue circles represent the query, nearest neighbor, checked and
unchecked nodes, respectively. (Color figure online)

At present, almost all graph indexing methods share the same greedy best-
first search algorithm [17] to perform AKNNS, which is to minimize the distance
between the chosen node and query node, starting from the chosen node in the
new iteration. Actually, the critical step is to construct an efficient and accurate
graph index on embeddings. To this end, the KNN graph [11], relative neighbor-
hood graph [16], navigable small world graph [8] and minimum spanning tree
[10] are available. Nevertheless, these graph indexing methods generally have
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two limitations: (1) the performance of similarity search is unsatisfactory, since
the end-to-end similarity search on DSNs could not be implemented and many
unnecessary detours are doomed to obtain the search results; (2) the graph index
is constructed inaccurately and inefficiently. For example, these methods suffer
the curse of high dimension of feature vectors to make the distance calculation
inefficient and take up lots of storage space. Moreover, the expensive edge selec-
tion strategy leads to the large average out-degree, and cannot guarantee the
connectivity of graph index such that the KNN query could not be reachable.

To tackle the aforementioned problems and perform AKNNS on DSN effi-
ciently, we propose the method of Graph Index on Directed Social Network
Embedding (GI-DSNE). To fulfill the end-to-end similarity search on DSN, the
query node of DSN is proposed as input and KNN as output rather than the
embeddings. To avoid the curse of high dimension of embeddings, we propose
the Directed Social Network Embedding (DSNE) to map the DSN into the low-
dimensional vector space, while preserving the direction of each edge and node
similarity in a DSN. Then, we calculate the distance similarity between low-
dimensional embeddings efficiently. To improve the efficiency of edge selection,
lower the average out-degree, and avoid detours on the search path, we propose
the strategy of direction guided edge selection to construct the GI-DSNE, while
trying to guarantee a monotonic path between any two nodes in GI-DSNE. To
guarantee the connectivity of GI-DSNE, we span a depth-first-search (DFS) tree
on GI-DSNE by using the navigating node as the root.

Our contributions are summarized as follows:

• We propose the end-to-end Graph Index on Directed Social Network Embed-
ding (GI-DSNE) for efficient and precise similarity search on DSN.

• We propose DSNE to generate low-dimensional embeddings. To construct
GI-DSNE, we adopt the direction guided strategy for edge selection, and a
DFS tree on the GI-DSNE is spanned to guarantee the global connectivity.

• We evaluate the performance of AKNNS with GI-DSNE on DSN, and exper-
imental results show that our method outperforms the state-of-the-art com-
petitors.

2 Related Work

Network Embedding. The skip-gram negative sampling (SGNS) based net-
work embedding could be fulfilled by non-linear (e.g., deep neural network based)
methods, and linear (e.g., matrix factorization based) methods. The matrix fac-
torization based SGNS is proposed for network embedding due to its inter-
pretability and high efficiency. It is concluded that SGNS based DeepWalk,
LINE, node2vec and GraRep models could be unified into the matrix factoriza-
tion framework [7]. Further, SGNS is proved to factorize a shifted PMI matrix
[12]. However, these matrix factorization based methods cannot be directly used
for DSN, since the adjacency matrix obtained from DSN, has no negative ele-
ments. To map DSN in the low-dimensional vector space while preserving the
embedding similarity and edge direction, the PMI matrix factorization is worth-
while to be improved w.r.t. DSN.
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Similarity Search with Graph Index. The base graph index consists of
navigable small world graph (NSW) [8], relative neighborhood graph (RNG) [16],
K nearest neighbor graph (KNNG) [11] and minimum spanning tree (MST) [10],
which are the subgraphs of the delaunay graph (DG) [14]. The DG in Fig. 2(a)
constructed on dataset Y selects the edge if and only if there is no other node
in the circumcircle of the triangle composed of three nodes (i.e., vI

1 , v
I
2 , v

I
3). The

NSW in Fig. 2(b) adopts the similar strategy of edge selection with DG, and
includes short-range and long-range links [8]. The RNG in Fig. 2(c) selects the
edge if and only if there is no other node in the lune region [16]. The KNNG in
Fig. 2(d) selects the edge if the distance δij between vI

i and vI
j is less than the

given threshold [11]. The MST in Fig. 2(e) uses the least edges to guarantee the
graph’s global connectivity and the smallest edge’s weights [10]. Overall, these
methods adopt different strategies of edge selection to build the graph index, but
suffer high out-degree or long detours or low precision of search. To overcome
these limitations and make AKNNS on large-scale DSNs feasible, a graph index
on DSNE is indispensable.

(a) DG (c) RNG (d) KNNG (e) MST(b) NSW

Fig. 2. Different base graph indexes on the same dataset with dimension d = 2.

3 Methodology

In this section, the definitions of directed social network, directed social network
embedding, graph index and approximate K nearest neighbor search (AKNNS)
are given at first. As shown in Fig. 3, the DSN is first embedded into the low-
dimensional vector space. Then, to construct the GI-DSNE, the distances among
embeddings are calculated to build the KNNG. Following, the edges are selected
on KNNG, and the DFS tree is spanned on the previous process. At last, we
perform the AKNNS on GI-DSNE to retrieve the KNNs of query nodes.

3.1 Definitions

Definition 1. A directed social network (DSN) G = (V,E) is a collection of
nodes V = {vi}ni=1 and edges E = {eij}ni,j=1. Let −→eij denote a directed edge
from vi to vj. The adjacency matrix A = {aij}ni,j=1 of network G contains non-
negative weights associated with each edge: aij ≥ 0. If vi is connected to vj, then
aij = 1 (−→eij = 1), and otherwise, aij = 0 (−→eij = 0).
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Fig. 3. Similarity search with graph index.

For a DSN G, each node vi in G is represented by an embedding (also named
feature vector) yi =

(
yi0, yi1, . . . , yi(d−1)

)
with dimension d (d � n).

Definition 2. Given a DSN G = (V,E), the directed social network embedding
(DSNE) Y = {yi}ni=1 is a mapping f : vi → yi ∈ R

d such that d � n and the
mapping function f preserves the similarity measure defined on G.

Definition 3. Given the DSNE Y, a graph index GI =
(
V I , EI , δ

)
denotes the

graph-based index I constructed on Y, where GI is a directed weighted graph, vI
i

represents an embedding yi in Y, a directed edge −→eijI ∈ EI(0 ≤ i, j ≤ n, i �= j)
represents the neighbor relationship between vI

i and vI
j , δi,j ∈ δ between vI

i and
vI
j represents their Euclidean distance (l2 norm) in Eq. 1, and smaller distance
means higher similarity.

δi,j = δ
(
vI
i , v

I
j

)
=

√√
√
√

d−1∑

l=0

(
vI
il − vI

jl

)2

(1)

Given a graph index GI , query node vI
q , routing strategy, and termination

condition, the AKNNS retrieves KNN R of vI
q , and then continue to conduct

the search and update of R via the routing strategy, where the routing strategy
represents the strategy of greedy best-first search or its variants. Finally, AKNNS
returns the query result R once the termination condition is satisfied.

3.2 Directed Social Network Embedding

By using the non-negative matrix factorization (NMF) based SGNS, we propose
DSNE to generate embeddings. The embedding input in Fig. 3 is the DSN G
with dimension n, and the embedding out is the embedding matrix Y with
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dimension d, d � n. To preserve the direction of the edges in the DSN, DSNE
makes the connected node-context pairs have similar embeddings, while scatting
unconnected node pairs by optimizing the following objective

L =
∑

vi∈V

∑

vj∈Vc

#(vi, vj)
(
log σ (yi · yj) + β · EvN

j ∼PD

[
log σ

(−yi · yN
j

)])
(2)

where Vc denotes the set of contexts of node vi, # (vi, vj) denotes the number
of directed edges between node pair (vi, vj) in G. The default value of # (vi, vj)
is 1, since there exists a directed edge between vi and vj in G. σ (·) denotes the
sigmoid function. yi, yj and yN

j denote the embeddings corresponding to vi, vj
and vN

j , respectively. β is the number of negative node-contexts. vN
j denotes the

negative context (unconnected context of node) obeying the empirical unigram
PD = #(vj) /|D|, where |D| represents the sum of frequencies of each node and
# (vj) represents the frequencies of context node vj appearing in the edges of G.

The above objective function has been proved to factorize a shift PMI matrix
M [6] as follows

M = U · H = log
(

#(vi, vj) · |D|
#(vi) · #(vj)

)
− log β = PMI (vi, vj) − log β (3)

where PMI (vi, vj), representing the point mutual information (PMI) between
vi and vj , is adopted to measure the strength of dependency between vi and
vj with the directed edge −→eij (vi → vj). To preserve the directed edge, we set

PMI (vi, vj) = log
(

#(vi,vj)·|D|
#(vi)·#(vj)

)
if −→eij = 1, and PMI (vi, vj) = 0 if −→eij = 0.

Let W represent the PMI matrix, W = {Wij}ni,j=1 and Wij = PMI (vi, vj).
For convenience, Eq. 3 is rewritten as

M = W − log β ≈ U · HT (4)

To make DSNE interpretable, simple and efficient, the asymmetric NMF
based on Frobenius norm (i.e., Euclidean norm) [1] is proposed to factorize M
to obtain the low-dimensional embeddings, since the elements in M are nonnega-
tive. Specifically, the asymmetric NMF is used to find the low rank decomposition
of M by minimizing the following loss function

J = min
∥
∥M − U · HT

∥
∥2

F
=

∑

ij

(
Mij − (

U · HT
)
ij

)2

(5)

where M = {Mij}ni,j=1 denotes the shifted PMI matrix. U ∈ R
n×d and H ∈

R
n×d denote the base matrix and coefficient matrix, respectively, U = {Uik}n,di,k=1

(U ≥ 0), H = {Hkj}d,nk,j=1 (H ≥ 0). Moreover, the embeddings Y are represented

by the coeffient matrix H in terms of the definition of NMF [1]. ‖·‖2F denotes
the Frobenius norm by adopting the square Euclidean distance to measure the
similarity between M and U · HT .
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To accelerate the convergence of U and H, we use the multiplicative update
rules based on the gradient descent algorithm [1] to optimize the loss function
J . In all iterations, U and H are updated with the value of loss function J
decreased monotonically by the following update rules

Ui(k+1) ← Uik

(
M · HT

)
ik

(U · H · HT )ik
(6)

Hk(j+1) ← Hkj

(
UT · M)

kj

(UT · U · H)kj
(7)

Now, the general framework for DSNE is presented in Algorithm 1. The total
time is O (nE + Niter · n · d), where n and nE denote the number of nodes and
edges in the DSN, respectively.

Algorithm 1. DSNE(G, β, d, ε,Niter)
Input: G, the DSN; β, the number of negative neighbors; d, the dimension of embed-

dings; ε, the error threshold; Niter, the maximum number of iterations.

Output: Y, embeddings.

1: Initialize the PMI matrix W, base matrix U and coefficient matrix H

2: Calculate # (vi, vj), # (vi) and # (vj)

3: Compute the PMI Wij = log

(
#(vi,vj)·|D|
#(vi)·#(vj)

)
and construct W

4: Obtain the shifted PMI matrix M by M = W − log(β)

5: for t = 1 to Niter do

6: Update U by Eq. 6

7: Update H by Eq. 7

8: Update M̂ = U ·HT by Eq. 4

9: if
∥∥∥M− M̂

∥∥∥2

F
< ε or t > Niter then

10: return H

11: end if

12: end for

3.3 Similarity Search with Graph Index

The construction of GI-DSNE includes the construction of initial KNNG,
“search-select” process and spanning of the DFS tree.

To construct the initial KNNG efficiently, we propose the improved nearest
neighbor descent (NN-Descent) method. Let B

(
vI
i , r

)
denote an open sphere

with radius r such that B
(
vI
i , r

)
= {vI

j |δ(vI
i , vI

j ) < r} (i �= j). Suppose that
the neighbors’ neighbors of vI

i are also regarded as its neighbors, defined as
RK

(
vI
i

)
=

⋃
vI
p∈B(vI

i ,r) B
(
vI
p, r

)
. For each vI

i , the sampled neighbors ρ ·RK

(
vI
i

)

are selected in terms of the sample rate ρ ∈ (0, 1]. In each iteration, only the
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similarity of vI
p → vI

1 and vI
1 → vI

2 are updated if vI
p, v

I
1 and vI

2 have the rela-
tionship vI

p → vI
1 → vI

2 , which could update the distance similarity among the
nodes in GI efficiently. Meanwhile, the radius r is initialized with a large value,
and gradually shrunken through iterations, until the number of nodes within the
radius r will not be changed.

Nevertheless, the similarity search on KNNG tends to take long detours, since
KNNG does not preserve the monotonic path and the global connectivity. To
address the former problem, GI-DSNE is proposed by extending the monotonic
relative neighborhood graph (MRNG) [3,4], which could guarantee a monotonic
path between any two nodes in GI to reduce the length of search path.

Definition 4. Given the DSNE Y, KNNG GI , query node vI
q = vI

k and path
vI
1 , v

I
2 , . . . , v

I
k from vI

1 to vI
k in GI , the path is monotonic if and only if ∀i =

1, 2, . . . , k − 1, δ
(
vI
i , v

I
q

)
> δ

(
vI
i+1, v

I
q

)
.

To build the GI-DSNE on KNNG efficiently, we first search a candidate
neighbor set and further select the neighbors for each node. Given the query
node vI

q

(
vI
q ∈ V I

)
, the greedy best-first search (GBFS) algorithm [17] is adopted

to search the candidate neighbor on KNNG from the start node vI
p

(
vI
p ∈ V I

)
,

also named navigating node, obtained by approximating the nearest neighbor
of the centroid of the embeddings. To select the neighbors more efficiently, we
propose GI-DSNE for edge selection by the direction guided strategy, which tries
to guarantee a monotonic path from the navigating node to all the others.

Definition 5. Given the DSN G, DSNE Y and KNNG GI , the GI-DSNE is a
directed graph index with the set of edges satisfying the following property: for
any edge −→eijI , −→eijI ∈ GI if and only if luneij ∩ Y = ∅ and vi → vj ∈ G or
∀s ∈ (luneij ∩ Y), −→eisI /∈ GI and vi → vj ∈ G, where luneij denotes a region

such that luneij = B
(
vI
i , δvI

i ,v
I
j

)
∩ B

(
vI
j , δvI

j ,v
I
i

)
, vi → vj ∈ G denotes the path

from vi to vj in G.

(a) MRNG (b) GI-DSNE

Fig. 4. Edge selection strategy of MRNG (a) and that of GI-DSNE (b).

Following, the edge selection strategy of GI-DSNE is compared with that of
MRNG in Fig. 4. For MRNG GI

MR in Fig. 4 (a), the edge −→e12I of vI
1 and vI

2 is
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added to GI
MR, since there are no nodes in lune12. The edge −→e13I of vI

1 and vI
3

cannot be added to GI
MR, since vI

4 ∈ lune13 and −→e14I ∈ GI
MR. For GI-DSNE

GI in Fig. 4 (b), the edge −→e12I of vI
1 and vI

2 is added to GI , since there are no
nodes in lune12 and exists the path v1 → v2 in G as shown in Fig. 3. The edge−→e13I of vI

1 and vI
3 cannot be added to GI , since vI

4 ∈ lune13 and −→e14I ∈ GI . The
edge −→e51I of vI

5 and vI
1 cannot be added to GI , since there not exists the path

v5 → v1 in G as shown in Fig. 3. Overall, we could find that GI-DSNE has less
out-edges than MRNG while guaranteeing a monotonic path between any two
nodes in GI , such as the path vI

1 → vI
3 .

It is concluded that the GI-DSNE like NSG [4] and HNSW [9] tend to have
high out-degree that is easily trapped in the “traffic hub”. The maximum out-
degrees m of all the nodes V I is adopted to eliminate the long edges, which
cannot guarantee the connectivity of GI . To make GI fully connectivity, a DFS
tree based on GI-DSNE is spanned, where the navigating node is regarded as
the root and the other nodes are linked to their nearest neighbors. Though the
spanning of DFS tree will sacrifice some performance in the worse case [4], the
GI-DSNE could be built efficiently.

Algorithm 2. GI-DSNE(G,Y, l,m)
Input: G, the DSN; Y, the embeddings; l, the candidate set size; m, the max-

imum out-degree.
Output: GI , GI-DSNE.
1: GI ← build the KNNG
2: vI

c ← calculate the centroid of Y
3: vI

r ← random node
4: vI

na ← GBFS(GI , vI
r , v

I
c , l) // navigating node

5: for each node vI
i in GI do

6: S(vI
i ) ← set of candidate neighbors retrieved by GBFS(GI , vI

na, v
I
i , l) and

sorted in ascending order of the distance to vI
i

7: GI ← edges between vI
i and its neighbors selected by using direction

guided strategy, where the number of edges is less than m

8: end for
9: G

I ← a DFS tree from root vI
na being spanned on GI

10: return G
I

Overall, the framework for GI-DSNE is presented in Algorithm 2. First, the
calculation of centroid in Y and the navigating node in GI takes O (n) time.
Then, the KNNG is constructed by our NN-Descent in O (n) time. Furthermore,
the retrieved process of candidate neighbors by GBFS takes O(K · d · n1/d ·
log n1/d/�r) time, where �r is a constant denoting the minimum edge distance
in the non-isosceles triangle vI

i , v
I
j , v

I
q . Edge selection and spanning of the DFS

tree take O (n) time. Therefore, the total time of Algorithm 2 is about O(n +
K · d · n1/d · log n1/d/�r).
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Finally, the AKNNS with GI-DSNE is performed by the GBFS Algorithm,
and thus the AKNNS could be fulfilled in O

(
K · d · n1/d · log n1/d/�r

)
time.

4 Experiments

In this section, we present the experimental study of our proposed GI-DSNE.
On the datasets of DSNs, two sets of experiments are conducted to evaluate: (1)
efficiency and effectiveness of DSNE, (2) efficiency and effectiveness of AKNNS
with GI-DSNE.

4.1 Experimental Setting

Datasets. The DSNs1 include soc-sign-bitcoin-alpha (Alpha), soc-sign-bitcoin-
otc (Otc), wiki-Vote (Vote) and soc-Epinions1 (Soc). All datasets were divided
into training DSNs, validation DSNs and query nodes. The parameters of each
method on the validation datasets were tuned to make the search precision reach
the optimal value as the ground-truth on the training datasets. The statistics
of these DSNs are shown in Table 1, where #(·) and nE denote the number of
nodes in the DSNs and the number of edges in the training DSNs respectively.

Table 1. Statistics of social networks.

Dataset Edge direction nE #(Training) #(Validation) #(Query)

Alpha Directed 24186 3783 756 80
Otc Directed 35592 5881 980 100
Vote Directed 103689 7102 1420 150
Soc Directed 1768149 14478 2895 300

Comparison Methods. The state-of-the-art graph indexing methods, such
as NN-Descent, FANNG, NSG, and NSSG, were chosen to compare with our
method GI-DSNE in Table 2, implemented in C++14 and compiled by g++9.3.0.
The experiments were conducted on the machine with a 3.7 GHz ten-core Intel
Core i9-10900X CPU, 128GB main memory, running Ubuntu operation system.
For DSNE, the algorithm was implemented in Python 3.9 and a python library
of scikit-learn was adopted for NMF.

• NN-Descent2 [2] picked the K nearest neighbors to construct KNNG by
shrinking the search radius between the current node and its neighbors’ neigh-
bors.

1 http://snap.stanford.edu/data/.
2 https://github.com/lmcinnes/pynndescent.

http://snap.stanford.edu/data/
https://github.com/lmcinnes/pynndescent
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Table 2. Comparison methods.

Methods Base graph index Construction complexity Search complexity

NN-Descent KNNG O
(
n1.14

)
O

(
n0.54

)

FANNG KNNG+RNG O
(
n1.14 + dn2 logn

)
O

(
n0.2

)

NSG KNNG+RNG O
(
n1.14 +Kdn1/d logn1/d

)
O

(
Kdn1/d log n1/d

)

NSSG KNNG+RNG O
(
n1.14 +K2dn

)
O

(
Kdn1/d log n

)

GI-DSNE KNNG+RNG O
(
n+Kdn1/d logn1/d

)
O

(
Kdn1/d log n1/d

)

• FANNG3 [5] adopted the modified occlusion rule and the optimal truncation
to select the edges to build the graph index.

• NSG4 [4] used the edge selection strategy of MRNG to construct the graph
index and tried to guarantee the existence of monotonic paths from the nav-
igating node to all the others.

• NSSG5 [3] pruned the edges by involving both “angle” and “distance” to
construct the graph index under the MSNET framework.

Evaluation Metrics. For DSNE, d was adopted to evaluate the execution time
of DSNE, and J was adopted to test the effectiveness of DSNE. For GI-DSNE,
the parameters K, d, l and m were considered to test on the execution time of
GI-DSNE construction. For AKNNS, the queries per second and search precision
were adopted to evaluate the efficiency and effectiveness of AKNNS, respectively.
The search precision is the percentage of correct query nodes Vc in the retrieved
nodes Vr, defined as Precision = |Vc∩Vr|

|Vr| = |Vc∩Vr|
K .

4.2 Experimental Results

Each experiment was repeated for 5 times, and the average evaluations of DSNE
and AKNNS with GI-DSNE are reported here.

Evaluation of DSNE. To evaluate the efficiency of DSNE, the execution time
of DSNE was recorded on different datasets by varying the dimension d of embed-
dings. To evaluate the effectiveness of DSNE, the reconstruction loss J of DSNE
was recorded by varying the parameters β, d,Niter, respectively.

Exp-1.1 Impacts of d on the Execution Time of DSNE. To evaluate the
execution time of DSNE on different datasets in Table 1, d was varied from 100
to 400 when β and Niter were set to 1 and 200 respectively. The execution time
of DSNE is reported in Table 3. The results tell us that the execution time of
our method DSNE increases by varying d from 100 to 400 on each dataset, such

3 https://github.com/ZJULearning/efanna graph.
4 https://github.com/ZJULearning/nsg.
5 https://github.com/ZJULearning/ssg.

https://github.com/ZJULearning/efanna_graph
https://github.com/ZJULearning/nsg
https://github.com/ZJULearning/ssg
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as DSNE with d = 400 taking about 4 times more time than that with d = 100
on Alpha. This is because the more the dimension of embeddings, the longer the
time the DSNE takes to factorize the PMI matrix. Moreover, the DSNE with
d = 400 on Soc takes about 11 times more time than that on Alpha, since the
number of nodes in Soc is far more than that in Alpha.

Table 3. Impacts of d on the execution time of DSNE.

Dataset Execution time (s) of DSNE
d = 100 d = 200 d = 300 d = 400

Alpha 43 117 165 173
Otc 89 201 334 364
Vote 93 208 473 772
Soc 343 593 1025 2001

Exp-1.2 Impacts of Parameters β, d,Niter on the Reconstruction Loss
of DSNE. To better understand the impacts of parameters β, d,Niter on the
reconstruction loss J (in Eq. 5) on all datasets, the number β of negative neigh-
bors was set to {1, 2, 4, 8, 16, 32} when d = 200 and Niter = 100. Moreover, the
dimension d was set to {50, 100, 150, 200, 250, 300} when β = 4 and Niter = 80,
and the maximum number Niter of iterations was set to {40, 80, 120, 160, 200}
when β = 4 and d = 200, respectively. The reconstruction loss J is reported in
Fig. 5. The results demonstrate that, on the whole, J is reduced gradually with
the increase of β, d and Niter, respectively. Meanwhile, β and d have significant
impacts on the reconstruction loss of DSNE in Fig. 5 (a) and (b), respectively,
such that J has reduced 63% by varying β from 1 to 32 on Soc.

Fig. 5. Impacts of parameters β, d, Niter on the reconstruction loss of DSNE.

Evaluation of AKNNS with GI-DSNE. To evaluate the efficiency of graph
indexing construction on all datasets, the execution time of our proposed GI-
DSNE was compared with that of NN-Descent, FANNG, NSG and NSSG,
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and recorded by varying the parameters K, d, l,m. To evaluate the efficiency
and effectiveness of AKNNS with GI-DSNE on all datasets simultaneously, the
queries per second (QPS) and search precision were compared with NN-Descent,
FANNG, NSG and NSSG.

Table 4. Impacts of data size on the construction time of graph indexing methods.

Dataset Construction time (s)
NN-Descent FANNG NSG NSSG GI-DSNE

Alpha 1.1 1.1+0.8 1.1+0.3 1.1+0.5 0.8+0.3

Otc 1.5 1.5+2 1.5+0.8 1.5+1.2 1.0+0.7

Vote 1.8 1.8+2.9 1.8+4.1 1.8+7.8 1.2+1.9

Soc 2.8 2.8+11.2 2.8+2.8 2.8+4.2 1.8+1.8

Exp-2.1 Impacts of Data Size on the Construction Time of Graph
Indexing Methods. To evaluate the construction time of graph indexing
methods on different datasets, our method GI-DSNE was compared with NN-
Descent, FANNG, NSG and NSSG. For NN-Descent and FANNG, d, K, L,
iter (iter < 30), S and R were set to 100, 200, 200, 10, 100 and 100, respec-
tively. For NSG and GI-DSNE, d, L, m and l were set to 100, 40, 50 and 500,
respectively. For NSSG, d, L, m (m < L) and angle between two edges were set
to 100, 100, 50 and 60, respectively. The construction time of each graph index-
ing method is reported in Table 4. For FANNG, NSG, NSSG and GI-DSNE, the
construction time t1 + t2 of graph index includes the construction time t1 of the
KNNG induced by NN-Descent and “search-select” time t2 on KNNG induced
by each method. The results tell us that:

• Our method GI-DSNE takes less time than FANNG, NSG and NSSG on each
dataset. For example, the GI-DSNE takes 36% less time than NSG on Soc,
since our method adopts the more efficient NN-Descent method for KNNG
construction, and the direction guided strategy for edge selection to construct
the graph index.

• Overall, our NN-Descent method is 33% faster than original NN-Descent,
since our method only updates the similarity between the query node vI

q and
its neighbor vI

i in RK

(
vI
q

)
that exists a path from vI

i to vI
q .

Exp-2.2 Impacts of Parameters K, d, l,m on the Execution Time of
GI-DSNE Construction. To better understand the impacts of parameters
K, d, l,m on the execution time of our method GI-DSNE construction, K was
set {50, 100, 150, 200, 250, 300} when d = 100 , l = 500 and m = 50, and d
was set to {50, 100, 150, 200, 250, 300} when K = 200, l = 500 and m = 50.
Furthermore, l was set to {100, 200, 300, 400, 500, 600} when K = 200, d = 100
and m = 50, and m was set to {10, 20, 30, 40, 50, 60} when K = 200, d = 100
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and l = 500. The execution time of GI-DSNE construction is reported in Fig. 6.
The results tell us that, overall, the execution time of GI-DSNE construction
gradually increases, which is consistent with our time complexity of Algorithm
2, by varying K from 50 to 300, d from 50 to 300 and l from 100 to 600, and m
from 10 to 60, respectively. In addition, the number of nodes in different datasets
has great impact on the execution time of GI-DSNE, such that GI-DSNE on Soc
takes about 3.8 times more time than that on Alpha when K = 300 in Fig. 6 (a).

Fig. 6. Impacts of K, d, l, m on the execution time of GI-DSNE construction.

Exp-2.3 Search Precision vs Queries per Second. To evaluate the effi-
ciency and effectiveness of AKNNS with GI-DSNE, the search precision vs QPS
of our method was compared with that of NN-Descent, FANNG, NSG and NSSG.
For NN-Descent and FANNG, d, K, L, iter, S and R were set to 100, 200, 200, 10,
100 and 100, respectively. For GI-DSNE and NSG, d, L, m and l were set to 100,
100, 50 and 100, respectively. For NSSG, d, L, m and angle between two edges
were set to 100, 100, 50 and 100, respectively. The search precision vs QPS of
each graph indexing method is reported in Fig. 7. The results demonstrate that:

• For each dataset, the more precise the search results, the longer the search
time, such as the QPS of GI-DSNE on Alpha dropping from 1150 to 700 by
varying the search precision from 0.6 to 1.

• As a comparison, the QPS of our method GI-DSNE outperforms that of NN-
Descent, FANNG, NSG and NSSG on each dataset by fixing the precision,
such as the QPS of GI-DSNE being about 20% more than that of NN-Descent
by fixing the search precision as 0.7. This implies that the monotonic path
and maximum candidate set size could improve the search efficiency.

• When the search precision of GI-DSNE attains 0.94, the QPS of our method
also is larger than that of other methods on Alpha. This is most likely
attributable to the GI-DSNE expressing the neighbor relationship precisely
and only comparing query nodes with their nearest neighbors.
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Fig. 7. Search precision vs QPS.

5 Conclusion and Future Work

In this paper, we propose a novel method of similarity search with graph index
on directed social network embedding named as GI-DSNE, which could support
end-to-end search on directed social network by varying the dimension of embed-
dings, maximum out-degree, etc. Theoretical analysis and extensive experiments
have verified that our method outperforms the other graph indexing methods. In
the future, to make both indexed and unindexed queries on graph index feasible,
we will generate incremental embeddings and reconstruct the graph index for
unindexed queries. To further improve the efficiency of graph indexing construc-
tion on the large-scale datasets, a parallel GI-DSNE is worthwhile for further
study.
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Abstract. Web pages are nowadays usually built with a variety of dif-
ferent tools, frameworks, and generated code. The structure and size
of the resulting HTML, CSS, and JavaScript code highly influence the
time for page load, and related energy consumption. However, no large-
scale baseline data exists about the efficiency of the resulting page code,
e.g., what amount of the code is actually used, or if code parts must be
render-blocking. Furthermore, existing examinations analyze page code
structure but do not investigate the potential impact on code efficiency if
parts of the code would be optimized. In this paper, the top 10,000 web
pages worldwide using the Tranco list were analyzed in-depth. Aspects
with the highest impact on structure or performance are evaluated in
detail and set into context regarding used techniques, frameworks, code
efficiency, and differences in the delivered desktop- and mobile versions.
The results showed that the vast majority (over 70% for JavaScript and
≈90% CSS) of externally loaded resources (both JavaScript and CSS)
are loaded as render-blocking code. On average, only ≈40% of render-
blocking JavaScript and ≈15% of CSS are used until page render, which
unveils a significant potential for performance improvements for most
analyzed websites.

Keywords: Progressive page loading · Initial page load · Page
streaming · User experience · User acceptance

1 Introduction

Motivation. As continuously measured by the HTTP Archive, websites keep
getting larger and more complex [2]. Still, there are many areas where no suffi-
cient bandwidth is available to load a web page in a user acceptable time span.
Especially on mobile devices, this holds true even in developed countries like
Germany.1 For web pages, various optimizations exist to speed up the loading

1 https://www.breitband-monitor.de/funkloch/karte.
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time. However, large-scale baseline data is missing on the efficiency and struc-
ture of the loaded data in the real world and how much potential is still left.
More efficient web pages would reach a wider audience and load even quicker
on fast network connections. By gathering and analyzing said data, further per-
formance improvements can be implemented that target a specific part of a
website’s structure or loading behavior. This paper aims to highlight specific
areas of optimization potential that is measurable by the code structure and
efficiency. As this is highly dependant on code context, multiple factors of every
measured aspect are compared. These include differences between the desktop
and mobile versions of a website and the frameworks and libraries a website is
built with. This structural analysis differs from a performance-measuring app-
roach, as a reduction in the amount of transferred data will indirectly result in
faster loading websites. For example, techniques that implement code-splitting
do not provide sufficient information on the current efficiency of web pages. This
paper aims to provide this missing data.

The main contribution of the paper is a in-depth large-scale code structure
and efficiency analysis of the top 10,000 web pages worldwide using the Tranco
list. The evaluated factors include web page structure and content, render-
blocking and non-blocking resources and their locations on a page, as well as
the percentages of used CSS and JavaScript until page render. All factors are
compared to each other and set into relation with further gathered data, like
the usage of frameworks. The impact of the four most popular JavaScript frame-
works were given special consideration at each step. By analyzing code structure
in this way, the optimization potential of code restructuring is elaborated.

The rest of the paper is organized as follows. In Sect. 2 we introduce key terms
and concepts related to website structure. In Sect. 3 related work is discussed,
followed by an explanation of measured aspects in Sect. 4.

2 Background

In this section, the structure of a website will be explained as well as common
variations, starting with the loading behaviour of websites. Modern browsers
like Firefox or Chrome often needs to load a set of additional external resources
before rendering a web page. After a user requests a standard HTML-based web
page from a server, the main HTML of the website will be sent by the server
to the client. It is possible to link further resources like CSS and JavaScript
within this file. The parsing halts when a browser parses the main HTML and
a non-asynchronous link to an external resource is found. At this point, a fur-
ther request for the external file will be sent. The file is fetched and then parsed.
Afterward, parsing of the main HTML file continues. When a file pauses the ren-
dering process, it is called render-blocking. External resources that can be render-
blocking, like CSS and JavaScript, can be inserted in multiple ways. Both can be
linked as external files (with the respective link and script-tags) and internally
(with style and script-tags). In addition, CSS can be applied as inline-styles
with the style-attribute. Typically, external links are render-blocking, however
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with JavaScript, the async and defer-attributes can be used to change the
default behavior. In contrast, no such attributes can be applied for CSS, except
for a workaround using the media-attribute or with JavaScript. Ideally, included
render-blocking CSS styles and JavaScript code should be used to 100% in the
initial page. Until now, no measurements exist on how efficient both factors are
in the real world. As part of the CSS efficiency tests, the CSS-selectors are ana-
lyzed. These selectors can be described in multiple ways to access different parts
of the HTML DOM. These include classes, ids, but also pseudo- and attribute-
selectors. By analyzing the matches per selector, their efficiency can be measured.
Ideally, one selector will style multiple elements in the HTML-Document. If a
selector matches zero elements on a HTML-page, it means that the selector is
100% ineffective. In this paper, the efficiency will be described by evaluating the
percentage of selectors with zero matches. For building websites and web appli-
cations, numerous frameworks exist to aid the development process. These range
from CSS-Frameworks that are linked directly to a CDN that hosts the frame-
work externally to more sophisticated technologies like React or Angular.2 Both
examples of the second category will, by default, generate the main HTML-File
and, in doing so, will handle the insertion of external resources. However, it is
unclear which impact those current implementations of frameworks have on the
number of inserted files, their size, and their efficiency. Mobile clients are com-
monly less powerful due to their battery, so the delivered data on a smartphone
or tablet can vary from the desktop version as an optimization step. One possible
indicator is the screen size. Using the media-attribute, it is possible to activate
certain CSS-code only at specific screen sizes. A further indicator for detecting
a mobile client is the user agent of the device. When requesting a resource, a
string is sent in the request header, which contains information about the device
itself. With this data, the server may decide which version to send. As a result,
the server might deliver a completely different ‘mobile’ version of a page [4]. In
this paper, the factors mentioned above will be investigated. More precisely, the
location and type of code import, the efficiency of the transferred code until
page render, the distribution of JavaScript, CSS, HTML, and the influence of
frameworks. These aspects can lead to a negative user experience as the loading
times are affected if they are not optimized correctly.

3 Related Work

In this section, we explore related work for page structure and efficiency analysis.
On the one hand, we discuss analysis work concerning the various ways of struc-
turing a web page. On the other hand, we analyze optimization techniques for
page code with a focus on the structural elements and inefficiencies they try to
reduce. Structural Profiling of Web Sites in the Wild analyzes the DOM
structure of the top 500 pages on the internet (filtered, from moz.com) [3]. The
analyzed aspects were tag names, node depth, visibility based on the view-port,
location, and CSS-selectors attributed to the element. They used the browser
2 reactjs.org, angular.io.

https://reactjs.org
https://angular.io
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extension TamperMonkey to inject custom JavaScript in order to analyze a web
page. The main results showed that more than half of the elements of a web page
are invisible. The majority of pages have less than 2000 nodes and a maximum
DOM depth of 22. However, it lacks context, which links the measured data to
performance impact in the real world, as its primary goal was to be a reference
for future research. Wappalyzer is a service that analyzes websites in order to
extract the technologies the website is built with. This includes frameworks, ana-
lytics, CMS, and page builders. All categories are listed on their website.3 The
detection works by testing regular expression patterns on various aspects of the
page, like the HTML and JavaScript variables for indications of said technologies
[1]. Wappalyzer can be used with a provided paid API. However, an open-source
implementation is available on GitHub [1]. As it is expected that the technolo-
gies have a significant impact on page code structure, Wappalyzer will be used
as part of this analysis to give context to the gathered structure data of web-
sites, as the necessary data-set is not provided publicly. The HTTP Archive
is one of the most powerful structure analysis platforms of the modern web.
As described on their website, by crawling a large set of websites each month,
the HTTP Archive can track how websites are built [2]. They use the URLs
of the Chrome User Experience Report and analyze the websites by hosting an
instance of Web Page Test.4 Their reports cover various aspects of websites, like
the total page size, the total amount of JavaScript and CSS, accessibility, speed,
performance, and more. However, some factors are missing, like code efficiency
until render, import location, etc. The analyzed factors are also not compared to
each other and lack context of the real-world performance. The HTTP Archive
provides all gathered Data with Google BigQuery, but as it is a paid service,
a large-scale, in-depth analysis using the provided data is not possible due to
cost. Therefore, a more in-depth analysis is needed for the missing factors and,
more crucially, giving context to the gathered data. Google Pagespeed, Mini-
fication and bundler like Webpack are further technologies aiming to improve
the structure of a web page. Minification and code bundler like Webpack aim to
reduce the amount of requests and transferred code. By minifying the delivered
code first, all unnecessary characters will be removed, like for example renam-
ing long variables to shorter alternatives or removing unnecessary spaces. The
efficiency of the delivered code will increase, and this technique is therefore com-
monly used. Webpack can furthermore combine all JavaScript files into a single
file, and remove non-essential code by including a tree-shaking algorithm. Both
methods are done while building a web application. In contrast, Pagespeed can
be applied to a already built web page, as it is a module for Apache and Nginx
based servers. The core idea consists of automatically improving initial page
loading speeds by enforcing best practices. These include structural changes,
like combining resource files of the same type or removing comments. The result
is a smaller, structurally optimized web page. As a result, the delivered data
should have higher efficiency. There is, however, no existing comparison on the

3 wappalyzer.com/technologies.
4 webpagetest.org.

https://wappalyzer.com/technologies
https://webpagetest.org
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real-life structure and efficiency impact. Wappalyzer can also detect the usage of
Pagespeed, and this technique will therefore be analyzed as part of this paper.
All described techniques and analysis methods either lack the necessary level
of detail or do not provide comparable, real-world data to evaluate code effi-
ciency and resulting page structure. In this paper, a large set of websites will be
crawled and analyzed, focusing on code efficiency and structure as well as code
distribution.

4 Structure Analysis

This section describes all considered elements, why and how it impacts the web
page, and what we expect from the analysis. For analyzing the structure of a
website in a way that is comparable between web pages of different sizes, most
of the following measurements in percent are viewed relative to the length of
the entire document in characters, if not stated otherwise. This also applies to
the location of elements. For a complete structural inspection, the HTML of a
website and all JavaScript and CSS (including dynamically imported resources)
are loaded and analyzed.

1) Number of external and internal JavaScript-blocks: JavaScript can
be directly embedded inside the HTML using the <script>-block or linked
to an external file. This measurement will compare the percentage of the
respective loading method relative to all detected imports. We argue that
a higher number of files will result in a lower percentage of overall used
JavaScript code and longer loading times. Loading multiple files also decreases
a website’s performance, as the bandwidth has to be shared, and browsers
have a limit on the maximum number of parallel connections. The reason is
that front-end frameworks often are linked as separate files if no optimization
like webpack is used. If more external files are loaded, more requests have to
be made to load said files.

2) Efficiency of JavaScript: This measurement compares the percentage of
used JavaScript relative to the total amount of Java-Script code until render.
Furthermore, our analysis includes the percentage of JavaScript characters
used originate from render-blocking code. In an optimal scenario, all render-
blocking JavaScript is used to 100% until the page loads. All other JavaScript
could be loaded asynchronously. We hypothesize that this optimization is
rarely implemented.

3) Efficiency of CSS: As described in Sect. 2, CSS might be widely unoptimized
due to a lack of easy debugging options and asynchronous loading options.
Currently, there is no easy or native way to load external CSS asynchronously,
apart from using the media-attribute in certain scenarios. Therefore, we guess
that, on average, used CSS is mostly not split in render-critical and non-
render-critical CSS, and as a result, might result in a lower CSS code usage.
Like with JavaScript, optimally render-blocking CSS should be used to 100%
until the page loads. CSS frameworks bring a significant convenience at the



106 L. Vogel and T. Springer

development stage, as usually all pre-defined elements like input-boxes and
dropdowns are already styled. However, this includes elements that are not
used in the page itself, but the styling information is still transferred as part
of the framework’s CSS file. Like with JavaScript, the percentage of used CSS
and used CSS from render-blocking files is compared to the total amount of
transferred CSS.

4) CSS locations: As part of the CSS analysis, the import locations and
methods will be evaluated. CSS can be embedded externally, internally in
a <style>-tag or inline with an element itself. There is no current data on
what method is used the most and if the most popular websites prefer one
placement over the other or if they are used interchangeably. If large amounts
of external CSS are used, we hypothesize that this indicates the usage of mul-
tiple frameworks, resulting in a less efficient or less optimized website. The
measurement consists of the percentage of used import methods relative to
all import methods.

5) Render-blocking and non-render-blocking CSS: Performance wise,
internal and inline-styles are the same, as both are purely render-blocking
by default. Only the efficiency will change, as inline styles only apply to one
element. There is no easy native way to mark CSS as asynchronous. There-
fore, it is expected that most websites will use render-blocking CSS only.
However, non-render-blocking CSS could significantly improve the First Con-
tentful Paint, as the render process can be executed while displaying a page.
Therefore, the percentage of render-blocking versus non-render-blocking CSS
is compared.

6) Matches of CSS selectors: To apply styles to an element, CSS uses selec-
tors. Most notably, they use tags, classes, and IDs. These correspond to the
tag, class- and id-Attributes of a HTML-Element. These selectors can also
match with multiple HTML-Elements, improving the efficiency of a CSS class.
As described before, classes of frameworks might not have any matches if the
corresponding classes are not used. Therefore, the number of matches per
class will be evaluated. We hypothesize that the top web pages worldwide
will include highly optimized CSS with a large number of matches per class,
as this directly corresponds to less traffic and faster loading times.

7) Resource distribution and element positions: Similar to JavaScript,
CSS can be included externally and internally. As described by MDN, external
CSS should be linked in the <head>-Element [5]. This might be due to older
HTML versions that were not compatible with link tags in the body. Now, in
HTML5, some link types are body-ok.5 Therefore, we guess that still most
CSS is positioned near the start of a document. As described in Sect. 2, this
is not the case with <script>-Elements. This metric does not have a direct
impact on performance. However, it shows development habits and potentially
the compatibility status of general clients. If clear patterns are visible, it
might lead to possible future optimizations of the render process in modern
browsers.

5 https://html.spec.whatwg.org/multipage/links.html.

https://html.spec.whatwg.org/multipage/links.html
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4.1 Website Selection

For the analysis, the “Tranco” website list will be used (downloaded April 29,
2021), as it is research-oriented and specifically hardened against manipulation
[6]. The top 10.000 most popular websites on this list will be analyzed due to
space and time constraints. For every website, the structure and efficiency will
be investigated. While crawling the web pages of the Tranco list, not every
website could be fetched and analyzed. This might be because some pages did
not load until the timeout of 60 s ran out, which prevents the crawler from getting
stuck loading a page. Other pages might have gone offline or unavailable from
Germany, where the test was carried out. Thus, the number of readable websites
for every analysis method will be named individually with nd for desktop and
nm for mobile data sets.

List of websites

List of websites

List of websites

Main controller

Saving crawled websitesCrawler

Analysis data
Analyzer

ImagesVisualizer Analysis data

crawled websites
Storage server

Fig. 1. Structure of the analysis software

4.2 Analysis Software

To enable repeatability of every test, the crawling and analysis steps are sep-
arated as much as possible. As seen in Fig. 1, the phases are orchestrated by
the main controller. As there will be significant amounts of data, a file server is
used to store all documents. This also enables the usage of multiple crawlers and
analyzers, which can work in parallel. First, the controller starts the crawling
process by distributing a section of the Tranco list to a crawler. This crawler will
then use a remote-controlled, headless browser to fully load the website and all
external resources in standard desktop mode. While loading, the JavaScript and
CSS usage, CSS efficiency, and page metrics are being tested for the analysis.
After saving all data to the file server, the same website is crawled again in the
same way (without caching). However, this time, a phone is emulated inside the
browser. The emulation changes the user agent and the screen size to the exact
dimensions of a defined device.

After crawling is done, the primary analysis starts, using the same list of
websites and their desktop and mobile versions. There, the main HTML will be
parsed and structurally analyzed. With a framework, the technologies used to
build the website are also gathered. To compare the data of different HTML-file-
lengths later, the software converts all location data into percentages relative to
the length of the own website. For each website, the analysis data is then saved
on the file server for later use. As the last step, all individual analysis data are
combined into one large analysis file to speed up the global evaluation. There,
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the averages of all analyzed data points are then calculated and saved. To enable
the search for relations, all data is then visualized as graphs via the visualizer
component.

4.3 Technical Implementation

For the crawling process, the puppeteer-Framework is used to load a website.
As it consists of a headless Chromium Browser, the website’s HTML can be
extracted even after executing JavaScript that adds or modifies the page’s con-
tent. In order to achieve this, the browser will wait until networkidle0. Accord-
ing to the official API, networkidle0 considers the navigation only to be fin-
ished when zero network connections are active for at least 500 ms.6 Furthermore,
puppeteer is used to access JavaScript and CSS coverage of executed code. This
functionality is provided as part of puppeteer and will be used to calculate effi-
ciency by dividing the used JavaScript ranges by the total amount of JavaScript.
The HTML of the page is analyzed by utilizing the htmlparser2-library.

4.4 Page Code Analysis

The results will be analyzed in the same groups as described at the beginning of
Sect. 4. When JavaScript frameworks are analyzed, the top 4 front-end frame-
works used by developers in 2021 will be mainly described in detail to com-
pare their implementation to the total average. Those frameworks are React.js,
jQuery, Angular and Vue.js according to Statista [7]. As described before, tim-
ing data will not be part of this evaluation as it is strictly a structure-focused
analysis approach.

1) Number of external and internal JavaScript-blocks: On average,
68.41% of all embedded JavaScript Blocks are external files on desktop, and 70.17
on mobile (nd = 8417, nm = 8468). The desktop distribution is visible in Fig. 2.
The graphic shows that 25.48% of the JavaScript blocks are internal scripts, with
a nearly identical distribution on mobile (25.41%). However, comparing the two
pairs of graphs in the figure, it is visible that the external files are responsible
for over 90% of all JavaScript on a page (92.58% on mobile). As a result, even a
smaller amount of externally linked files might contain the majority of JavaScript
code.

With a large amount of JavaScript embedded in a page, the loading times
can be improved by loading the resources asynchronously. However, 73.74% of all
external JavaScript-files are render-blocking on desktop and 76.25% on mobile
(nd = 8417, nm = 8468), which leaves significant optimization potential. Map-
ping the distribution to JavaScript frameworks, a trend is visible. For all websites
that used one or more of the detected technologies, 74.74% of them used at least
95% render-blocking JavaScript on desktop and 87.37% on mobile. Pages with
frameworks like AlloyUI or BEM used 100% render-blocking JavaScript on both

6 github.com/puppeteer.

https://github.com/puppeteer
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Fig. 2. The average percentage of JavaScript locations in number of files/blocks and
characters on desktop (d) and mobile (m)

desktop and mobile. On the other hand, pages with the Twitter Flight frame-
work only declared 73.42% of JavaScript as render-blocking, and even less on
mobile (51.69%).

Table 1. Comparing values in percent of the most popular JavaScript-frameworks. d
= desktop, m = mobile

Framework Number of websites
detected

Percentage of external
files (in characters)

Percentage of
renderblocking scripts
(in characters)

React.js nd: 1413 nm: 1457 d: 95.51% m: 97.68% d: 94.56% m: 96.65%

jQuery nd: 5140 nm: 5222 d: 97.16% m: 98.24% d: 96.46% m: 97.39%

Angular nd: 378 nm: 373 d: 94.24% m: 98.65% d: 91.46% m: 95.53%

Vue.js nd: 418 nm: 432 d: 97.47% m: 98.36% d: 96.59% m: 97.29%

The values of the four most popular frameworks are visible in Table 1. Pre-
sented in the table is also the number of web pages in which those technologies
were detected. By usage, jQuery is by far the most used technology. Websites
with jQuery, Angular, or Vue.js have, on average, similar amounts of external
JavaScript. Only React.js is lower by 1%–2%. The average percentages of render-
blocking scripts are similar, except that Angular imports the least amount of
render-blocking JavaScript code. However, in both scenarios, all values are above
90% for every technology.

2) Efficiency of JavaScript: While rendering, 40.81% of all loaded
JavaScript will be executed on desktop and 40.61% on mobile. This includes
render-blocking and non-render-blocking JavaScript. The amount of render-
blocking JavaScript code used until networkidle0 does not change significantly
in comparison, with 40.94% on desktop and 40.65% on mobile (nd = 7741, nm

= 7741).
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Fig. 3. The average percentage of CSS and JavaScript used until networkidle0 on
desktop (d) and mobile (m)

Considering the four major JavaScript frameworks, a minimal improvement
is visible for Angular and React, as seen in Fig. 3. Both Frameworks improve
JavaScript usage by 3–5%, with Angular having the most significant improve-
ment. As jQuery is mainly used to simplify DOM manipulation and DOM traver-
sal, it provides a significant feature-set. However, if not all functions are used, the
efficiency will be lower. This might explain the slightly under-average JavaScript
usage of jQuery, visible in Fig. 3.

3) Efficiency of CSS: On average, 15.86% of all loaded CSS is used until
networkidle0 on desktop and 14.84% on mobile. If only the render-blocking CSS
is viewed, the loaded CSS is used near identically with 15.87% on desktop and
15.01% on mobile (nd = 7739, nm = 7739). Comparing the four major front-end
frameworks displayed in Fig. 3, the usage is generally lower than the average of
all websites together. This includes jQuery, which is a pure JavaScript framework
that, in general, does not interfere with CSS. One possible explanation might be
that other factors like inefficient CSS frameworks are more commonly used in
unison with said frameworks to build a website.

4) CSS locations: Comparing the CSS import locations in Fig. 4 to
JavaScript in Fig. 2, the ratio of internal and external blocks or scripts with
the corresponding amount of characters is similar.
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Fig. 4. The average percentage of CSS locations in number of files and blocks and
characters on desktop (d) and mobile (m)

Around 90% of the CSS is linked externally (in the number of characters).
On average, 8.50 external CSS documents are loaded on a page on desktop (8.74
files on mobile). As internal CSS is always render-blocking, it might seem to
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be an optimization step to load the CSS asynchronously with external links.
However, generally, this is not the case, as described in the next section.

5) Render-blocking and non-render-blocking CSS: On desktop, an
average of 89.47% of all CSS is render-blocking (in number of characters, 92.09%
on mobile). Only 5.96% of pages on desktop and 4.92% on mobile use techniques
to load CSS asynchronously, for example by using media queries. The remain-
ing pages do not use externally linked CSS or could not be measured (4.57%
on desktop and 2.99% on mobile). Comparing the most popular frameworks in
Fig. 5, no significant difference is visible. The data for jQuery is expected to be
approximately the same as the average of all websites. It does not render HTML
like the other frameworks and therefore does not create or link CSS files by
default. In reality, web pages built with jQuery used slightly more non-render-
blocking CSS. React, Angular and Vue are all using over 90% of render-blocking
CSS, which is more than average. However, Vue also uses more than average
non-render-blocking CSS both on desktop and mobile. Those frameworks all
have methods of creating and linking CSS, and using render-blocking CSS is,
therefore, a conscious choice made by the developers of the web page or the cre-
ators of the framework. A possible explanation might be backward compatibility
or ensuring that all styles are present when displaying the web page. It has to
be noted that this does not directly correlate to 100% with page performance,
as the amount of transferred CSS is the major performance impact. As this is
highly dependant on specific page implementations, a generalization might be
misleading.

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

jQuery (d)
jQuery (m)

React (d)
React (m)
Vue.js (d)

Vue.js (m)
Angular (d)

Angular (m)

renderblocking non-renderblocking Other / not measurable

Fig. 5. Average percentage of renderblocking and non-renderblocking CSS per most
popular framework on desktop (d) and mobile (m)

6) Matches of CSS selectors: Testing all CSS-selectors, 24.64% of them
are pseudo-selectors on desktop (25.04% on mobile). Those include keywords
like :hover or :focus resulting in a selection when a user interacts with an ele-
ment, but also :root or :first-child, which work input-independently. In the
following evaluation of selector-matches, only selectors that work independently
of any user interaction can be tested. On average, a CSS-selector will have 3.07
matches in the HTML-Document on desktop (2.98 matches on mobile, nd =
8417, nm = 8468). This means that every class styles on average three elements
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when measured without user input after networkidle0. However, this is not an
even distribution. 74.79% of selectors on desktop and 77.26% of classes on mobile
have zero matches for their selector in the HTML document after networkidle0.
These represent 73.57% of all CSS code on desktop and 75.87% on mobile. While
there was no clear relation found between CSS usage and percentage of exter-
nal or internal CSS, there is a significant correlation between the percentage of
used CSS classes and the total number of CSS characters from externally loaded
files. Pages with a high percentage of used CSS classes until render use a smaller
amount of external CSS. Generally, the more external CSS is loaded, the fewer
CSS classes are used.

7) Resource distribution and element positions: JavaScript can be
linked to external Script-files in the head or body, according to the HTML spec-
ification7. On average, 60.55% of script-links were present in the <head> on
desktop (61.58% on mobile), and 31.95% in the <body> (32.73% on mobile).
The other links are outside of the <head> and <body> (nd = 8417, nm =
8468). As expected by the change in the specification, external CSS is linked
mainly in the <head> with 81.75% on desktop and 82.51% on mobile (nd =
8417, nm = 8468). However, 5.06% of external CSS-Links are present in the
body on desktop, and only 0.41% on mobile. This might be a conscious change
made for compatibility reasons. The remaining pages do not use CSS or utilize
other locations for inserting CSS (13.19% on desktop, 38.51% on mobile). Sim-
ilarly, further investigation is needed explaining the significantly higher values
on mobile. Comparing the averages node sizes of the <head> and <body>, the
<body> is responsible for 73.28% of the complete document on desktop, and
72.75% on mobile. On desktop, the <body> accounts for 24.91% of the docu-
ment, and 25.67% on mobile. The other data is therefore outside both elements
(1.80% on desktop and 15.8% on mobile). When setting the average amount
of all loaded HTML, JavaScript, and CSS in relation to each other, on desk-
top, 13.29% of all code is HTML, 70.07% is JavaScript and 16.64% is CSS. On
mobile, 11.54% of all code is HTML, 75.51% is JavaScript and 16.95% is CSS.
Both JavaScript and CSS represent significantly larger portions of the code than
HTML does, with JavaScript being the large majority of data in the crawled
websites. Analyzing the distribution of links to external JavaScript files shows a
clear trend towards the start of a document, with an additional smaller spike at
the end of the page. The data for desktop and mobile versions of the analyzed
pages do not differ significantly. JavaScript files linked at the end of a page ensure
that all DOM elements are loaded when the code is executed. The same can be
done with JavaScript files linked at the start. However, a listener is needed to
wait until the whole document is parsed if DOM-manipulation or -traversal is
the goal of the executed code. We argue that the code at the start of a page
will likely load asynchronously or is not necessary for the render process itself.
For example, if a framework like jQuery is linked, the contained code will not
manipulate the document itself. Instead, it is needed for later JavaScript code

7 html.spec.whatwg.org.

https://html.spec.whatwg.org
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that depends on jQuery functionality, and therefore it is not strictly necessary
to load the framework at the beginning of a page or in a render-blocking way.

4.5 Desktop vs. Mobile

As visible in Sect. 4.4, the mobile data set was larger than the desktop data set.
This is partially due to pages refusing the native puppeteer user agent, as it might
indicate a crawler, which would be correct. Therefore, some pages did not load on
desktop. We argue that this does not matter at the scale of the crawled data-set,
as the averages of all data points are calculated. However, this margin of error is
inevitable and is considered while analyzing the data. That said, mobile versions
of websites performed on average slightly worse than their desktop counterparts,
even with the browser and test setup hardware being the same. One explanation
might be that a common modification to mobile and responsive versions is the
reduction of displayed data to use the provided screen space more efficiently. By
doing so, selectors like CSS media queries might only match on larger screens, as
the targeted data is purposefully hidden on mobile clients, and the corresponding
JavaScript functions are intentionally not called. Furthermore, most developers
create websites on a desktop setup, as popular IDEs are traditionally exclusively
available or usable on said setups. When developing locally, the delay of network
setups and data transfer usually does not apply. Therefore, it is easy to overlook
the performance impact of imported resources, even though analysis tools exist,
such as the developer tools provided by most browsers.

Table 2. Average values of the page optimization framework Google PageSpeed for
desktop and mobile in comparison to the average of all analyzed pages (reference) with
p = PageSpeed, r = reference average, JS = JavaScript, idle = networkidle0, iaoc =
in amount of characters

Desktop Mobile

% of used JavaScript
until idle

p: 39.05% r: 40.81% p: 39.93% r: 40.61%

% of used CSS until idle p: 10.84% r: 15.86% p: 11.10% r: 14.81%

% of renderblocking
JavaScript (iaoc)

p: 90.04% r: 91.78% p: 98.07% r: 93.36%

% of non-renderblocking
JavaScript (iaoc)

p: 1.96% r: 2.11% p: 1.93% r: 2.22%

% of unused CSS classes p: 79.25% r: 74.79% p: 84.21% r: 77.26%

% of CSS from selectors
with 0 matches

p: 77.54% r: 73.57% p: 82.39% r: 75.87%
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4.6 Frameworks

The difference between the analyzed frameworks was often small, but existent.
One factor is the combined usage of frameworks and libraries. Using Wappalyzer,
a combined average of 2.12 JavaScript Frameworks and libraries were detected on
every page on desktop, with the same number on mobile. Frameworks like React,
Angular or Vue, will provide the functionality to build and bundle all developed
resources into a deployable form. This bundling process often includes opti-
mizations like Webpack to improve the loading performance. One optimization
framework described in Sect. 3 is Google PageSpeed. While crawling all pages, 46
websites on desktop and 49 pages on mobile used Google PageSpeed to improve
their performance. Comparing the CSS and JavaScript usage until page render,
one JavaScript result was similar to the average results as described in Table
2. There it is visible that ≈40% of JavaScript is used until render. In most
Scenarios, pages using PageSpeed fare worse than average. On desktop, pages
use on average ≈5% less of the transferred CSS and have ≈4% more CSS-code
with zero HTML matches. On mobile, pages using PageSpeed have ≈5% more
render-blocking JavaScript code (98.07%) and ≈6.5% more CSS code with zero
matches in the HTML code. One possible explanation might be that developers
expect PageSpeed to correct these performance deficiencies automatically, which
it does not sufficiently. Therefore, it is apparent that optimizing JavaScript and
CSS until page render still yields a significant potential that PageSpeed could
not solve.

4.7 Validity of Results

One of the main drawbacks of the automated crawling method is its limitation
to the main page of a website. Therefore, websites behind a paywall, a login
mask, or a cookie consent page do not represent the website entirely. However,
filtering those websites is impossible on this scale and would skew the analysis
and are therefore included in the analyzed data set. Furthermore, the mobile
version is only simulated. Even though the main differentiation factors like user
agent and screen size were changed for browsers, there might still be other ways
of detecting mobile hardware. As a result, the validity of the retrieved mobile
web pages cannot be assured to 100%. If websites use A/B testing, different web
page versions might be retrieved. The measured CSS and JavaScript efficiency
is only able to retrieve execution data until networkidle0. The actual usage is
expected to be higher if a user utilizes the actual functionality of a web page.
However, the captured results are valid if only the structural performance of
transferred data until networkidle0 is evaluated.

4.8 Major Insights and Possible Improvements

Lack of performance was mainly found in the efficiency of JavaScript and CSS,
independently of frameworks used. In general, the goal of optimization is to
utilize all of the render-blocking JavaScript and CSS until page render. All
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other code can be loaded asynchronously. Techniques already exist to split CSS
into render-critical and non-critical files, like critical.8 This is different with
JavaScript, as functions might depend on each other, and an error is thrown if an
asynchronously loaded function is not available in time. A possible solution is a
framework that utilizes promises. Using a strict promise-based syntax, a function
of asynchronously loaded JavaScript files can be called through a promise-based
proxy, which waits until a function is loaded to call a function. However, this
requires a deep analysis of the written code and might not be a drop-in solu-
tion. Further research is needed. Secondly, we hypothesize that current solutions
for optimizing the efficiency of render-blocking resources might be too difficult
to integrate into existing workflows. Therefore, easy and universally applicable
solutions are needed for widespread adaptation.

5 Challenges and Research Roadmap

As described in Sect. 4.7, the validity of gathered data can only be tested to a
certain degree and not on a per-page basis due to the size of the gathered data
set. Furthermore, complex software had to be written to crawl and analyze said
number of web pages. It depends on various tools like the code coverage informa-
tion provided by puppeteer, which could not be evaluated independently due to
time constraints. Next, further analysis of the data is planned, as the gathered
information exceeds the scope of this paper significantly. Crawling websites in
the future will also include other resources like fonts, and use the puppeteer
stealth plugin to reduce the chance of being blocked by websites.

6 Conclusion

In this paper, the structure and efficiency of websites were analyzed. As a
data-set, the top 10,000 websites of the Tranco list were crawled by a custom
distributed analysis software. Apart from the main page itself, metadata like
JavaScript and CSS usage and used frameworks and libraries were collected.
Then, various aspects regarding positioning of code and data as well as effi-
ciency were extracted. The results showed that the vast majority (over 70% for
JavaScript and ≈90% CSS) of externally loaded resources, both JavaScript and
CSS, are loaded as render-blocking code. This reduces the maximum achievable
loading performance. Furthermore, on average, only ≈40% of render-blocking
JavaScript and ≈15% of CSS are used until page render, which unveils a signifi-
cant potential for performance improvements for most analyzed websites. Testing
the CSS itself, ≈75% of the loaded CSS selectors do not have a single match in the
final HTML page. As part of the test, desktop and mobile versions of web pages
were gathered. In general, the efficiency of mobile versions was lower than their
desktop counterparts. Evaluating the most popular frameworks in more detail,
in most instances, the respective values did not change significantly compared

8 npmjs.com/package/critical.

https://npmjs.com/package/critical
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to the global average. Therefore, significant structural performance improvement
potential was found in various aspects of web pages. We highlighted existing solu-
tions for solving CSS efficiency problems and proposed a method for splitting
JavaScript into render-critical and non-critical parts.
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Abstract. Information extraction, transformation and loading (abbre-
viated as ETL) tools are important for big data analysis and value-added
applications on the Web. Typical Web scraping systems such as “Dexi.io”
or “Import.io” allow users to specify where to fetch the page and what
information or data to be extracted from the page. Although these com-
mercial services already provide a graphical user interface to guide the
system to the target pages for each data source, such systems are not
scalable because users have to create crawlers one by one. In this paper
we consider the problem of pagination recognition, which aims to auto-
mate the process of finding similar pages by locating the next page link
and the list of page links from any starting URL. We propose a neural
sequence model that will label each clickable link in a page as either
“NEXT”, “PAGE” or “Other”, where the first two could guide the sys-
tem to find similar pages of the seed URL. To have multilingual support,
we have exploited the attribute contents in the links as well as Language-
Agnostic SEntence Representations (LASER) for anchor text embedding.
The experimental results show that the proposed model, achieves an aver-
age of micro 0.834 and macro 0.818 F1 score on pagination recognition.
In terms of practical deployment, we are able to automatically create
1,060 (MDR) and 153 (DCADE) data APIs from 392 event source pages
within 62 min.

Keywords: Web Data ETL scalability · Pagination recognition ·
Neural sequence labeling · Announcement extraction

1 Introduction

Web scraping is the process of using bots to download HTML pages and extract
content and data from web pages. Web scraping is used in a variety of applica-
tions that rely on data harvesting such as comparison shopping agents, weather
data monitoring, website change detection, and online reputation tracking from
forums and social media, etc. Web scraping includes two tasks: Web page fetching
and web data extraction. Because each website has its own style of information
presentation, it is usually necessary to build a robot for each website.
c© Springer Nature Switzerland AG 2022
T. Di Noia et al. (Eds.): ICWE 2022, LNCS 13362, pp. 117–131, 2022.
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For the past two decades, the techniques of web data extraction have evolved
from supervised approaches to unsupervised approaches [4,7]. Supervised web
data extraction systems (e.g., Lixto [9], DIADEM [8], etc.) require annotated
input and data schema to tell the system what to extract and how the extracted
data should be organized for output. Unsupervised web data extraction (e.g.,
MDR [14], DEPTA [19], EXALG [1], DCADE [18], etc.) accepts annotation-free
input pages with common templates to derive the schema and template for each
website automatically.

On the other hand, web page fetching still relies on users’ involvement to tell
the system what pages to download and script. For example, existing tools such
as Import.io [10] and Dexi.io [6] allow users to define the processes and rules
for constructing Web robots, specify what data to be extracted from targeted
websites/data sources, and designate where the data is pushed to and from.

Imagine the case when we need to monitor the latest announcements from
more than 500 websites. Manually defining the processes of web page fetching
for each website is time consuming and not effective. Is it possible to automate
the page fetching procedure by simply giving the starting URLs as seeds with-
out requiring additional rule settings? The answer is positive because the latest
news or announcements are usually displayed in a list with a pagination design.
As shown in Fig. 1, many websites contain a latest news page and provide an
interactive interface (called pagination element) for transitioning from one page
to another.

Fig. 1. Two news pages with page transition interfaces at the bottom.

Since there is no universal or uniform page indicator for page transition
interfaces, automatic detection of the pagination links in each seed URL is a key
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issue for automatic page fetching and downloading. Wu and Sgro [17] filed a US
patent US20160103799A1 that adopts a supervised model for automated detec-
tion of pagination. The claims include identifying characteristics of pagination
elements, recording data for recognizing the pagination element, and generating
the automated replay agent to recreate the identified interaction.

AutoPager [11], on the other hand, is a Python package that detects and
classifies pagination elements by MIT. Autopager uses a sequence labeling model
based on linear-chained CRF (Conditional Random Fields) to label each click-
able link as either PAGE, or NEXT link or NONE. Linear-chained CRF can
capture context information of all links for page indicator or page transition
interface detection. The features used here include link pattern, query pattern,
class pattern, and anchor text. Link pattern and query pattern refer to the host
and query value pairs used in the URL link, while class pattern and anchor text
refer to class attribute and text content of the HTML “<a>” tags, respectively.

Although the first three features can be extracted entirely from HTML, the
anchor text is language dependent. Thus, the text features might not work well
for web pages written in a language different from the training pages. In this
paper, we propose a neural sequence labeling model to detect pagination ele-
ments. Through multi-lingual sentence embedding, we are able to train the model
with labeled data written in English and apply the model to other languages.
Meanwhile, we use n-gram to extend the attribute information of anchor tags
and train custom attribute embedding for pagination recognition.

The contributions of this work are summarized below.

– To the best of our knowledge, this is the first work to achieve automatic data
extraction by cascading supervised pagination recognition and unsupervised
web data extraction.

– We introduce and compare a set of methods to split HTML tag into useful
features embedding.

– We derived a language-agnostic model to improve the micro/macro F1 by 5%
compared with AugoPager.

The rest of our paper is structured as follows. Section 2 will describe related
works. Section 3 discusses the method that we proposed for pagination recog-
nition. Experimental results and automatic data API creation are provided in
Sects. 4 and 5, respectively. Finally we conclude with summary in Sect. 6.

2 Related Work

There are several web data extraction services on the market that provide users
with convenient and fast extraction of data. For example, Import.io [10], which
advertises full automation, is a relatively well-known service provider on the
market. An user specifies the URL of the target website, and the system can
analyze the possible data fields behind it automatically. If the extraction results
are not well, the user can also manually label the correct data; so it can be
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regarded as a semi-supervised data extraction system. To deal with the multi-
page input, import.io will detect possible combinations of URL parameters of
the current web page, and users can also generate multiple URLs through the
URL Generator.

Another data extraction service, Dexi.io [6], follows the idea of programming
by demonstration to construct web robots. The user needs to predefine the entire
extraction process, including how to redirect to the target page, how to extract
the desired data, and click the next page. Unlike Import.io, Dexi.io can also
handle the tricky problems that crawlers often encounter now, including tedious
steps such as proxy server and CAPTCHA, filling in forms, and login verification.

The existing automatic page redirection programs on the market such as
Import.io use a rule-based method to detect whether a URL can be adjusted
to achieve page redirection. In addition to the rule-based method, the CONNO-
TATE patent [17] detects whether the class name of the HTML <a> tag has
a keyword similar to “pagination”. While such methods can effectively detect
the position of the pagination element in the traditional webpages, many mech-
anisms have been developed to prevent automatic detection of these pagination
elements, e.g. auto-hashing of class names and URL parameters.

According to our survey, Autopager [11] is the first work to use sequence
labeling for pagination recognition. They retain all HTML anchor tags (<a>)
and define features based on the tag attributes (e.g. the class names of the
parent and child tags), the queries in the link (e.g. whether the query contains
keywords related to “pagignation”), and the anchor text content of the current,
previous, and following anchor node to predict four kinds of labels including
“PREV”, “PAGE”, “NEXT”, and “Other”. Based on the designed features, the
linear chain CRF (Conditional Random Field) model can solve the auto-hash
issue mentioned earlier. However, because CRF still relies on the features and
vocabulary that the model has read before, such a model could not be applied
directly to web pages written in different languages or development technologies.

In this paper, we try to explore neural tag embedding to better represent
HTML tags and paths. Although there are some methods using neural embed-
ding to represent HTML tags and paths, e.g.[12,16], most of the researches often
simplify tags and ignore attributes and styles. For example, Web2Text [16] and
BoilerPlate [12] use the first 50 frequent tags to construct a tag vector for HTML
tag path representation.

3 Pagination Recognition Neural Sequence Model

In this section, we will introduce the pagination recognition neural sequence
model and how we effectively represent the clickable links or buttons from HTML
page. We start with the problem definition.

3.1 Problem Definition

For each input page, we first parse it as a DOM tree and keep only the “<a>”
tags that contain the href attribute as well as potentially clickable “<button>”
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tags. This would allow us to deal with web pages that use buttons and anchors
for redirecting pages. In other words, each web page is represented by a sequence
of L clickable nodes, x = [x1, x2, . . . , xL], where each anchor or button node xi

is composed of three parts for processing:

– ParentTagi: Parent tag of the anchor or button node,
– AttConti: Attribute content of the anchor or button node,
– AnchTexti: Text content of the anchor or button node.

The goal is to predict a label yi ∈ {PAGE,NEXT,OTHER} for each
anchor or button node.

As mentioned above, previous works mainly rely on manually identified fea-
tures extracted from the anchor node, especially the query key in the href link
and the value in the class attribute. For example, for the following anchor tag,
the query key “page” in the href link and the value “pagination” of the class
attribute are good indicators of pagination elements.

<a class=“pagination” href=“/News.aspx?page=2&Size=20”>NEXT</a>

Therefore, in addition to the word features from text contents of the current,
the previous and the following node as well as query words and class attribute,
we also consider 8 heuristic features used by Autopager in our paper, where
most of them are binary features such as “Is there a disabled class in the class
attribute?” Does the href link contain “page” or “pages”? Does the href link
contain “number” or “year”? Whether the number of query keys in the href link
equals 0, 1, or 2? Is the text alpha or digit? Does the node before or after the
current node have a href link?

However, more and more web pages use non-traditional page redirection
methods. Three typical approaches include replacing all page URLs with hash
values, using JavaScript functions for page transition interface (instead of chang-
ing URL parameters), or using dynamic rendering methods to replace the page
content (this method is used in single-page applications, especially common in
programming websites). In addition, focusing only on the two attributes href
and class is not comprehensive enough, because button tags (as shown below)
may contain no href attribute at all.

<button type=“button” ng-click=“$ctrl.gotoPage(page)” class=“ng-binding
ng-scope”>2</button>

Therefore, traditional machine learning that relies on manually predefined
features is not enough, because there are still too many changes. Meanwhile, if
the CRF model is built from mono language training pages with limited features,
it may result in a significant decrease in the accuracy when processing cross-
language websites.

3.2 Proposed Method

To overcome such issues, we propose a pagination recognition neural
sequence model (Fig. 2), which consists of four components to represent each
anchor/button node: parent tag embedding, attribute embedding, text content
embedding, and heuristic features.
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Fig. 2. Pagination recognition neural sequence model

Parent Tag Embedding. To represent parent tag, we use a vector of d+1 ele-
ments to encode the d(=30) most common HTML tags in the parent tag, where
each element is associated with a specific HTML tag. An additional dimension
is added to the vector in order to handle unknown HTML tags. The tag vector
vi is then projected to m dimensional dense vector using a fully-connected layer
D ∈ Rm×d for tag embedding.

TPi = D ∗ vi (1)

N-Gram Attribute Embedding. Most neural sequence labeling models that
accept web pages as input consider only tag paths and text contents but ignore
their attribute contents. However, query keys in the href link and class names are
two key features for the success of traditional pagination recognition methods.
In the neural sequence labeling model we proposed, we examine whether proper
network layers could extract important features from the class names and the
query keys in the href link. We do not take query values in consideration because
every website has it own pagination value.

As mentioned above, the attribute content of each anchor node AttrConti
can be split into two parts, one for class attribute and the other for the href
link, i.e. AttrConti = [CNi, QKi]. For both cases, we might have multiple class
names or query keys. Let CNi denote the union of the class names from the
anchor tags as well as its parent and child tag. We apply n-gram embedding for
each class name cij ∈ CNi through an embedding lookup table of 21,097 n-grams.
With the n-gram embedding for each class name, we take the average pooling of
all class names NgramC(cij) to get the class attribute embedding:

ClassEmb(CNi) = AvgPooling(NgramC(ci1), NgramC(ci2), ....), (2)

Similary, we apply N-gram embedding to the query keys and obtain the query
embedding as follows:

QueryEmb(QKi) = AvgPooling(NgramQ(qi1), NgramQ(qi2), ....), (3)



Automatic Web Data API Creation 123

where QKi denotes the union of the query keys from the href link, and
NgramQ(qij) returns the embedding of qij ∈ QKi through the query key embed-
ding lookup table of 2,896 n-grams.

The idea of N-gram embedding is to decompose each class name or query
key into 2-gram, 3-gram, and 4-gram to capture the meaning of the value. For
example, the class name “pagination” is split into 2-gram (e.g. PA, AG, GI,
etc.), 3-gram (e.g. PAG, AGI, etc.), and 4-gram (e.g. PAGI, AGIN, etc.). The
embeddings of all n-grams are averaged to represent the class name. Finally, we
concatenate the average class embedding and average query embedding as the
N-gram attribute representation:

ACi = ClassEmb(CNi) ⊕ QueryEmb(QKi) (4)

Text Content Embedding. There are several multi-lingual embedding meth-
ods proposed in the last few years. In our proposed method, we conducted a zero-
shot experiment to test BERT [5] and LASER [2], and chose to use pre-trained
LASER for text content embedding. LASER allows the text content of different
languages to be mapped into a single vector space, which greatly increases our
accuracy in multi-lingual zero-shot tasks. We use LASER(AnchTexti) to denote
an embedding vector of the i-th node.

TCi = LASER(AnchTexti) (5)

Sequence Representation Layer. For each anchor node xi, we concatenate
its tag path embedding, attribute content coding, text content representation,
and heuristic feature vector to obtain a representation Rep(xi):

Rep(xi) = TPi ⊕ ACi ⊕ TCi ⊕ HCi (6)

The node representations are then fed into a bidrectional LSTM (Long Short-
Term Memory) layer to capture the contextual relationship the nodes. Given
a sequence of node representation Rep(x1), Rep(x2), ..., Rep(xn), the forward
LSTM and backward LSTM yield the following outputs:

−→
h i =

−−−−→
LSTM(

−→
h i−1, Rep(xi))←−

h i =
←−−−−
LSTM(

←−
h i+1, Rep(xi))

hi =
−→
h i ⊕ ←−

h i

(7)

Let dh be the number of hidden cells for LSTM, ht ∈ R2∗dh .

Prediction Layer. After the encoding layer, a CRF layer is used on top of
the BiLSTM output H(x) = {h1, h2...hL}. Suppose the corresponding labels are
y = (y1, y2..., yL), where yi ∈ {OTHER|PAGE|NEXT}, the CRF inference
layer predicts the label sequence ŷ by

p(y|x) =
1

Z(H(x))
exp{

L∑

t=1

T [yt−1, yt] +
L∑

t=1

U(ht, yt)} (8)
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where T is a 3 × 3 state transition matrix and U is a function that computes
the inner product of the input vector ht with the weight vector corresponding
to label yt.

Training Objective. Finally, the training algorithm finds the best parameters
by minimizing the Negative Log Likelihood as defined in Eq. (9).

− log p(y|x) = Zlog(H(x)) − (
L∑

t=1

T [yt−1, yt] +
L∑

t=1

U [ht, yt]) (9)

4 Experiments

This section introduces the experimental evaluation of the proposed method and
the baseline method, as well as the dataset and analysis report we collected. Our
code can be found on GitHub1.

4.1 Dataset

Since there is no public dataset for pagination recognition, we manually collect
the training data from the Amazon global top website. We first apply Selector
Gadget [3] to speed up the annotation process by locating anchor tags with the
text content “PAGE” and “NEXT” to give the corresponding labels. Note that
pages that do not contain any pagination links are also included in the dataset.
Overall, we collected 164 training pages and 49 test pages from top US websites.
As shown in Table 1, 65.20% of the training pages contain pagination elements,
while 59.76% training pages contain “NEXT”.

In addition to the English dataset, we also collected a total of 132 test pages
from the most popular global websites in Germany, Russia, China, Japan, and
South Korea for zero-shot (i.e. no training example) experiments. Table 1 shows
the statistics of our datasets for each language and their respective PAGE and
NEXT ratios. The PAGE/NEXT columns show the percentages of the pages
containing the PAGE/NEXT labels, while the nonLabel column indicates the
percentages of the pages that contain neither PAGE or NEXT labels.

Evaluation Metrics. We use micro and macro F1-score for model evaluation.
Micro-F1 calculates the F1-score of each label from all testing pages globally,
while macro-F1 computes the F1-score of each label locally for each page and
then takes the average for each label. Since macro F1 reflects the average predic-
tion performance of pagination recognition on a page, we use the average macro
F1 as the basis when selecting the best model.

1 https://github.com/UnderSam/pagination-prediction.

https://github.com/UnderSam/pagination-prediction
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Table 1. Dataset collected from Amazon Global Top Sites.

Dataset Type Pages Label ratio #Labels per Page

PAGE NEXT nonLabel # PAGE & NEXT # Nodes

EN Dev 164 65.20% 59.75% 26.82% 10.0 1.4 242.7

Test 49 34.69% 46.94% 53.06% 7.4 1.3 459.7

DE Test 20 60.00% 55.00% 30.00% 11.6 2.0 237.6

RU Test 21 38.10% 33.33% 61.90% 4.6 1.0 484.4

ZH Test 44 54.55% 45.45% 45.45% 11.5 1.2 180.3

JA Test 23 26.09% 34.78% 34.78% 8.2 1.4 401.6

KO Test 24 25.00% 20.83% 75.00% 10.0 1.0 484.4

4.2 Results

We use Autopager as our baseline model, which adopts CRFSuite from 8 heuris-
tic features. In addition to the 8 heuristic features mentioned before, the vocab-
ulary size from the five feature set, i.e. the class attribute, query words, and text
contents of the current, previous, and following nodes are 299, 3823, 9791, 5684,
and 5153 word features, respectively.

For the proposed neural sequence labeling model, we use 32 dimensions for
both the class attribute and query key Ngram embedding, and 1024 dimensions
for pre-trained LASER embedding. For ParentTag encoding, we consider only
the top 30 frequent tags. The number of the training epochs is fixed at 25. For
each setting, we conducted the experiment five times and averaged it to obtain
the performance.

Performance on EN Dataset. First, we train on the EN development set and
evaluate on the EN test set. As shown in Table 2, our proposed model improves
3% F1 on PAGE, 3.6% F1 on NEXT, and increases the average F1 score by
3.3% in terms of micro evaluation. This does not seem to be a big improvement.
However, the difference is significant when the evaluation method is changed
from the node level to the page level. As we can see, the macro F1 of AutoPager
on PAGE prediction was only 0.646, while the macro F1 of PRNSM on PAGE
prediction reached 0.861.

In order to demonstrate the effectiveness of each input feature, we conducted
ablation experiments on parent tag, n-gram attribute embedding, text content
embedding, and heuristic features. The experimental results are shown in Fig. 3.
First, removing the parent tag feature and text content embedding, the perfor-
mance dropped by 3.6% and 4.4% macro F1, respectively. For attribute repre-
sentation, class embedding plays a more important role than query embedding:
the average macro F1 performance dropped by 4.4% (from 0.818 to 0.774) with-
out class embedding. Finally on the effect of removing the heuristic features,
the prediction of the PAGE label decreased about 10%, but the Next label was
improved by 3%. Overall, the performance dropped by 1.8% macro F1.
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Table 2. Performance evaluation on English dataset: Average from 5 runs

Metric Model Page Next Avg.

(25 epochs) P R F1 P R F1 F1

Micro AutoPager 0.822 0.877 0.844 0.757 0.788 0.758 0.801

PRNSM 0.824 0.932 0.874 0.733 0.869 0.794 0.834

Macro AutoPager 0.645 0.663 0.646 0.683 0.778 0.727 0.687

PRNSM 0.808 0.922 0.861 0.737 0.815 0.770 0.818

Fig. 3. Ablation test on En test set

Zeroshot Experiments. Next, we conducted zero-shot experiments on the five
languages (DE, RU, ZH, JA, KO) other than EN to test how the model performs
in cross-lingual dataset. Figures 4(a) and 4(b) show that the proposed method
has a significant improvement on most languages except for JA and KO test sets
in terms of PAGE prediction, especially on the DE set. The performance has the
largest increase (from 0.634 to 0.913). Overall, the average F1 has increased by
6.6% (from 0.663 to 0.729). The improvement on the NEXT prediction is even
more remarkable. The average macro F1 over five datasets differs by more than
13.1% (from 0.687 to 0.818).

Fig. 4. Zeroshot experiments of pagination recognition
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Effects of Various Embedding Methods. We experimented with two dif-
ferent multi-lingual text embedding methods, namely BERT and LASER, and
used three different attribute embedding: (a) Char Embedding, (b) Char-CNN
Embedding (c) N-gram embedding. We tried a variety of configurations for
attribute embedding size and the number of filters for Char-CNN. We report
the best performing configuration for each combination and omit the remaining
results due to space limitations.

– Text Content Embedding. Figure 5a shows the zero-shot experiment
on different pre-trained multi-lingual sentence embedding methods. LASER
embedding beat BERT by 1.5% in average F1 score, so we chose LASER as
our text embedding method.

– Char-CNN Attribute Embedding. We followed [20] to convert the whole
Attribute value into a character level CNN layer to obtain Char-CNN
attribute embedding. As shown in Fig. 5b, the N-gram attribute embedding
outperforms direct character embedding with or without Char-CNN.

Fig. 5. Comparison of various embedding methods

5 Case Study: Automatic Data API Constructions

As mentioned in the introduction, web scraping tools usually provide users with
an interface to specify where to fetch web pages. When we need to monitor
a large number of data sources, it is impractical to create a data API one by
one. This section demonstrates how to combine the pagination recognition model
with Web data extraction technology to automatically create data APIs for these
data-rich web sources.

As shown in Fig. 6, given a data source output from Anthelion [15] (a focused
crawler for collecting data-rich pages) or a website’s latest news announcement
page from websites through data source discovery [13], we first apply the pagina-
tion recognition model to detect if the given page contains pagination elements.
For each anchor or button node that are labeled as PAGE or NEXT, we will
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automatically download them and use multi-page web data extraction such as
EXALG [1] or DCADE [18] for structured data extraction. If no PAGE or NEXT
nodes are found, single-page web data extraction model such as MDR [14] is used
for record set extraction. With these unsupervised wrapper induction techniques,
we can automatically create application interfaces (APIs) for these web sources
containing structured data.

Fig. 6. Automatically data API creation via pagination recognition and unsupervised
web data extraction

Because a data-rich page usually contains multiple messages as depicted in
Fig. 1, we only focus on record sets that have anchors linked to some detail
information. Therefore, we use a simple filtering mechanism to keep the largest
record set with valid URLs as shown in the last step of Fig. 6. This design can
extract the main structured data that focused crawlers target even if there are
other record sets in the data-rich pages.

Dataset. As a demonstration, we collected 392 seed pages to demonstrate the
possibility of large-scale website scraping. We manually labeled each anchor and
button node as PAGE, NEXT, or NONE in 100 pages for pagination recognition.
The ratios of these pages containing the PAGE and NEXT labels are 43% and
38%, respectively. Overall, there are 44% pages containing pagination elements.

5.1 Pagination Recognition

We show in Table 3 the performance of the pagination recognition model in the
labeled 100 data-rich pages. The performance is similar to the results reported
before, i.e. 0.857 and 0.773 micro F1 for PAGE and NEXT, respectively. In terms
of page-level evaluation, the performance for pagination detection achieves 0.882
F1.

5.2 Data API Creation via Unsupervised Data Extraction

Next, we show the performance of data API creation and the number of message
links extracted from 100 data-rich pages. As shown in Table 4, for 51 pages
without pagination elements, MDR successfully generates 51 APIs, where each
contains a record set. However, only 40 record sets contain anchor links, resulting
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Table 3. Performance of pagination recognition on 100 structured pages

Unit Class Detected Correct Golden Precision Recall F1-measure

Node PAGE 259 213 238 0.822 0.895 0.857

NEXT 50 34 38 0.680 0.895 0.773

Page w. pagination 49 41 44 0.837 0.932 0.882

w/o Pagination 51 49 56 0.961 0.875 0.916

Table 4. Results of web data extraction on 100 data-rich pages

Page type Ext. Alg. # Source # API # RecordSet # Linked Sets # Post

w/o Pagination MDR 51 51 51 40 509

w. Pagination DCADE 49 37 15 14 1,120

509 URLs in total. For 49 pages with pagination elements, we apply multi-page
data extraction algorithm DCADE to generate 37 APIs. However, only 15 of
them contain record sets and a total of 1,120 URLs (excluding one recordset
without anchor links). The overall creation process only took 20 min to obtain
1,629 message URLs.

One reason that multi-page extraction algorithm has only 75.5% success rate
may be due to the false positive anchor nodes. Since multi-page extraction algo-
rithm assumes the input pages are of the same template, the algorithm could
not generate a consistent output when input pages are inconsistent PAGE and
NEXT links for multi-page extraction algorithms. This presents a new challenge
for multi-page extraction algorithm to detect whether the input pages are con-
sistent before data extraction.

Finally, we compare the number of data APIs and message URLs extrac-
tion with or without pagination recognition on 392 structured data sources. We
consider three settings: (1) Apply MDR for API creation on each original input
page without pagination recognition. (2) Apply MDR for API creation on orig-
inal input pages and each anchor node detected by the pagination recognition
model. (3) As described above, apply DCADE and MDR respectively for pages
with and without pagination elements.

As shown in Table 5, we can build 392 data APIs using MDR to obtain the
largest record set in each data source, but only 166 record sets contain links
to 1,581 detailed posts. With the pagination recognition model, we can extract
1,176 additional PAGE/NEXT anchor nodes (from 179 data sources) and filter
377 extra record sets with links to 4,363 more posts. In total for the second
setting, we can build 1,568 data APIs using MDR to obtain 549 record sets with
links to 6,174 posts, 3.4 times of the original output. The third setting uses both
single-page and multi-page data extraction algorithms, where MDR can build
213 APIs and filter 103 record sets with links to 1,091 posts, while DCADE can
build 170 APIs and filter 56 record sets with links to 2,122 posts. In this setting,
we can obtain 3,213 posts in 63 min, 1.7 times of the original.
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Table 5. Results of data API creation on 392 data-rich pages

Round Page type Ext. Alg. Sources # URLs # APIs RecSets LinkedSet Posts

(1) Original MDR 392 392 392 392 172 1,811

(2) w. Pagination MDR 179 1,176 1,176 1,176 377 4,363

(1)+(2) MDR 392 1,568 1,568 1,568 549 6,174

(3) w/o Pagination MDR 213 213 213 213 103 1,091

w. Pagination DCADE 170 1,271 170 56 27 2,122

Total Both 383a 1,484 383 269 130 3,213
aNote that the numbers of data sources are not the same in the third setting because some data

sources have no response.

6 Conclusions and Future Work

In this paper, we addressed the problem of automatic API creation for data-rich
web sources by proposing a neural sequence labeling model PRNSM for Pagina-
tion Recognition. We constructed a data set of 345 multi-lingual training/test
data from Alexa Top Sites. The model features multi-lingual sentence represen-
tation and N-gram attribute embedding. The experimental results show that
our model has 11% macro F1 improvement over Autopager. Finally, pagination
recognition solves the problem of multiple page collection such that multiple-
page unsupervised data extraction approaches can be applied to create data
APIs without human intervention. For future work, we plan to improve the pre-
cision of pagination recognition investigate to avoid the extraction of anchor
nodes with inconsistent templates.

Acknowledgement. This paper is partially sponsored by Ministry of Science and
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Abstract. Web App migration means capturing a snapshot of the exe-
cution state of an web app on a device, and restoring it on another device
to continue its execution, for cross-device liquid computing. Although web
apps are relatively easy to migrate due to its high portability, there is a
JavaScript language feature called closure, which complicates migration
since it requires migrating the variable states of already-finished outer
functions. One approach of web app migration is to instrument the source
code to trace the closure variables, yet it often suffers from performance
slowdown, especially for multiple migrations. In this paper, we propose a
new instrumentation-based technique called Disclosure, which moves the
declarations of closure variables to a managed data structure and replaces
closure variables by the corresponding references to the data structure.
This can improve the runtime performance while enhancing security. We
evaluated our work with eight Octane benchmarks and four real web
apps. The runtime performance penalty due to Disclosure is 0%–15%,
which is much better than the result of the latest instrumentation-based
work that supports deep closures and multiple migrations, as Disclosure.
Real web apps are also shown to migrate seamlessly, even multiple times.

Keywords: Web app migration · Closure · Code instrumentation ·
Liquid computing · Multiple migration

1 Introduction

Following a wide advancement of web technology, JavaScript has become one of
the most popular programming languages used today [1]. Also, the web browser
has grown into the dominant platform for various technological environments such
as PCs, smartphones, smart TVs, and IoT devices. Since web applications can run
anywhere regardless of CPU or operating system, appmigration has emerged read-
ily. It captures a snapshot of an application state in the middle of execution, and
restores it to another device in order to continue the execution [2–6]. App migra-
tion can offer a novel user experience; for example, a game application running on
a smartphone could be handed over to a smart TV for continued execution on a
larger screen, then to another device as the user is moving. It is a form of liquid
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computing [7]. For a manufacturer who can provide a uniform web platform for its
diverse smart device products (e.g., Samsung Tizen or LG WebOS), the difficulty
of liquid computing caused by the differences of the device specification or the web
browser context is better surmountable, making liquid computing more feasible.

A snapshot captures the state of the objects in the heap memory along with
other states in the JavaScript Runtime (JR). There are some challenges in captur-
ing them.Closure, a language feature inherent to JavaScript, is a function with free
variables, which are used inside the function but declared outside of the function
scope. If a free variable is still alive (referenced) after the outer function is termi-
nated, it becomes a closure variable and is stored as a closure object in the heap
memory. Closure variables are inaccessible from the execution context (stack frame
in JavaScript) or from the globalwindow object, thus demanding a new strategy to
capture them. Besides, JR includesDocument Object Model (DOM),XMLHttpRe-
quest (AJAX), and Timeout methods. DOM objects are stored in a tree structure
and are accessible through Web APIs provided by the browser, so we can cap-
ture the DOM state by traversing the DOM tree. Timeout methods use JR’s timer
objects for scheduling the execution of callback functions. However, it is impossible
to access the registered timer’s state since there are no Web APIs. XMLHttpRe-
quest is used to interact with servers, and it is not usually within the scope of app
migration since app migration only targets applications that can run standalone.
Thus, app migration technique has focused on capturing closures and timers, and
two approaches have been proposed.

One is to instrument the source code of a web application in order to trace
the closures within the hierarchy of the scope tree, a combination of scope chains,
by inserting a mirroring statement [3,6] underneath any statement that includes
the closure variables. Those mirroring statements can trace the closure variables
with their position in the scope tree, but it increases the program size, hence
the running time. Timers are handled by the wrapper functions, which wrap
timeout methods so as to record the arguments passed when an event is regis-
tered, to reschedule them from the moment of migration. Overall, this approach
successfully captures the snapshot but suffers from serious performance degra-
dation due to the overhead of the mirroring statements. A recent work improved
the performance by taking a snapshot lazily [8], yet it does not allow multiple
migration, thus limiting the liquidity of cross-device user experience.

The other is to add new APIs to JR, which is a way of directly accessing the
closures and timers via modifying web browsers [2,4,5]. This approach leaves the
source code intact, so it does not affect runtime performance. However, it weak-
ens the security of applications since JavaScript developers typically implement
data encapsulation by means of closures. Such APIs, therefore, are not generally
welcomed by the browser vendors, and users need to use a custom browser for
migration, which hurts portability.

This paper proposes a new instrumentation-based technique calledDisclosure,
which moves declarations of the closure variables to a managed data structure
named disclosure table, and replaces closure variables by the references to the cor-
responding elements within the table. In this way, Disclosure obviates mirroring
statements and significantly reduces runtime overhead, maintaining almost the
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same performance as the original program. Moreover, we can implement the disclo-
sure table itself as a closure, which can keep closure variables from being revealed,
enhancing security further than previous works. For the timers, we capture them
using the wrapper functions as previously, yet store them also in the disclosure
table. Disclosure can fully capture the DOM tree unlike previous instrumentation-
based works. Consequently, a user can take a snapshot by copying the DOM tree,
the objects in the heap memory, and the disclosure table. The snapshot, written
in JavaScript, is a full-fledged web application by itself, so we can simply run it on
the browser of the target device to continue execution with its current display. We
made the following contributions:

– We propose a novel instrumentation-based migration technique for closures
that can keep the instrumented program and the snapshot program from
being slowed down seriously, while allowing multiple migrations.

– Our snapshot can preserve security for closure variables, possibly enhanced
with cryptographic methods.

– Disclosure can migrate a whole execution state of a web app including
JavaScript and DOM tree, unlike most previous instrumentation-based works.

– Our evaluation with Octane benchmarks shows a tangible performance ben-
efit, while real web apps are shown to migrate seamlessly, multiple times.

2 Background on JavaScript Runtime

The JavaScript Runtime is composed of a JavaScript engine and other runtime
components. The JavaScript engine is composed of call stack (execution context
stack) and heap memory, and other components are event queue, web APIs,
and event loop. When a JavaScript application is loaded, a global execution
context is first pushed to the call stack. If a new function is invoked, a new
execution context is generated, referencing the global context at the top of the
stack. This process is repeated so that each execution context references the
outer (previous) execution context, and the chain-structured execution contexts
are called scope chain. During this process, developers register event handlers by
using event listeners to handle asynchronous events triggered by a button click,
timers, etc. A triggered event is pushed to the event queue with the registered
event handler. When a function is terminated, conversely, its execution context
is removed from the top of the stack. Eventually, the call stack becomes empty
after all functions and the code in the global scope have been executed. Then,
the event loop fetches an event and the event handler from the event queue, to
execute it on a new execution context assigned to the call stack. This is the way
JavaScript handles asynchronous tasks. Since the JavaScript engine is single-
threaded, it runs only one event at a time and cannot execute another event
until the current event is terminated. Considering how the browser works, the
simplest way to implement app migration is to make it as an event, since the call
stack would be empty when the migration event is fetched from the event queue.
This strategy has an advantage of not having to capture the state of the call
stack. So, we implemented the migration task as an event so that a developer or
user can call it asynchronously through a console or a browser extension.
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3 Challenges for Web App Migration

JavaScript functions are objects (first-class functions), which allows defining a
function within another function scope, thereby making a nested function struc-
ture. JavaScript allows for an inner function to access the free variables defined
at one of the outer functions. Those free variables are accessible even after the
lifecycle of the outer function is terminated, since the inner function is estab-
lished as a closure containing the lexical environment of the outer function with
the free (closure) variables. However, the environment of the terminated function
is not accessible from the outside, so developers use this feature to implement
data encapsulation in JavaScript. The environment is the variable-value map-
ping of the current scope chain, and each execution context has an internal
property called scope to reference the previous execution context. Listing 1 pro-
vides a code example for scope chain and closures. The variable count (lines 2)
is used in the inner function (lines 3–6). Since it is a local variable of the outer
function CreateCounter(), it is removed from the stack once the outer function
terminates. However, it is not eliminated, but saved as a closure variable in the
JavaScript heap since it is still used by the returned inner function.

Listing 1. An example JavaScript code with a closure variable.
1 function CreateCounter ( ) {
2 var count = 0 ;
3 return function ( ) {
4 count += 1 ;
5 conso l e . l og ( count ) ;
6 } ;
7 }
8 var myCounter = CreateCounter ( ) ;
9

10 s e t I n t e r v a l ( function ( ) {
11 myCounter ( ) ;
12 } , 1000) ;

Timeout methods utilize JR’s timer to schedule the execution of event han-
dlers which are pushed to the event queue when the timer expires. However,
since web browsers do not provide Web APIs for accessing the timer, capturing
their states is a challenge for app migration. Listing 1 describes an example of a
timeout method, setInterval (line 10). It repeatedly registers a new timer event,
which has an anonymous callback function (event handler, lines 10–12) that
calls myCounter (line 11). So the event will be pushed to the event queue every
second (line 12). When a migration event is pulled from the event queue and
executed, the migration process must capture the state of the timer, to register
any pending event and repeated ones thereafter, after migration.

4 Previous Approaches

There are two different approaches to web app migration for handling closures
and timers. One is to instrument the source code of the target application stat-
ically, and the other is to modify the web browser to provide new APIs.
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Imagen [3] and ThingsMigrate [6] instrument the source code by insert-
ing mirroring statements as depicted in Listing 2. Since they are similar, we
explain based on ThingsMigrate, which can migrate deep closures unlike Ima-
gen. ThingsMigrate makes scope objects (line 1,3) for every execution context,
including the relevant hierarchical information of each scope chain to establish a
scope tree. It allocates all variables as inherent properties of the corresponding
scope objects (line 5,12,15). If there is a statement affecting any of the vari-
ables, a mirroring statement is inserted below (line 8,17) to copy the updated
value. Also, it wraps each timeout method to trace an event handler and a
timer argument (line 19–21). So, it replaces setInterval() by a wrapper function
ThingsMigrate.setInterval() to record the event handler myCounter, the time
interval (1,000ms), and the remaining time before registering the next event.

The migration process produces a snapshot which captures all objects in
the heap memory and the timers. The snapshot is generated in the form of
JavaScript code so that it can be executed on any device with any web browser,
as depicted in Listing 3. If a migration event occurs 3.75 s after app loading, the
value of the closure variable count will be 3, and the remaining system time for
the next event will be 0.25 s. ThingsMigrate generates a snapshot in the form
of immediately-invoked function to restore the closures without any side effect
(lines 2–9). Subsequently, the timers are restored with the wrapper function
again, to allow capturing them for multiple migrations (lines 11–13).

The other approach is adding new APIs to web browsers with the aim of
retrieving information on closures and timers [2,4,5]. This strategy leaves the
source code intact, allowing users to capture and migrate any applications to
other devices without any need for instrumentation. Also, the runtime perfor-
mance of the application is identical to that of the original.

Both approaches have successfully implemented app migration technology;
however, we found some issues in both methods. The former approach, which uti-
lizes code instrumentation, results in a serious performance slowdown at runtime
due to the mirroring statements to trace the scope tree (line 8, 17 in Listing 2).
Although FlashFreeze [8] solved this problem by ignoring scope objects and trac-
ing only the closures, it cannot support multiple migrations required for liquid
computing (its performance is similar to our previous version’s, presented in a
work-in-progress report). Also, the former approaches support only the migra-
tion of the JavaScript state, not the DOM tree (only Imagen partially migrates
the DOM objects), thus not suitable for migrating web applications. On the
other hand, the latter approach cannot conceal private information since anyone
can look into closure variables and timer states using the new APIs. Also, users
should use a customized web browser for migration, which reduces portability.

Listing 2. The instrumented code generated by ThingsMigrate for Listing 1.
1 var global = new Scope(”global”)
2 function CreateCounter ( ) {
3 var createcounter = new Scope(global, ”CreateCounter”);
4 var count = 0 ;
5 createcounter.addVar(”count”, count)
6 var anon1 = function ( ) {
7 count += 1 ;
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8 createcounter.setVar(”count”, count);
9 conso l e . l og ( count ) ;

10 return count ;
11 } ;
12 createcounter.addFunction(”anon1”, anon1);
13 return anon1 ;
14 }
15 global.addFunction(”CreateCounter”, CreateCounter);
16 var myCounter = CreateCounter ( ) ;
17 CreateCounter.setVar(”myCounter”, myCounter);
18

19 ThingsMigrate . s e t I n t e r v a l ( function ( ) {
20 myCounter ( ) ;
21 } , 1000) ;

Listing 3. Snapshot code serialized by ThingsMigrate, 3.75 seconds after app loading
of Listing 2.
1 /* The instrumented code ( Listing 2) comes here */
2 ( function ( ) {
3 function CreateCounter ( ) {
4 var count = 3 ;
5 var anon1 = function ( ) { . . . }
6 ThingsMigrate . addFunction ( " Global / CreateCounter / anon1 " , anon1 )

;
7 return anon1 ;
8 }
9 }) ( ) ;

10

11 ThingsMigrate . s e t I n t e r v a l ( ThingsMigrate .
12 f indFunct ion ( " Global / CreateCounter / anon1 " ) ,
13 1000 , 250) ;

5 The Disclosure Approach

Disclosure is a new approach to solve the issues of the previous ones. It extends
the code instrumentation scheme, yet obviates the mirroring statements to
improve performance. We capture an application’s scope tree by traversing from
the window object instead of using mirroring statement. Since a closure cannot
be accessed from the window object, the instrumented code moves the declara-
tions of closure variables to a managed data structure called disclosure table, and
replaces the variables with the references to the corresponding elements within
the table. Serializing the timers or generating a snapshot file works similarly as
in the previous works, but handling the DOM tree works differently.

Disclosure consists of three phases: instrumentation phase, execution phase,
and migration phase. The instrumentation phase transform the source code by
changing the closure variables using the disclosure table, wrapping the timeout
methods, and generating the conversion code for the DOM objects. The execu-
tion phase utilizes a runtime library with the disclosure table, to store structures
and values of the closures. The migration phase captures the DOM tree, the heap
objects, the timers, and the disclosure table to produce a snapshot file.

5.1 Instrumentation Phase

The instrumentation phase finds free variables and determines those likely to
become closure variables at runtime. It utilizes a Abstract Syntax Tree (AST) to
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emulate scope chains for discerning closure variables, generates the code to move
their definitions to the disclosure table, and replaces them by the corresponding
references to the elements in the disclosure table. Also, this phase converts each
timeout method into the a wrapper function for the purpose of copying the
arguments to trace the timers, to re-register them after migration. This phase
consists of three phases: AST Generation, AST Traversal, and Code Generation.

AST is a fundamental data structure for code analysis, and we use it to
determine whether a free variable is a closure variable or not. Since the AST’s
hierarchical structure represents function inclusion orders, each path is likely to
be instantiated to a scope chain at runtime. Figure 1(a) is the AST-like repre-
sentation of Listing 1, and we can observe a scope chain on the left composed of
Global, CreateCounter function, and anonymous function scopes. On the right,
we can see the timeout method, setInterval, defined in the global scope. It shows
the event handler that will be pushed to the event queue every 1,000 ms.

As mentioned before, we can infer a scope chain by using a path in the AST.
So, we traverse the AST in a Depth First Search (DFS) order to identify closure
variables with a virtual stack to emulate the scope chain. Our traverser begins
from the root node, the window object, and when it encounters VariableDecla-
ration, an AST node, it pushes the declared variable to the virtual stack with
its expected execution context. If the traverser encounters ExpressionStatement,
it determines whether the variable is a closure variable or not using the virtual
stack. For example, in Fig. 1(a), if the traverser encounters FunctionExpression
that includes the count += 1 statement (red box), it can identify that variable
count is a closure variable because it is not declared within the anonymous func-
tion scope. Then, it explores the virtual stack to find in which function scope
the variable count is defined. In this case, it finds out that the variable count
is declared in the CreateCounter function scope, meaning that it would be a
closure variable at runtime. However, JavaScript allows assigning a value to an
undeclared variable, which is regarded as being declared in the global scope, so
Disclosure does not treat those undeclared variables as closure variables, but
inserts them into the global scope for further analysis. Since those global vari-
ables would be accessible from the window object, we can infer that they are
not closure variables. Finding the timeout methods is simpler because they are
predefined at the global scope (e.g., we can identify setInterval, as illustrated in
Fig. 1(a) (green box), singling out the character string “setInterval”).

When the traverser encounters a closure variable, it inserts a declaration
statement generating a scope object into the disclosure table at the top of the
function scope where the closure variable is declared. Simultaneously, it replaces
each closure variable by a property of the scope object in the disclosure table.
For example, the instrumented version of the original source code in Listing 1
can be depicted in Listing 4. Since the variable count is a closure variable (line
6), the traverser inserts a statement that produces a scope object $disc0 at the
top of the function scope (line 2). The expression $disc.create() creates a scope
object within the disclosure table and returns the reference. Subsequently, the
traverser inserts a statement to record the index of the scope object $disc0 using
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(a) AST-like representation of scope
chains for identifying closure variables.

(b) Updated representation to save
closure variables and event handlers.

Fig. 1. Scope chains with closure variables. (Color figure online)

the global reference counter $ref counter. Then, each closure variable is converted
into a property of the new scope object (line 4, 6, 7). The inner function that is
to be returned and served as the closure is declared as the property of the scope
object for later closure reconstruction (line 9). When a timer method setInterval
is met, it is replaced by a predefined wrapper function disc setInterval (line 13)
to copy the argument and the system time. The AST is updated as in Fig. 1(b).

5.2 Execution Phase

The execution phase uses a runtime library maintaining the disclosure table. It
declares wrapper functions for timeout methods within the global scope. The
runtime library is allocated to the global scope, accessible with $disc, which has
the create function as shown in Listing 5. The function generates a new scope
object (line 2), and records the index of the scope object to the property named
$ref index (line 3). Also, it has the $scopes object that maps each scope object
to the corresponding index (line 4). Finally, it pushes the new scope object to
the disclosure table and returns it (line 5–6).

If 3.75 s have passed since the code in Listing 4 was loaded and executed,
the first scope object in the disclosure table can be depicted as in Listing 6. It
maintains the closure variable count whose value is 3 (line 3) and the index of
itself with the variable name {$disc0: 0} (line 4). Finally, it records the object
literal that will be a closure for later closure reconstruction (line 5–8). The state
of the AST is depicted in Fig. 2, where the variable count is referred to as a
property of the scope object $disc[0] in the disclosure table.

Listing 4. The instrumented code generated by Disclosure for Listing 1.
1 function CreateCounter ( ) {
2 var $d i s c0 = $d i s c . c r e a t e ( ) ;
3 $d i s c0 . $scopes . $d i s c0 = $d i s c0 . $ r e f i nd ex ;
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4 $d i s c0 . count = 0 ;
5 $anon0 = function ( ) {
6 $d i s c0 . count += 1 ;
7 conso l e . l og ( $d i s c0 . count ) ;
8 } ;
9 return $d i s c0 . $ r e t f un c = $anon0 ;

10 }
11 var myCounter = CreateCounter ( ) ;
12

13 d i s c s e t I n t e r v a l ( function ( ) {
14 myCounter ( ) ;
15 } , 1000) ;

Listing 5. How create function works.
1 c r ea t e : function ( ) {
2 var obj = new Object ( ) ;
3 obj . $ r e f i nd ex = d i s c t a b l e . l ength ;
4 obj . $scopes = {} ;
5 d i s c t a b l e . push ( obj ) ;
6 return obj ;
7 }

Listing 6. An element state of the disclosure table.
1 /* $reference_table [0] */
2 {
3 count : 3 ,
4 $scopes : { $d i s c0 : 0} ,
5 $ r e t f un c : " function () {
6 $disc0 [\" count \"] += 1;
7 console . log ( $disc0 [\" count \"]) ;
8 }"
9 }

5.3 Migration Phase

The runtime library has a serialize function, which pushes an event handler to
save the DOM objects, the heap objects, and the disclosure table. Users can
transfer the snapshot to another device to restore and continue its execution.
Since the snapshot code runs similarly to the instrumented code, users can again
capture a snapshot during the execution of the snapshot code.

User interactions in a web application are usually conducted via DOM objects
such as buttons after the global context is terminated and the call stack becomes
empty. Therefore, the serialization event does not have to capture the call stack.
It first generates a snapshot file with DOM objects and the instrumented code,
then traverses the heap memory to capture the global variables. Subsequently, it
serializes the disclosure table in order to append the reconstruction code for the
closures and the timers. Listing 7 depicts the generated snapshot code. Closures
are restored by an immediately-invoked function to eliminate the possibility of
side effect since the execution context of the function should not be referenced
by another context (lines 8–15). They are restored by $disc.create function again
to generate the scope objects in the order they were created (line 9), then other
properties are restored next (line 10–15). Following that, the closure is assigned
to the global variable myCounter with the index from the disclosure table (line
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Fig. 2. Scope chain and transferred closure of Listing 4.

17). Lastly, the timers are registered with the wrapper functions (lines 20–22).
If the serialization event occurs 3.75 s after the app is loaded, the setInterval
method must be triggered 0.25 s after the snapshot is loaded and executed, and
repeatedly triggered every 1,000ms thereafter. Thus, the serialization method
utilizes the disc setTimeout method, which is fired only once to make up 0.25 s.

Listing 7. The snapshot code serialized by Disclosure, 3.75 s after app loading of
Listing 4.
1 /* DOM objects */
2 . . .
3 /* The instrumented code ( Listing 4) comes here */
4 . . .
5 /* Restore global variables */
6 . . .
7 /* Restore the disclosure table */
8 ( function ( ) {
9 var $d i s c0 = $d i s c . c r e a t e ( ) ;

10 $d i s c0 . $scopes . $d i s c0 = $d i s c0 . $ r e f i nd ex ;
11 $d i s c0 [ " count " ] = 3 ;
12 $d i s c0 [ " $ret_func " ] = function ( ) {
13 $d i s c0 [ " count " ] += 1 ;
14 conso l e . l og ( $d i s c0 [ " count " ] ) ;
15 } ;
16 }) ( ) ;
17 var myCounter = ( $d i s c . g e t r e f (0 ) ) [ " $ret_func " ] ;
18

19 /* Restore the wrapped timer methods */
20 d i sc se tTimeout ( d i s c s e t I n t e r v a l ( function ( ) {
21 myCounter ( ) ;
22 } , 1000) , 250) ;

Restoration is simply achieved by transferring the snapshot file to the target
device, then executing it on any web browser with the runtime library. For exam-
ple, consider a scenario with four agents: web server, proxy server, smartphone,
and PC. If users want to run a web application migratable later, they can use the
proxy server to download the application from the web server. Then, the proxy
server instruments the downloaded application and deliver it to users with the
runtime library (which can be omitted if users already possess the library). Users
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run the instrumented application on the smartphone for a while, and at some
point, they want to enjoy it on a larger screen. Then, they press the migration
button to capture and transfer the snapshot to the proxy server, and then relay
to a desktop PC, where they can run it continuously.

As to the DOM tree, Disclosure makes all DOM objects as JavaScript objects,
by creating them as a result of executing the instrumented code. So, we can cap-
ture the DOM objects as regular JavaScript objects, even for multiple migrations.
Even for those DOM objects created dynamically, we can know the execution
context where they are created, so if they are included in the closures or web API
states, we can add them in the disclosure table with the scope object, allowing
their restoration. This works differently from Imagen [3] which uses the JsonML
library to save the DOM tree [9]; it is not clearly described how to recover the
link between JavaScript variables and the DOM objects referenced by them, after
restoring the DOM tree, or how to handle dynamic DOM objects. ThingsMigrate
and FlashFreeze do not support DOM migration.

5.4 Security and WeakMap

In JavaScript, closures are mainly used to encapsulate variables. However, the
snapshot file can reveal the value of the closure variables as in Listing 3 or
Listing 7, affecting security. Fortunately, Disclosure can enhance security by
implementing the disclosure table itself as a closure. That is, when we initialize
the $disc library, we declare the disclosure table and make the inner function
create() add a new element (for a closure variable of the original code) to the
table as depicted in Listing 5. Also, we can encrypt the disclosure table by
passing an encryption key to the serialize() function, and decrypt it by passing a
decryption key to the restore() function. This would make the snapshot file not
expose any sensitive data while restoring the original disclosure table wrapped
by a closure, enhancing security further.

Currently, there is a memory leakage issue in Disclosure. Since Disclosure
should maintain the value and the scope chain of the free variables in the disclo-
sure table, it currently prevents garbage collection from automatically releasing
the closures variables even after they are not referenced by any variables. We
can solve this problem using a feature named WeakMap [10] in the JavaScript
specification, which enables garbage collection for the elements of a WeakMap
object which are not accessed for a long time (i.e., weak references). Unfortu-
nately, WeakMap is not yet supporting the iteration for the elements, so we
cannot make the disclosure table as a WeakMap object since we should iterate
over the elements of the table to make a snapshot file. Iterable WeakMaps are
under development [11], so we leave the solution as a future work item.

6 Evaluation

We evaluate Disclosure using eight Octane benchmarks [12] and four real web
applications. The eight benchmarks are Richards, Deltablue, Crypto, Raytrace,
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Table 1. Instrumentation data for eight Octane benchmarks and four web apps

Benchmarks Original Instrumented Increase Instrumentation Scope Closure Timeout

code (bytes) code (bytes) (%) time (ms) objects variables methods

Octane Richards 9076 9076 0 85.2 0 0 0

Deltablue 15478 15715 1.53 110.3 1 2 0

Crypto 45519 45519 0 236.5 0 0 0

Raytrace 22248 22248 0 147.1 0 0 0

Regexp 132929 146215 9.99 464.9 1 312 0

Splay 6599 6599 0 82.3 0 0 0

SplayLatency 6599 6599 0 82.3 0 0 0

NavierStokes 11542 13813 19.68 109.8 2 32 0

Web apps Maze 7226 7501 3.81 162.3 1 1 4

Tetris 25038 26317 5.11 121.1 4 2 8

Emoticolor 16872 17203 1.96 88.2 1 16 9

Sokoban 59121 59144 0.04 128.3 0 0 2

Regexp, Splay, SplayLatency, and NaiverStokes. The web applications are Tetris,
Sokoban, Maze, and Emoticolor. For benchmarks we measure the runtime perfor-
mance, and for web applications we examine the overhead of multiple migrations
in capturing DOM objects and timer methods. Closures are used by three web
applications and three benchmarks. We also experimented with those bench-
marks with no closures to confirm that Disclosure has no side effect. Timeout
methods and DOM objects only exist in the web applications. We conducted the
experiments on the Google Chrome browser version 64, running on the Ubuntu
16.04 LTS with an Intel i7-2600 CPU 3.40 GHz and 16 GB RAM.

6.1 Instrumented Code Size

Code instrumentation increased the code size by 0% to 20%, as depicted in
Table 1. The result shows that the increase is proportional to the number of
scope objects with closures and timeout methods. If there are no closures or
timeout methods, code instrumentation leaves the code intact, implying that
our work had no side effect in the instrumentation phase. Therefore, the instru-
mented codes of Richards, Crypto, Raytrace and Splay (SplayLatency) are iden-
tical to the original ones. Conversely, other benchmarks like Deltablue, RegExp,
and NavierStokes have closures, thus code sizes were increased up to 20%. In
particular, the code size of RegExp was highly increased due to the numerous
closure variables. Among the real applications, the code sizes of Maze and Tetris
were increased by 3.81% and 5.11% each because both had closures and time-
out methods. Emoticolor had a few closures but numerous timeout methods, so
the instrumentation increased code size by about 2%. However, the code size of
Sokoban was hardly increased since it has only a few timeout methods. Mean-
while, the size of the runtime library is only about 50 KB, which contains code
that allocates the $disc object including the disclosure table and serialization
method, and defines wrapping functions for timer methods. The instrumentation
time takes about 82.3 to 464.9 ms, proportional to the original code size and the
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number of closures and timer methods. Since it is tiny enough, instrumenting on
a proxy server before loading an application would not affect user experience.
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Fig. 3. Performance of the original, instrumented, and snapshot code.

6.2 Execution Performance and Runtime Memory Usage

We used the Octane benchmark suite to evaluate the execution performance of
the original, instrumented, and snapshot code. Figure 3 is the result of the bench-
mark scores with the original as a basis of 100% (higher is better). We measured
the benchmark scores 2,000 times and obtained an average and standard devi-
ation, and checked the correctness of the result through its checksum. For web
applications we did not measure the performance because they are executed in
an event-driven manner via asynchronous events.

The experimental result shows that the average benchmark score of the
instrumented codes is 2% lower than the original, and the benchmarks with-
out closures were hardly affected. However, the benchmarks that have closures
such as Deltablue, Regexp, and NavierStokes show a performance decrease of 1%,
15%, and 0%, respectively. Deltablue and NavierStokes show little performance
loss, compared to the number of closure variables, because they use closure vari-
ables only during initialization, while mostly using the global objects thereafter.
On the other hand, Regexp instantiates many string objects defined as closure
variables and accesses them frequently during execution, showing a higher loss.

We took a snapshot right after the initialization process, and the execution
performance of snapshot is usually similar to that of the instrumented code.
However, unexpectedly, the snapshot performance of Raytrace and NavierStokes
is slightly higher than that of the instrumented code and the original code. We
found that this is when the snapshot includes the execution result of a non-trivial
initialization process, so bypassing initialization shows some benefit. Also, the
snapshot performance of RegExp is higher than that of the instrumented code,
but lowers than that of the original code due to many closure variables to recover.

The memory usage of each benchmarks is depicted in Fig. 4. The memory
usage of instrumented code is larger than the original one by about 14% due to
the newly generated scope objects and increased code with the runtime library.
Regexp and NavierStokes, which have many closure variables, use much more
memory than the original. Especially, the memory usage of Regexp increased
almost two-fold compared to the original. This is due to the lack of garbage
collection for the disclosure table, as mentioned in Sect. 5.4.
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One thing to note is that the memory usage of the snapshot is always smaller
than the instrumented code, and in some cases, even smaller than the originals.
This is also due to the elimination of the initialization process.
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Fig. 4. Memory usage of the original, instrumented, and snapshot code.

6.3 Multiple Migrations

We migrated our web applications multiple times in the middle of execution,
and confirmed that we can restore and continue execution. We also checked if
Disclosure itself causes any side effect on runtime memory usage or the snapshot
size. They are executed by the events, after the initialization process is over
with the global context being terminated. The events are issued by the timers or
user interactions such as button clicks. For example, Maze repeatedly generates
random walls to complete a Maze, and Tetris periodically generates blocks. So,
both increase the memory usage continuously until some point, which is when
the maze is completed or when the game is over, and we migrate at this point.
On the other hand, Emoticolor generates buttons with the RGB color codes
randomly during app loading, and Sokoban generates a map and waits for the
keyboard signal, so we migrate right after app loading without having to wait.

We performed five migrations for each app by iterating (1) take a snapshot,
(2) migrate, and (3) restore execution five times. When we measured the snap-
shot code size during each of five migrations, we found that it is the same for all
apps. We also observed that there were no differences on the runtime memory
usage during five migrations. So these imply that Disclosure has no side effect.

6.4 Comparison with ThingsMigrate

We measured the runtime performance of the instrumented code generated by
Disclosure and ThingsMigrate, using the Octane benchmarks except for Reg-
Exp because ThingsMigrate did not cover it [6]. Instead, ThingsMigrate included
Factorial to evaluate computation-intensive algorithms, so we also included it.
The experiment was conducted on Node.js v10.15.3 and the performance scores
were measured 100 times. Figure 5 shows the result, where Disclosure significantly
improves the performance, around 30 times faster than ThingsMigrate. ThingsMi-
grate’s low performance is mainly due to mirroring statements. The performance
of Raytrace, NavierStokes, and Factorial is not lower much since they do not have
many mirroring statements. So, it is clear that the mirroring statements is a serious
performance bottleneck, which Disclosure can decently alleviate.
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Fig. 5. Performance of original, disclosure, and ThingsMigrate code.

7 Summary

In this paper, we proposed Disclosure, a new instrumentation-based migration
technique for web applications. We proposed a solution based on a disclosure
table, which keeps the instrumented code from being slowed down seriously,
while allowing multiple migrations. Additionally, Disclosure can enhance security
of the snapshot file and fully migrate the DOM tree, unlike in the previous works.
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Abstract. Leveraging a GraphQL-based federated query service that
integrates multiple scholarly communication infrastructures (specifically,
DataCite, ORCID, ROR, OpenAIRE, Semantic Scholar, Wikidata and
Altmetric), we develop a novel web widget based approach for the presen-
tation of scholarly knowledge with rich contextual information. We imple-
ment the proposed approach in the Open Research Knowledge Graph
(ORKG) and showcase it on three kinds of widgets. First, we devise a
widget for the ORKG paper view that presents contextual information
about related datasets, software, project information, topics, and met-
rics. Second, we extend the ORKG contributor profile view with contex-
tual information including authored articles, developed software, linked
projects, and research interests. Third, we advance ORKG comparison
faceted search by introducing contextual facets (e.g. citations). As a result,
the devised approach enables presenting ORKG scholarly knowledge flex-
ibly enriched with contextual information sourced in a federated man-
ner from numerous technologically heterogeneous scholarly communica-
tion infrastructures.

Keywords: Information enrichment · Scholarly knowledge · Scholarly
communication infrastructures · Federated querying · Knowledge
graphs

1 Introduction

Massive (meta)data about digital and physical scholarly artefacts including arti-
cles, datasets, software, instruments, and samples are made available through
various scholarly communication infrastructures [12,23,24]. Individually, current
infrastructures focus on finding a certain kind of artefact. Lacking the ability to
present information about related artefacts, they are unable to meet complex
user information needs [21]. For instance, if a researcher searches for scholarly
articles she may want information about related datasets, software, projects and
organizations. Obtaining such diverse information with a single request is not
obvious because the information resides with distributed and technologically het-
erogeneous infrastructures. Separate search on infrastructures is, however, time
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consuming and laborious [22,26]. Therefore, federated search is necessary for
efficient and comprehensive content exploration.

For this purpose, we developed a GraphQL-based federated system [5] that
integrates multiple scholarly communication infrastructures, namely, the Open
Research Knowledge Graph (ORKG)1 [11], DataCite2, and GeoNames3. It sup-
ports executing queries in a federated manner and enables the integrated retrieval
of scholarly information. The main purpose of the federated system is to enable
cross-walking scholarly knowledge and contextual information as well as filter-
ing at (meta)data granularity. However, the federated system currently has some
limitations: 1) The scope of contextual information is limited to three scholarly
infrastructures; and 2) the system requires queries to be written in GraphQL,
which is untenable in practice.

As the main contribution of the work presented here, we devise a web widget
based approach that retrieves rich contextual information for scholarly knowl-
edge from distributed scholarly communication infrastructures and presents
scholarly knowledge with rich context in an integrated manner. We demon-
strate the integration of these widgets in ORKG to enrich its various views thus
enabling rapid, comprehensive exploration of scholarly content. The proposed
approach involves the following two main aspects:

1. Extend the GraphQL-based federated system4 to include the DataCite PID
Graph and REST APIs of OpenAIRE5, Semantic Scholar6, Wikidata7 and
Altmetric8 and enable retrieving comprehensive contextual information for
ORKG scholarly knowledge in a federated and integrated manner.

2. Building on the extended federated system, develop different web widgets to
enrich scholarly knowledge viewed in ORKG with rich contextual information.

We address the following research question: How can we flexibly enrich the
presentation of scholarly knowledge in web based user interfaces with compre-
hensive contextual information published by numerous heterogeneous scholarly
communication infrastructures?

2 Related Work

Scholia [19] is a dynamic user interface that operates on Wikidata’s SPARQL
endpoint and supports users in searching for articles, researcher profiles, organi-
zations and publishers. Similarly, BioCarian [25] is a SPARQL endpoint powered
user-friendly interface enabling exploring biological databases. The interface is
1 https://www.orkg.org/orkg/.
2 https://datacite.org/.
3 https://www.geonames.org/.
4 https://www.orkg.org/orkg/graphql-federated.
5 https://graph.openaire.eu/develop/api.html.
6 https://www.semanticscholar.org/product/api.
7 https://www.wikidata.org/w/api.php.
8 https://api.altmetric.com/.
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https://graph.openaire.eu/develop/api.html
https://www.semanticscholar.org/product/api
https://www.wikidata.org/w/api.php
https://api.altmetric.com/
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enriched with facets that enable better query construction, thus making it easier
for users to filter data. OSCAR [8] is a platform for searching RDF triples using
a SPARQL endpoint while hiding the complexity of SPARQL, thus making the
search operations easier for users who are not aware of web technologies. Simi-
larly, Elda9 was proposed to access data served via a Linked Data API10. Elda
is a Java implementation of the Linked Data API that allows customization of
API requests for accessing RDF datasets.

Following the Scholix [2] framework, ScholeXplorer11 aggregates metadata
harvested from different data sources (in particular, DataCite, Crossref, Ope-
nAIRE) and creates a graph of scholarly entities. As such, the framework sup-
ports users in discovering research articles and related datasets.

Kurteva and Ribaupierre [13] present a user interface that allows casual users
to find specific types of data in the DBpedia knowledge base. The interface also
provides a graphical visualization of retrieved results. Morton et al. [17] present a
framework for querying biomedical knowledge graphs, ranking, and conveniently
exploring the queried results. Several other systems for research data discovery
exist including BioGraph [14], Het.io [10], Wikidata12, Open Knowledge Maps13,
Unpaywall14, Zenodo15, Figshare16, re3data17.

FedX [22] was proposed to execute SPARQL queries on virtually integrated
heterogeneous data sources. The practicability of the proposed framework was
demonstrated by executing some real-world queries on the Linked Open Data
Cloud. BioFed [7] is another federated query processing system that supports
executing queries on a variety of SPARQL endpoints to retrieve life sciences
data. The system integrates 130 SPARQL endpoints and supports retrieving the
provenance information along with the data. The efficiency of the system was
demonstrated by executing 10 complex and 10 simple queries, and the results
were compared with FedX in terms of optimization. Another SPARQL-based
federated system was proposed [18], whose main purpose was to retrieve Open
Educational Resources (OERs) published on disparate web platforms. Federated
systems also support searching for personalized information, such as retrieving
information about user profiles from diverse sources [1].

The structured comparison of different scholarly communication infrastruc-
tures can be found in Haris et al. [6]. As the amount of data on these infras-
tructures is increasing rapidly, it is of utmost importance to enrich scholarly
artefacts with their contextual information. The infrastructures reviewed here
individually provide information about a particular kind of scholarly artefact,
but rarely present the artefacts with rich contextual information. For ORKG

9 http://www.epimorphics.com/web/tools/elda.html.
10 https://code.google.com/p/linkeddata-api.
11 https://scholexplorer.openaire.eu/.
12 https://www.wikidata.org/wiki/Wikidata:Main Page.
13 https://openknowledgemaps.org/about.
14 https://unpaywall.org/.
15 https://zenodo.org/.
16 https://figshare.com/.
17 https://www.re3data.org/.
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Fig. 1. Conceptual model for virtually integrating numerous infrastructures to facili-
tate the construction of user interface widgets that enrich displayed information with
context.

scholarly knowledge as the core artefact, we propose an approach that queries
a range of scholarly communication infrastructures to retrieve and present rich
contextual information.

3 Conceptual Model and Its Application

Figure 1 illustrates the conceptual model underpinning our work. In this model,
a federated query service abstracts and unifies access to and retrieval of data
served by arbitrary scholarly communication infrastructures. Here the purpose of
the service is to facilitate the efficient construction of user interface widgets that
enrich the presented information with contextual information. The conceptual
model comprises the following two key aspects:

1. Flexible, on-demand, virtual and federated integration of scholarly communi-
cation infrastructures and straightforward extension of the GraphQL-based
federated query service to serve contextual information required by user inter-
face widgets.

2. Uniform access by means of a single query and data exchange interface to
comprehensive contextual information required to enrich with context arbi-
trary information presented in a user interface.

We apply this conceptual model for scholarly communication infrastruc-
tures, specifically in developing widgets that enrich scholarly knowledge pre-
sented in the ORKG with comprehensive contextual information sourced in
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a federated manner from numerous scholarly communication infrastructures
serving metadata about articles (Crossref and Semantic Scholar), datasets and
software (DataCite), projects (OpenAIRE), organizations (ROR), contributors
(ORCID). Specifically, we develop widgets to enrich scholarly knowledge pre-
sented in ORKG with rich contextual information, in particular for:

1. ORKG paper view : Display contextual information about related datasets,
projects, topics and Altmetrics for the viewed paper.

2. ORKG contributor profile: Display employment history, published artefacts
other than those published on ORKG including articles, datasets, software,
projects in which the contributor was involved, and research topics of interest
to the contributor.

3. ORKG comparisons: Extend the faceted search in ORKG comparisons with
the possibility to filter the compared studies based on rich contextual meta-
data, e.g., filter compared studies to include those which are cited more than
a given threshold.

4 The Federated Infrastructures

This section provides a brief introduction to the scholarly communication infras-
tructures currently included for federated data access and presents the federated
query service.

DataCite is a DOI registration service for the persistent identification of
scholarly artefacts, in particular datasets and software with a common meta-
data schema. The published content can be discovered in global scholarly infras-
tructures. DataCite also provides the PID Graph [3,4], which implements the
federated retrieval of metadata about and the relationships among numerous
scholarly artefacts, specifically articles, datasets, software, and other entities,
including organizations, projects and funders at global large-scale served by a
host of scholarly communication infrastructures. The PID Graph is accessible
via the DataCite GraphQL API18. DataCite Commons19 is a web based user
interface for content served by the PID Graph.

OpenAIRE [15,16] enables finding and accessing scholarly articles, datasets,
software, researcher profiles and information about related organization. Ope-
nAIRE harvests metadata from multiple data providers, curates and dedupli-
cates the metadata to provide an integrated community service. Semantic
Scholar20 is an AI-based web tool for searching scientific literature. Its rich
REST API allows DOI-based and keyword-based queries for searching scholarly
articles. Wikidata is a knowledge graph hosted by the Wikimedia Foundation
that enables searching research articles and information about related entities
(e.g. organization, people, etc.). Data available in Wikidata is accessible via
REST API and SPARQL endpoint. Altmetric21 tracks mentions of scholarly
18 https://api.datacite.org/graphql.
19 https://commons.datacite.org/.
20 https://www.semanticscholar.org/.
21 https://www.altmetric.com/.

https://api.datacite.org/graphql
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https://www.semanticscholar.org/
https://www.altmetric.com/
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Fig. 2. Overview of the virtually integrated APIs of several scholarly communication
infrastructures (DataCite, OpenAIRE, Semantic Scholar, Wikidata, and Altmetric) at
a GraphQL gateway, illustrating the execution of sub-queries in the respective infras-
tructures, and integration of the federated query service in ORKG via web widgets to
retrieve and display the contextual information. Finally, the rich scholarly information
is presented to the user in an aggregated form.

artefacts across multiple platforms, including social media. It provides a visu-
ally informative and aggregated overview of the attention research work receives
online. Altmetric provides access to its data via REST API.

We integrate these scholarly communication infrastructures in a federated
query service that virtually connects them at a single endpoint and enables the
efficient retrieval of scholarly information in an integrated manner. The main
purpose of this federation is to abstract from their heterogeneous APIs and
enable virtualized, integrated access to the published content through a common
unified GraphQL-based interface.

Figure 2 illustrates the architecture of the federated query service. This ser-
vice does not contain the data itself, but implements an integrated schema for
the various sources and enables the execution of queries in a federated manner.
We leverage persistent identifiers for linking data served by the various infras-
tructures.
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Fig. 3. ORKG paper view: Fetching abstract, citations and references from Semantic
Scholar; metrics data from Altmetric; project information from OpenAIRE, and related
topics from Wikidata. The view also highlights how information in the article abstract
is represented in a structured manner in ORKG.

5 Web Widgets to Enrich Knowledge with Context

This section presents the integration of web widgets in ORKG to enrich its
curated scholarly knowledge with contextual information sourced from the vari-
ous scholarly communication infrastructures (see Sect. 4). We showcase the web
widget functionality for the ORKG paper view, contributor profiles, and com-
parison faceted search.
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Listing 1.1. Searching contextual information for the article with DOI
10.1101/2020.03.08.20030643; Semantic Scholar provides basic metadata; Ope-
nAIRE provides the project details; related topics are fetched from Wikidata and
metrics are retrieved by querying Altmetric.

1 { # Semantic Scholar query
2 paper(doi: "10.1101/2020.03.08.20030643") {
3 doi title abstract
4 citations { title doi }
5 references { title doi }
6
7 #OpenAIRE query
8 project {
9 funder project

10 }
11
12 #Wikidata query
13 topicDetails { topic }
14
15 #Altmetric query
16 metricsInformation {
17 url
18 image
19 } } }

5.1 Visualizing ORKG Scholarly Knowledge with Context

In its paper view, the ORKG presents the content of articles, i.e. the essential
information contained in articles, in a structured, machine-readable form. We
enrich the ORKG paper view by displaying contextual information about related
datasets, projects, topics and Altmetric for the displayed article, retrieved via
the described federated query service. Figure 3 illustrates the ORKG paper view
for an article. Upon viewing an article, the federated query service is automat-
ically invoked through the integrated widget and requests the contextual infor-
mation with a single query (see Listing 1.1) in a federated manner. The arti-
cle’s meta(data) (abstract, citations, and references) is retrieved from Semantic
Scholar; related projects are retrieved from OpenAIRE; Wikidata provides infor-
mation about related topics; and Altmetric provides the related metrics data.
The figure also highlights that the essential content published in an article is
available as ORKG research contributions in structured and machine-readable
form. Specifically, we highlight how some of the information contained in the
article abstract obtained from Semantic Scholar (for instance, basic reproduc-
tion number and confidence interval) is represented in structured form in the
ORKG. By enriching the ORKG scholarly knowledge with comprehensive con-
textual information we ensure that users are presented rich information thus
avoiding having to explore each infrastructure individually.

5.2 Enriching ORKG Contributor Profiles

Contributor profiles provide an overview of their work, such as published articles,
datasets, software, and research topics of interest. We enrich the profile view of
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Fig. 4. ORKG contributor profile for a researcher (Ricarda Braukmann) displaying
employment history, projects information, research topics and other contextual infor-
mation.

ORKG contributors by displaying additional contextual information along with
the contributor information already available in ORKG, specifically: career his-
tory, published artefacts including articles, datasets, software as well as project
involvement and research topics of interest.

Figure 4 shows the contextual information retrieved by ORCID of an ORKG
contributor. The interface displays the employment history, published research
articles, datasets, and software as well as the projects the contributor has been
involved. Again, we use the federated query service to retrieve this contextual
information (Listing 1.2). The contributor’s ORCID is used to retrieve publica-
tions, datasets, and software from ORCID via the PID Graph, project informa-
tion from OpenAIRE, and research interests from Wikidata.

5.3 Advanced Faceted Search for ORKG Comparisons

ORKG comparisons are machine-readable tabular overviews of the essential con-
tent published in scholarly articles on a particular research problem [20]. These
comparisons can be saved in the ORKG by specifying metadata, title, descrip-
tion, research field, and authors. ORKG also supports DOI-based persistent
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Listing 1.2. Federated query for retrieving a person’s employment history; published
scholarly artefacts; projects in which the contributor was involved in; and topics of
interest.

1 { person(id: "https://orcid.org /0000 -0001 -6383 -7148") {
2 id name
3 employment {
4 organizationName
5 organizationId
6 startDate endDate
7 }
8 publications {
9 nodes { id type

10 titles { title }
11 fundingReferences { awardTitle awardNumber }
12 creators { givenName familyName id }
13 } }
14 datasets {
15 totalCount
16 nodes { id type
17 titles { title }
18 creators { givenName familyName id }
19 } }
20 softwares {
21 totalCount
22 nodes { id type
23 titles { title }
24 creators { givenName familyName id }
25 } }
26 topics
27 } }

identification of comparisons to ensure their discoverability in global scholarly
communication infrastructures and enable their citability.

We integrate the federated query service in the ORKG comparison view to
advance its faceted search functionality. Figure 5 shows a comparison of earth
system models and a faceted search on citations to filter the comparison by
articles with citations smaller or larger than given thresholds. We retrieve the
number of citations for all articles included in the comparison from Semantic
Scholar and refine the comparison according to the specified conditions.

6 Discussion

To answer our research question, we virtually integrated the DataCite PID
Graph and the REST APIs of OpenAIRE, Semantic Scholar, Wikidata, and
Altmetric to retrieve rich contextual information for ORKG scholarly knowl-
edge in a federated manner, thus enabling the execution of complex distributed
queries via a single gateway. The resulting data source abstraction facilitates the
efficient development of web widgets that retrieve and display rich contextual
information in different ORKG views for papers, contributors and comparisons.
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Fig. 5. ORKG comparison of earth system models showing the faceted search enabling
refining the compared articles by number of citations.

ORKG already supported faceted search for comparisons at content-level [9].
The work proposed here extends this functionality with facets for contextual
information and thus enables more complex (meta)data-driven filtering. For
example, it is now possible to not only filter articles reporting a (COVID-19)
basic reproductive number (R0) > X but also having a minimum number of cita-
tions N . Hence, the faceted search supports filtering for specific research results
that also have high impact. The integration of the proposed widgets in ORKG
supports users in obtaining an integrated overview of scholarly knowledge and
rich contextual information in a single view.

We compared the user interfaces of ORKG, DataCite, OpenAIRE, Semantic
Scholar, and Wikidata for information richness. Table 1 shows article contextual
information presented by each infrastructure. We observe that DataCite Com-
mons and OpenAIRE present related datasets, software, and projects whereas
Semantic Scholar provides information about citations and references. In con-
trast, ORKG presents comprehensive contextual information from these dis-
tributed scholarly infrastructures. Moreover, ORKG enables faceted search at
the level of both data (i.e. article contents) and metadata (including contex-
tual information). Lacking structured data, the other scholarly communication
infrastructures are unable to provide such functionality.

Table 2 provides an overview of contributor contextual information presented
by each infrastructure. DataCite Commons and OpenAIRE present published
articles, datasets, and software, while Semantic Scholar only provides informa-
tion about published articles. Wikidata also provides information about articles,
including topics of interest. Compared to these infrastructures, ORKG presents
a more comprehensive overview of contributor contextual information.

Currently, our widgets implementation focuses on articles, contributor pro-
files, and comparison faceted search. As the federated query service can also
retrieve contextual information about organizations, we can furthermore enrich
the ORKG organization view with linked projects, papers and other contextual
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Table 1. Overview of article contextual information presented by each scholarly com-
munication infrastructure.

DataCite OpenAIRE Sem. Scholar Wikidata ORKG

Datasets ✓ ✓ ✗ ✗ ✓

Software ✓ ✓ ✗ ✗ ✓

Topics ✗ ✗ ✗ ✓ ✓

Project ✗ ✓ ✗ ✗ ✓

Altmetric ✗ ✓ ✗ ✓ ✓

Citations Partial Partial Complete Partial Complete

References Partial Partial Complete Partial Complete

Facets Metadata Metadata Metadata Metadata Meta/Data

Table 2. Overview of contributor contextual information presented by each scholarly
communication infrastructure.

DataCite OpenAIRE Sem. Scholar Wikidata ORKG

Articles ✓ ✓ ✓ ✓ ✓

Datasets ✓ ✓ ✗ ✗ ✓

Software ✓ ✓ ✗ ✗ ✓

Topics ✗ ✗ ✗ ✓ ✓

Project Partial ✓ ✗ ✗ ✓

Reviews ✗ ✗ ✗ ✗ ✓

information. This will assist users in exploring what is known about organiza-
tions, their activities, outputs, and impact.

As a further direction for future work, we will consider advancing the ORKG
search with facets at both data and metadata granularity. In addition to facets
for article contents, the federated query service can power facets on contextual
information (primarily metadata about contextual entities). This enables users
to formulate more complex requests with constraints on data and metadata.
A concrete example is a search for the 10 most cited articles addressing the
research problem of estimating the COVID-19 basic reproduction number that
have reported a confidence interval for the estimated number less than some
threshold T, and retrieve their citation count and the reported estimate for
basic reproduction number of the virus.

7 Conclusions

We have proposed a web widget based approach for dynamic retrieval and display
of comprehensive contextual information for scholarly knowledge. The approach
enables rich information presentation and is powered by a GraphQL-based fed-
erated query service that virtually integrates and abstracts the technological
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heterogeneity of numerous scholarly communication infrastructures, in partic-
ular DataCite, OpenAIRE, Semantic Scholar, Wikidata, and Altmetric. The
approach can be extended to other scholarly communication infrastructures and
data sources more generally. To the best of our knowledge, no scholarly knowl-
edge graph shows such diverse information.

As the amount of content published by scholarly communication infrastruc-
tures continues to accelerate, rich contextual information can increase research
efficiency. The approach proposed and implemented in the work presented here
is an important contribution towards this aim that underscores feasibility, broad
applicability, and potential impact.
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the project ScienceGRAPH (Grant agreement ID: 819536) and TIB–Leibniz Informa-
tion Centre for Science and Technology.
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Abstract. Citizen Science (CS) implies a collaborative process to
encourage citizens to collect data in CS projects and platforms. Unfortu-
nately, these CS initiatives do not follow metadata nor data-sharing stan-
dards, which hampers their discoverability and reusability. To improve
this scenario in CS is crucial to consider FAIR (Findability, Accessibility,
Interoperability and Reusability) guidelines. Therefore, this paper defines
a FAIRification process (i.e. make CS initiatives more FAIR compliant)
which maps metadata of CS platforms’ catalogues to DCAT and gener-
ates Web Application Programming Interfaces (APIs) for improving CS
data discoverability and reusability in an integrated approach. An exper-
iment in a CS platform with different CS projects shows the performance
and suitability of our FAIRification process. Specifically, the validation
of the DCAT metadata generated by our FAIRification process was con-
ducted through a SHACL standard validator, which emphasises how the
process could boost CS projects to become more FAIR compliant.

Keywords: Citizen science · FAIR · DCAT metadata · Web APIs ·
Open data

1 Introduction

Nowadays, there is an emerging trend of democratising science, characterised as
Citizen Science (CS) [19]. This term has different definitions depending on the
scope, but it is mainly considered as a collaborative process to generate knowl-
edge [15]. Interestingly, as stated in [7], CS is crucial in the production of rele-
vant data to analyse and monitor certain natural, economic or social processes.
Therefore, CS initiatives support the growth of research data, with millions of
volunteers generating data from observations and sensors [2].

Data generated by CS is generally hosted by CS platforms, i.e., Web based
portals which contain data from several CS projects obtained by volunteers.
Those platforms, and their available projects, must follow the Ten Principles of
c© Springer Nature Switzerland AG 2022
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CS [22], which are an agreement to provide a common framework to evaluate
and set up CS initiatives. Among of these principles, the importance of data is
highlighted, since it is stated that “Citizen science project data and metadata
are made publicly available and where possible, results are published in an open-
access format”. Consequently, CS data should follow the FAIR guidelines [32],
aiming at making data Findable, Accessible, Interoperable and Reusable.

However, most CS platforms such as Scistarter1 or Zooniverse2 do not gen-
erally follow these FAIR guidelines [33]: regarding findability (“F” from FAIR),
it is difficult to discover CS projects that already include CS data; considering
accessibility (“A”), existing CS data is difficult to be accessed by data con-
sumers, as they must download it as entire datasets (when available); then, the
interoperability (“I”) is really limited as CS metadadata is generally published
in customised formats; and finally, the reusability (“R”) is hampered, as CS
platforms do not generally offer solutions such as Web APIs to facilitate the
reuse of data. Although many CS platforms consider the Public Participation
in Scientific Research (PPSR-Core) metadata standards to model CS projects,
datasets and observations [9], FAIR guidelines are not considered.

To enforce FAIR, the W3C Data Catalog Vocabulary (DCAT3) is widely
used in open data projects [29]. If DCAT is properly implemented, it facilitates
the interoperability of dataset metadata and its consumption by using different
applications [11]. However, DCAT is not generally adopted by CS platforms
[14]. Indeed, a recent study [24] exposes the lack of metadata completeness as a
general problem in CS field, describing in detail the behaviour in SciStarter as
reference. Moreover, an assessment of current data practices in 36 CS projects
highlights the lack of open access to data, metadata and documentation [5].

Consequently, our hypothesis is that the adoption of metadata standards
like DCAT allows CS initiatives to become FAIR compliant, but the adoption of
DCAT is not sufficient for this purpose. Therefore, in addition to adopting DCAT
standard, more efforts are required to really achieve FAIR data by allowing also
the data reuse and sharing by structures such as Web APIs [12,28]. In this sense,
our paper aims to develop this FAIRfication –process of making data FAIR– by
(i) mapping metadata from CS platforms and from DCAT, and (ii) providing
access to CS data through Web APIs.

Adhering to the FAIR guidelines in CS initiatives will enhance contextuali-
sation and data quality [24], as high data quality increases the value and reuse
of the data. Therefore, FAIR adoption enables CS projects to be more successful
and well recognised, which leads to the empowerment of the citizen scientists.

Therefore, the main contributions of this paper are:

– Review of existing CS platforms regarding FAIR guidelines’ compliance.
– Development of a FAIRfication process for the enrichment of CS platforms

by using DCAT as metadata standard for enabling Findability, Accesibility,
Interoperability and Reusability of CS data.

1 https://scistarter.org/.
2 https://www.zooniverse.org/.
3 https://www.w3.org/TR/vocab-dcat-3/.

https://scistarter.org/
https://www.zooniverse.org/
https://www.w3.org/TR/vocab-dcat-3/
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– Integration of Web APIs as data services for CS platforms.
– Evaluation of our proposed approach for FAIRfication in a CS platform.

This article is structured as follows. In Sect. 2, the related work is described in
detail. Then, in Sect. 3, a running example is presented in order to illustrate the
process. After that, the full FAIRfication process definition is presented in Sect. 4.
An evaluation of the approach is explained in Sect. 5, and finally, conclusions and
future work are presented in Sect. 6.

2 Related Work

In this section, the most important related work is briefly described, highlight-
ing existing CS platforms and solutions that support accessing CS data and
metadata.

Table 1. Main CS platforms

Platform Region Projects Metadata
management

API for data

European Citizen Science
Portal [30]

Europa 206 PPSR-Core No

citizenscience.gov Portal EEUU 493 PPSR-Core No

SciStarter global citizen
science hub [16]

Global 1591 PPSR-Core No

Zooniverse [25] Global 104 Own No

CitSci [31] Global 1040 PPSR-Core Yes

CS platforms are recognised for serving as a discover point for CS projects.
There are 5 types of CS platforms according to Liu et al. [18]: commercial plat-
forms for CS initiatives, CS platforms for specific projects, CS platforms for
specific scientific topics, national CS platforms and EU CS platforms. The most
representative sample of CS projects are those non-commercial platforms with
national and global scope, such as Scistarter. Table 1 summarises those target
platform, and as can be seen, CS platforms generally adopt the PPSR-Core
metadata model as practice in the CS field, although it is an ongoing work by
the Data and Metadata Working Group4 of The Citizen Science Association
(CSA). Moreover, CS platforms hardly ever include an API, and it is even less
frequent that a CS platform provides an API with query-level access to data,
that is, a fine-grain API that allows to access not only to metadata, but also the
dataset itself. Although there is a consensus about the adoption of PPSR-Core,
in practice the platforms use different terms, structures, so that is not easy to
harvest data from those different catalogues.
4 https://citizenscience.org/get-involved/working-groups/data-and-metadata-

working-group/.

https://www.citizenscience.gov
https://citizenscience.org/get-involved/working-groups/data-and-metadata-working-group/
https://citizenscience.org/get-involved/working-groups/data-and-metadata-working-group/
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In order to improve data sharing and adopt FAIR guidelines there are differ-
ent related works: METAFair [28] consists of a metadata profile based on DCAT
2, a potential source schema due to the range of properties for describing dif-
ferent components of datasets, data services and their related resources. This
metadata application profile is implemented for GenBank Metadata Analytics,
not for general use or in CS as standard. Moreover, they do not approach the
definition of data services in DCAT 2 as enabler of FAIR, particularly in the
reuse feature. Another work includes FAIRification of the involved datasets in
a research workflow [6], as well as applying semantic technologies to represent
and store data about the detailed versions of the general protocol, of the con-
crete workflow instructions, and of their execution traces. They aim to establish
a common framework between teams and experts. This approach shows good
practices regarding DCAT for data sharing, but it is only developed in a closed
environment and they do not address CS platforms and projects.

Also, when datasets are discoverable, the interoperability relies on the expo-
sure of data through standard Application Programming Interfaces (APIs),
improving the level of data sharing. Reviews of CS status identify as key aspect
API developments to increase the capacity of the data generators apps and to
help in the phase of analysis and visualization [10,17,23,27]. The previous work
from the authors of this paper define an APIfication model-driven process for
the automatic generation of a Web API from tabular data [13]. This process
transforms a tabular dataset file to an standard Web API, allowing the reuse of
dataset fields at query level. This approach is a first step in order to achieve the
FAIRfication of data, but more efforts are required for improving metadata and
APIs in the field of CS.

As pointed out, there is still a gap in terms of becoming FAIR, as there is a
diversity of metadata types exposed in CS platforms, limiting the discoverabil-
ity and reusability of CS projects out of their scope. Related research proposes
different approaches, ones for specific domain solutions, others as IT solutions
or models enablers for FAIR guidelines. Regarding generic solutions, they aim
to create terms, processes or workflows to adopt FAIR capacities. The improve-
ment of data repositories as FAIR is approached by different works, offering good
practices, workflows and tools that try to become FAIR compliant (serving as
proved good practices in their scenarios). Regarding standard adoption, differ-
ent related research aim to use DCAT to increase the metadata discoverability.
DCAT has created the path to do it through data services specifications, but
they are not used in the main schemes reviewed, as far as the authors are con-
cerned. Moreover, DCAT is yet not commonly used in CS projects and platforms.
Therefore, these are the main reasons to contribute with our work to empower
the use DCAT, APIs and data services as metadata, particularly in the field of
CS.
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3 Running Example

In order to illustrate the process, a sample project from SciStarter5 is selected.
SciStarter is one of the most recognised CS platform that currently includes more
than 1500 CS projects [3]. Specifically, the project selected is “Street Story:
Give Your Input on Safe Streets”6, which offers public access to data about
transportation collisions and other travel information since 2018, collected by
non-scientist members [21]

Table 2. Fragment of “Street Story” dataset

Type Crash/Near-miss Involved Was anyone injured? Report date

incident bike driver minor 2018/10/01

incident bike driver none 2018/10/01

nearMiss walk driver none 2020/08/02

nearMiss ride driver none 2020/08/02

nearMiss walk ped none 2021/10/17

incident wheelchair driver sev 2021/10/25

nearMiss walk driver none 2021/10/30

nearMiss bike ped none 2021/10/30

The data generated in the Street Story project is public, and the dataset
is accessible in tabular format, particularly in CSV, a non-proprietary format
commonly used to publish and share data [12]. It contains 28 columns with
different data types and more than 3500 records collected by CS volunteers. A
fragment of those records is shown in Table 2. It includes information about the
type of report (incident or near miss), the vehicle or activity involved in the
incident (such as bike, walk or ride), who was involved (driver or pedestrian),
the injured provoked (sever, minor or none) and the reporting date, among other
fields.

As an example situation, a data engineer wants to perform an analysis of
transportation incidents. First, the data engineer performs an exploration of the
available data about the issue, using for example the search keywords “street
story” or “street incidents” in the European Data Portal7, a commonly used
portal for open data. The search results obtained consists of 2893 datasets acces-
sible in CSV format. The metadata catalogue of this open data portal is based on
DCAT, including an API to harvest available metadata. However, when search-
ing for this data in CS platforms such as SciStarter, or CS projects related to
the same topic, it is hardly impossible to find, access and reuse CS data. In

5 https://scistarter.org/.
6 https://scistarter.org/street-story-give-your-input-on-safe-streets.
7 https://data.europa.eu/.

https://scistarter.org/
https://scistarter.org/street-story-give-your-input-on-safe-streets
https://data.europa.eu/
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order to integrate and analyse data from CS projects, specific procedures must
be developed to harvest each platform metadata catalogue. This is the barrier
about discovery approached in this work. Although DCAT adoption increase
discovery, to become more FAIR compliant it is necessary to address reusability.
Indeed, when the data engineer searches certain information in the data portals
and CS platforms, the results indicate that none of the datasets are accessible via
API services. Then, it requires an effort to develop those APIs. For this reason,
approaching API generation and the annotation of data services as metadata is
a higher desirable level in a FAIRification process.

As the impact of CS data in scientific and other communities has been proven,
the launch in more spaces could gain attention from government or policies agen-
cies. CS projects should be as much discoverable as possible. In this case, SciS-
tarter and their projects should be aware of their potential and increase their
discoverability, facilitating the access to their data sources and providing struc-
tures to obtain their metadata. With this running example we are approaching
FAIR guidelines through an integrated process that enhances the growing and
acknowledgement of CS projects out of this scope.

Therefore, this running example exposes the approach to become more FAIR,
from the point of view of the data consumers and publishers. In fact, a recent
study of 1020 projects from SciStarter shows an analysis of metadata complete-
ness [24], exposing the number of projects that do no fully offer metadata. They
also highlight that it is necessary for CS projects to include suitable data docu-
mentation to be able to produce scientific data [24]. Thus, CS platforms could be
more integrated, sharing the same structure and metadata formats with other
data repositories, supporting the harvesting of DCAT metadata, and allowing
data consumers or developers to create value from CS data by facilitating the
access to data through query-level Web APIs.

4 FAIRification of CS Platforms

Data publishers aim to become FAIR compliant by improving the discoverability
and interoperability of CS data to enhance the engagement of new members
and the recognition in open and formal sciences communities. In this sense, an
important requisites for FAIRification are the adoption of established metadata
standards and the inclusion of structures to access data. Therefore, standards
as DCAT enable the capacity to link data services, increasing the capacity of
generating value and applications; and providing Web APIs facilitate the easy
access by consumers to the published data. Indeed, this integrated approach
supports the use of dcat:Dataservice, a class included in the last DCAT version
to easily provide access to data through the generated Web APIs [1].

In order to become FAIR compliant in the scope of CS initiatives, this
research addresses the accomplishment of most relevant guidelines. The main
goal is accordingly to contribute to the FAIRification of CS data, by a process
that provides more accessible and standardised technologies and applications for
improving data sharing in CS.
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Fig. 1. General process for improving FAIR

This process for becoming FAIR in CS platforms is approached through meta-
data parsing and API generation. The whole process is represented by the schema
in Fig. 1, and the corresponding programming code developed in Python is avail-
able in a Github repository8.

The process begins when a data publisher or a platform manager retrieves the
metadata of a CS platform (step 1 in Fig. 1). Then, the second step consists of
parsing the relevant metadata fields and mapping them to the DCAT vocabulary,
thus generating a DCAT metadata specification.

Once the DCAT specification is generated, the dataset distribution URL is
accessible through the project metadata specification. This step aims to increase
accessibility and interoperability of CS data by adopting standards and expos-
ing data resources. Regarding reuse, the process continues with the step 3 from
Fig. 1, which consists of an APIfication process to offer easy access to data at
query level. This Web API generated is a desirable capacity to easily explore,
reuse and access available datasets [23]. This part of the process comes from
our previous work [13], which is now improved and integrated to work on CS
platforms. Then, steps 4 and 5 are closely related. When the Web API is pub-
lished, the specification of data services is thus added to the DCAT metadata.
Finally, the process ends with the publication of the complete metadata defined
as step 6.

A complete explanation of these steps to become FAIR compliant in the
scope of CS, including relevant details and the inputs and outputs of each step,
is described in the following subsections.

8 https://github.com/ralvarezluna/csdatalab-apigen.

https://github.com/ralvarezluna/csdatalab-apigen
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4.1 Retrieving the Projects

The SciStarter API9 enables searching for CS projects within the platform. The
metadata associated to the published projects is returned in a JSON file through
the corresponding API call (e.g. Scistarter projects API finder). It includes a
collection of objects corresponding to the existing projects that fulfil a matching
condition. In order to retrieve those projects, our implementation will support
JSON local files as input or API URLs.

Before the parser step, the general metadata of the catalogue must be avail-
able in a properties file. The mandatory fields for a DCAT catalogue are: iden-
tifier, language and homepage [1]. Also, for adding semantics, the catalogue
“dcat:themeTaxonomy” attribute is defined by default as citizen science10

from a public knowledge base, which allows to be denoted by a concept and
published as Linked Data. The outputs of this step are the JSON file with the
metadata retrieved and the initial configuration of the metadata catalogue.

4.2 Parsing the Metadata

The metadata retrieved in JSON format contains the attributes for projects
defined in PPSR-Core [4]. PPSR-Core has four metadata components: (i) Core
Attributes (Core Metadata Model - CMM), (ii) Projects (Project Metadata
Model - PMM), (iii) Datasets (Dataset Metadata Model - DMM) and (iv) Obser-
vations (Observation Metadata Model - OMM).

Fig. 2. Parsing metadata

The Fig. 2 shows the procedure to parse the metadata from the JSON to
a DCAT compatible file. An analysis of the attributes from PPSR Core was
conducted for extracting mandatory attributes to discover projects out of the
9 https://scistarter.org/api.

10 https://www.wikidata.org/wiki/Q1093434.

https://scistarter.org/p/finder?format=json&key=API key&q=search term
https://scistarter.org/api
https://www.wikidata.org/wiki/Q1093434


170 R. Alvarez et al.

scope of CS. The second procedure defines how to parse the retrieved data cat-
alogue in JSON format, how to read the objects and set up metadata for the
catalogue in general. During the procedure for matching terms to DCAT each
project entity will be mapped as a DCAT Resource, specifically as instances of
the Dataset class. This class supports 23 of 36 attributes defined in PPSR-Core,
which are enough to discovery purposes. In fact, 8 of the not supported attributes
from PPSR-Core are optional, and the others 5 mandatory attributes not parsed
are very specific domain attributes from projects, not relevant for discovering
purposes.

Table 3. Abstract of the metadata attributes

PPSR JSON DCAT

projectId guid identifier

projectDateCreated created release date

projectLastUpdatedDate Date Time update/modification date

projectName name title

projectDescription text description

hasTag search terms keyword

keyword keyword keyword

projectStartDate begin release date

projectScienceType fields of science theme

projectUrl signup url landing page

projectResponsiblePartyName presenter publisher

contactPoint url contactpoint

projectGeographicCoverage geographic scope spatial coverage

Not defined sust dev goals theme/category

A subset of the attributes parsed are showed in Table 3, including information
about the original attribute defined in PPSR-Core, how it is described in the
JSON, and finally, how will be expressed in DCAT.

Additionally, the metadata retrieved of the projects includes references
to Sustainable Development Goals (SDG) related to the project activities.
Those references are mapped with the definition of the corresponding terms
of the United Nations SDG Taxonomy11. During the mapping process, those
terms enriched with semantics are included as themes (referring to attribute
dcat:theme). After the matching of terms, the attributes of the entities from
the JSON are annotated and converted in valid vocabulary terms of the DCAT
standard. Finally, for the generation of the DCAT Resource Description Frame-
work (RDF) catalogue the auxiliary library datacatalogtordf12 is used, as
11 http://metadata.un.org/sdg.
12 https://github.com/Informasjonsforvaltning/datacatalogtordf.

http://metadata.un.org/sdg
https://github.com/Informasjonsforvaltning/datacatalogtordf
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it supports the DCAT specification classes and graph conversion to RDF. The
resulting metadata is exported as RDF format ready to be shared as linked data.

4.3 Generating the API

In this step, the process continues generating the API, which is based in our
previous work [13], a complete automatic process to generate an API from CSV
datasets. In order to improve and extend the functionality of this API generator,
in this work a feature to convert JSON files to CSV is included in order to con-
sider more common formats of CS projects. Therefore, the APIfication process
will be able to generate the code and documentation of an API for almost any
dataset with resources (in both CSV and JSON formats). Then, data consumers
only have to use these endpoints in their applications to allow users to collect
and visualise data.

Fig. 3. APIfication process

Figure 3 shows the steps of this automatic generation process from the data
source to the Web API. A data model is constructed from the data source,
following this data model an OpenAPI model is generated. The OpenAPI doc-
umentation is built from the model following OpenAPI 3.0, the most common
open standard regarding documentation and specification of APIs [12]. The out-
put is a complete and running Web API accessible at localhost for development
and test, which can be easily published online.

4.4 Publishing the Web API

This step depends on the infrastructure to publish data services, because OD
portals do not generally cover this part itself as the growing number of requests
could not be supported. Due to the existing freedom to manage their infrastruc-
ture for projects or catalogues, the API generated should be published by the
owners. Therefore, the output of this step consists of a Web API with the Open
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API Specification (OAS) for further addition of metadata for this endpoint as
DCAT Dataservice Resource13.

4.5 Updating Data Services Metadata

Once the API generation phase is completed and the Web API is published,
the specification of data services as resources must be performed to extend the
DCAT specification. Using a DCAT class for this type of resource, an instance
of the class dcat:DataService will be created with reference to services endpoints
(e.g. a URL of the published service). A feature to read the OpenAPI file or
URL is developed within the process. The library Oastodcat14 helps us with
the creation of the Dataservice class from the OpenAPI specification file of the
published Web API. Then, the object constructed will be able to be appended
as data service in the CS metadata catalogue.

4.6 Publishing Metadata

To increase the discoverability of the projects, the DCAT catalogue obtained
must be published in the CS platform. This step must be done by platforms’
owners, as the open source code of the implemented process could be extended
or integrated in automatic pipelines to keep this metadata catalogue updated.
The way for publishing the graph database of the catalogue based in DCAT
depends on the owner, but in any case, publishing it as a raw file enables the
feature to be harvested or downloaded by third parties, achieving the desired
discoverability. Open data portals, search engines and developers could access
then the metadata and generate value, integrating data from similar projects.

The goal of FAIRification was approached by performing a parsing procedure
to generate a DCAT compliant metadata catalogue, improving the interoperabil-
ity of the CS metadata catalogue out of this environment. At project level the
API generation enable the Reuse and integration features. Being Findable and
Accessible depends of the implementation of the process for the CS platforms.

5 Evaluation

In order to perform an evaluation of our approach, we analysed the FAIRfication
process for CS platforms. The evaluation aims to prove the performance of the
process with different entries, and also, the compliance of the DCAT standard
for metadata in RDF format. For this validation of DCAT the Shapes Constraint
Language (SHACL)15 is used, as W3C recommendation language for validating
RDF data. Specifically, SHACL documents consists of constraints collections
that enforce particular shapes on an RDF graph. SHACL is used in this research

13 https://www.w3.org/TR/vocab-dcat-2/#Class:Data Service.
14 https://pypi.org/project/oastodcat/.
15 https://www.w3.org/TR/shacl/.

https://www.w3.org/TR/vocab-dcat-2/#Class:Data_Service
https://pypi.org/project/oastodcat/
https://www.w3.org/TR/shacl/
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for validating purposes as it is currently used for validating RDF files in recent
related works [8,20,26].

The experiment was carried out in an Ubuntu 20.04 computer with an Intel
i7 processor and 8 GB of RAM memory. The performance of the approach has
been evaluated by analysing the parser time for different projects. The project
metadata is the unit of information of the experiment, including 141 attributes
for describing the project, related to: activities, resources, contacts, data, loca-
tions, topics and identification. Then, the entries are formed by different number
of project metadata, which is remotely accessed from SciStarter. In this evalua-
tion, the time measured does not include the time for the remote calls in order
to avoid network issues.

Fig. 4. Performance of the parser for diverse inputs

The results of the measurements with different size of projects are showed in
Fig. 4. Beginning with 100 projects until 1300 in the X axis and from 0 to 5 s in
the axis Y. The graphics shows a linear behaviour in the generation of DCAT
metadata depending on the number of projects. The process with more than 300
projects takes less than 1 s and with 1300 projects takes around 5 s.

The generated DCAT file within the process is validated with a SHACL online
validator16, using the generic profile of DCAT. The validation report returns a
positive conform result for the RDF file, generated using different random subsets
of projects due to performance issues of the validator. The file conformity implies
that the implemented parser generates DCAT complaints outputs ready to share
as data catalogues.

16 https://data.vlaanderen.be/shacl-validator/.

https://data.vlaanderen.be/shacl-validator/
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Moreover, the APIfication process was proved as part of the process, in a
integration approach, because full validation of this step was exposed in our
previous work [12]. The experiment exposed in this work concludes that the
automatic generation process successfully achieves the objective of functionally
and efficiently performing the APIfication process in an average time of 16 s
using sample datasets from different sources and sizes.

Therefore, the evaluation results show that our FAIRfication process is func-
tional and compliant with the DCAT standard, thus becoming FAIR through the
adoption of established metadata standards and facilitating interoperability and
access to the data. Indeed, according to the results of the experiment, a complete
DCAT metadata catalogue from SciStarter is generated and made accessible in
few seconds, providing also API access to the available data enforcing reuse
capabilities.

6 Conclusions

The analysis of data repositories of CS projects shows the lack of metadata
and sharing standards adoption, hampering the fulfilment of FAIR guidelines.
Indeed, our running example shows, in a real scenario, the lack of discoverabil-
ity regarding CS data, which is caused by the implementation of customised
metadata solutions by CS initiatives. To overcome this pitfall, in this paper, we
propose a FAIRification process to (i) enrich CS platforms by means of mapping
elements from the PPSR-Core metadata (profusely used in CS projects) to their
counterparts from the W3C standard DCAT metadata, as well as (ii) generating
Web APIs to facilitate the access to the corresponding CS data. We argue in the
paper that both mechanisms separately are not sufficient: just adopting DCAT
is not enough, nor is it sufficient to provide Web API services for querying data.
Consequently both mechanisms (metadata mapping and Web API generation)
must be used together to make CS portals more FAIR-compliant.

In order to show the benefits of our approach, we have conducted an experi-
ment to evaluate our FAIRfication process through performance and correctness
tests. Results show that it performs efficiently and produces correct metadata in
DCAT format, including suitable query-level Web APIs. Therefore, this proposal
serves as driver to follow the path of the FAIRfication improvement in the field
of CS.

As future work, the process will address the issue of missing metadata in most
CS platforms and approaching FAIRfication from the early project set up phase,
contributing from its inception in the compliance of FAIR guidelines. Also, the
parser will be extended to support other CS platforms and further evaluation
with user studies will be carried out.
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12. González-Mora, C., Garrigós, I., Zubcoff, J., Mazón, J.N.: Model-based generation
of web application programming interfaces to access open data. J. Web Eng. 19,
194–217 (2020)
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Abstract. Delta encoding and shared dictionary compression (SDC)
for accelerating Web content have been studied extensively in research
over the last two decades, but have only found limited adoption in the
industry so far: Compression approaches that use a custom-tailored dic-
tionary per website have all failed in practice due to lacking browser
support and high overall complexity. General-purpose SDC approaches
such as Brotli reduce complexity by shipping the same dictionary for
all use cases, while most delta encoding approaches just consider simi-
larities between versions of the same entity (but not between different
entities). In this study, we investigate how much of the potential benefits
of SDC and delta encoding are left on the table by these two simplifica-
tions. As our first contribution, we describe the idea of cross-entity delta
encoding that uses cached assets from the immediate browser history for
content encoding instead of a precompiled shared dictionary: This avoids
the need to create a custom dictionary, but enables highly customized
and efficient compression. Second, we present an experimental evalua-
tion of compression efficiency to hold cross-entity delta encoding against
state-of-the-art Web compression algorithms. We consciously compare
algorithms some of which are not yet available in browsers to under-
stand their potential value before investing resources to build them. Our
results indicate that cross-entity delta encoding is over 50% more efficient
for text-based resources than compression industry standards. We hope
our findings motivate further research and development on this topic.

Keywords: Delta encoding · Caching · Dictionary compression

1 Introduction

Every Web browser utilizes a local cache to reduce the payload of a website.
But since cache entries are limited in their lifetime, they become useless in
current schemes once they are stale. However, stale resources can still contain
information that is useful for encoding related files efficiently. Delta encoding is
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an example of such an approach, which is generally used to update one entity to
its newest version by sending a diff rather than the whole asset. Most proposals
revolving around this mechanism focus on the similarities between versions of
the same entity (single-entity data encoding).

In this work, we argue that modern websites comprise many pages that are
very similar among one another (e.g. different product pages) and therefore lend
themselves to cross-entity delta encoding as well [10]. We use Compaz [9] to
evaluate the concept of cross-entity delta encoding and provide evidence on its
potential benefits for payload savings to motivate further research on the topic.
Sections 2 and 3 discuss and distinguish cross-entity delta encoding from existing
work. In Sect. 4, we present quantitative results for the potential of cross-entity
delta encoding to improve compression efficiency based on real-world high traffic
website traces. We discuss open challenges and conclude in Sect. 5.

2 Related Work

Delta Encoding. Mogul et al. proposed to use delta encoding in HTTP to
update stale content [6], which is not implemented by any major browser. How
well this scales depends on how much of the content changes between the two
versions. They evaluated the delta calculation purely for updates of returning
users, but did not consider deltas between different pages. Korn et al. proposed
VCDIFF, a differencing algorithm [4]. They evaluated it similar to Mogul et al.
by considering deltas between updates of the same file. Cloudflare’s Railgun uses
delta encoding to update the CDN content [3]. This approach is limited between
server and CDN and also only considers updates between different versions.

Shared Dictionary Compression (SDC). In a standard compression app-
roach, like with deflate, the encoder reads the file and tries to find repeating strings
from the previously read content. The previously read content is also referred to
as the dictionary. Instead of just using the previously seen content, the dictionary
could also be an external file. In SDC, the same dictionary is shared between multi-
ple compression processes and can therefore improve the overall compression ratio
further. Chan et al. suggest that Web pages with a similar URL path also may have
similar content and Web pages may therefore be transmitted more efficiently as a
differentials to previously visited Web pages [2]. They only consider HTML files
and assume them to be uniquely identifiable by URL. While the approach is similar
to ours, the presented results are not applicable to modern websites. First, today’s
HTML files are often personalized and thus not uniquely identifiable by URL. Sec-
ond, some assets are static and uniquely identifiable by URL (e.g. JavaScript or
CSS), but they are not considered. Butler et al. proposed Shared Dictionary Com-
pression over HTTP (SDCH), where the server can actively push dictionaries to
the client [5]. One of the key challenges here is to find the best dictionary, since the
server has to predict which dictionary would be of use for the client. This dictio-
nary may increase the payload for the first page, since it is pushed, but maybe only
used later. LinkedIn reported that generating the dictionaries took them about 7 h
per deployment and could easily take days [7]. Therefore, they were forced to delay
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the generation of new dictionaries to every other week. This may be one of the rea-
sons why SDCH was not widely adopted and removed from Chrome1. However, the
key idea of sharing a dictionary led to Brotli, which was later developed at Google
[1]. For Brotli, the shared dictionary is static and already part of the library and
never has to be generated or transferred over the network. Most browsers support
Brotli, but without the custom dictionary functionality which could be used for
cross-entity delta encoding. Zstandard would allow the same, but has no browser
support at all.

3 Cross-Entity Delta Encoding

As shown in the previous section, delta encoding has so far mostly been evaluated
to compute deltas between different versions of the same file or with a shared
dictionary. Calculating deltas between files that share similar data could provide
similar advantages. In contrast to SDCH, this would remove the need to create
and maintain dictionaries as we use the raw files as dictionaries. This has some
implications. First, the compression for one asset may deliver different results for
different users, since the result depends on the dictionaries available in the client
cache. Second, using client cache entries requires a cache state synchronization
as the server needs to know which resources can be used for content encoding.

Dictionary Scope Strategies. As a basic rule, only those assets can be used
for encoding, which have already been loaded by the client. We therefore consider
three different strategies for our evaluation. As the most powerful strategy, one
could consider every previous asset (PA) as a potential dictionary, which was
seen until the currently requested asset. This includes previously visited pages
(page impressions, PIs) as well as assets from the currently requested PI. This
strategy is difficult to implement in practice, because assets are typically not
downloaded in sequence. We exclude the currently processed PI assets as another
more practical strategy and only consider fully downloaded assets up to the
previous PI (PP). As a third strategy, we exclusively consider assets of the entry
page as dictionaries (EE). Due to a similar overall layout (e.g. same header),
this could be a reasonable alternative with a fixed set of dictionaries.

4 Compression Efficiency on Real-World Traces

In this Section, we examine how cross-entity delta encoding could affect the
transferred size within a user journey. We start by creating a dataset collected
from real websites and used them to compare different compression approaches.

Creating a Dataset. The potential of cross-entity delta encoding relies on
the journey taken by a user, since it defines which dictionaries are in the cache.
We created artificial ones, since we have no access to real user journeys. We

1 groups.google.com/a/chromium.org/d/msg/blink-dev/nQl0ORHy7sw/HNpR96sq
AgAJ.

https://groups.google.com/a/chromium.org/d/msg/blink-dev/nQl0ORHy7sw/HNpR96sqAgAJ
https://groups.google.com/a/chromium.org/d/msg/blink-dev/nQl0ORHy7sw/HNpR96sqAgAJ
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Fig. 1. The left chart shows the compression size relative to gzip (6), while the right
chart shows the cumulative size up until each step to account for different page sizes.
Replacing every compression with VCDIFF only pays off in the hot phase (>3), but is
on average still worse than the default gzip compression.

assume that every website offers different kind of page types of which one is
the main page type (e.g. a product in a shop or an article of a news/blog site).
The other types could be types like a category site or the homepage. We further
assume the users ultimate goal to be the content of this main page type. We
start the navigation at the homepage and from there we try to hit different page
types for Step 1 and 2. Step 3 then navigates to the main content. We name
this part of the journey from now on the cold phase, since we hit distinct page
types and the cache is cold in terms of available dictionaries. Step 4–6 are only
recommendations from the previous main content and therefore navigate over
potentially similar pages. In contrast, this path is from now on referred to as the
hot phase, since it contains possible dictionary matches. We make sure that every
step in the whole journey is unique. We used 40 of the traffic-heaviest websites
according to SimilarWeb2, providing the recommendation functionality.

Data Cleaning. This work focuses on text based content, therefore, we
excluded every non-text asset, identified by the content-type header. We removed
trivial cases, like the delta between two identical assets, since this is entirely
preventable and would skew the results in favor of cross-entity delta encoding.
Finally, we removed every third-party asset (other domain), since the provider
would not have the possibility to change the compression for these kind of assets.

Calculating Deltas. The compression for the delta was done with open-
VCDIFF to which we from now on will refer to as VCDIFF. We just brute-
force every possible delta for a given asset and chose the smallest one. We only
considered dictionaries which had at least the same type3, e.g. text.

2 https://www.similarweb.com/de/top-websites/.
3 Still, the best dictionary was almost every time of the same subtype, e.g. text/html.

https://www.similarweb.com/de/top-websites/
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Comparing the Results. The data we collected was compressed by either
Brotli, gzip, or no compression. To create a baseline against which we can com-
pare, we uncompressed every asset and compressed it with the default gzip com-
pression level (6), which on average is slightly higher than the results we got from
the server. We also compare against Brotli (11), which may be impractical due to
performance reasons, but represents the currently best compression ratio.

4.1 Enforcing VCDIFF

In our first experiment, we forced VCDIFF with the different strategies on every
asset. It shows that regardless of the current step within our journey, just using
the entry site will be outperformed in every step by gzip (see Fig. 1a). The results
for PP and PE are similar in the cold phase and on par with gzip after leaving
the entry page, but significantly improve and surpass even Brotli when entering
the hot phase, with as low as 28% of gzip’s size. This was expected, since we
only look at previously visited page types. Still, due to the negative impact at
the beginning, they cannot compete over the whole journey (see Fig. 1b).

4.2 Case-Specific VCDIFF

The previous experiment has shown that the results highly depend on the client
cache. Therefore, we repeated the experiment but decided per asset to either use
VCDIFF if it yields an improvement or stick with gzip (6) otherwise. Since the first
PI still cannot leverage any dictionary, it mainly falls back to gzip (see Fig. 2a).
Just using the entry page as the dictionary source can slightly improve the com-
pression ratio overall (˜5%), but as Fig. 2a indicates, this is mainly driven by simi-
larities within the cold phase. Again, choosing the dictionary from previous assets
provides the biggest impact within the hot phase and vastly outperforms Brotli.
Stepping back to PP only slightly decreases the impact and can be an alternative
to PA. Overall, using VCDIFF on specific assets scales well with the length of the
journey, as soon as similar pages are visited. As Fig. 2a and 2b show, this will con-
verge against 25% of the payload for longer journeys.

Fig. 2. Using VCDIFF only when it actually provides an uplift yields small results in
the cold phase (<4), but can even further improve the hot phase and overall eventually
leads to results comparable with the maximum Brotli compression.
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Fig. 3. While VCDIFF is still not competitive on the first page load, combining it with
secondary compression outperforms Brotli on every following page load.

4.3 VCDIFF with Secondary Compression

VCDIFF files can still contain many common strings and could therefore ben-
efit from secondary compression, which is currently not implemented in open-
VCDIFF. This motivated our next experiment. We used VCDIFF as an Opt-in
on every text asset, but piped the VCDIFF output through gzip on level 6.
Figure 3a shows that this approach drastically improves the results, as we now
outperform Brotli even before entering the hot phase. Within the hot phase, we
can compress the assets as low as 14% of gzip (6). Overall the cumulative size
can be reduced to 58% of our baseline (see Fig. 3b).

4.4 Impact on Different MIME-Types

We expected the HTML to gain the most benefit of cross-entity delta encoding
and compared them with the other types. We grouped them by the step, as
well as the subtype to make sure that the actual weight of the single assets
were reflected. For the cold phase, we exclude the entry pages (step 0), since
the previous experiments have already shown that cross-entity encoding is no
real alternative in that step. HTML benefits the most from cross-delta entity
encoding (see Fig. 4) and is a safe alternative in the hot phase. We excluded

Fig. 4. Compression efficiency by MIME type: Using HTML for cross-entity delta
encoding works well in almost all cases. Using other MIME types leads to mixed results
in the cold phase (a), but yields high efficiency in the hot phase (b).
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Fig. 5. Replacing the secondary compression yields even better results. Alternatively,
Brotli and zstandard also allow a more efficient use of custom dictionaries.

XML and plain text responses, since we had too few samples. SVGs could in
some cases further reduced by 10% compared to gz (6). While the other types
on average can still greatly benefit, they are site-specific cases and need further
investigation. Note that the hot phase had only a few CSS samples and may not
be representative, since most sites do not load additional CSS files at this point.

4.5 Using Algorithms Beyond VCDIFF

Combining gzip (6) with VCDIFF already could on average reduce the journey
size to 58%. But compression efficiency could be further improved by increasing
the compression level and/or using different algorithms. We are aware that a
higher compression level may be impractical in an actual deployment, but should
act as an upper limit. While increasing gzip to level 9 had almost the same result,
replacing gzip (6) with Brotli (11) reduces the cumulative journey size to 51%
(see Fig. 5). As mentioned earlier, one could also directly use a custom dictionary
with Brotli or zstandard (which is not supported by any browser). This reached
the highest compression ratio and could reduce the result to 45% for Brotli (11)
and 48% for zstandard (22), compared to gzip (6)4

5 Conclusion

Our results show that reusing cached assets for delta encoding can significantly
reduce transferred bytes in the Web, even though we simulate new users who
start with cold caches. This approach should thus be seen as a complement to
existing compressions rather than a replacement. But it should be noted that
potential uplift is even more significant for returning user who start their jour-
neys in the hot phase and thus directly benefit from cross-entity delta encoding.

Open Challenges. In our experiments, we made several simplifying assump-
tions that do not hold in a real-world setting. First, we employ the perfect dictio-
nary selection via a brute-force approach, but a more efficient heuristic would be

4 Due to limited space, we only present a few selected alternatives here and refer to
https://icwe.compaz.info for an extensive overview.

https://icwe.compaz.info
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required for practical use. Also, cache state synchronization remains challenging:
The server does not only have to select the ideal dictionary for encoding, but also
one that is already present in the client cache to enable decoding. Another open
challenge is the lack of browser support for different aspects of delta encoding
and shared dictionary compression. While all major browsers support generic
Brotli and gzip, VCDIFF and Brotli with a custom dictionary are currently not
supported by any of them. While using HTML files as dictionaries was most
effective in our evaluation, content that is generated per user makes it infeasible
to keep all dictionaries (HTMLs) in the server. Reducing this complexity would
require some kind of normalization to strip personlized content for encoding and
decoding (cf. Dynamic Blocks [8]), akin to app shells in single-page applications.

Closing Thoughts. Despite a host of literature on delta encoding and shared
dictionary compression from more than two decades of research, there is still a
lot of untapped potential in existing compression technologies. Our results indi-
cate that using the client cache as a dictionary for delta encoding can reduce
the text payload by up to 86% for single pages and by 55–80% for user journeys
over recommended content. But there is still further research needed in areas like
dictionary selection and cache state synchronization. Lacking browser support
for cross-entity delta encoding algorithms is another practical barrier, but could
be added in platform-independent fashion with a service worker implementation.
However, performance depends on the client device and is likely not compara-
ble with native compression algorithms. Without native browser support, delta
encoding only seems viable for scenarios where network efficiency is critical (e.g.
for mobile users in data saving mode).
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Abstract. Graph Neural Networks (GNNs) have recently become
increasingly popular due to their ability to learn node representations in
complex graphs. Existing graph representation learning methods primar-
ily target static graphs in Euclidean space, while many graphs in prac-
tical applications are dynamic and evolve constantly over time. Besides,
most of these methods underestimate the inherent complex and hierarchi-
cal properties in real-world graphs, leading to sub-optimal embeddings.
In this work, we propose a Dynamic Network in Hyperbolic space via
Self-Attention, referred to as DynHAT, a novel neural architecture that
computes node representations through joint two dimensions of hyper-
bolic structural graph and temporal attention graph. More specifically,
DynHAT maps the structural graph into hyperbolic space to capture
the hierarchical information, then temporal graph captures time-varying
dynamic evolution over multiple time steps by flexibly weighting histor-
ical representations. Experimental results on three real-world datasets
demonstrate the superiority of DynHAT for dynamic graph embedding,
as it consistently outperforms competing methods in link prediction
tasks.

Keywords: Dynamic graphs · Hyperbolic space · Self-attention ·
Representation learning

1 Introduction

Graph Neural Networks (GNNs) are widely used to model the complex graphs
due to their ability to learn node representations. Its basic idea is to map each
node to a vector in a low-dimensional representation space. By learning graph
representations, classical machine learning algorithms can be applied to solve
various task, such as link prediction and node classification. However, many real-
world graphs, such as social networks where graph structures constantly evolve
c© Springer Nature Switzerland AG 2022
T. Di Noia et al. (Eds.): ICWE 2022, LNCS 13362, pp. 189–203, 2022.
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over time, often exhibit scale-free or hierarchical structure [4], and Euclidean
embeddings, used by existing GCNs, have a high distortion when embedding such
graphs [24]. Learning representations of dynamic structures is challenging but of
high importance since it describes how the network interacts and evolves, which
will help to understand and predict the behavior of the system [26]. This requires
the learned node representations to not only preserve structural proximity but
also jointly capture their temporal evolution.

Most of these existing studies model to dynamic graphs can be divided into
two different approaches: discrete-time approaches where the evolution of a
dynamic graph can be described by a sequence of static graphs, with a fixed
timestamp; and continuous-time approaches where the evolution is modeled at
a finer temporal granularity to encompass different events in real time [21].
Essentially, these two approaches both are primarily designed for the graphs in
Euclidean spaces. However, many real-world graphs, such as protein interaction
networks and social networks, often exhibit scale-free or hierarchical structure
[2]. In particular, the scale-free graphs have tree-like structure and in such graphs
the graph volume, defined as the number of nodes within some radius to a center
node, grows exponentially as a function of radius. In such cases, the polyno-
mial expansion Euclidean space can neither capture the exponential complexity
nor provide the most powerful or meaningful geometry for graph representation
learning. So, the volume of balls in Euclidean space only grows polynomial with
respect to the radius, which leads to high distortion embeddings [19], while in
hyperbolic space, this volume grows exponentially. Therefore, Hyperbolic geom-
etry offers an exciting alternative as it enables embeddings with much smaller
distortion when embedding scale-free and hierarchical graphs.

Learning dynamic node representations is challenging due to the complex
time-varying graph structures. This requires the learned node representations
to not only preserve structural proximity but also jointly capture their tempo-
ral evolution. For instance, in email communication networks whose interaction
structures may change dramatically due to sudden events, users will join or quit
a network at any time, and also they may develop new relationships or break
up with others over time. More information could be captured when we consider
the dynamic features of a graph. In this case, it is common practice to build a
recurrent neural networks (RNN) that summarize historical snapshots via hid-
den state, for example [7,8] which mainly focus on mining the pattern of graph
evolvement. However, the disadvantage of RNN is also obvious, which requires
amounts of data and scale poorly with an increase in number of time steps.
Attention mechanisms have recently achieved great success in many sequential
learning tasks. The idea behind the attention mechanism was to permit the
decoder to utilize the most relevant parts of the input sequence in a flexible
manner, by a weighted combination of all of the encoded input vectors, with
the most relevant vectors being attributed the highest weights. When a single
sequence is used as both the input and context, it is called self-attention, which
are initially designed to facilitate RNNs to capture long-range dependencies.
This paper [22] demonstrates the efficiency of a pure self-attentional network
in achieving state-of-the-art performance in machine translation. As the change
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on graphs may be periodical and frequent, self-attention is able to draw con-
text from all past graph snapshots to adaptively assign interpretable weights for
previous time steps.

Inspired by the aforementioned insight, we present a novel neural architecture
named Dynamic Network in Hyperbolic Space via Self-Attention, referred to as
DynHAT, to learn latent node representations on dynamic graphs. DynHAT fully
leverages the implicit hierarchical information to capture the spatial dependency
and graph evolution over multiple time steps by flexibly weighting historical
representations. In summary, the main contributions are stated as follows:

• We propose a novel hyperbolic temporal graph embedding model, named
DynHAT, to learn temporal regularities, topological dependencies, and
implicitly hierarchical organization.

• We devise a modular temporal self-attention layer, which captures the most
relevant historical contexts through efficient self-attentions. To the best of our
knowledge, this is the first study on dynamic graph embedding that utilizes
joint hyperbolic structural and temporal self-attention.

• Experimental results on three real-world datasets demonstrate the superiority
of DynHAT for dynamic graph embedding, as it consistently outperforms
competing methods in link prediction tasks. The ablation study further gives
insights into how each proposed component contributes to the success of the
model.

2 Related Works

Our work mainly relates to representation learning on structure graph embed-
dings and temporal graph embeddings.

Structure Graph Embeddings. Static network embedding methods can be
classified into two categories: one for plain networks, another one for complex
information networks. The first type of approaches only utilizes the topological
structure information for embedding. DeepWalk [18] transforms graph structure
information into sequences by random walk. Node2vec [9] improves the random
walk strategies of DeepWalk by a controllable deep or wide walking possibility.
Instead of shallow embeddings, several graph neural network architectures have
achieved tremendous success. GCN [13] performs graph convolutions for aggre-
gation and update motivated by spectral convolution. GAT [23] incorporates the
attention mechanism into the aggregation step. GraphSAGE [11] considers from
the spatial perspective and introduces an inductive learning method. All these
methods assume the representation space to be Euclidean.

Hyperbolic Graph Embeddings. Hyperbolic space provides an exciting
alternative. An increasing number of studies generalize the graph convolution
into hyperbolic space, recent works including HGNN [15], HGCN [3] and HGAT
[27]. HGCN is a generalization of inductive GCNs in hyperbolic geometry that
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benefits from the expressiveness of both graph neural networks and hyperbolic
embeddings. HGAT employs the framework of gyrovector spaces to implement
the graph processing in hyperbolic spaces and design an attention mechanism
based on hyperbolic proximity. The superior performance brought by hyperbolic
geometry on static graphs motivates us to explore it on temporal graphs.

Dynamic Graph Embeddings. Recently, several solutions for dynamic graph
are proposed. As discussed earlier, Temporal graphs are mainly defined in two
ways: discrete-time approaches, where its life span is a discrete set, hence the
evolution of a dynamic graph can be described by a sequence of static graphs,
with a fixed timestamp; and continuous-time approach, where its life span is a
continuous set, therefore the evolution is modeled at a finer temporal granularity
to encompass different events in real time [25]. We here mainly focus on represen-
tation learning over discrete temporal graphs. DynamicTriad [28] constraints the
representation in each time step, by the formulation that triadic closure process
is more frequent along graph evolving. Dyngraph2vec [7] and Dyngem [8] use
Auto-Encoder to learn the graph and use the Recurrent Neural Network (RNN)
to model the relations over time. DySAT [20] applies attention mechanism in it,
learning structural and temporal attention to adaptively obtain useful informa-
tion for embedding. Most of the prevalent methods are built-in Euclidean space
which leads to high distortion embeddings.

3 Preliminary

In this section, we first present the problem formulation of temporal graph
embedding. Then, we introduce some fundamentals of hyperbolic geometry.

3.1 Problem Formulation

In this work, we formally define the problem of dynamic graph representation
learning. A dynamic graph is defined as a series of observed static graph snap-
shots, G = {G1, ...,GT } where T is the number of time steps. Each snapshot
Gt = (Vt, At) ∈ G is a weighted and undirected network snapshot recorded at
time t, where Vt is the set of vertices and At is the corresponding adjacency
matrix at time step t. Unlike some previous methods that assume links can only
be added in dynamic graphs, we also support removal of links over time. Dynamic
graph representation learning aims to learn a mapping function that obtains a
low-dimensional representation for each node at time steps t = {1, 2, ..., T}. Each
node embedding ht

v preserves both local graph structures centered at v and its
temporal evolutionary behaviors such as link connection and removal up to time
step t.

3.2 Hyperbolic Geometry

A Riemannian manifold M is a space that generalizes the notion of a 2D surface
to higher dimensions [5]. For each point x ∈ M, it associates with a (Euclidean)
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tangent space TxM of the same dimensionality as M. Intuitively, TxM con-
tains all possible directions in which one can pass through x tangentially (see
Fig. 1).

Fig. 1. The tangent space TxM and a tangent vector v, along the given point x of a
curve traveling through the manifold M.

There are multiple equivalent models for hyperbolic space, with each repre-
sentation conserving some geometric properties, but distorting others. In this
paper, we adopt the Poincare ball model which is a compact representative pro-
viding visualizing and interpreting hyperbolic embeddings.

The Poincare ball model with negative curvature −c(c ≥ 0) corresponds to
the Riemannian manifold (Hn,c, gH), where H

n,c = {x ∈ R
n : c||x||2 ≤ 1} is an

open n-dimensional ball. If c = 0, it degrades to Euclidean space, i.e., Hn,c = R
n.

In addition, [5] shows how Euclidean and hyperbolic spaces can be continuously
deformed into each other and provides a principled manner for basic operations
(e.g., addition and multiplication) as well as essential functions (e.g., linear maps
and softmax layer) in the context of neural networks and deep learning.

4 Proposed Model

The overall framework of the proposed model (DynHAT) is illustrated in
Fig. 2. DynHAT has two primary modules: Hyperbolic structure attention;
Euclidean temporal attention, which benefits from the expressiveness of both
hyperbolic embeddings and temporal evolutionary embeddings. More specifi-
cally, our model can be summarized as two procedures: (1) Given the original
input node feature, this procedure projects it into hyperbolic space, and aggre-
gates the latent node embeddings via attention mechanism based on the hyper-
bolic proximity. This procedure concerns topological embedding in hyperbolic
space, which is similar to the model HGAT that designs an attention-based
graph convolution in hyperbolic space. (2) These sequences of node represen-
tations then feed as input to the temporal attention, which are performed in
Euclidean space due to its computational efficiency. Owing to the superiori-
ties of self-attention, this unit fuses the final embedding by figuring out the
importance of each time step graph snapshots. The outputs of temporal module
comprise the set of final dynamic node representations. Furthermore, we endow
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our model with expressivity to capture dynamic graph evolution from differ-
ent latent perspectives through multi-head attentions [22]. Finally, we feed the
aggregated representations to a loss function for downstream task. We elaborate
on the details of each respective module in the following paragraphs.

Fig. 2. Neural architecture of DynHAT: we employ structural attention layer in Hyper-
bolic space followed by temporal attention layers in Euclidean space.

4.1 Feature Map

Before going into the details of each module, we introduce two bijection oper-
ations, the exponential map and the logarithmic map, for mapping between
hyperbolic space and tangent space with a local reference point [3,15], as pre-
sented below.

Proposition 1. For x′ ∈ H
d,c, a ∈ Tx′Hd,c, b ∈ H

d,c, and a �= 0, b �= x′, then
the exponential map is formulate as:

expc
x′(a) = x′ ⊕c (tanh(

√
cλc

x′ ||a||
2

)
a√

c||a|| ), (1)

where λc
x′ := 2

1−c||x′||2 is conformal factor and ⊕ is Mobius addition, for any
u, v ∈ H

d,c:

u ⊕ v :=
(1 + 2c 〈u, v〉 + c||v||2)u + (1 − c||u||2)v

1 + 2c 〈u, v〉 + c2||u||2||v||2 . (2)

The logarithmic map is given by:

logcx′(b) :=
2√
cλc

x′
artanh(

√
c|| − x′ ⊕c b||) −x′ ⊕c b

|| − x′ ⊕c b|| . (3)

Note that x′ is a local reference point, we use the origin point 0 in our work.
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4.2 Hyperbolic Structure Attention (HSA)

HSA is employed to extracts features from higher-order local neighborhoods of
each node through a self-attention aggregation and stacking, to compute interme-
diate node representations for each snapshot, which leveraging promising prop-
erties of hyperbolic geometry. The input of HSA is the node feature, whose norm
could be out of the Poincare ball defined in hyperbolic space. To make the node
feature available in hyperbolic space, we use the exponential map to project
the feature into the hyperbolic space, shown in proposition 1. Specifically, let a
Euclidean space vector xE

i ∈ R
d be the feature of node i, and then we regard it

as the point in the tangent space Tx′Hd,c with reference point x′ ∈ H
d,c, using

the exponential map to project it into hyperbolic space, obtaining xH ∈ H
d,c,

which is defined as:
xH
i = expc

x′(xE
i ). (4)

We then transform xH
i into a higher-level latent representation mH

i to obtain
sufficient representation power, which is formulated as:

mH
i = W ⊗c xH

i ⊕c b. (5)

Considering vector multiplication and bias addition can not be directly applied
since the operations in hyperbolic space fail to meet the permutation invariant
requirement, for vector multiplication, we first project the hyperbolic vector to
the tangent space, which is given by:

W ⊗c xH
i := expc

x′(W logcx′(xH
i )). (6)

For bias addition, we transport the bias located at ToH to the position TxH

in parallel. Then we use expc
x to map it back to hyperbolic space and Mobius

addition to compute the bias addition: xH ⊕c b := expc
x(Po→x(b)).

The Hyperbolic Attention Mechanism. We perform a self-attention mecha-
nism on the nodes. Aggregation is to calculate a weighted midpoint in Euclidean
space [10], however, it is difficult to apply as it lacks a closed form to compute
the derivative easily [1]. Similar to [3,15,27], we address this issue by applying
the aggregation computation in the tangent space. The attention coefficient αij ,
which indicates the importance of node j to node i, can be computed as:

αij = softmax(j∈N (i))(sij) =
exp(sij)∑

j′∈Ni
exp(sij′)

, (7)

sij = σ(aT [logc0(m
l
i)|| logc0(m

l
j)]),∀(i, j) ∈ E . (8)

Thus, a hyperbolic structural attention layer applies on a snapshot G outputs
node embeddings, through a self-attentional aggregation of neighboring node
embeddings, which can be viewed as a single message passing round among
immediate neighbors.
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4.3 Euclidean Temporal Attention (ETA)

The embeddings input to a layer can potentially vary across different snapshots.
We denote the node representations output by the HSA block, as h1

v, h
2
v, ..., h

T
v ,

which feed as input to the temporal attention block. To further capture temporal
evolutionary patterns in a dynamic graph, we design a temporal self-attention
layer. Note that, this layer is performed in the tangent space due to its compu-
tational efficiency. The ht

v is expressed as:

ht
v = XE

t = logcx′(x̃H
i ). (9)

This unit receives the sequential input hT
v for a particular node v at different

time steps from hyperbolic structure attention layer. The input representations
are assumed to sufficiently capture local structural information at each time step.
Once obtained the node representations for each time step snapshot, the next
is to aggregate these node embeddings across a series of time snapshots. First,
we capture the ordering information in the temporal attention module by using
position embedding [6], p1, p2, ..., p3, which embed the absolute temporal position
of each snapshot. The position embeddings are combined with the output of
the HSA module to obtain a sequence of input representations: h1

v + p1, h2
v +

p2, ..., hT
v + pT for node v across multiple time steps.

In contrast to HSA layer which operates on the representations of neighboring
nodes, temporal attention layer takes all the temporal history of each node into
account. To be specific, to compute the output representation of node v at time
step t, we use scaled dot-product form of attention [22] where the queries, keys,
and values are set as the input node representations. The (Q,K, V ) are first
transformed to a different space through linear projection matrices Wq ∈ R

D′×F ′
,

Wk ∈ R
D′×F ′

and Wv ∈ R
D′×F ′

respectively. Then, we allow each time step t to
attend over all time steps up to and including t, to preserve the auto-regressive
property. The temporal self-attention function is defined as:

hij
v =

((XvWq)(XvWk)T )ij√
F ′

+ Mij , (10)

βij
v =

exp(hij
v )

∑T
k=1 exp(hik

v )
, (11)

Zv = βv(XvWv), (12)

HH = expc
x′(Zv) (13)

where Xv denotes the hT
v + pT which as the query to attend over its historical

representations, βv ∈ R
T×T is the attention weight matrix obtained by multi-

plicative attention function and M ∈ R
T×T is a mask matrix with each entry

Mij ∈ {−∞, 0} to enforce the auto-regressive property following the function
[20]. To encode the temporal order, we define M as:

Mij =

{
0, i ≤ j

−∞, otherwise
(14)
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When Mij = −∞, the softmax results in a zero attention weight, i.e., βij
v = 0,

which switches off the attention from time-step i to j.
As the temporal attention is built in the Euclidean space, different with the

structure attention unit, we need to feed the output embeddings back to the
hyperbolic space (as given in Eqs. (13)).

4.4 Learning Objective

We formulate the learning objective to maximize the probability of linked nodes
and minimize the probability of no interconnected nodes. In our model, we use
the dynamic representation of a node v at time step t, ht

v to preserve local
proximity around v at time step t. The loss function L is based on binary cross-
entropy which is defined as:

L =
T∑

t=1

∑

v∈V

(
∑

u∈N t
walk(v)

− log(p(ht
u, h

t
v)) − wn

∑

u′∈P t
n(v)

log(1 − p(ht
u′ , ht

v))) (15)

where p is the probability which could be inferred by the Fermi-Dirac function
[3], and N t

walk(v) is the set of nodes that co-occur with v on fixed-length random
walks at snapshot t. P t

n is a negative sampling distribution for time step t, and
wn is the negative sampling ratio, a hyper-parameter to balance the positive
and negative samples. Note that learning the representation of each node in
hyperbolic space, the loss function Lt is only related to distance in the Poincare
ball, and benefits to large-scale datasets.

5 Experiments and Analysis

In this section, we conduct extensive experiments with the aim of answering the
following research questions:

• RQ1 How does DynHAT perform?
• RQ2 What does each component of DynHAT bring?

5.1 Datasets

To evaluate the effectiveness of our model, we conduct experiments on three
datasets from real-world platforms. The datasets are summarized in Table 1.

• Enron [14] Enron dataset was collected and prepared by the CALO Project
(A Cognitive Assistant that Learns and Organizes). It contains emails
between employees of the company between January 1991 and July 2002.

• UCI [16] UCI dataset draws on longitudinal network data from an online
community to examine patterns of users’ behavior and social interaction, and
infer the processes underpinning dynamics of system use. In this network,
connections between users are made through online information.
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• MovieLens [12] MovieLens contains rating data of multiple users for multiple
movies, including movie metadata information and user attribute information.
GroupLens Research collected data on movie ratings provided by MovieLens
users from the late 1990s to the early 2000s. In this paper, we use a subset
of MovieLens, ML-10M, consists of a user-tag interactions where the links
connect users with the tags they applied on certain movies.

Table 1. Summary of the datasets

Dataset Enron UCI ML-10M

Nodes 143 1,809 20,537

Edgesa 2347 16,822 43,760

Time stepsb 16 13 13
a Edge counts denotes the total edges
across all time steps.
b The duration of each snapshot will
affect the total number of snapshots.
The proper granularity is more benefi-
cial to capture evolving patterns.

5.2 Baselines

We present comparisons against several static graph embedding methods to ana-
lyze the gains of using temporal information for link prediction. To ensure a fair
comparison, we provide access to the entire history of snapshots by construct-
ing an aggregated graph up to time t, with link weights proportional to the
cumulative weight till t agnostic to link occurrence time. More importantly, we
also conduct experiments on several temporal graph embedding models to fur-
ther demonstrate the superiority of the proposed DynHAT. These models are all
in Euclidean space. As for hyperbolic model, HGCN, a recent model for static
graphs, is used for one of baselines.

• Node2vec [9] Node2vec is a static embedding method to generate vector
representations of nodes on a graph. It learns low-dimensional representations
for nodes in a graph through the use of random walks.

• GraphSAGE [11] GraphSAGE is a framework for inductive representation
learning on large graphs. It can be used to generate node embeddings for
previously unseen nodes or entirely new input graphs, as long as these graphs
have the same attribute schema as the training data.

• GAT [23] GAT leverages masked self-attentional layers to address the short-
comings of prior methods based on graph convolutions or their approxima-
tions. The self-attention mechanism is an advanced method which our model
also takes advantage of.
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• HGCN [3] HGCN is a static embedding method which leverages both the
expressiveness of GCNs and hyperbolic geometry to learn node representa-
tions for hierarchical and scale-free graphs.

• EvolveGCN [17] EvolveGCN is a temporal model that extends GCN, which
computes a seperate GCN model for each time step. The model is updated
upon an input to the system every time, by using an RNN (e.g., GRU). There
are two versions of the EvolveGCN: EvolveGCN-O and EvolveGCN-H. We
test both and report the best result.

• DynamicTriad [28] DynamicTriad focuses on specific structure of triad to
model how close triads are formed from open triads in dynamic networks.

• DySAT [20] Dynamic network employs GAT as a static layer and self-
attention mechanism to capture the temporal graph evolution.

We use the same split as the previous works, i.e., 25% for the training set and
75% for the test set. The number of negative samples for each positive sample
is 1. Besides, we fix the curvature as 1 in Hyperbolic structure attention layer.

5.3 Link Prediction Comparison (RQ 1)

We obtain node representations from DynHAT which can be applied to link
prediction. In this paper, we conduct experiments on single-step and multi-step
link prediction. Using the node representation trained on graph snapshots up
to time step t, the single-step link prediction predicts the connections between
nodes at time step t+1, while the multi-step link prediction predicts at multiple
time steps start from t + 1.

More specifically, given partially observed snapshots of a temporal graph
G = {G∞, ...,GT }, for single-step prediction, the latest embeddings ht

v are used
to predict the links at Gt+1, classifying each node pair into links and non-links.
For multi-step link prediction, the latest embeddings are used to predict the links
at multiple future time steps {t + 1, ..., t + Δ}. In each dataset, we set Δ = 6 for
evaluation.

We use the Area Under the ROC Curve (AUC) [9] metric to evaluate link
prediction performance. Note that we uniformly train both the baselines and
DynHAT by using early stopping based on the performance of the training set.

Single-Step Link Prediction. The results of single-step link prediction are
shown in Table 2. Our results indicate that the proposed model achieves gains of
3–4% AUC and AP, comparing to the best baseline across all datasets. On the
one hand, the runners-up goes to the other temporal graph embedding model,
which confirms the importance of temporal regularity in dynamic graph model-
ing. On the other hand, for hyperbolic model in static graph, our model consis-
tently outperforms HGCN. In the following, we discuss the several insights from
the comparative analysis of different methods.

First of all, the DySAT achieves the competitive performance to dynamic
embedding methods across different datasets, underperforming DynHAT only
by 3.88% and 2.67% in AUC and AP scores, respectively, despite of in Euclidean
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Table 2. AUC (left) and AP (right) scores of single-step link prediction result.

Dataset AUC AP

Enron UCI ML-10M Enron UCI ML-10M

Node2vec 82.81 ± 0.8 79.45 ± 0.7 85.57 ± 0.2 81.44 ± 1.1 78.22 ± 0.8 87.45 ± 0.3

GraphSAGE 84.3 ± 0.9 82.11 ± 0.6 87.3 ± 0.1 85.57 ± 1.2 83.67 ± 0.9 86.2 ± 0.1

GAT 83.8 ± 1.2 80.07 ± 0.9 85.4 ± 0.1 83.17 ± 1.9 79.93 ± 0.6 86.4 ± 0.3

HGCN 85.66 ± 0.8 82.71 ± 0.7 88.32 ± 0.2 82.45 ± 0.9 85.63 ± 0.3 86.17 ± 0.4

EvolveGCN 84.85 ± 0.9 84.16 ± 0.4 87.9 ± 0.2 86.23 ± 0.7 84.73 ± 1.1 86.72 ± 0.2

DynamicTriad 81.02 ± 0.6 84.51 ± 0.4 86.42 ± 0.1 85.83 ± 0.9 82.35 ± 0.5 86.59 ± 0.1

DySAT 88.50 ± 0.3 86.65 ± 0.2 89.73 ± 0.2 88.20 ± 0.4 86.7 ± 0.2 89.96 ± 0.1

DynHAT 91.88 ± 1.2 88.78 ± 0.2 91.23 ± 0.3 90.87 ± 0.8 88.51 ± 1.2 93.16 ± 0.2

space. One possible explanation is that joint structural and temporal modeling
with expressive aggregators like multi-head attentions plays an important role
for superior performance on link prediction. The performance gap between Dyn-
HAT and DySAT suggests that the significantly benefit from hyperbolic geome-
try. Second, HGCN also has relatively good performance despite being agnostic
to temporal information, which indicates further improvements to DynHAT on
transforming the embeddings from Euclidean space to Hyperbolic space.

Multi-step Link Prediction. In this section, we select several relatively good
performance models from difference aspect for comparison, then evaluate them
on multi-step link prediction over t + Δ time steps, where Δ equals to 6. As is
shown in Fig. 3, we observe a slight decay in performance overtime for all the
models, which is expected. Specifically, we notice that the performance of each
method except DySAT drops by different degrees, while our model and DySAT
maintains a stable result overtime, that can attribute to the temporal attention
module. For instance, the performance of the HGCN degrades dramatically on
Enron from 85.54% to 82.88%, while DynHAT only declines about 1.3%. This
demonstrates the capability of the temporal attention module to capture the
most relevant historical context. Additionally, DynHAT maintains a consistent
performance, comparing with DySAT which learns the node representation in
Euclidean space. The superiority of hyperbolic space and the importance of
modeling temporal context are supported in the experimental results.

Fig. 3. AUC performance of DynHAT with different models on multi-step link predic-
tion.
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5.4 Ablation Study (RQ 2)

To investigate the superiority of the main components of our model, we compare
DynHAT with different variants on Enron, UCI and Movielens datasets. We
show the variant models as following and their result in Table 3. To validate the
performance of temporal self-attention block for long-term prediction task, we
set the finer granularity of snapshot, which means the shorter of duration.

• DynHA DynHAT removes the temporal attention block. Note that the vari-
ant model is different from static models since the embeddings are jointly
optimized in Eqs. (15) to predict snapshot-specific neighborhoods, however
without any explicit temporal evolution modeling.

• DynAT DyHAT without hyperbolic geometry where aggregating processes
are built in Euclidean space.

Table 3. Ablation study on structural and temporal attention layer.

Dataset AUC AP

Enron UCI ML-10M Enron UCI ML-10M

DynHA 88.93 ± 0.5 86.12 ± 0.5 86.76 ± 0.2 89.83 ± 0.8 85.71 ± 0.2 88.52 ± 0.2

DynAT 89.82 ± 0.4 87.35 ± 0.3 90.68 ± 0.5 89.62 ± 0.3 87.67 ± 0.3 91.73 ± 0.3

Original 91.88 ± 1.2 88.78 ± 0.2 91.23 ± 0.3 90.87 ± 0.8 88.51 ± 1.2 93.16 ± 0.2

As is shown in Table 3, we first make the wrap-up observation that remov-
ing any of the components will cause performance degradation. The effect of
temporal self-attention layer is significant since the performance is decayed by
removing the temporal block. Besides, we find that the finer granularity of snap-
shots, which means the shorter of the duration, would more fully utilized the
historical representations especially in MovieLens dataset. This observation con-
forms to the nature of graph evolution since the rating behaviors in MovieLens
correlated with time-efficient, while the communications in Enron and UCI span
longer time intervals. We confirm that the proposed model leverage the tem-
poral evolution embedding to better perform the final results. Additionally, we
design the Euclidean variant of DynHAT, namely DynAT, proves that hyper-
bolic geometry enables the preservation of the hierarchical layout in the graph
data naturally. DynHAT consistently outperforms the variants with almost 3%
average gain in AUC and AP scores, validating our choice of joint structural
in hyperbolic and temporal self-attention. Finally, the addition of both DynHA
and DynAT improves performance even further, suggesting that both compo-
nents are important in DynHAT.
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6 Conclusions

In this work, we have presented a novel model DynHAT for dynamic graph repre-
sentation learning in hyperbolic space. In DynHAT, we stack temporal attention
layers on top of hyperbolic structural attention layers, considering distortions
when representing real-world in Euclidean space. More specifically, our model
computes dynamic node representations through joint two modules: hyperbolic
structure attention (HSA) and Euclidean temporal attention (ETA). HSA lever-
ages the superiority of hyperbolic mechanism and ETA captures the most rel-
evant historical contexts through efficient self-attentions. To the best of our
knowledge, this is the first work to address the temporal graph embedding via
self-attention mechanism built-in hyperbolic space. Experimental results show
the superiority of DynHAT for link prediction on several real-world datasets.
For future work, we hope that our work will inspire the future development of
dynamic graph embeddings in hyperbolic space.
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Abstract. This paper focuses on the fundamental role played by anno-
tations to support provenance analysis in visual exploration processes of
large datasets. Particularly, we investigate the use of annotations during
the visual exploration of semantic datasets assisted by chained visualiza-
tion techniques. In this paper, we identify three potential uses of anno-
tations: (i) documenting findings (including errors in the dataset), (ii)
supporting collaborative reasoning among teammates, and (iii) analysing
provenance during the exploratory process. To demonstrate the feasibil-
ity of our approach, we implemented it as a tool support, while illus-
trating its usage and effectiveness through a series of use case scenarios.
We identify the attributes and meta-data that describe the dependencies
between annotations and visual representations, and we illustrate these
dependencies through a domain-specific model.

Keywords: Annotations · Provenance analysis · Visual exploration ·
Information visualization · Data quality

1 Introduction

The amount and complexity of digital data has increased exponentially during
the last decades. Nevertheless, the value of these data depends on the ability
of decision makers to find relevant information that describes the phenomenon
embedded in data. In this context, visual analytic tools, such as kibana [9] and
Tableau [21], supports human reasoning through interactive tools that embed
visual representations to highlight and reveal relationships (tendencies and pat-
terns) within data [19]. Nonetheless, the visual exploration of large data sets
is not a straightforward process. It is not unusual that, during the exploration
process, a data analyst is confronted with many sorts of errors (e.g., missing,
duplicated, inconsistent data) [11], which should be fixed in order to complete
the analysis. In this context, it becomes part of the data analyst’s duties the
task of checking the integrity and validity of data. Moreover, data analysts must
be able to interpret the findings found along the process in order to make deci-
sions [13]. For this reason, some authors [4,13] suggests that “the expertise to
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analyse and make informed decisions about these information-rich datasets is
often best accomplished by a team”.

Annotations are a suitable solution to record and process design decisions
made by teams as they can compliment existing information with a rationale.
Previous works [1,12,17] have shown that annotations are useful as a means to
disclosure hidden relationships between data, to record the results of discussion
and decisions made by team members, gather internal and external feedback on
artefacts produced, to connect pieces of information such as results of usability
evaluations and the design artefacts, to document and to justify design choices
by describing them retrospectively. And yet, the ISO standard 9241-210 is very
silent about how to record and process design decisions. To the best of our
knowledge, there is no study investigating the use of annotations to record the
visual exploration process of data.

Inspired by these previous works concerning the use of annotations to design
user interfaces [7] we investigate in this paper the use of annotations to support
decision-making processes through the visual exploration approach. We propose
an approach where annotations are used to support analytical provenance studies
by allowing data analysts to reason with various evidences collected during the
exploration process and also trace back the results to the source of findings [15,
22]. Our approach is implemented by a plug-in embedded into a visualization
tool called MGExplorer [15]. The usage of our tools are illustrated through a
set of use case scenarios describing the exploration of the Wasabi dataset [2], a
large dataset describing music data.

The remainder of this document is organized as follows. The Sect. 2 presents
the concepts of annotation and provenance analysis. The Sect. 3 provides an
overview of similar works highlighting the lack of studies investigating the use of
annotations in visual exploratory processes. The Sect. 4 introduces the rational of
our approach and presents a proposal for extending the W3C annotation model
to support the idiosyncrasies of exploration process using visualization tools.
The Sect. 5 describes a set of relevant use case scenarios (including annotation
of multiple types of views and objects, and collaborative use of annotations) that
demonstrate the utility of our approach. Finally, Sect. 6 presents our conclusions
and future work.

2 Foundations

In this section we revise two key-concepts that support the understanding our
approach: annotations and analytical provenance.

2.1 Annotations

The first studies on annotations were focused on paper textbooks and then trans-
posed to electronic documents [14]. Annotating allows the interaction between
distinct pieces of information to serve different purposes: description (placing
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data in a context, add sources of information, etc.), evaluation (reporting qual-
ity issues, questions or concerns, etc.) or a combination of both.

The W3C Recommendation defines an annotation is as a set of connected
resources featuring a body and a target that are interrelated, so that an annota-
tion can shared across different systems. The Fig. 1 shows the W3C’s annotation
model, where the target corresponds to the element we want to annotate, and
the content of the body would usually is the target. The annotation might con-
tain meta-data that contextualizes the body’s contents. Annotations can assume
many forms (ex. text, sketching, etc.) and be attached to different artefacts (ex.
documents, images, etc.) [7]. However, annotation types are not described in
W3C recommendation and must be created to every context of use.

Fig. 1. The annotation model proposed by the W3C Recommendation.

2.2 Analytical Provenance

Analytical provenance is a means to understand users’ reasoning processes while
exploring data through visualization [18]. Users’ interactions is used to identify
patterns that can explain how users explore data visually. The outcomes of ana-
lytical provenance can assist the evaluation of systems and algorithms, building
adaptive systems, model steering, replicating, reporting and storytelling [24].

We are interested in provenance data describing the history of graphical views
and visualization states [20]; for that they can assist users on recreating analyt-
ical reasoning processes while supporting verification, replication, reapplication,
and sharing of exploration paths. Such as data are often represented through his-
tory trees, as in VisTrails [3] which allows users to create visualizations during
the exploration flow.

Typically, provenance data is visually encoded as a sequence of actions indi-
cating users’ interactions [24]. The data is then encoded as a graph where nodes
are entities (or concepts) that change state during the exploration process con-
nected through line segments that indicates their previous state. Graph encoding
allows the user to navigate in the exploration path, while interacting directly
with the history graph to generate a story of their analysis [6]. Tools such as
MGExplorer [15] and GraphTrail [5] represent the workflow through segment
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lines connecting different views of data, allowing users to understand the actions
performed from one view to another.

3 Related Work

Annotations are used for purposes as diverse as to provide an explanation by
illustrating a drawing, to support the design process of interactive systems or
to support decision-making processes by being used as decision cards [12]. As
shown in [16], there are multiple tools available to annotate documents, images
or textual data. In this work, we focus on annotating result sets from queries,
expressed and explored through visualizations. Furthermore, we seek to record
users’ findings during an exploration process, as well as to share annotations
with fellow data analysts to support collaborative data analysis. Hereafter, we
present some of the existing annotation tools in the literature.

The SenseMap [17] tool supports browser-based online sensemaking through
analytic provenance. The tool provide data curation to indicate relevance of
nodes (views in the graph) through an interactive annotation process such as
that: if a node is completely irrelevant, the user can remove it; if a node is not
quite relevant but the user wants to keep it to have a look at some point, they
can minimize it; and if a node is very relevant, the user can favor it.

The Glozz [23] environment for annotation and exploration of a corpus is
based on a generic model that can conform (by instantiation) to any annotation
paradigm. The tool allows the manual annotation of texts that may have been
previously annotated, as well as the annotation and visualization of simple or
complex structures (units, relations and patterns (or clusters)). It also allows
the exploration of annotations.

The UAM corpus tool [12] is a software for corpus annotation and exploration
that allows to annotate text and images.

The GATE (General Architecture for Text Engineering) [8] is an open-source
infrastructure that provides a set of language engineering tools for collaborative
corpus annotation.

The ANALEC [10] tool combines corpus annotation, visualization and query
management. It allows ergonomic annotation via the concept of view and the use
of elaborate filtering of the available information, frequency calculations, search
for correlations, and generation of tables, figures and diagrams.

Our approach differs from previous works as we support the annotation of
visualization techniques while linking it to the data represented in a view. Fur-
thermore, our approach support collaborative data analysis through the sharing
of annotated findings.

4 Our Approach

Our ultimate goal is to allow users to create annotations for recording decisions
during the visual exploration process of data. We assume that annotations should
formalize the relationship between the users’ intentions (e.g., insights, questions,
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etc.) and actual artefacts of the visualization (i.e. the ones being annotated), such
as a particular visual representation of the data. In order to accomplish this goal,
we followed four steps:

1. Create an annotation model to describe the concepts covered by an anno-
tation and the procedure to use the model together with visualization tools.
Subsection 4.1 presents our proposed model.

2. Define the dependencies between the annotations and the visualizations
being annotated (see Subsect. 4.2). The dependencies might refer to the scope
and the diverse elements in the display (e.g., views, queries, set of itemsets,
etc.).

3. Identify the attributes of provenance data that allows to store and
restore annotations in the context (see Subsect. 4.3).

4. Development of tool support that implement annotations in the context
of visualization. Our implementation of the annotation model is presented in
Sect. 5 along with a set of use case scenarios to demonstrate the usage and
feasibility of our tool.

4.1 Extending the Conceptual Model of Annotations

Visualization techniques can be generalized as complex artefacts comprising a
query, which serve to fetch data from the data set, a dashboard that can
host one or more views (each view featuring a visualization technique) that are
composed of a subset of objects making reference to a particular itemset in
the data set. This general definition can be applied to any visualization tool.
It defines a scope where annotations created by the users can be connected to
visual representation of data. The Sect. 5 shows different use case scenarios where
annotations require a connection to views, objects, dashboard, and queries.

We also assume that an annotation might be a follow-up comment to a
preexisting annotation, so that an annotation can be annotated. It might also
be the case that an annotation is not connected to anything in particular, or be
left over to be afterwards connected to a target.

In order to accommodate all these scenarios, we have extended the W3C
annotation’s model, as shown in Fig. 2. First of all, we create a new class called
Artefact that is used to refine and explicitly describe any idiosyncrasies of what is
annotated, i.e. an information visualization. This class allows to differentiate
annotations created on other artefacts (e.g., documents, drawings, etc.). The
remaining extensions refer to the type of selector that can be used to annotate
the different elements and inherit from the class Target.

4.2 Dependencies Between Annotation and Visualizations

The annotation model described in the previous sections allows to describe anno-
tations as singleton class mge-annotation, as shown in Fig. 3. The class mge-
annotation is not connected to any other element, which grants independence of
implementation of the approach from a particular visualization tool. The other
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Fig. 2. Extended W3C annotation’s model

Fig. 3. MGExplorer model

Fig. 4. Annotation targets available in MGExplorer

classes at Fig. 3 refer to the model used to describe the components of the tool
MGExplorer that is used to illustrate the approach. Figure 4 shows the mapping
between the singleton class mge-annotation and the other classes of MGExplorer.

It is worthy of note that the connections between the class view-annotation
and the sub-set of data a view might contain, handled by the class object-
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annotaiton, and the class InfoVis technique that refers to the actual visualization
technique in the display. Further illustrations on how these connections are made
at the tool level are illustrated in the Sect. 5. From a conceptual point of view,
these classes also circumscribe the scope of annotations made on a quite spe-
cific (set of) object(s), a view displaying a visualization featuring relationships
between data, a data source (query) providing the elements in the visualization,
or a more loosely connected annotation that concerns the whole dashboard.

4.3 Attributes in Data Provenance

An annotation has a body and it also might have a meta-data. Whilst some of the
body’s contents is given by the users (ex. comments), other body attributes can
be automatically collected by tools. Table 1 provides an exhaustive view of body
attributes that can be captured when connecting different types of the target.
These attributes are available through the classes in the mapping model shown
(but not detailed) in Fig. 4. For example, when the user created a free annotation
(i.e. target None in Table 1), we can only capture its id, body provided by the
user, and the timestamp. However, when a user decides to connect the annotation
to a target such as Object, it is possible to include other attributes automatically
such as views’ title (which describe the name of the window holding the data
item), the view’s visualization technique (which refers to the particular visu-
alization being used to show data in the view), the object or the set of views’
subset (corresponding to data items in the view). Such a combination of different
attributes allows to determine the full context for data in the display and hence
the data provenance.

Table 1. Annotation attributes

Body attributes Targets

Object View Query Dashboard None

Id x x x x x

View’s title x x x

View’s visualisation technique x x

Object x

Object’s type x

View’s subset x x x x

Body x x x x x

Timestamp x x x x x

Path sequence x
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5 Use Case Scenarios and Tool Support

The use case scenarios presented hereafter, demonstrate the use of annotations
when exploring the WASABI [2] data set, a SPARQL endpoint which consists
of more than 2 million commercial songs retrieved from multiple sources on
the web. In our scenarios we employ two queries. The first query retrieves data
of a collaboration network of a particular artist described by type (producer,
writer, performer) of collaboration. The second query retrieves data describing
a network of artists by the genre of their productions.

The approach is implemented as a plugin for the tool MGExplorer [15]. This
tool uses chained views to assist the exploration of multidimensional and mul-
tivariate graphs, which allows to depict analytical provenance via a sequence
of views connected through line segments to represent their dependency, while
supporting one or more visualization techniques applied to one or more datasets.
Figure 5 depicts the exploration process as follows:

Fig. 5. Visualization tool

1. From a query panel, the user selects a SPARQL endpoint and executes a
predefined query that retrieves a network data set describing a particular
phenomena (co-authorship, co-occurrence, etc.) (Fig. 5a).

2. The resulting data set is visualized through a node-link diagram featuring a
network (Fig. 5b). The nodes are interactive allowing to create new views (five
techniques are available: network, clusters, pairwise relationships, temporal
distribution, and listing of items) from data subsets (Fig. 5c). This subsetting
operation is available in all visualization techniques, allowing the user to
further explore the data set through different perspectives.
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3. Upon each subsetting operation, a new view is created and linked to the
previous view through a line segment. The provenance data regarding this
operation is automatically included in a history panel (Fig. 5d).

4. The views can be moved around, allowing the user to rearrange the visualiza-
tion space in meaningful ways. Further, users can hide any of the currently
displayed views (Fig. 5e), which they may revisit later using the history panel,
thus cleaning the display area in a way that helps them to focus on what is
relevant to the task at hand.

5. The user can import new data by adding query panels, which resulting data
can be explored seamlessly as the initial data set.

For the sake of coherence and to support analytical provenance, the annota-
tion technique was implemented as a view that can be instantiated anytime and
then connected to a view, an object, or the dashboard through line segments, or
yet represented as a singleton when the annotation is free of context.

5.1 Overview of Annotations

While visually exploring the collaboration network of the artist Michael Jackson
(Fig. 6a), we noticed a collaboration between him and Justin Timberlake. We
decided then to further investigate it by displaying the list of songs that define
this collaboration (Fig. 6b). We observe that the song on which these artists
collaborated was released in 2014, which collaboration could not be possible since
Michael Jackson died in 2009. To report this issue, we create a free annotation
(Fig. 6c), where we indicate that “Michael Jackson died in 2009”.

Fig. 6. Overview of annotations: choosing annotation’s targets
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We continue inspecting other collaborations of this same artist. We notice
in the node-link diagram, a collaboration between Michael Jackson and Pitbull.
The list of (Fig. 6d) shows that they worked together on the song “Bad” released
in 2007. However, this cannot be true; Pitbull made a remix of the song “Bad”
in 2012 but he never collaborated with Michael Jackson. To report the problem,
we will annotate the whole exploration process by creating an annotation on the
dashboard (Fig. 6e) indicating a “Problem with Michael Jackson’s collaborations
in the dataset. Pitbull did a remix of “Bad” in 2012”. This annotation is not
linked to any particular element of the dashboard, but it rather retrieves the
history (provenance data) of exploration.

5.2 Managing Multiple Annotations

When annotations are not connected to a particular item, we have to go through
the whole data set to find the actual item causing issues. Alternatively, we can
connect the annotation to the view causing the issue; as in Fig. 7a featuring a
node-edge connected to the annotation “Error: Pitbull didn’t collaborate with
Michael Jackson in 2007. He performed in a remix of the song “Bad” in 2012”.
This issue refers to two views in the display and we can connect both views to the
annotation to reinforce our concerns. For that, by selecting those two views in the
annotation window as shown at Fig. 7b, we create an annotation that connects
to the two views through two line segments. Then we create a new annotation
to report a duplicated song in the list of songs. Along the exploration process,
the dashboard might become full of views. Thus, to reduce visual cluttering,
we close this last annotation (Fig. 7e) which nonetheless remains in the history
panel allowing us to retrace the exploration path and reopen the view if needed.

Fig. 7. Managing multiple annotations
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To analyze the evolution of members in the group “The Jackson 5”, we try a
new query. We try to launch a new query from the node-link diagram (Fig. 7d)
but we notice that query does not exist. Since this analysis is important for us,
we create an annotation “I need a query to explore the temporal evolution of the
members of a group” connecting the query view (Fig. 7e).

5.3 Annotating Objects in a View

Our approach also allows the user to annotate a specific item on a view. In
this scenario, we demonstrate how to retrieve a data item causing issues with
respect to the two collaborations of Michael Jackson seen in the previous sce-
narios. When exploring the node-link diagram, we first create an annotation and
connect it to both links indicating the collaborations of Michael Jackson with
Justin Timberlake and with the rapper Pitbull. As shown by Fig. 8a, the annota-
tion view displays a description of the objects and it is linked to the view where
the objects appear through a line segment. This approach works in every visu-
alization technique. For instance, we further explore the collaboration between
Michael Jackson and Pitbull using a different visualization technique, the Clus-
terViz. Here, we can create an annotation and link to the objects representing
this collaboration (Fig. 8b).

Fig. 8. Annotation of objects
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5.4 Exporting Annotations

To export the data describing the annotations, we can use the button at the bot-
tom of the annotation view (Fig. 9b). This action produces a json file (Fig. 9a),
containing the attributes of the annotation, as shown in Table 1 and a link that
allows the user to reopen the graphical annotation view.

Fig. 9. Exporting annotations

5.5 Collaborative Use of Annotations

In this scenario, we demonstrate how annotations can be shared among team-
mates in order to support collaborative analysis of data sets. For that, we explore
a data set describing the relationship network of artists based on the genre of
their productions. We analyse the relationships using the node-link diagram
(Fig. 10a), using the search bar under the visualization technique to locate the
artist “Madonna” by. We found that Madonna produced songs of the same genre
as other four artists. We use the visualization technique called IRIS (Fig. 10b)
to identify what genres they have in common. The width of colored bars in IRIS
represent the number of songs where Madonna have a genre in common with
every other artist (in the periphery). By studying this chart, we notice an issue
with the visualization: all bars have the same height and colors. However, as we
hover over the bar between Madonna and one of the artists, the information box
that appears shows that there is no song under the genre “dance” between those
artists. We create an annotation on the dashboard to raise the issue (Fig. 10d)
stating that “Genres with no data shouldn’t appear in the visualizations”. Our
colleague, John Doe could disambiguate or fix the issue. For that, our tool pro-
vides a shareable link of the dashboard, so that John Doe can open on their
own browser and continue the exploration. When John Doe finds an answer to
the issue, he replies by creating a new annotation “It’s a problem related to the
system and not the dataset. It’s fixed now.” which it connected to our the initial
annotation raising the question (Fig. 10c).



216 M. Tikat et al.

Fig. 10. Annotation sharing: collaborative use of annotations

5.6 Tracking Provenance Analysis

From the previous scenario, the user John Doe has an overview of the whole
schema produced by us, including the data set, the query and the annotation
created during the exploratory stages. This allows John Doe to track the path
explored and retrieve the origin of the annotated data.

6 Discussion, Conclusions and Future Work

Annotation is a concept familiar on paper but it is often hard to implement and
seldom fully exploited, beyond tools for annotating digital document. At the
best of our knowledge, we could not find methods for annotating individual ele-
ments during the visual exploration of data sets. In this paper we discuss some
of the problems for engineering annotations for supporting representation of
provenance when exploring large data sets. On one hand, our approach allows to
encode information about data provenance (i.e. sequence of data exploration) as
part of the annotations, so when analyzing annotations it is possible to restore
the full sequence of actions allowing users to go from queries to data in the
display. On the other hand, annotations should help users to explain insights
and decisions, which is necessary to perform provenance analysis on data. The
validation of the approach is made by construction, which means that we demon-
strate its feasibility by creating a tool and illustrating its use by a set of relevant
scenarios.

Through the scenarios, we have shown how annotations can be used to pro-
vide information to complete the data set, point errors and mistakes, express
user’s needs, compare results, and share insights with other users. These exam-
ples are not exhaustive but yet representative for the use of annotations. We
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also have demonstrated how annotations can be extracted from the tools and
yet include subsets of data and sequence of actions, thus become available to
support analysis of provenance using other tools. It is interesting to notice that
users might report issues with the data set using different combinations of anno-
tations and views.

The originality of this paper concerns aspects for engineering annotation
beyond digital document. As discussed here, we need to consider the specific
context of the use of annotations (data sets and visualizations) for building the
appropriate tools. We introduce a new topic and we want to level the discussion
about the importance of having annotations to support the exploration process;
for that we need innovative tools including the analysis of the provenance. Whilst
the plug-in developed is specific to the visualization tool MGExplorer, we con-
sider that the steps described in the approach are generic enough and can be
adapted to support the development of other annotating tools.

We also demonstrated how to share annotations with other teammates to dis-
cuss findings. We want to advertise our tool to collect data from real users, not
only for assessing the usability of the tool but also for collecting data enabling fur-
ther investigations about analysis of provenance. In the future, we also consider
to extend the possibility for including other annotation formats thus allowing to
create annotations using highlighting of elements, support drawings, symbols,
speech as replacement of text. Other improvements involve the synchronous edi-
tion and annotations.
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23. Widlöcher, A., Mathet, Y.: The Glozz platform: a corpus annotation and mining
tool. In: Proceedings of the 2012 ACM Symposium on Document Engineering,
DocEng 2012 (2012)

24. Xu, K., Ottley, A., Walchshofer, C., Streit, M., Chang, R., Wenskovitch, J.: Survey
on the analysis of user interactions and visualization provenance. Comput. Graph.
Forum 39(3), 757–783 (2020)

https://www.elastic.co/kibana
https://doi.org/10.1007/978-3-319-67744-6_29
https://doi.org/10.1007/978-3-319-67744-6_29
https://doi.org/10.1109/MCG.2019.2933419
https://doi.org/10.1109/MCG.2019.2933419
https://doi.org/10.1145/263690.263806
https://doi.org/10.1145/263690.263806
https://doi.org/10.1109/VAST.2016.7883515
https://www.public.tableau.com/s


Lunatory: A Real-Time Distributed
Trajectory Clustering Framework for Web

Big Data

Yang Wu, Zhicheng Pan, Pingfu Chao, Junhua Fang(B), Wei Chen,
and Lei Zhao

Department of Computer Science and Technology, Soochow University,
Suzhou, China

{20215227099,zcpan28}@stu.suda.edu.cn,
{pfchao,jhfang,robertchen,zhaol}@suda.edu.cn

Abstract. Web big data contains a wealth of valuable information,
which can be extracted through web mining and knowledge extraction.
Among them, the real-time location information of web can provide a
richer calculation basis for existing applications, such as real-time mon-
itoring systems and recommendation systems based on real-time trajec-
tory clustering. However, as a trajectory is a sequence of user positions
in the time dimension, the correlation calculation of the trajectories will
inevitably incur a massive computational cost. In addition, such trajec-
tory data is usually time-sensitive, that is, once the trajectory data has
been generated and changed, the corresponding clustering results need
to be output with low latency. Although the offline trajectory clustering
has been well studied, extending such work to an online environment
directly tends to incur (1) expensive network cost, (2) high processing
latency, and (3) low accuracy results. To enable a real-time clustering
on trajectory stream, we propose a distributed cLustering framework
for hexagonal-based streaming trajectory (Lunatory). Lunatory cov-
ers three key components, that are: (1) Simplifier : to solve the problem
of extensive network transmission in a distributed trajectory streaming
system, a pivot trajectory data structure is introduced to simplify trajec-
tories by reducing the number of samples and extracting key features; (2)
Partitioner : to enhance the local computational efficiency of subsequent
clustering, a hexagonal-based indexing strategy is proposed to index the
pivot trajectories; (3) Executor extends DBSCAN to pivot trajectories
and implements real-time trajectory clustering based on Flink. Empiri-
cal studies on real-world data validate the usefulness of our proposal and
prove the huge advantage of our approach over available solutions in the
literature.
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1 Introduction

With the proliferation of GPS-enable devices and mobile computing services [3],
massive volume of trajectory data are collected to capture the mobility of vehi-
cles. As one of the most fundamental problems in many trajectory analysis
tasks [8,16,22], the trajectory clustering attempts to group a large number of tra-
jectories into a few relatively homogeneous clusters to find representative paths
or common moving trends, as exemplified in Fig. 1(a). Nowadays, since most
applications that rely on trajectory clustering are time-sensitive, it is crucial
to cluster the large-scale trajectory data in a real-time manner to maximize its
value [23]. For instance, in the case of pandemic control during the COVID-19,
a real-time monitoring and alerts of high-risk areas [22] can effectively reduce
the chance of further transmission. Therefore, the real-time trajectory cluster-
ing, also termed as clustering on the trajectory stream, has been a hot topic in
recent years.

(a) Trajectory clustering

transmit

transmit

Data distribution Cross-node 
data transmission Trajectory clustering

(b) Clustering limitations in shared-nothing environment

Fig. 1. An example of trajectory clustering and its limitations in DSPE processing.

However, most of the existing trajectory clustering methods are only for
offline scenarios [1,10–12,14]. These methods perform clustering on entire tra-
jectories, using specific similarity metric and designed clustering algorithms to
cluster trajectories in a centralized environment. Despite their ideal clustering
results, these methods are hardly applicable to the real-time environment. Nowa-
days there are some studies about trajectory clustering utilizing sliding window
model in distributed environment [16,17], but the efficiency of these frameworks
largely depends on the time span of the data set. Disatra [4] implements real-time
trajectory clustering, but the accuracy of clustering result deteriorates due to its
loose data structure Abstract Trajectory. Furthermore, a common problem that
the computing state is generally split into different computing tasks under the
distributed and parallel environment hinders our design of trajectory clustering.
As shown in Fig. 1(b), the trajectories that belong to the same cluster(T1, T2

and T3) are divided into different nodes(Node1 and Node2). In summary, the
challenges in designing real-time trajectory clustering can be summarized as:
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– Inadequate real-time guarantee: Current clustering of trajectories often
uses static offline trajectory datasets in an attempt to accomplish such oper-
ations through extensive offline computation. However, for a real-time pan-
demic aggregation alerting system, an offline situation or a system with insuf-
ficient real time can lead to many delayed judgments and unquantifiable
losses. In such cases, we need to minimize the delay of data processing, which
requires us to deeply integrate trajectory analysis with DSPE (Distributed
Stream Processing Engine).

– Accuracy Loss: The accuracy loss is reflected in two aspects: (1) the trajec-
tory as a whole will be broken up in different physical computing nodes by the
distributed environment, which will either incur expensive costs when merg-
ing or cause performance bottlenecks in the aggregated computing nodes; (2)
it is difficult to compress the real-time trajectory and design a reasonable data
structure that represents the moving characteristics of real-time trajectory.
The real-time abstract trajectory clustering proposed in [4] uses only one vec-
tor to represent the whole trajectory, which does not reflect the movement
trend of the whole trajectory. Therefore, how to represent the trajectory is
the one of the focus of our proposal.

To address the above challenges, we propose Lunatory, a real-time clustering
framework for streaming trajectory. By integrating Lunatory into the existing
mainstream DSPE [9], a real-time trajectory clustering framework is enabled,
ensuring the accuracy of trajectory clustering results. Specifically, the major
contributions of our paper include:

– We propose an online trajectory clustering framework Lunatory, which is
compatible with accuracy and real-time.

– We characterize the feature information of the trajectory by simplifying the
trajectory. At this stage, we propose an MDL-based trajectory simplification
algorithm. Then we compress the simplified trajectory into a pivot trajectory.

– For efficient distributed trajectory clustering, we propose a complete pivot
trajectory partitioning strategy based on hexagonal coordinates and extend
DBSCAN to distributed line segment clustering.

– We implement all proposed methods on top of Flink [9]. Empirical studies
on real-world data validate the usefulness of our proposal and prove the huge
advantage of our approach over state-of-the-art solutions in the literature.

The rest of this paper is organized as follows. In Sect. 2, we divided the
clustering methods into traditional and learning-based. We then present the
preparatory knowledge for designing Lunatory in Sect. 3. We present the overall
framework of Lunatory in its entirety in Sect. 4 and describe the details of each
process in the framework. We analyse the experimental results in Sect. 5 and
finally we conclude this article in brief in Sect. 6.
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2 Related Work

2.1 Clustering Algorithms

There are currently many types of clustering algorithms, and here we choose the
density-based clustering algorithm, which is the same as the one we used [4].
The high density data (within the region) belong to the same cluster is the
basic idea of density-based clustering algorithm [23]. The typical ones include
DBSCAN [7], OPTICS [2] and Mean-shift [5]. DBSCAN [7] finds the largest set
of points of any shape that are density-connected by the radius Eps and the
minimum number of points MinPts, but if the densities between clusters are
different, the clustering results will significantly deteriorate. ST-DBSCAN [3]
extends DBSCAN to be able to discover clusters on spatial-temporal data. In
their work, they introduce a new density factor which represents the density of
the cluster. It makes up for the disadvantage that DBSCAN cannot cluster points
with different densities. However, these point-based algorithms do not consider
the state information of a trajectory [23]. It makes them hard to be applied to
trajectory clustering directly. In other words, if a trajectory is treated as a set of
discrete points for clustering, a trajectory may be grouped into multiple clusters
incorrectly. In addition, considering the spatial-temporal features of a trajectory,
we need dedicated clustering algorithms for trajectories.

2.2 Trajectory Clustering

On top of point-based clustering algorithms, existing trajectory clustering meth-
ods can be roughly divided into two categories: partition-based [10,11] and
density-based [1,12,14]. TRACLUS [12] first partitions trajectories into trajec-
tory segments, and then perform a density-based clustering algorithm between
trajectory segments. However, this algorithm cannot effectively handle incre-
mental data in streaming environments. Based on TRACLUS, Li et al. [14]
proposed an incremental clustering framework to allow new trajectories to be
added to a database, and a new parameter is further introduced for a new step,
i.e. generating micro-clusters before the final clusters. Other studies try to use
sliding-window for trajectory clustering [16,18]. Mao et al. [16] address the prob-
lem of clustering streaming trajectories using the sliding-window model. They
design two data structures to represent the spatial features of trajectories, and
finally cluster streaming trajectories over a sliding window using OCluST. Since
this framework incorporates the features of trajectories in a comprehensive man-
ner, and also creates macro-clusters based on micro-clusters, it is expected to
be time-consuming. Chen et al. [4] propose a real-time distributed trajectory
clustering framework Disatra, in which an abstract data structure AT was intro-
duced to describe the trajectory characteristics, and then use a density-based
clustering algorithm on AT to generate clusters. Although Disatra extends tra-
jectory clustering to the real-time environment, the accuracy of the clustering
results is not satisfactory due to the huge information loss in the process of its
radical trajectory compression, i.e. abstract trajectory.
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2.3 Learning-Based Trajectory Clustering

The essential problem behind traditional clustering methods is that both the sim-
ilarity definition and clustering processing are based on raw trajectory data [15],
while the learning-based trajectory clustering framework aims to learn a deep
trajectory representation, and then execute trajectory clustering analytics in the
latent feature space [21]. The DETECT framework [22] selects the key parts of
the trajectory and extracts their feature vectors to discover the context of travel
activities, then the context-augmented trajectories are embedded into a latent
space. Finally, it uses the loss function to refine the cluster assignment itera-
tively. Li et al. [13] propose a Seq2Seq-based method (t2vec) to learn trajectory
representation for similarity calculation. This method is robust to trajectories
of different length and sampling rate. Fang et al. [8] use t2vec and propose
E2DTC. According to the self-training mechanism, the framework iteratively
optimizes the trajectory clustering assignment to make clusters more discrim-
inative. Although the learning-based deep trajectory clustering framework has
achieved excellent results in terms of clustering quality, this method has high
requirements on the data used for training, making it hard to apply it in a dis-
tributed streaming environment. Hence, in this paper, we focus our research on
traditional methods.

3 Preliminary

See (Table 1).

Table 1. Summary of notations

Notation Description

T = 〈p1, p2, .., pn〉 Trajectory T consisting of n points

pi = 〈lon, lat, t〉 A sampling point that forms the trajectory

L A set of trajectory segments

li A trajectory segment in L
ε Distance threshold between pivot trajectories

ρ Minimum number in ε-neighborhood

Nε (li) The ε-neighborhood of trajectory segment li

PT = {PT1, PT2, . . . , PTn} A set of pivot trajectories

PT = {tc, θ, bl, tr, t} Pivot trajectory

Definition 1 (Trajectory). A trajectory T is a series of chronologically
ordered points T = 〈p1, p2, ..., pn〉, representing the trace of an moving object.
Each point pi = 〈lon, lat, t〉 denotes the object’s location at timestamp t, and a
line connecting two adjacent points is defined as a trajectory segment li.
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Although distance metrics like DTW and LCSS are widely used to measure
the similarity between trajectories, since these methods are sensitive to trajec-
tory length and sampling rate, we utilize the following trajectory distance to
calculate the distance between two trajectories.

Definition 2 (Trajectory Distance). Given two trajectory segments li and
lj, the start and end points of trajectory segment li are si and ei. Similarly, the
start and end points of trajectory segment lj are sj and ej, respectively. Assuming
that |li| ≥ |lj |, the trajectory distance between two trajectory segments is defined
as dist(li, lj) = ω⊥ · d⊥ (li, lj) + ω‖ · d‖ (li, lj) + ωθ · dθ (li, lj).

Here, the weights ω⊥, ω‖, ωθ can be adjusted as needed. We set these weights
to 1 by default. An example of trajectory distance is given in Fig. 2.

Fig. 2. Trajectory distance

Definition 3 (Pivot Trajectory). A compact synopsis data structure Pivot
Trajectory PT = {tc, θ, bl, tr, t} is defined to describe the moving characteristics
of a trajectory segment. Among them, tc represents the center point of a trajec-
tory segment, θ denotes the deflection angle of the trajectory segment, bl and tr
are the bottom left corner and top right corner of the MBR (Minimal Bounding
Rectangle) enclosing the trajectory segment, respectively, and t represents the
timestamp of the most recent trajectory segment.

Definition 4 (Real-time Pivot Trajectory Clustering). Given a set of
PTs within a time window, called PT , and a timestamp t, real-time pivot trajec-
tory clustering performs trajectory clustering on the PT arrived before timestamp
t to generate a cluster set O = {c1, c2, . . . , cn}, which (1) ∀ PTi ∈ PT ,∃ cj ∈ O,
so that PTi ∈ cj; (2) ∀ ck ∈ O,∀ PTi, PTj ∈ ck, PTi and PTj are densely
connected; (3) ∀ ci, cj ∈ O, ci �= ∅, cj �= ∅, and ci ∩ cj �= ∅.

Here, the concept of densely connected follows the same definition as in
original DBSCAN [7], whose distance function is replaced by Definition 2.

4 Trajectory Clustering Framework

4.1 Framework Overview

Lunatory is a distributed clustering framework built on DSPE, which aims to
achieve high-quality trajectory clustering in real-time. Overall, the Lunatory con-
sists of three phases: pivot trajectory generation, hexagonal-based partitioning
and clustering implementation, as shown in Fig. 3.
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Fig. 3. Framework of Lunatory

– Pivot Trajectory Generation. First, we simplify the trajectory of a moving
object. The purpose is to represent the trajectory with the least points while
preserving the moving characteristics of the trajectory as much as possible.
Ultimately, it can significantly reduce the computation cost while ensuring
the accuracy of clustering results. The trajectory characteristics are extracted
from the simplified trajectory segment to form PTi. Since the PTi contains
a bounding box enclosing the simplified trajectory segment, partitioning the
pivot trajectory ensures a trajectory segment will not cross multiple parti-
tions. Therefore, it reduces the data redundancy and improves the utilization
of node resources.

– Hexagonal-based Indexing. To avoid cross-node data transmission in a
distributed environment, we adopt the hexagonal-based partitioning strategy
to send PT with the same coding value to the same partition. At the same
time, a overlap algorithm is designed to send pivot trajectories around the
margin of a partition to its adjacent partitions, which improves the accuracy of
clustering results while reducing the data transmission to the greatest extent.

– Clustering Execution. We perform PT-based DBSCAN Clustering on pivot
trajectories in the same partition within a time window to obtain real-time
clustering results. The aforementioned clustering process is performed in each
distributed node. Finally, the clustering results in each node are collected to
form final clusters.

4.2 Pivot Trajectory Generation

In the real-time environment, extracting more or less trajectory characteristics
is a trade-off between high clustering accuracy and high efficiency. Therefore, we
use the MDL (minimum description length) principle [19] to find the optimal
division of trajectory.

Suppose that a trajectory T = 〈p1, p2, .., pn〉 and a set of characteristic
points {pc1 , pc2 , . . . , pck}. Every two adjacent characteristic points form a line seg-
ment pcjpcj+1 . We use the two formulas mentioned in TRACLUS [12]: L(H) =
∑k−1

j=1 log2(len(pcjpcj+1)), which measures the degree of conciseness. L(D|H) =
∑k−1

j=1

∑cj+1−1
i=cj

{
log2

(
d⊥

(
pcjpcj+1 , pipi+1

))
+ log2

(
dθ

(
pcjpcj+1 , pipi+1

))}
, which
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measures the degree of preciseness. Here, len(pcjpcj+1) denotes the Euclidean dis-
tance between pcj and pcj+1 . Let MDLpar(pi, pj) = L(H) + L(D|H) denote the
MDL cost of a trajectory between pi and pj when assuming that pipj is a sim-
plified trajectory segment. Let MDLnopar(pi, pj) = L(H) denote the MDL cost
when assuming that we don’t need to simplify the trajectory T = 〈pi, .., pj〉, i.e.,
we preserve the original trajectory. Algorithm 1 shows the algorithm MDL-based
Trajectory Simplification. We compute MDLpar and MDLnopar for each point in
a trajectory (line 5∼6). If MDLpar > MDLnopar, we simplify the trajectory from
pstart to pcurr−1 to PT and add PT to set PT (line 8∼11). Otherwise, we increase
the length of a candidate trajectory segment (line 13).

Algorithm 1: MDL-based Trajectory Simplification
Input: Sampling points P = {p1, p2, . . . , pn}
Output: A set of pivot trajectories PT

1 Initialize PT by p1;
2 start = 1, length = 1;
3 while start + length ≤ n do
4 curr = start + length;
5 COSTpar = MDLpar(pstart, pcurr);
6 COSTnopar = MDLnopar(pstart, pcurr);
7 if COSTpar > COSTnopar then
8 Update PT by pstart and pcurr−1;
9 Add PT to set PT ;

10 start = curr - 1, length = 1;
11 Initialize PT by pstart;

12 else
13 length = length + 1;

14 Update PT by pstart and pend;
15 Add PT to set PT ;

Next, we calculate PTi = {tc, θ, bl, tr, t} for each trajectory segment li. Since
li consists of two sampling points, it is easy to calculate the trajectory segment
center point tc, the deflection angle θ, the bottom left corner bl and the top
right corner tr of the MBR enclosing li. We use the timestamp of the trajectory
segment end point to represent the time t, which records the last timestamp of
the current time window.

4.3 Hexagonal-Based Partitioning Strategy

The Grid system is essential for analyzing massive spatial data sets and dividing
the earth’s space into identifiable grid cells. In a grid-based spatial system, the
more polygonal sides are used, the more a grid approximates a circle, and the
more convenient it is to perform kNN query, etc. However, grid indexing requires
the space to be filled with grids without gaps. It proves that the only shapes
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that can be used for grid spatial indexing are triangles, rectangles, and hexagons.
Hexagons [6] have the most sides and are the closest to a circle, so in theory,
they are the best choice in certain scenarios.

(a) Square Grid (b) Hexagonal Grid
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j
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(c) Hexagonal Address

Fig. 4. Square grid and hexagonal grid (Color figure online)

We further elaborate on the difference between a square grid and a hexagonal
grid. As shown in Fig. 4, hexagonal grid have only one type of distance between a
hexagon center point and its neighbors, whereas there are two types of distance
(marked as red and black) for a square grid. This property greatly simplifies the
process of performing analysis and smoothing over gradients.

In general, for different levels of address generation, each hexagon contains
the address of its parent hexagon. In this way, only the calculation method of
the sub-grid address of each grid needs to be specified. For the sub-grid, it is
only necessary to append the address of the sub-grid after the coordinates of its
parent grid.

We encode tc from PTi ∈ PT via H3 encoding and send PTi to corresponding
partition according to the encoding value of tc. Since we compress the simplified
trajectory segment into a data structure PT with the midpoint tc of the trajec-
tory segment, our index will not produce cross-partition data, so we can avoid
the problem of cross-node data transmission in a distributed environment.

However, in the process of clustering, some extreme cases may occur. For
example, the pivot trajectories in the same cluster are divided into different par-
titions, and these pivot trajectories are around the margin of the partition, which
leads to the reduction of clustering accuracy. Therefore, we design a hexagon-
based overlap mechanism. As shown in Fig. 5(a), we take the vertex of each
hexagonal partition as the center of the circle, and draw an area with the radius
of τ . For the PTi whose tc falls within this range, we distribute it to two adjacent
partitions and execute the clustering algorithm, respectively. The non-optimized
cross-node data transmission will send the data to all other nodes, while our
overlap mechanism only needs to send data to the two partitions participating
the overlap, which minimize the data transmission and data redundancy while
improving the algorithm efficiency. Figure 5(b) shows an example of the overlap.
The red PTi and black PTj are expected to be in the same cluster. With the
help of overlap mechanism, the red PTi is sent to the partition containing PTj ,
or vice versa, depending on which partition performs the clustering first.
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Overlap

(a) Scope of overlap

Shared-
nothing

(b) Example of overlap

Fig. 5. Overlap mechanism

4.4 Clustering Implementation

Since the pivot trajectories have both direction and length, which lead to arbi-
trary shapes of the clusters, we choose the density-based clustering method.
Inspired by the idea of DBSCAN, Lee et al. [12] propose a line segment cluster-
ing algorithm. Similarly, we apply segment clustering to pivot trajectory within
the current time window.

The trajectory distance is given in Sect. 3 Definition 2. Next, relevant con-
cepts in PT-based DBSCAN Clustering are introduced:

– Core Trajectory Segment. Using the trajectory distance in Definition 2, we
can calculate the number N of trajectory segments whose distance from li
is less than or equal to the threshold ε. When N is greater than ρ, we call
the trajectory segment li as the core trajectory segment, and define Nε(li) as
Nε(lj) = {li ∈ L | dist(li, lj) ≤ ε}.

– Directly Density-reachable. Given two trajectory segments li, lj ∈ L, if lj is
core segment and li ∈ Nε(lj), we call the trajectory segment li is directly
density-reachable from the trajectory segment lj .

– Density-reachable. Given a chain of trajectory segments lj , lj+1, . . . , li−1, li ∈
L, if lk is directly density-reachable from lk+1, we call the trajectory segment
li is density-reachable to the trajectory segment lj .

– Density-connected. Given two trajectory segments li, lj ∈ L, if there is a
trajectory segment lk ∈ L such that both li and lj are density-reachable from
lk, we call the trajectory segment li is density-connected from the trajectory
segment lj .

Algorithm 2 shows the algorithm PT-based DBSCAN Clustering. Lines 1–
6 and 16–18, the algorithm judge whether a PT is a core trajectory segment.
If PT is determined as a core trajectory segment, the algorithm will continue
to execute line 7–15. Otherwise, the PT is judged as a noise. Line 7–15, the
algorithm computes the density-connected set of a core trajectory segment.



Lunatory 229

Algorithm 2: PT-based DBSCAN Clustering
Input: A set of pivot-trajectories PT = {PT1, PT2, . . . , PTN},
sliding window range [tss, tse], two parameters ρ and ε
Output: A set of clusters O = {c1, c2, . . . , ck}

1 Initialize cluster ID to be 1;
2 Mark pivot trajectories in PT as unclassified;
3 for PTi ∈ PT and PTi.t ∈ [tss, tse] do
4 if PTi is unclassified then
5 if |Nε (PTi) | ≥ ρ then
6 Set cluster ID to ∀PTj ∈ Nε (PTi);
7 Insert Nε (PTi) into a queue Q;
8 while Q �= ∅ do
9 Get a PTk ∈ Q;

10 if |Nε (PTk) | ≥ ρ then
11 for S ∈ Nε (PTk) do
12 if S is unclassified or a noise then
13 Set cluster ID to S;
14 Insert S to the queue Q;

15 Remove PTk from Q;

16 cluster ID := cluster ID + 1;

17 else
18 PTi ← noise

We perform the real-time cluster to all pivot trajectories in the same time
window. For PT = {PT1, PT2, . . . , PTn} in a partition, we randomly select an
unclassified PTi and judge whether PTi is a core trajectory segment through
trajectory distance and parameters, i.e., ε and ρ. If PTi is the core trajectory
segment, we continue to find all pivot trajectories density-connected with PTi,
and finally we set them as classified and assign the same cluster number to them.
Otherwise, it is temporarily classified as noise. We repeat the above steps until
all PTj ∈ PT are classified.

5 Experimental Evaluation

5.1 Experimental Setup

Environment. We implement our proposal in Java and conduct all the exper-
iments on top of Flink. The Flink system is deployed on a cluster which runs
CentOS 7.4 operating system and is equipped with 128 processors (Intel(R)
Xeon(R) CPU E7-8860 v3 @ 2.20 GHz). Overall, our cluster provides 120 com-
puting nodes and a 512-core environment for the experiments.
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DataSets. Experimental datasets are Chengdu and Beijing which are both
real datasets with a certain uneven distribution, especially Beijing. Chengdu
is around 900 GB publicly shared by DiDi Company’s GAIA Open Dataset
program, all from some district in Chengdu, Sichuan province, China; Beijing
contains taxis’ trajectories from Beijing, China. In general, the data structures
of both is the same composed of vehicle ID, time stamp, latitude and longitude.
In our experiments, these static datasets are released through Apache Kafka to
simulate streaming scenario.

Baselines. Despite numerous trajectory clustering algorithms, there are few
studies that are transferable to real-time scenario. Hence, we choose TRA-
CLUS [12], ST-DBSCAN [3] and Disatra [4] as our baselines. TRACLUS is an
offline partition-and-group framework, which can find common patterns in sub-
trajectories. ST-DBSCAN is a classic algorithm for clustering spatio-temporal
data. Disatra is a real-time trajectory clustering framework. Similar to us, the
processing of trajectory is real-time. Nevertheless, it retains only one abstract
data structure for a specific trajectory, which may reduce the clustering quality.

Metric. We study two performance metrics in our experiments: (1) Latency :
the purposed Lunatory is to realize trajectory clustering under the condition of
low latency. We measure latency by the running time of the entire framework.
(2) Accuracy : we use the typical Silhouette Coefficient [20] as our metric for
measuring clustering accuracy.

5.2 Efficiency Comparison

We evaluate the efficiency of our framework by comparing the execution time
with ST-DBSCAN and Disatra. As shown in Fig. 6(a), with the increase of data
volume, the execution time of ST-DBSCAN increases exponentially. In contrast,
the latency of Lunatory is very low, and the increase of data volume has little
impact on Lunatory. Figure 6(b) illustrates the latency between Lunatory and
Disatra. Lunatory processes data slightly slower than Disatra. This is because
Lunatory has an extra step of trajectory simplification than Disatra, and it
spends some extra time to divide the current trajectory into simplified track
segments.

Figure 7(a) shows the memory cost of ST-DBSCAN, Disatra and Lunatory.
With the increase of data volume, the memory cost of ST-DBSCAN increases
sharply. In contrast, the memory increase of Disatra and Lunatory is minor, and
the memory cost of Lunatory is slightly more than that of Disatra. The reason is
that Lunatory needs to store multiple simplified trajectory segments in memory.
Figure 7(b) illustrates the throughput of ST-DBSCAN, TRACLUS, Disatra and
Lunatory on different data sets. On both Beijing and Chengdu datasets, the
throughput of Disatra and Lunatory is much higher than that of ST-DBSCAN
and TRACLUS, which shows that our framework can be competent for trajec-
tory clustering in real-time environment.
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Fig. 6. Execution time comparison

(a) Memory Cost (b) Throughput

Fig. 7. Memory cost and throughput comparison

5.3 Accuracy Comparison

Silhouette Coefficient calculates the compactness of the same cluster and the
interval between different clusters to judge whether the cluster is good or bad.
The closer the silhouette coefficient is to 1, the better the clustering quality
is. Figure 8 shows the silhouette coefficient values of Disatra and Lunatory in
different data volumes and different time window sizes. We observe that when the
window size is set to 720s and 7200s respectively, Lunatory’s optimum silhouette
coefficient is around 0.4. Although Disatra is on a par with Lunatory’s silhouette
coefficient, Lunatory always behaves better than Disatra. Combined with the
experimental results in Sect. 5.2, our framework simplifies the whole trajectory,
resulting in slightly higher execution time and memory cost than Disatra, but
Lunatory’s clustering quality is always better than Disatra, and has the same
real-time performance as Disatra.
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Fig. 8. Clustering quality comparison

6 Conclusion

In this paper, we propose a distributed clustering framework for hexagonal-based
streaming trajectory, called Lunatory. Each trajectory is simplified into a pivot
trajectories with moving characteristics, then the pivot trajectories are parti-
tioned by hexagonal-based indexing. In the end, pivot trajectories in a dense
region are classified into a cluster. The main advantage of Lunatory is that
it not only performs real-time trajectory clustering, but also has higher accu-
racy compared with other real-time trajectory clustering frameworks. With the
involvement of a large number of real data sets and the analysis of the exper-
imental results, it is proved that our framework has excellent timeliness and
accuracy in real-time trajectory clustering over its counterparts.
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Abstract. Question answering over knowledge graphs targets to lever-
age facts in knowledge graphs to answer natural language questions. The
presence of large number of facts, particularly in huge and well-known
knowledge graphs such as DBpedia, makes it difficult to access the knowl-
edge graph for each given question. This paper describes a generic solu-
tion based on Personal Page Rank for extracting a small subset from
the knowledge graph as a knowledge subgraph which is likely to capture
the answer of the question. Given a natural language question, relevant
facts are determined by a bi-directed propagation process based on Per-
sonal Page Rank. Experiments are conducted over FreeBase, DBPedia
and WikiMovie to demonstrate the effectiveness of the approach in terms
of recall and size of the extracted knowledge subgraphs.

Keywords: Knowledge graphs · Question answering systems ·
Knowledge subgraph · Personal Page Rank

1 Introduction

With the growth of the data web, a massive amount of structured data has
become available on the web in the form of knowledge graphs (KGs). To
assist end users to access KGs, knowledge graph-based question answering sys-
tems (KGQASs) have emerged to answer natural language questions [2,5,10].
Although large KGs such as DBPedia with millions or billions of facts are ideal
sources for answering questions, accessing these KGs for each given question has
become an intricate challenge. To overcome this challenge, the recent KGQASs
extract a subset from the KG namely a knowledge subgraph for the question
posed over the KG as illustrated in Fig. 1.

A knowledge subgraph targets to prune irrelevant parts of the KG’s search
space and contains only a set of facts that is likely to capture the answer of a
given question. Reducing the search space plays a key role in the efficiency of
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different types of KGQASs including (1) rule-based, (2) information retrieval-
based, and (3) semantic parsing-based systems (discussed in Sect. 2). Knowledge
subgraphs lead to reducing manual works required for setting up the rule-based
systems [1,24,27], pruning candidate entities and reducing training cost in the
retrieval-based systems [20,22,23] and making improvements in the mapping
stages of semantic-parsing systems due to preventing unnecessary computations
[4].

Thus, the task of building knowledge subgraphs over huge KGs avoids explor-
ing the whole KG for each question in KGQASs and narrows down the search
space. Basically, a trade-off between answer presence and search space size [9]
is required to build knowledge subgraphs. For example, the mean shortest path
between entities in DBpedia is around 5-hops, so extracting relevant subgraphs
only by navigating a predefined number of hops from a set of entities that repre-
sent the question’s focus leads to a big part of the DBpedia however covers the
answers, as an instance, given a simple question such as “Where is the capital
of the US?”, there is approximately 600K facts around 1-hop of the US’s entity
in DBPedia. In contrast, to further reduce the retrieved facts, commonly used
techniques [12,14,23] even fail to capture answers of some simple questions that
can be addressed through one fact (discussed later).

Therefore, the primary research question of this paper is how to extract a
knowledge subgraph for a posed natural language question that reduces the size
of the KG significantly and covers the answer. For example, given the question
sentence “Give me all the companies with more than 1000 employees that were
founded in the US from 1986 to 2000” over DBPedia, the extracted knowledge
subgraph has to contain relevant facts around the entity of “the US” from mil-
lions facts stored in DBPedia which cover the foundation date and employee num-
ber of the companies located in the US. Note that the state-of-the-art KGQASs
require to learn models for mapping the question to DBPedia facts to find the
answer, where the extracted knowledge subgraph helps these systems to tackle
with the huge search space size of DBPedia.

Fig. 1. Extraction a subset from the knowledge graph.
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A general architecture to construct a knowledge subgraph for each question
to avoid exploring the whole KG is shown in Fig. 2. The architecture consists of
three main steps namely topic entity identification, neighborhood retrieval, and
knowledge subgraph retrieval. The topic entity identification step employs entity
linking (EL) to recognize named entities of questions which reflect the major
focus of the questions and next map each entity mentioned in the questions to
its corresponding entity in the KG (known as topic entity). Then, the neighbors
around topic entities need to be retrieved through n-hop reasoning over the
underlying KG. Finally, a knowledge subgraph which includes the topic entity
as its first entity, is expanded based on various techniques such as heuristics,
neural networks across the retrieved neighbors.

Fig. 2. General architecture of knowledge subgraph construction.

Personal Page Rank (PPR) [13] as a heuristic query-dependent technique
is widely used in KGQASs to build a knowledge subgraph around the topic
entity with respect to the natural language question posed by the end user
[12,14,19,23]. This paper follows the research of [23] in using PPR and pro-
poses a bi-directed propagation technique, called BiDPPR to compute relevance
scores for nodes. The BiDPPR employs a bi-directed iterative process in which
the scores are propagated through incoming and outgoing edges of nodes in each
iteration. The major novelty of the proposed approach lies in detecting when
there is no directed path from topic entities to answer entities, the PPR tech-
nique fails to build subgraphs covering the answer entities and then proposing a
solution to deal with it. For example, given posed questions “Where does Pic-
cadilly start?” and “Where was the author of the theory of relativity educated?”
over WikiData and DBPedia, respectively, PPR technique fails to retrieve the
knowledge subgraphs which cover the answers because there are no direct paths
from topic entities (“Piccadilly” and “theory of relativity”) to answer entities
(“Dover street” and “ETH Zurich”) over the underlying KGs as shown in Fig. 3.
Note that although the question “Where does Piccadilly start?” only needs one
fact to be answered, the PPR-generated knowledge subgraph does not include
the answer.
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Fig. 3. The path between topic entity and answer entity

The main contributions of the paper can be summarized as follows:

1. An approach to build knowledge subgraphs over KGs for questions is proposed
which follows the generic existing architecture shown in Fig. 2.

2. A new bi-directed propagation technique based on PPR is introduced to
retrieve those entities from a KG which are more likely to answer questions.

3. Experimental results are demonstrated on QA datasets over FreeBase, DBPe-
dia and WikiMovie and a comparison with available solutions to prove the
effectiveness of the proposed approach in terms of recall. Furthermore, the
results show how the proposed solution contributes to extracting smaller
knowledge subgraphs.

The remind of the paper is organized as follows. Section 2 provides an
overview on the related works. The proposed approach is discussed in Sect. 3,
and Sect. 4 provides a detailed experimental evaluation including a comparison
against state-of-the-art solutions. Finally, Sect. 5 concludes the paper and gives
directions for future research.

2 Related Work

The research progress on building knowledge subgraphs in question answering
(QA) over KGs can be divided into three categories including filtering-based
techniques, heuristic-based techniques, and neural-based techniques.

1. Filtering-based techniques rely on predefined rules to filter the num-
ber of facts around topic entities. The definition of rules leads to lim-
ited scalability and researchers and developers require familiarity with the
underlying scheme’s KG. Moreover, these techniques are not able to signif-
icantly prune irrelevant entities. The introduced Graph Alignment Ques-
tion Answering (GAQA) approach in [4], defines some query patterns
and leverages users’ interceptions through an interface to determine the
number of required hops to retrieve the paths in the KG. Then, each
given question is mapped into a query pattern according to the iden-
tified required hops. To prune unnecessary facts while avoid knowledge
loss for answering the question, three filtering functions are inserted into
the query patterns: (1) filtering out unnecessary predicates (e.g., pred-
icates <http://dbpedia.org/ontology/wikiPageID>, <http://dbpedia.org/
ontology/abstract> are assumed as unnecessary predicates in DBPedia KG),
(2) filtering out unnecessary literal leaf nodes (e.g., the nodes with irrelevant

http://dbpedia.org/ontology/wikiPageID
http://dbpedia.org/ontology/abstract
http://dbpedia.org/ontology/abstract
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language tags have to be eliminated), and (3) filtering out unnecessary
resource nodes (e.g., a set of unnecessary namespace URI is defined and
resource nodes which belong to this set, are filtered). Finally, a SPARQL
query is executed according to the mapped query pattern and the returned
result is considered as the knowledge subgraph.

2. Heuristic-based techniques use heuristics to build a knowledge subgraph.
The PPR [13] as a heuristic algorithm is widely applied in recent KGQASs
to retrieve relevant facts around questions [12,14,19,23].
The PageRank-Nibble (PRN) [3] is an approximate of PPR by applying a tol-
erance threshold (ε) which is used in [23]. Firstly, the topic entity is assumed
as query node and all the paths with a maximum length starting at the topic
entities are retrieved as a neighborhood graph. Then, the adjacency matrix
of the neighborhood graph as a directed graph is generated based on the
edge weights. The edge weight is calculated based on the similarity between
the edge’s surface form1 and the question. To find the similarity between the
question and the edge, GloVe2 is applied to obtain vector representations and
the cosine similarity between two vectors is calculated. Then, the initial PRN
score of the topic entity is set to 1 and the other nodes are set to 0. Next,
through an iterative process, the PRN score of nodes are computed. In each
iteration t, the PRN score is propagated through the outgoing edges of the
nodes. After T iterations, the k-top nodes with highest PRN scores (their
scores are greater than ε) with edges among them are selected as the more
relevant facts to the question. The main issue is that PRN fails to retrieve the
answer entities once there is no directed path from topic entities to answer
entities. The introduced approach in [14] follows the same idea in [23] and
expands one hop for CVT3 (Compound Value Type) entities in Freebase to
obtain the extracted knowledge subgraphs (this expansion is applicable if the
KG includes CVT nodes).

3. Neural-based techniques utilize neural networks to build a subgraph that
contains facts relevant to a given question. The Pullnet [22] fulfills an iterative
process to construct a subgraph. In each iteration, a graph convolutional
network (graph CNN) is used to identify nodes that should be expanded using
the pull operation. The pull operation retrieves the top facts from the KG
around entity e which are constrained to have e as their subject or object.
The retrieved facts are ranked based on the similarity between the fact’s
relation and the question using a classifier. Thus, the classifier predicts which
retrieved facts are more relevant to the question. The major challenge of these
techniques is the requirement for question-answer pairs as training data.

Current KGQASs can be classified as (1) rule-based, (2) information
retrieval-based and (3) semantic parsing-based systems. In rule-based systems,
much manual work is required in the preparation phase due to mappings from
1 The surface form of an edge is the value of rdfs:label if the edge does not have a

label, the variable part of its URI is adopted as the surface form.
2 https://nlp.stanford.edu/projects/glove/.
3 https://developers.google.com/freebase/guide/basic concepts#cvts.

https://nlp.stanford.edu/projects/glove/
https://developers.google.com/freebase/guide/basic_concepts#cvts
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recognized entities to predefined queries or rules. Then, those queries or rules
are evaluated over the underlying KG to retrieve the expected answer [1,24,27].
Extracting knowledge subgraphs reduces the manual work required for setting up
a rule-based KGQAS. The information retrieval-based systems need to retrieve
all candidate answers and then rank them to select the most pertinent answer.
So, building a small knowledge subgraph can help pruning the candidate enti-
ties and improving the performance of the system [20,22,23]. KGQASs based
on semantic parsing basically convert questions to executable queries. In these
systems, the unstructured question is mapped to intermediate logical forms and
then the intermediate forms are transformed into queries, such as SPARQL.
Obviously, reducing the search space on KGs through constructing a pruned
knowledge subgraph based on the input question makes improvements in map-
ping stages of semantic-parsing KGQASs [4].

Although the stream of research on QA over KGs has gained the solutions for
building knowledge subgraphs, the recall and size of knowledge subgraphs still
need to be improved. For example, filtering-based techniques are not effective
in reducing size from a large KG such as DBPedia, PRN fails in building high-
recall knowledge subgraphs once there are no directed paths from topic entities to
answer entities, and neural-based techniques demand training question-answer
pairs which are not available in many practical settings. This paper proposes
a bi-directed propagation technique based on PPR (BiDPPR) to build high-
recall knowledge subgraphs by considering incoming edges of nodes as well as
outgoing edges while the size of the extracted subgraphs not being larger than
those constructed by PRN.

3 The Approach

This section presents the proposed approach for constructing high-recall knowl-
edge subgraphs according to the generic architecture shown in Fig. 2 that com-
prises three main stages including topic entity identification, neighborhood
retrievals and knowledge subgraph retrieval.

3.1 Topic Entity Identification

The task of EL is to link an entity mentioned in a text corpus to the correspond-
ing entity in a knowledge base [15]. Here, given a KG containing a set of entities
and a set of questions, the goal of EL is to map each entity mentioned in ques-
tions to its corresponding entity in the KG [16,21]. The corresponding entities
(known as topic entities) generally show the topic of the given question sentences.
In this paper, the topic entities of questions are identified through existing EL
tools including DBpedia Spotlight and S-MART. The DBpedia Spotlight sys-
tem [17] automatically annotates questions’ sentences with DBpedia URIs, and
S-MART is applied for entity linking in FreeBase. This paper assumes that there
is at least an entity mentioned in each question (known as topic mention), which
shows the main focus of the question and EL identifies its mapping entity in the
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KG. As an example, given the question “Give me all the companies with more
than 1000 employees that were founded in the US from 1986 to 2000”, the named
entity “the US” is the topic mention which is mapped to <http://dbpedia.org/
resource/United States> as the topic entity.

3.2 Neighborhood Retrieval

Once the topic entity of the question is identified, all the entities in the under-
lying KG which have a distance (distance between two nodes is the number
of edges in a shortest undirected path) smaller or equal n are extracted. The
extracted entities along with relations among them are defined as neighborhood
graph which consists of the n-hop neighbors around the topic entity (according
to Definition 1). Generally, according to the number of required hops for reason-
ing over facts, questions can be grouped into two categories: simple questions
and complex questions. A simple question, namely single-hop question, can be
answered through only one fact whereas a complex question, called multi-hop
question, requires reasoning over two or more facts of the KG [11,19]. Since,
in real scenarios, the maximum length of path starting at topic entity do not
exceed 3 in general [4], this paper considers n = 3.

Definition 1. A neighborhood graph is defined as GN = (NN , EN ) where NN

is a set of entities around the topic entity Te with distance d <= n from Te

(distance between two nodes is the number of edges in a shortest undirected
path), EN is a set of edges with distance d < n from Te and n is the depth (the
longest undirected path) of the graph.

To build neighborhood graphs with maximum depth n, SPARQL4 patterns
are defined according to n and Te. Basically, the total number of possibilities
to construct SPARQL patterns around the topic entity Te with depth n is 2n.
Therefore, 2, 4 and 8 SPARQL patterns can be defined for depths 1, 2 and 3,
respectively (the topic entities are shown in blue colour). Figure 4 illustrates all
the possible states to construct SPARQL patterns with depth n <= 3 and Fig. 5
shows the SPARQL patterns when n is equal to 2.

Fig. 4. Possible states to construct SPARQL patterns

4 https://www.w3.org/TR/rdf-sparql-query/.

http://dbpedia.org/resource/United_States
http://dbpedia.org/resource/United_States
https://www.w3.org/TR/rdf-sparql-query/
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Fig. 5. SPARQL patterns with depth 2

3.3 Knowledge Subgraph Retrieval

After creating a neighborhood graph for a given input question, a knowledge
subgraph is retrieved around the topic entity across the neighborhood graph
according to BiDPPR. The formal definition of a knowledge subgraph is provided
in Definition 2.

Definition 2. A knowledge subgraph is a subset of the neighborhood graph which
can be defined as GK = (NK , EK) where NK ⊂ NN and EK ⊂ EN and NK

includes the entities which are more likely to be answer entities.

The proposed technique, BiDPPR, tackles the issue of lacking a directed path
from topic entity to answer entity in PRN through a bi-directed propagation
process which is summarized as following:

– To consider the impact of incoming edges of a node during the propagation
process as well as its outgoing edges, a linear combination of propagation
along outgoing edges and incoming edges is utilized to find the BiDPPR
score of nodes. If M denotes the adjacency matrix of the neighborhood GN

which presents the edge weights then the transpose of M can be considered
as a matrix that includes the inverse relations between entities and let this
matrix be MT . Thus, the calculation of BiDPPR is formulated as:

pr(t)v = (1 − α)pr(t−1)
v + α

(
ω1

∑

r

∑

<n,r,v>

wr.pr(t−1)
n +

ω2

∑

r

∑

<v,r,n>

w(t)
r .pr

(t−1)

n

) (1)

Where wr and wt
r denote the weights of the edge r in both directions based on

the adjacency matrix M and transpose of adjacency matrix MT , respectively.
Also, ω1 and ω2 are assumed as coefficient ratio for the incoming edges and
outgoing edges, respectively.

– To compute the adjacency matrix, similar to [23], pretrained word embeddings
GolVe is applied to generate the embedding of the question and the edges’
surface forms. The cosine similarity between the embeddings of the given
question and the edge is considered as the weight of that edge.
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– To preserve the origin direction of edges, the impact of propagation along
outgoing edges ω1 should be greater than the impact of propagation along
incoming edges ω2.

– In the first initialization, BiDPPR scores are set to 1
|NN | for all non-topic

entities and the BiDPPR scores of topic entities are set to 1 + 1
|NN | (Eq. 2).

Furthermore, the scores are normalized after each iteration to prevent any
explosion.

pr(0)v =

{
1

|NN | + 1 topic entities
1

|NN | otherwise
(2)

Similar to PRN, the k-top nodes by BiDPPR score, along with edges among
them are selected to make the knowledge subgraph after T iterations. It is notice-
able that the sizes of extracted knowledge subgraphs do not increase in compar-
ison to the extracted subgraphs by PRN. The size of the knowledge subgraph is
dependant on K as well as ε. In Sect. 4 the coverage of PRN and BiDPPR for
different values of K are compared.

Figure 6 illustrates the propagation process in PRN and BiDPPR in a sample
neighborhood graph without any directed path from the topic entity A to the
answer entity F . As shown in Fig. 6, in the first iteration t = 1, the PRN score
will be 0 for all nodes except the topic entity A, and the propagation will only
happen from node A (the edge are shown in blue colour). For t = 2, the PRN
score will be non-zero for node A and its neighbors including B, C, D and E,
and the propagation will happen from these nodes. For next iterations, the PRN
score will be non-zero for the nodes A, B, C, D, E, G and H. Since H and
G as dead nodes have no outgoing edges, their scores can not be propagated
in the graph. Thus, the PRN score for the node F will stay at 0 by the end
due to lack of a directed path from node A to node F . While in BiDPPR, the
propagation does not start from a specific node (as the initial scores are not zero)
however node A as the topic entity (with the initial score 1

8 + 1 according to 2)
significantly impacts on its neighbors. Since the propagation spreads out in both
directions in BiDPPR, the score of node F will increase remarkably in the next
iteration (t = 2) due to happening propagation along incoming edge of node
B (note that the weight of the edge between F and B has to be high because
its weight is computed based on cosine similarity between the embedding of the
question sentence and the edge’s label).

4 Experiments

In this section, the proposed approach is evaluated on Freebase, DBpedia and
WikiMovies [18] with three QA-benchmarks separately. The code5 is imple-
mented in python and Stardog6 is utilized to set up SPARQL endpoints. The
PRN technique with ε = 1e − 6 is performed.
5 The GrafNet repository on the Github is reused according to the proposed approach.
6 https://www.stardog.com/get-started/.

https://www.stardog.com/get-started/
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Fig. 6. Propagation process from the topic entity to the answer entity using PRN and
BiDPPR

4.1 Knowledge Graphs

Freebase is a practical, scalable KG used to structure general human knowledge
[8]. It was launched by Metaweb as an open, public and collaborative KG with
schema templates for most kinds of possible entities such as persons, cities,
movies, etc. in 2007.

DBPedia is extracted from structured data in Wikipedia through a crowd
sourcing community that the main idea behind the extraction is using the key-
value pairs in the Wikipedia infoboxes.

WikiMovies is the QA part of the Movie Dialog dataset and supports three
different settings of knowledge including (1) using a traditional knowledge base
(KB), (2) using Wikipedia as the source of knowledge, and (3) using information
extraction over Wikipedia.

4.2 QA Datasets

WebQuestionsSP(WebQSP) dataset [26] includes 4737 natural language ques-
tions that were produced by crawling the Google suggest API [7] and are
answered through Freebase entities. The questions need up to 2-hop reasoning
from the KG. Moreover, the questions are more colloquial and biased towards
topics that are frequently asked from Google [6,23].

QALD-6 [25] is the sixth installment of the QALD (Question Answering
over Linked Data challenge) and focuses on questions which need up to 3-hop
reasoning from the DBPedia. QALD-6 includes 350 training questions and 100
test questions which the test dataset is applied in this experiment.

MetaQA dataset [18] is a large-scale multi-hop dataset in the domain of
movies. It includes more than 400k 1-hop, 2-hop and 3-hop questions, containing
three individual datasets namely, MetaQA-1hop, MetaQA-2hop and MetaQA-
3hop [20].
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4.3 Metric

The number of entities in knowledge subgraphs is considered as a metric to
compare sizes of knowledge subgraphs. Furthermore, recall as a classical metric
to evaluate the effectiveness is adopted for showing the coverage of the con-
structed knowledge subgraphs. Here, recall is the fraction of the answers that
are successfully retrieved by the subgraph as the following:

recall =
retrieved entities ∩ answer entities

answer entities
(3)

4.4 Results

The experimental results for WebQSP, QLAD-6 and MetaQA datasets with 500
entities (k = 500) are shown in Table 1. On WebQSP dataset, the number for
recall in PRN is 89.9%, this increased to 92.2% in BiDPPR. The BiDPPR is
comparable to the PRN on QLAD-6, the recall improves by 22.1%. On MetaQA
dataset, BiDPPR shows the recall improvement around 10% over 3-hop ques-
tions. In the case of MetaQA-1hop and MetaQA-2hop, both techniques achieve
fully-coverage knowledge subgraphs.

Table 1. Results on WebQSP and MetaQA with 500 entities

Dataset NPR BiDPPR

WebQSP 89.9 92.2

QLAD-6 62.7 84.8

MetaQA-1hop 100 100

MetaQA-2hop 100 100

MetaQA-3hop 83.0 92.2

To illustrate that BiDPPR obtains higher recall knowledge subgraphs with
fewer number of entities in comparison to NPR, WebQSP is selected as (1)
WebQSP includes much more questions in compassion to QALD-6, and (2)
Freebase is far larger than WikiMovies. Figure 7 presents the recalls of NPR and
BiDPPR on WebQSP over the size of knowledge subgraphs. As the graph shows,
the coverage of BiDPPR retrieval knowledge subgraphs is relatively quickly in
comparison to NPR. For example, the number of entities to archive the recall
92.0% in NPR is k = 1200 while BiDPPR is able to achieve the same recall with
k = 500.

One point to note is that BiDPPR uses the transpose of the adjacency matri-
ces to consider the inverse direction of the relations. Since the transpose of a
matrix can be done in O(1) time (and space), BiDPPR does not affect the time
complexity of NPR7.
7 Time complexity of NPR is O(m * n) [m = no. of iterations, n= no. of nodes].
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Fig. 7. Recall of BiDPPR and NPR on WebQSP with different number of entities.

4.5 Compared Approaches

BiDPPR is compared with NPR (used in [14,23]) according to Table 1. It is
seen that BiDPPR finds higher coverage and smaller knowledge subgraphs for
questions.

According to [14], the recall of NPR on WebQSP can increase to 94.9 with
2000 entities once the extracted subgraphs are expanded one hop for CVT enti-
ties in Freebase however BiDPPR gains the recall 95.2 with the same number of
entities as shown in Table 2.

Table 2. Results on WebQSP with 2000 entities

Technique NPR NPR+CVT BiDPPR

Coverage 92.6 94.9 95.2

The results reported by GAQA in [4] give the answer recall when answer enti-
ties are retrieved over the extracted knowledge subgraphs8 and the coverage of
the constructed knowledge subgraphs is not shown in its paper. Basically, GAQA
can achieve full-coverage knowledge subgraphs if the query patterns are correctly
identified due to it only filters the obvious unnecessary items (e.g., the predicates
which are mainly used to link the KGs) however the knowledge graphs are sig-
nificantly larger than those generated by BiDPPR. Since GAQA’s source code
is not publicly available, this research study re-implements GAQA’s solution. In
this re-implementation, 15 questions are randomly selected from each dataset
(WebQSP and QLAD-6) and their query patterns are identified based on their
SPARQL queries9. Figure 8 depicts the average size of the knowledge subgraphs
(in terms of the number of entities) for the randomly selected questions and it is
clearly shown that BiDPPR builds substantially smaller knowledge subgraphs.
8 After constructing knowledge subgraphs, GAQA obtains answers of given questions

over the extracted subgraphs based a graph-alignment method and then reports the
results.

9 The task of identifying query pattern needs end users’ assistance in GAQA.
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Furthermore, the recalls of the retrieved subgraphs by BiDPPR are 95.0% and
0.89 for the selected questions in WebSQP and QALD-6, respectively.

Fig. 8. Comparison of the knowledge subgraphs’s size in BiDPPR and GAQA.

Compared to PullNet, BiDPPR needs no training data. PullNet has to train
a classifier based on question-answer pairs to predict the relevant facts to ques-
tions. The results of PullNet are not directly comparable to the results of this
paper due to PullNet’s results show the recall after obtaining answers over the
knowledge subgraphs and the source code is not available as well. However,
according to [22], PullNet is able to retrieve far fewer entities with higher recall
in comparison to NPR.

5 Conclusion

With the increasing growth of KGs, QA over KGs can be seen as the most promis-
ing approach to make the KGs easily accessible for end users. Since a KG is typ-
ically large and stores millions of facts, accessing the KG for each given question
in KGQASs is difficult or even impossible. Extracting a small subset from the
KG (known as knowledge subgraph) that is likely to contain the answer entity,
defiantly reduce the search space and make the final answer extraction process
easier. This paper proposes an approach including three major stages: topic
entity identification, neighborhood retrieval and knowledge subgraph retrieval.
The main focus of the approach is to introduce a new derivation of the PPR
technique called BiDPPR to construct the knowledge subgraphs. Once there is
no directed path from topic entities to answer entities, PPR technique fails to
construct knowledge subgraphs which contain the answer entities. To address
this problem, BiDPPR suggests propagating along the incoming edges as well as
the outgoing edges. The proposed approach finds higher recall knowledge sub-
graphs with fewer entities than the ones created before. The effectiveness of the
proposed approach in terms of recall and size is illustrated on WebQuestionsSP,
QLAD-6 and MetaQA datasets which apply Freebase, DBPedia and WikiMovie
as KGs to answer questions, respectively.

In the future, given a natural language question, a syntactic-semantic rep-
resentation is created as question graph and the number of hops to retrieve
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the neighborhood graph is calculated based on the longest path in the question
graph. Then, the task of QA over KGs is reduced to finding subgraph matches
of the question graph over the knowledge subgraph.
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Abstract. Aspect-Category based Sentiment Analysis (ACSA) aims to
predict the aspect category and the sentiment polarity mentioned in a
sentence. Most works treat it as two individual tasks: aspect category
detection (ACD) and aspect category sentiment classification (ACSC),
thus resulting in category missing and mismatch between sentiment
words and aspect categories. This paper proposes a dual-attention based
joint aspect sentiment classification model (AS-DATJM), which jointly
predicts aspect category and sentiment polarity in one framework. Given
a sentence, AS-DATJM firstly employs aspect aware attention in ACD
to obtain the hidden aspect terms. With these terms as guidance, ACSC
module aggregates relevant sentiment context over the Graph Convolu-
tional Network. As a result, the inter-relations between aspect categories
and sentiments can be captured and employed to predict both categories
simultaneously. Extensive evaluations demonstrate the effctiveness of our
model and results show that it outperforms the state-of-the-art methods
on four benchmark datasets.

Keywords: Aspect-Category Sentiment Analysis · Multi-task
learning · Dual-attention · Graph Convolutional Network

1 Introduction

Recently, the issue of sentiment analysis [1] has attracted great interest in the
research field. Aspect-based Sentiment Analysis (ABSA) [2,3] task is an impor-
tant fine-grained analysis task in the field of sentiment analysis. Since the main
limitation of ABSA lies in the need of labeled aspect terms before sentiment
classification, it is not suitable for practical application. Nowadays, many ABSA
subtasks have been derived to handle this problem, for example, Aspect-Term
based Sentiment Analysis (ATSA) [4,5], Aspect-Category based Sentiment Anal-
ysis (ACSA) [6–8] and others.

Compared with ATSA task, ACSA is more challenging and can classify the
sentiment polarity of aspect categories without concerning the target aspect
terms in the context. Therefore, we focus on Aspect-Category based Sentiment
Analysis (ACSA) in this paper. Generally, ACSA can be divided into two sub-
tasks: Aspect Category Detection (ACD) and Aspect Category Sentiment Clas-
sification (ACSC). Figure 1 presents an example to illustrate the two subtasks.
c© Springer Nature Switzerland AG 2022
T. Di Noia et al. (Eds.): ICWE 2022, LNCS 13362, pp. 252–267, 2022.
https://doi.org/10.1007/978-3-031-09917-5_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-09917-5_17&domain=pdf
https://doi.org/10.1007/978-3-031-09917-5_17


Dual-Attention Based Joint Aspect Sentiment Classification Model 253

Specifically, ACD subtask detects the two aspect categories of ambience and
service mentioned in the review sentence, and ACSC subtask predicts that the
sentiment polarities of ambience and service are positive and negative, respec-
tively.

Fig. 1. The blue dashed box represents the ACD task, and the red dashed box rep-
resents the ACSC task. The underlined words are key examples, and the predicted
results of the sentence are in angle brackets.

The state-of-the-art techniques for ACSA have been built on a variety of deep
learning models. Zhou et al. [9] employed a semi-supervised word embedding
method in most review sentences and generated mixed features to predict the
aspect category. Wang et al. in 2016 [10], Tay et al. in 2018 [11] and Hu et al. in
2019 [12] labeled the aspect category and assigned appropriate sentiment words
to the given aspect category. Xue and Li [13] applied the convolutional neural
network to obtain the sentiment features in a sentence, and then through gating
mechanism to sift the sentiment features related to the aspect category. Chi
et al. [14] used aspect category to assist in constructing sentence features and
transformed ACSA into sentence-pair classification. Cheng et al. [15] established
a hierarchical attention network to obtain the classification of aspect category
and aspect sentiment after manually labeling aspect terms. Li et al. [7] leveraged
ACD as an auxiliary to find words that indicate the aspect category, and then
judged the sentiment polarity of sentences according to the sentiment polarity of
words. The above methods performed ACD and ACSC separately and ignored
the interrelation of the two subtasks, which could lead to error propagation in
ACSA.

In order to reflect the interrelation of ACSA’s internal subtasks, Schmitt
et al. [16] employed the end-to-end LSTM model to establish a joint model
corresponding to the aspect category through extending sentiment labels, and
once generate all aspect categories and aspect sentiment. Cai et al. [6] proposed
to construct a hierarchical output model through the inner-relation between
aspect category and sentiment polarity. However, these models were prone to
missing some aspect categories and mismatching sentiments in case of multiple
categories.
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In this paper, we propose a dual-attention based joint aspect sentiment clas-
sification model (AS-DATJM), which performs ACD and ACSC tasks in an end-
to-end manner and output the aspect category and category sentiment polarity
simultaneously. Our model mainly consists of three modules. First, the aspect-
specific representation module constructs the word vector representation with
specific aspect information, and then employs Bi-LSTM to encode the contex-
tual information of sentence under different aspect categories, which enables
the model to obtain the feature representation of context in a sentence. On
this basis, ACD module gets aspect term and sentence representation through
aspect-specific attention mechanism. To model the relationship between aspect
term and sentiment, ACSC module first adopts multi-layer GCN to encode each
word by considering syntactic dependency relationship, and then employs self-
attention mechanism to get sentiment words that have a modified relation to the
aspect term. In this way, we can obtain the aspect-related sentiment feature more
accurately, and alleviate the mismatch problem between aspect categories and
sentiments. Finally, our model employs the prediction representations of aspect
category and aspect sentiment obtained in the two modules to synchronously
achieve the final prediction results. The AS-DATJM model code of this article
has been open sourced1.

In summary, our contribution is four-fold:

– We propose a novel joint model AS-DATJM for ACSA. This model adopts
dual-attention mechanism to combine aspect category detection and aspect
category sentiment classification tasks into a whole.

– Without labelling of aspect terms in the training set, the model can automat-
ically discover the hidden aspect terms and employ them in detecting aspect
categories to alleviate the missing problem of aspect categories.

– We use the multi-layer GCN to encode the syntactic dependency and through
self-attention mechanism, it can focus on the description words that have a
modified or sentiment relation with specific aspect terms to alleviate the
mismatch between aspect categories and sentiment words.

– The experimental results demonstrate the effectiveness of AS-DATJM model
in the four benchmark product review datasets from SemEval2015 and
SemEval2016. Our model obviously improves performance especially in the
case of more aspect categories.

2 Model Description

2.1 Problem Formulation

Given a review sentence with n words, Text = {w1, w2, w3, . . . , wn}, the
main task of ACSA is to detect the aspect categories mentioned in the sen-
tence and identify the associated sentiment polarities. Formally, let Aspect =
{v1, v2, . . . , vm}, be the set of m aspect categories and Sentiment =

1 https://github.com/Codesleep/AS-DATJM.git.

https://github.com/Codesleep/AS-DATJM.git
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{positive, negative, neutral}, be the set of sentiment polarity labels. For each
review sentence, the goal of ACSA task is to generate a group of aspect category-
sentiment polarity pairs, denoted as {. . . , (ya

i , ys
i ), . . . } where ya

i represents the
i-th aspect category in the input sentence and ys

i represents the sentiment polar-
ity corresponding to the i-th aspect category.

Fig. 2. The left is ACD module, the right is ACSC module, and the bottom is
the aspect-specific representation module. ⊕ represents the concatenating operation
between vectors. ⊗ represents the product operation between vectors.

For the ACSA task, we consider ACD and ACSC as a whole and detect
aspect categories and corresponding sentiment polarities simultaneously. In the
model, we firstly generate aspect-specific word representation and encode the
contextual information of sentence with Bi-LSTM. Next in ACD module, we
apply an attention mechanism to obtain the associated aspect terms and pre-
dict whether the sentence mentions the aspect category. Then employing the
discovered aspect term as a query, we find out the aspect category-related sen-
timent words through multi-layer GCN and self-attention mechanism. Finally,
we obtain the prediction of aspect category-sentiment polarity pairs. Figure 2
provides an overview of AS-DATJM.
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2.2 Aspect-Specific Representation Module

Word Representation with Given Aspect: When considering different
aspects in a review sentence, the importance of each word to that aspect deter-
mines its feature representation. Therefore, we will learn representation vec-
tors for words with respect to each aspect. Suppose the vector of a sentence is
w ∈ Rn×d where n is the number of words in the sentence and d is the dimension
of the word vector. The i-th aspect category vector in a sentence is vi ∈ R1×d

Then, the word vector wvi with the i-th aspect category can be expressed as:

wvi = w ⊕ [vi]n×d (1)

where wvi ∈ Rn×2d, ⊕ operator means to concatenate two vectors, [vi]n×d means
to repeatedly expand the aspect category vector n times.

Contextual Encoding with Bi-LSTM: In order to obtain the long-term
dependency of a review sentence, each aspect wvi is put into a Bi-LSTM net-
work. We can obtain two hidden representations

−→
H ,

←−
H and then concatenate

the forward hidden state and backward hidden state of each word:
−→
H =

−−−−→
LSTM(wvi)

←−
H =

←−−−−
LSTM(wvi) (2)

Hbi−lstm = [
−→
H :

←−
H ] (3)

where
−→
H ∈ Rn×d is the output of the forward LSTM hidden layer,

←−
H ∈ Rn×d

is the output of the afterward LSTM hidden layer and Hbi−lstm ∈ Rn×2d is the
output of the Bi-LSTM final hidden layer.

2.3 ACD Module

Given m aspects, we treat ACD task as a multi-label binary classification prob-
lem. For each aspect category, we learn different sentence representations with
an attention mechanism, and obtain the specific aspect term which contributes
most to the aspect.

Aspect Attention Mechanism: Here, we use the aspect’s hidden states to
supervise the generation of attention vector:

M = tanh(WmHbi−lstm) (4)

αa = softmax(WaM) (5)

where M ∈ Rn×2d, αa ∈ Rn is the aspect attention weight, Wm and Wa are the
weight during training and Hbi−lstm is the output of Bi-LSTM hidden layer.



Dual-Attention Based Joint Aspect Sentiment Classification Model 257

Obtain the Aspect Term: To obtain the sentiment context words of a certain
aspect, we first need to identify its relevant terms with respect to the aspect. It
is well known that aspect terms contain the most aspect category information in
the sentence, in other words, the words with the highest aspect attention weight.
We can obtain the aspect terms as follows:

locterm = Maxloc(αa) (6)

where locterm is the position of aspect terms in the sentence and the function
Maxloc computes the position of term with the highest attention weight.

Sentence Representation for ACD: To enable our model to capture more
aspect category features in the sentence, the aspect-specific sentence representa-
tion of the i-th aspect is generated by concatenating the aspect category vector
vi and the attention weighted representation of sentence:

r = αaHbi−lstm (7)

ra = tanh(Wra(r ⊕ vi)) (8)

where r represents the attention-weighted representation of specific aspect in a
sentence, ra ∈ R1×3d represents the aspect-specific sentence representation and
Wra represents the weight during training.

Aspect Category Classification: The sentence representation ra is fed into
a fully connected layer with sigmoid function to generate aspect category prob-
ability distribution pai . Formally, for the i-th aspect category:

pai = sigmoid(Wpara + bpa) (9)

ya
i = 1 if(pai > δ) (10)

where the weight Wpa and bias bpa are training parameters during training, and
δ is a threshold, which converts the probability into a binary output. If the i-th
aspect category is mentioned in the sentence, ya

i = 1, otherwise ya
i = 0.

2.4 ACSC Module

When performing sentiment classification in a certain aspect of a review sentence,
to avoid mismatching between aspect categories and sentiments, we employ
multi-layer GCN network and self-attention mechanism to capture the contexts
that have modified or sentiment relation to the aspect term. On this basis, we
can obtain the sentence representation for sentiment classification.
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Fig. 3. An example of a dependency tree.

Multi-layer GCN Network: The syntactic dependency of a review sentence
can facilitate to understand the modified or sentiment relation between words.
In order to obtain the syntactic dependency of a given sentence, we first utilize
spaCy2 to establish the syntactic dependency tree of a review sentence (as shown
in Fig. 3), and then construct the adjacency matrix A ∈ Rn×n with syntactic
dependency according to the sentence dependency tree and the words in the
sentence. Notably, dependency tree is diagraph. Although traditional GCN do
not consider the direction problem, it can still be adjusted to accommodate the
orientation perception. Therefore, we propose two variants of the AS-DATJM
model, the AS-DATJM-DG model based on the undirected dependency graph
and the AS-DATJM-DT model based on the directed dependency tree. The only
difference between them is their adjacent matrix that of AS-DATJM-DT is much
sparser than AS-DATJM-DG. In addition, based on the self-looping thought of
GCN [17], we manually set each word to be adjacent to itself, that is, the diagonal
value of the adjacency matrix A is 1. The details are as follows:

H̃ l
gcn = AW lH l−1

gcn (11)

H l
gcn = ReLU(H̃ l

gcn + bl) (12)

where H l
gcn denotes the hidden feature matrix with syntactic dependency infor-

mation, H l
gcn ∈ Rn×2d, H̃ l

gcn ∈ Rn×2d, weight W l and bias bl are training
parameters and H l−1

gcn is the output of the upper level GCN network. When l=1,
H l−1

gcn is Hbi−lstm the output of Bi-LSTM hidden layer.

Sentiment Attention Mechanism: We leverage the position of the aspect
term obtained in the ACD module to determine the hidden feature vector of
aspect terms in the multi-layer GCN as follows:

gl−gcn
t = H l

gcn[locterm] (13)

where gl−gcn
t ∈ R1×2d denotes the output vector of aspect terms in the hidden

layer of L layer GCN.
Sentiment words usually have great correlation with aspect terms in a review

sentence. Thus, we employ gl−gcn
t as query and adopt self-attention to obtain the

aspect related sentiment words. In order to avoid the problem that the aspect
term attend to itself, we introduce a masking mechanism into self-attention:
2 http://spacy.io/.

http://spacy.io/
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N = gl−gcn
t H l

gcn

T
(14)

Nmask = mask(N [locterm] = 0) (15)

αs = softmax(Nmask) (16)

where N ∈ R1×n, Nmask ∈ R1×n, αs ∈ Rn, Nmask represents that the relevance
of aspect term is masked to 0. αs represents the sentiment attention weight.

Sentence Representation for ACSC: The i-th aspect sentiment sentence
can be expressed through sentiment attention weight and the hidden feature
with syntactic dependency as follows:

rs = tanh(WrsαsH
l
gcn) (17)

where rs represents the sentence representation for sentiment prediction and Wrs

is the weight during training.

Aspect Sentiment Classification: Sentence representation rs is fed into fully
connected layer with softmax function to generate the sentiment probability
distribution of a specific aspect. Formally, for the sentiment category of the i-th
aspect:

psi = softmax(Wpsrs + bps) (18)

ys
i = max(psi ) (19)

where psi is the classification probability of sentiment polarity. Weight Wps

and bias bps are parameters during training. Therefore, the final prediction
aspect category-sentiment polarity of the i-th aspect in a sentence is denoted as
< ya

i , ys
i >.

2.5 Joint Loss

According to the architecture we introduced above, the loss of ACSA originates
from ACD and ACSC subtasks, respectively. Each prediction of ACD is a multi-
label binary classification problem. Thus, the loss function of ACD subtask is
defined as:

Lossa = −
n∑

i=1

(ỹa
i log(pai ) + (1 − ỹa

i )log(1 − pai )) (20)

ACSC task is a single-label multi-classification problem. Thus, the loss function
of ACSC subtask is defined as:

Losss =
n∑

i=1

∑

j∈C

(ỹs
i,j log(psi,j)) (21)



260 P. Gu and Z. Zhang

where n is the number of samples. ỹa
i , ỹs

i,j are the true labels, pai represents
the prediction probability of the i-th aspect and psi,j represents the sentiment
polarity probability of the i-th aspect. C is the sentiment label set. So, the final
loss function of ACSA task is defined as:

Loss = Lossa + Losss + λ‖θ‖2 (22)

where λ is the regulation factor of L2 and θ represents some parameters in our
model.

3 Experiment Analysis

3.1 Data Set

We evaluate our model on benchmark datasets SemEval 2015 [3] and SemEval
2016 [2]. We randomly split the original training set into training set and valida-
tion set with a ratio of 9:1. To accurately and comprehensively find the aspect
category-sentiment polarity pairs in customer reviews, we combine dataset’s each
sentence and their all-aspect categories into examples. If there exists an aspect
category in the sentence, add the corresponding sentiment polarity, otherwise,
the sentiment polarity is empty (denoted as N/A). Roth’s work [16] proved the
feasibility and correctness of our method extending sentiment dimension. The
specific extended example of dataset is illustrated in Fig. 4.

Fig. 4. The example of extended data sets.

3.2 Experimental Settings

The dataset statistics obtained after preprocessing are shown in Fig. 5. We cal-
culate the Precision, Recall of the aspect category-sentiment polarity pairs, and
Micro-F1 score as our final evaluation index, respectively. Notably, we only focus
on the sentences with real sentiment and ignore the extended sentences without
sentiment when calculating the evaluation index. We adopt the average scores
of 5 runs as the final reported results to ensure the stability and reliability.
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Fig. 5. The statistics of the data set.

Fig. 6. The results of model comparison (%). Select Micro-F1 as the evaluation index,
and the two best results in each data set are indicated in bold (↑↑ indicates the best
result, ↑ indicates the second-best result). The final result is the average of 5 runs’
results of the models in different seeds.

We employ the 300-dimensional pretrained GloVe vector to initialize the word
embedding. The conversion threshold of aspect category prediction probability
δ is 0.5. Use the adam optimizer and set the learning rate to 0.0001. The batch
size selects the optimal results according to the amount of data in each dataset,
where we set the amount of two restaurant datasets to 72 and two laptop datasets
to 256. 30 epochs per run. The hidden layer size is 300, the dropout rate of 0.3
is used and the L2-regularization is set to 0.00001.

3.3 Comparison Methods

In this section, we mainly summarize the previous ACSA joint models and con-
sider them as benchmark methods for comparison.Fig. 6 shows the results of
different methods on the dataset. All comparison methods are as follows:

– Pipeline-BERT: Establish pipelines for aspect category detection and senti-
ment polarity classification, respectively. Although this method can establish
two subtask models well, it ignores the interrelation between the two subtasks.

– Cartesian-BERT: Adopt Cartesian product and BERT method as the sen-
tence encoder.

– AddOneDim-BERT [16]: Add one dimension of sentiment polarity and
adopt BERT method as the sentence encoder.
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– AddOneDim-LSTM [16]: Add one dimension of sentiment polarity and
adopt LSTM method as the sentence encoder.

– Hier-BERT [6]: Hierarchically process two subtasks and adopt the BERT
method as the sentence encoder.

– Hier-Transformer [6]: On the basis of Hier-BERT, use Transformer method
to establish the inner-relation between aspect category detection and senti-
ment polarity classification.

– Hier-GCN [6]: On the basis of Hier-BERT, use Hier-GCN method to
establish the inner-relation between aspect category detection and sentiment
polarity classification. To our knowledge, this method represents the latest
research.

– S-AESC [18]: Aspect category detection and sentiment polarity classifica-
tion each utilize a Bidirectional Gated Recurrent Unit (Bi-GRU) to extract
sequence information, and then utilize an interaction layer to further consider
the relation between the two tasks.

– AS-DATJM-DG: Our AS-DATJM method employs undirected dependency
graph to construct syntactic dependency relation and leverages dual-attention
mechanism to establish the interrelation between aspect category and aspect
sentiment. On the basis of aspect term information automatically discovered,
we can obtain the sentence representation of specific aspect and aspect sen-
timent.

– AS-DATJM-DT: A variant of our AS-DATJM method. The main difference
lies in using the directed dependency tree as syntactic dependency.

3.4 Main Results

As shown from the comparative experiment results, Pipeline-BERT method
ignores the interrelation between aspect category and sentiment detection, result-
ing in a very low precision and proving the effectiveness of the joint model.
The recall of Cartesian-BERT is very low because of the class-parse problem
when the number of aspect categories is too large, such as Laptop data. What
is worse, AddOneDim-LSTM method also hardly obtain good performance in
the Laptop data because the training algorithm cannot converge. In contrast,
AddOneDim-BERT method can achieve better performance. For the four joint
models (Hier-BERT, Hier-Transformer, Hier-Transformer, S-AESC), although
they adopt different methods to establish the inner-relation between two sub-
tasks to improve precision, they easily generate the missing of aspect category
and the mismatch between aspect category and category sentiment, which leads
to a relatively low recall in each dataset. This poor performance is especially
obvious when the number of aspect categories is large.

In summary, among all the methods, our AS-DATJM method can provide
higher F1 values and perform significantly better than the other benchmark
methods. We can also observe that the AS-DATJM-DG method exhibits supe-
rior performance in comparison with the variant AS-DATJM-DT method. It is
speculated that the adoption of directed dependency tree may lead to the loss
of some important syntactic information.



Dual-Attention Based Joint Aspect Sentiment Classification Model 263

3.5 Discussions on AS-DATJM

Ablation Study: We conduct ablation experiments to demonstrate the efficacy
of each module in our model.

– AS-DATJM-DG w/o Conca: Remove the operation of concatenating
aspect sentence vector and aspect category information.

– AS-DATJM-DG w/o SAtt: Remove the sentiment attention mechanism.
– AS-DATJM-DG w/o GCN: Remove the GCN network.
– AS-DATJM-BiLSTM: Replace multi-layer GCN network with multi-layer

Bi-LSTM network.

Fig. 7. The comparison results of ablation model (%).

As illustrated in Fig. 7, we can draw the following conclusions from the exper-
imental results: First, concatenating the aspect category information enables the
model to automatically discover the hidden aspect terms, thereby alleviating the
missing problem of aspect categories. Second, compared with BiLSTM, GCN
encodes the syntactic dependency to avoid the impact of context-free informa-
tion. Finally, the sentiment attention mechanism can capture the words that
have sentiment relation with specific aspect terms, and alleviate the mismatch
between aspect categories and sentiment words, thus obviously improving model
performance.

Impact of the Number of GCN Layers: In this section, we will explore
the impact of the number of GCN layers on the model results. We gradually
increase the number of GCN layers from 1 to 6. As can be seen in Fig. 8, when
the number of GCN layers is 2, the F1 values reach the optimal performance.
When layers more than 2, the F1 values exhibit the overall wave-like decrease
trend. It is speculated that the nodes of the deep GCN network include too
much cooccurrence information, which leads to the lack of difference between
each node.
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Fig. 8. Line graph of F1 value versus the number of GCN layers.

3.6 Quality Analysis

In this section, we will verify the advantage of our AS-DATJM model, analyze
the causes of errors through some typical cases and then estimate its performance
in correctly finding aspect category-sentiment polarity pairs.

Case Study: Figure 9 visualizes the attention weights and the final prediction
results of 5 sentences. To verify the robustness of our model, we select sentences
with positive category sentiment (a), sentences with negative category sentiment
(b), and sentences with both (c). The results elaborate that our model can
accurately find aspect categories in various sentences and assign the correct
sentiment polarity to the corresponding aspect category. For example, in the
sentence (c), our model first correctly finds the aspect term “food” of food aspect
and the aspect term “space“ of ambience aspect. Then, it accurately finds the
sentiment description information “great and tasty” of food aspect and “was
too small” of ambience aspect through syntactic dependency and aspect term.
Finally, it generates category sentiment pairs <food, positive> and <ambience,
negative>. In comparison with the previous models, our model can automatically
discover aspect terms of specific aspect and find the description words that have
sentiment relation with that aspect through attention mechanism to obtain the
accurate aspect category-sentiment polarity pairs.

The sentences (d) and (e) are the final prediction results of the AS-DATJM-
DG and AS-DATJM-DT models for the same sentence. Results indicate that
both models correctly predict the aspect category and category sentiment of the
sentence. It is worth noting that the restaurant aspect sentiment description
information found by AS-DATJM-DG is “highly overrated place” while the sen-
timent description information found by AS-DATJM-DT is “overrated place”.
Although they both find the most critical sentiment description word “over-
rated”, AS-DATJM-DT omits the sentiment-enhancing modal particle “highly”.
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Fig. 9. The visualization of attention weight and word sentiment prediction results.
The blue is the aspect attention weight while the red is the sentiment attention weight.
The words in the yellow box are aspect terms, the green boxes are the correct cate-
gory sentiment description information, and the black boxes are the wrong category
sentiment description information.

It is analyzed that the directed dependency tree may lose some important syn-
tactic information, which also evidently elaborates why AS-DATJM-DT obtains
better performance than AS-DATJM-DG.

Error Analysis: Although our model correctly finds the ambience aspect term
“interior” in the sentence (f), it also misjudges “interior” to ambience aspect
sentiment description information. According to our analysis, we speculate that
the sentiment attention mechanism is prone to look for words that have syntactic
correlation with ambience aspect terms. Since there is no sentiment information
related to ambience aspect in the sentence (f), the sentiment description infor-
mation finally found is aspect term itself without any sentiment. Consequently,
our model judges the sentiment of ambience aspect as non-existent. But looking
through the entire short sentence, we can see that the ambience aspect sentiment
polarity should be negative.

4 Conclusion

In this paper, we propose a dual-attention based joint aspect sentiment classi-
fication model. Our AS-DATJM model employs the aspect terms automatically
discovered as an important basis of aspect category detection, and then uses
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the sentiment attention mechanism to obtain the sentiment description infor-
mation that has syntactic relation with aspect terms. The experimental results
prove the effectiveness of AS-DATJM, especially in the case of a large number of
aspect categories. However, the sentiment in some sentences is expressed through
a short sentence, Our future work will consider how to obtain more sentiment
description information from short sentences.
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Abstract. LCR-Rot-hop++ is a state-of-art model for Aspect-Based
Sentiment Classification. However, it is also a black-box model where
the information encoded in each layer is not understood by the user.
This study uses diagnostic classifiers, single layer neural networks, to
evaluate the information encoded in each layer of the LCR-Rot-hop++
model. This is done by using various hypotheses designed to test for
information deemed useful for sentiment analysis. We conclude that the
model did not focus on identifying the aspect mentions associated with
a word and the structure of the sentence. However, the model excelled in
encoding information to identify which words are related to the target.
Lastly, the model was able to encode to some extent information about
the word sentiment and sentiments of the words related to the target.

Keywords: Aspect-based sentiment classification · Neural rotatory
attention model · Diagnostic classification

1 Introduction

The goal of Sentiment Analysis (SA) is to analyse a piece of text and identify the
primary sentiment associated with a certain entity in the text [10]. According to
[14] Aspect-Based Sentiment Analysis (ABSA) is a sub-task in SA and is gener-
ally divided into three different steps. The authors explain that the first step is to
identify a sentiment-target pair, followed by classification of the sentiment-target
pair, and, lastly, the aggregation of sentiment values to provide an overview. In
this paper, we focus on neural networks designed for Aspect-Based Sentiment
Classification (ABSC), which refers to the second step responsible for identifying
the polarity associated with a specific target.

The application of ABSA is wide, and, although more complicated than SA,
can lead to a much more comprehensive analysis. For this purpose, a state-of-
the-art technique was developed in [17], which proposes a hybrid approach to
c© Springer Nature Switzerland AG 2022
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ABSA. Firstly, the authors make use of a domain ontology to identify aspects
and sentiments towards these. Any inconclusive cases are then passed to a neural
network that predicts the sentiments. Due to its high performance, we make use
of this technique as the basis of our research.

Neural networks are considered to be black-box methods as the user is not
able to explain the results based on the structure of the neural network, hence
their inner-workings are not clear. Therefore, our research aims to improve the
understanding of neural networks with a focus on the architecture presented in
[17], which is part of the larger field of explainable AI (XAI). To solve this prob-
lem, we investigate if the model presented in [17] can capture specific information
regarding the relationships between words and aspects. We further extend this
by using the domain ontology to test if LCR-Rot-hop++ can encode the domain
knowledge represented, in a sentiment analysis context, in the domain ontology.
To investigate these questions, we use diagnostic classifiers as introduced in [7].
The major contributions of this work are as follows. While in [11] diagnostic clas-
sifiers are used to understand the inner-workings of the LCR-Rot-hop model, we
focus on the more advanced LCR-Rot-hop++ model in this paper. Further-
more, in addition to diagnostic classifiers discussed in [11], we investigate if the
aspects represented in the domain ontology are encoded in the neural network.
To our knowledge, this is one of the first works that investigate the presence of
a domain sentiment ontology signal in the representations produced by a neural
attention model. All source data and code can be retrieved from https://github.
com/KunalGeed/DC-LCR-Rot-hop plus plus.

The paper is structured as follows. In Sect. 2 we discuss the literature asso-
ciated with ABSA and XAI. Section 3 explores the dataset used in this study
and describes the pre-processing steps used to convert the dataset into the final
dataset. In Sect. 4, we describe the methodology of the used aspect-based senti-
ment classifier and the methodology of diagnostic classifiers. Section 5 presents
the results. Last, Sect. 6 draws conclusions from the results, states the limitations
of our study, and suggests avenues for further research.

2 Related Works

This section discusses the relevant literature for this study. Section 2.1 provides
a more in-depth analysis of Aspect-Based Sentiment Classification. Section 2.2
describes the related work of diagnostic classifiers.

2.1 Aspect-Based Sentiment Classification

ABSC usually relies on knowledge-based solutions, machine learning, or hybrid
approaches. While classic machine learning models have modest performance
rates, the more recent neural networks have managed to significantly increase
the classification quality. Within neural networks, Long Short Term Memory
(LSTM) [6] and its variants have shown great performance in ABSC. The Left-
Center-Right (LCR) separated neural networks for ABSC is introduced in [16]

https://github.com/KunalGeed/DC-LCR-Rot-hop_plus_plus
https://github.com/KunalGeed/DC-LCR-Rot-hop_plus_plus
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based on a bi-directional LSTM to address two problems that were about the
target representation and the connection between the target and its context.

Although knowledge-based and machine learning approaches had shown indi-
vidual success, the hybrid techniques developed by combining them proved to be
even more effective. The hybrid technique for ABSC introduced in [15] utilizes an
ontology-based model to first find as many sentiment classifications as possible
and then solves the inconclusive cases using the Bag-of-Words (BOW) model.
The model is improved in [18] by changing the backup classifier to the LCR-
Rot models proposed in [16]. The authors further extended and improved upon
the LCR-Rot model by repeating the rotary mechanism n times (LCR-Rot-hop
model). The LCR-Rot-hop model is further improved in [17] by introducing deep
contextual word embeddings and hierarchical attention leading to the LCR-Rot-
hop++ model.

2.2 Diagnostic Classifiers

With the increase in the use of black-box methods, such as neural networks,
there is an increased need for techniques to investigate what happens inside these
black-box methods part of XAI [5]. An approach similar to diagnostic classifiers
was proposed in [1]. In their work, the authors outline a framework that facil-
itates the understanding of encoded representation using auxiliary prediction
tasks. They score representations by training classifiers which take the represen-
tations as input to tackle the auxiliary prediction tasks. If the trained classifier
is unable to predict the property being tested in the prediction task, then it is
concluded that the representations have not encoded that information [1].

Another technique used to facilitate understanding of the models’ inner-
working is introduced in [2]. Using a generator model like Variational Auto-
Encoder or Generative Adversarial Network, the proposed approach aims to
generate artificial inputs that mimic the output produced by the analysed model.
As the models are considered black-box methods with no access to their inner
gradients, the optimization of the generator relies on an evolutionary strategy.
In the end, the artificial inputs are analysed to provide insights into the model
capabilities.

Considering that the visualization techniques were not sufficient to gain
insight into the information encoded by the recurrent neural network, diagnos-
tic classifiers are introduced in [7] to gain better insight into the information
encoded by recurrent neural networks. This led to the development of diagnostic
classifiers where the authors tested multiple hypotheses about the information
processed by the network. If the diagnostic classifiers can accurately predict the
information, then it is concluded that the information is encoded in the net-
work [7].

[8] made use of diagnostic classifiers to link what is going on inside the neural
network to linguistic theory. Specifically, they examine the ability of LSTM to
process Negative Polarity Items (NPI). The results show that the model can
determine a relationship between the licensing context and NPI. As explained
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in [8], NPI are words that need to be licensed by a licensing context to form a
valid sentence, for example, “He did not buy any books” where “any” is an NPI
and “not” is a licensing context. The authors determine that a good language
model must be able to encode this relationship. This study is able successfully
to link linguistic theory to deep learning [8].

The work in [3] attempts to understand the inner-workings of neural networks
and specifically what the neural networks learn about the target language. They
determine that lower levels of a neural network are better at capturing morphol-
ogy. Hence they also hypothesize that lower levels of the neural network capture
word structure and the higher levels capture word semantics [3].

[11] makes use of diagnostic classifiers for ABSC. Specifically, the authors
evaluate, in detail, the LCR-Rot-hop method developed in [18]. In [11] the LCR-
Rot-hop method is analyzed to investigate if the internal layers can encode word
information, such as Part-of-Speech (POS) tag, sentiment value, presence of
aspect relation, and aspect related sentiment value of words. They conclude that
the word structure (POS) is captured by the lower levels of the neural network,
and the higher levels are able to encode information about aspect relation and
aspect related sentiment value, which is in line with a hypothesis proposed in [3].

3 Specification of the Data

This study makes use of the SemEval 2016 Dataset, Task 5, Sub-task 1, which
contains an annotated dataset for ABSA [13]. A review is divided at a sentence
level and for each opinion in a sentence, the target, category, and polarity are
stated. The polarity of the opinion is the sentiment (positive, negative, or neu-
tral) that the opinion has towards the target. The target is the word in the
opinion towards which the sentiment is directed. Last, the category is related
to the target and shows which aspect the target belongs to. Table 1 shows the
class frequencies for the training and test set used to evaluate LCR-Rot-hop++.
In both the test and training set, the Positive class is in the majority with
more than 70%, and the Neutral class is in the minority with less than 5%.
This imbalance could make it more difficult for the neural network to learn the
Neutral class.

Table 1. Polarity frequencies in Training and Test sets

Training data Test data

Polarity Frequency % Polarity Frequency %

Negative 488 26.0 Negative 135 20.8

Neutral 72 3.8 Neutral 32 4.9

Positive 1319 70.2 Positive 483 74.3
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Due to the fact that we use BERT word embeddings to represent words, we
need to re-concatenate words that have been divided into word pieces in order
to generate the dataset used to train and test the diagnostic classifiers. As any
words that begin with “##” is a word piece belonging to the word preceding
it, we can combine them into a single word. Due to each word also needing its
own BERT word piece embedding and hidden states, when we combine the word
pieces we also need to generate a single word embedding or hidden states for the
newly formed word. The word embedding and hidden states represent the layer
information that is output by each layer of the LCR-Rot-hop++ model, prior to
the final MLP layer for sentiment classification. A proposed solution [19] was to
use a recurrent neural network to combine word piece embeddings into a single
word embedding, however, without a large dataset to train the neural network
this would result in inadequate word embeddings. One of the methods to get a
single embedding that captures the meaning of a larger piece of text, such as
a phrase or a sentence, from the individual embedding is to average the word
embeddings to get a single word embedding representing the entire phrase [9].
We use this approach to combine word pieces and their embedding and layer
information into a single vector due to its simplicity.

4 Method

This section is dedicated to the proposed methodology. Section 4.1 presents the
backup model of the the two-step approach HAABSA++, and Sect. 4.2 provides
an overview of the diagnostic classifiers used to understand the inner-working of
the LCR-Rot-hop++ model.

4.1 LCR-Rot-hop++

We aim to investigate if a layer of the backup model of the hybrid approach
presented in [17] (more precisely the LCR-Rot-hop++ neural network) encodes
certain information. We will begin by training the neural network proposed in
[17] on the training data. After the training is complete, we extract the hid-
den layers from all the correctly predicted instances to generate the features
for our training dataset. The accuracy of our methods will be evaluated on the
SemEval 2016 test set. We make several diagnostic classifiers to test our vari-
ous hypotheses. Furthermore, the diagnostic classifiers are trained only on the
correctly predicted instances from the training data, as training on the incor-
rect instances can possibly lead to the diagnostic classifiers learning incorrect
information.

The context representations for LCR-Rot-hop++ are calculated at the sen-
tence level. However, to create our dataset we require these representations to
be at the word level. We get the word-level representations by omitting the sum
when calculating the context representations at the sentence level, hence the
formula to get the word level layer information is given in Eq. 1.

rli = αl
i × hl

i (1)
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Here, αl
i is the attention score for the ith word in the left context. Similarly, hl

i is
the hidden state of the word. After this, we apply the hierarchical attention by
multiplying the attention score calculated by the hierarchical attention process
for the left context with rli as shown in Eq. 2.

rl
′
i = αl × rli (2)

Here, the αl corresponds to the hierarchical attention score calculated for the left
context. By making these changes we can extract hidden states of the various
layers at the word level. In total five layers are extracted, [e, h, r1, r2, r3] which
stand for the BERT embeddings, hidden states, hierarchical weighted representa-
tions 1, 2, and 3, respectively. The BERT embedding layer has a dimensionality
of 768, while the rest of the layers have a dimensionality of 600. The dimen-
sionality of 600 is due to the 300-dimensional hidden states of the bi-directional
LSTM layer, which results in 600 neurons in total. The final layer is repeated
three times (the hop part), hence resulting in five layers in total.

The newly extracted layer information is fed into a single layer MLP which
is trained to predict the given hypothesis. A single layer MLP is used as we
want a simple model, and the use of a simple model is also inspired by the
works proposed in [3] and [11]. If a complicated model is required to extract
the encoded information, then the information is not prominently present in the
data. Due to the highly imbalanced nature of the dataset, we balance the dataset
in the same manner as [11] by drawing min( qc, qmean) instances for each class,
where qc is the number of instances for class c, and qmean is the average number
of instances in a class, excluding the class with the highest number of instances.

4.2 Diagnostic Classifier

An overview of diagnostic classifiers is provided in Fig. 1. In this figure, we are
evaluating the word “lousy” for the POS hypothesis. Knowing that each word is
assigned a label that ranges between 0 and 4 for POS tags: Nouns, Adjectives,
Adverbs, Verbs, or “Remaining” words, we notice that the adjective “lousy” is
properly classified only by the first layers of the model.

Fig. 1. Overview of the diagnostic classifier
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In this paper, we test various hypotheses to analyze if the neural network
encodes certain information. Below we list the various hypotheses being tested
in this paper and how the corresponding tests are generated. Some of these have
already been considered in [11], however, for the simpler LCR-Rot-hop model
and not the advanced LCR-Rot-hop++ model.

POS tagging is the process of assigning tags to the words based on the POS
and the grammatical categories such as tense, singular/plural, etc. Due to limited
amounts of data available we omit predicting grammatical categories and limit
ourselves to four Part-Of-Speech tags, already mentioned above. The words clas-
sified as anything other than these four are categorized under “Remaining”. This
process is done using the Stanford CoreNLP package. This hypothesis is designed
to check if the neural network can understand the structure of a sentence and
its various components. Figure 2a shows an example for POS classification.

Mention Tagging involves predicting the Aspect Mention related to the word.
We use the ontology to identify the Aspect Mention a word is connected to. We
match the word to a concept in the ontology and ensure maximum matches by
checking all lexicalizations of a concept. If there is a match, we check what Aspect
Mention this concept is a subclass of in order to identify the aspect the word is
referring to. Due to the limited coverage of the ontology, the size of this dataset
is much more limited than the others. This hypothesis helps to understand what
part of the ontology the neural network can understand and is encoded in the
neural network. We test this hypothesis by checking if the neural network can
identify various aspects of the ontology. An example of mention tagging is given
in Fig. 2b.

Aspect Relation Classification is the task of predicting the presence of a rela-
tion between the words in the context and the target/aspect. Hence, this is a
binary classification problem. To generate the dataset, we make use of the Stan-
ford Dependency Parser, which identifies the various grammatical relationships
between words in a sentence. If any relationships exist between a context word
and its target, we label that word as 1, and 0, otherwise. This hypothesis helps
to check if the neural network is encoding information about the relationship
between a context word and the target. Figure 2c shows an example of relation
tagging. The dependencies are indicated by an arrow from the context word to
the target word.

Word Sentiment Classification is the task of predicting the sentiment of a
word as either Positive, Neutral/No Sentiment, or Negative. To identify word
sentiment, we make use of a two-step procedure. First, we match the word to
a concept in the ontology if it is possible. For this, we use the various lexical
representations a concept has. After matching words to a concept, we check
if the concept belongs to the Positive or Negative subclasses of the Sentiment
Value class defined in the ontology and use that to identify the sentiment. If the
word does not match any concept in the ontology or is related to a concept that
does not belong to the Positive or Negative subclasses, we use as back-up the
NLTK SentiWordNet library to identify the word sentiment. NLTK SentiWord-
Net identifies the sentiment based on its most frequently used context. It can
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also classify the word as Neutral/No Sentiment. Due to the limited coverage of
the ontology, we have to use the NLTK SentiWordNet so that we have a larger
dataset to be used to train and test. This hypothesis is designed to identify if the
neural network can correctly detect the sentiment of the word. Figure 2d shows
an example for Word Sentiment Classification.

Target-Related Sentiment Classification is a combination of the previous
two tasks discussed, namely Word Sentiment Classification and Aspect Rela-
tion Classification. We generate another dataset which combines the information
from the previous two datasets. If a word has a relation with the target (Aspect
Relation Classification) we gather the sentiment of the word (Word Sentiment
Classification) and assign that sentiment. If there is no relation or if the sen-
timent is Neutral, we identify it as “No sentiment”. This hypothesis checks if
the neural network can identify the words that have a relation to the target and
what sentiment they hold. An example of this can be seen in Fig. 2e.

(a) Part-of-speech tagging (b) Mention tagging

(c) Relation tagging
(d) Word sentiment classification

(e) Aspect sentiment classification

Fig. 2. Examples with part-of-speech tagging, mention tagging, relation tagging, word
sentiment classification, and aspect sentiment classification

The diagnostic classifiers are implemented using the scikit-learn library
in Python. We make use of the MLPClassifier function in the library for the
diagnostic classifiers. MLPClassifer has the ReLU activation function and a
constant learning rate of 0.001. Hyper-parameter optimization was performed
using the GridSearchCV function provided in the scikit-learn library on the
training data with three folds.

5 Evaluation

To analyze if the neural network can encode hypotheses, such as the structure of
a sentence (POS tagging) or the sentiment of a word, we employ diagnostic clas-
sifiers to investigate if the layer information can encode the various information
correctly. We make use of the accuracy and the weighted F1 score to measure the
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performance of the diagnostic classifier. We discuss individual hypotheses and
compare them to the results reported in [11]. Last, we provide an overview of
how the LCR-Rot-hop++ model encoded the various hypotheses and compare
their performance.

POS Tagging. Table 2 shows the results for the diagnostic classifier trained
to predict the POS tag of a word. Table 2 shows that the accuracy is highest
for the embedding layer but falls as we move deeper into the neural network,
although there is a slight increase at the end. A similar trend is shown by the
F1 score, although there is an increase in the weighted F1 score in the second
weighted hierarchical layer. This suggests that the deeper layers of the neural
network encode less information about the POS tags. Overall, the embedding
layer tends to best encode information about the structure of the sentence, while
the information is lost or becomes less pronounced in the data as it moves deeper
into the network. According to the results reported in [11], a steep fall in the
accuracy is visible after the embedding layer, which continues in the hidden state
layer. Last, the accuracy is stabilized for the weighted layers, although there is a
slight increase in the third weighted layer, which is also observed in our results.
However, our reported accuracies for POS tags are significantly lower compared
to [11]. A possible reason for the relatively low accuracy and F1 scores could be
the BERT embeddings used to represent words. This could confuse the diagnostic
classifier as the same words have different representations, in different contexts,
but could still have the same POS tag. As we move deeper into the neural
network, we are losing information regarding the POS tags which suggest that
the model is deeming it unnecessary for sentiment classification. The optimal
number of neurons for each classifier is given in Table 2.

Table 2. Diagnostic classifier results for POS tagging

Layer Accuracy (%) F1 (%) Number of neurons

Embedding 65.51% 69.96% 500

Hidden state 58.18% 63.58% 700

Hierarchical weighted state 1 55.57% 61.53% 500

Hierarchical weighted state 2 55.54% 61.62% 500

Hierarchical weighted state 3 56.50% 62.19% 700

Aspect Mention Tagging. The Aspect Mention tagging is a new task intro-
duced in the current work to check if the various aspects in the domain are being
encoded in the neural network. According to Table 3, the accuracy falls as we
move deeper into the model. While the BERT embedding layer has the high-
est accuracy, the hierarchical weighted layers are the least effective. However,
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within the hierarchical weighted layers, the accuracy only decreases minutely
and is relatively stable. It is to be noted that the Mention Tagging hypothesis
has a highly imbalanced dataset, and after balancing the dataset we are left with
a much smaller dataset which might adversely affect the classifier. Furthermore,
due to the imbalance in the data, the weighted F1 is a better evaluation metric
and also provides a slightly different result. According to F1, the performances of
the embedding layer and the hidden state are extremely close to each other. The
embedding layer is below the hidden layer by an extremely small margin. The
trend for the weighted F1 scores is downwards, similar to the accuracy. From
this information, we can see that the embedding layer is able to best encode
information about the Aspect Mentions. Overall, our results suggest that as we
move deeper into the neural network, information about the aspects is to some
extent lost. It is to be noted that a word could be related to multiple aspects,
and hence a multi-class diagnostic classifier could be replaced with a multi-label
diagnostic classifier. The optimal number of neurons for each classifier is given
in Table 3.

Table 3. Diagnostic classifier results for mention tagging

Layer Accuracy (%) F1 (%) Number of neurons

Embedding 79.50% 61.91% 500

Hidden state 77.08% 61.99% 900

Hierarchical weighted state 1 73.49% 60.40% 700

Hierarchical weighted state 2 73.37% 59.68% 500

Hierarchical weighted state 3 73.15% 58.22% 500

Aspect Relation Classification. Table 4 shows the results of the diagnostic
classifier for identifying Aspect Relations. This task checks if the neural network
can identify words that are related to the target. Table 4 shows that the highest
accuracy is present in the hidden state layer, while the lowest accuracy is in the
embedding layer. As we go deeper into the neural network we see a huge spike
in its ability to encode aspect relations at the hidden states layers, but after
that, there is a small decline in accuracy for the next layer followed by small
fluctuations in the remaining layers. A similar pattern is seen in the weighted
F1 score, where the hidden state layer can encode the aspect relations best.
This suggests that the model can identify words related to the target better
as we move deeper into the neural network and although there is a small drop
moving into the hierarchical layers, the model is able to identify words related to
the target relatively well. This is logical as the neural network aims to identify
words that are related to the target, towards which it is trying to classify the
sentiment, and hence its ability to identify words related to the target should
improve as we go deeper into the model. Out of all the layers, the hidden states
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appear to encode aspect relations the best. A possible reason for the hidden
state performing better than the hierarchical layers could be that some words
are related to the aspect but have no sentiment value, hence the model does not
pay attention to those kinds of words deeper into the model, resulting in slightly
lower accuracy. [11] showcases a similar pattern for aspect relations. There is
a spike for the hidden state layer followed approximately the same values (or
lower) for the weighted layers. The optimal number of neurons for each classifier
is given in Table 4.

Word Sentiment Classification. Table 5 shows the performance of the diag-
nostic classifiers for identifying the sentiment of a word. The results prove that
as we go deeper into the neural network, the accuracy and the weighted F1 score
fall, although there is a spike for the third hierarchical weighted layer. A possible
reason for the higher performance of the BERT embedding layer is probably due
to the nature of word embeddings that can hold information about their context,
alleviating the problem of sentiment detection. Overall, we see that information
about the word sentiments is lost as we move deeper into the network. This
could be justified due to Type-2 Sentiment Mentions [17] causing some words
to not be important for determining the sentiment towards the target as they
are not related to that aspect. [11] does find a similar downward trend initially,
although at a much higher accuracy. [11] observes that following the downward
trend, the accuracy stabilizes for the weighted layers, however, this is not the
case for this study as we observe another increase in the final layer. The optimal
number of neurons for each classifier is given in Table 5.

Table 4. Diagnostic classifier results for aspect relation

Layer Accuracy (%) F1 (%) Number of neurons

Embedding 73.06% 78.03% 700

Hidden state 82.38% 84.04% 900

Hierarchical weighted state 1 80.85% 82.79% 500

Hierarchical weighted state 2 81.89% 83.53% 1100

Hierarchical weighted state 3 80.66% 82.58% 900

Table 5. Diagnostic classifier results for word sentiment

Layer Accuracy (%) F1 (%) Number of neurons

Embedding 77.03% 80.81% 900

Hidden state 67.84% 73.69% 900

Hierarchical weighted state 1 66.82% 72.95% 700

Hierarchical weighted state 2 63.13% 70.27% 1100

Hierarchical weighted state 3 66.00% 72.01% 900
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Target-Related Sentiment Classification. Table 6 shows the results for
the diagnostic classification of the Target-Related Sentiment Classification task,
which has to check if the neural network can predict the sentiment of the words
specifically related to the target. Table 6 shows that the accuracy is highest in
the hidden state layer and falls as we move deeper into the neural network, before
rising again in the final layer. However, the accuracy never increases past the
hidden state layer. The weighted F1 score follows a similar pattern, although it
is much less pronounced for the spike in the final layer. As this hypothesis is a
combination of two other hypotheses, its trend can be explained through them.
We observe, that the Aspect Relation accuracy increases and then stabilizes but
for the Word Sentiment hypothesis it decreases before a spike in accuracy at the
end. The increase in accuracy for the hidden state layer is possibly due to the
increase in the layers’ ability to identify words related to the target being greater
than the fall in its ability to identify the sentiment. Furthermore, as the accuracy
for Aspect Relations stabilizes, but the accuracy for the word sentiment hypoth-
esis continues to fall, we observe a downward trend for the layers following the
hidden state. However, the final spike can be explained by the spike in accuracy
for the Word Sentiment hypothesis, while the accuracy of the Aspect Relation
hypothesis remains approximately the same. We observe that the neural network
places more importance on identifying the sentiment of the words related to the
aspect, as we observe a relatively good accuracy for Target-Related Sentiment
Classification in the final layer, which is within expectations as that is an impor-
tant task for ABSC. The optimal number of neurons for each classifier is given
in Table 6.

Table 6. Diagnostic classifier results for target-related word sentiment

Layer Accuracy (%) F1 (%) Number of neurons

Embedding 76.88% 85.27% 500

Hidden state 78.05% 87.22% 700

Hierarchical weighted state 1 76.05% 85.58% 700

Hierarchical weighted state 2 75.38% 85.10% 1100

Hierarchical weighted state 3 77.28% 85.61% 500

5.1 Overview

Figures 3a and 3b show the accuracy and F1 scores, respectively, for the different
hypotheses in a single graph. We can see in Fig. 3b that the model is successful
at learning about Aspect Relations, Word Sentiments, and the sentiment of the
word if it is related to the target (Target-Related Word Sentiment). This is a
good sign as these tasks are extremely important for ABSC. A major difference
between Figs. 3b and 3a is that the Mention Tagging hypothesis is performing
the worse when compared using the weighted F1 score but good when compar-
ing based on the accuracy. A reason for this disparity in results could be due
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to the data imbalance and the fact that the Mention Tagging dataset is much
smaller compared to the other hypotheses datasets due to the limited coverage
of the ontology. The performance for POS tagging and Mention Tagging is low,
based on the weighted F1 score, which suggests that the model is not able to
encode information about the structure of the sentence and which Aspect Men-
tion a word is related to. These results are to be expected as these tasks are not
important for ABSC, as identifying the sentiment supersedes POS tagging and
the Aspect Mentions are usually already identified.

(a) Accuracy. (b) F1 score.

Fig. 3. Overview of the Accuracy and F1 score for the different hypotheses.

From these results, we can conclude that while the LCR-Rot-hop++ model
learns about the word sentiment and structure of the sentence in the starting
layers, the more complex details such as which words are related to the target
and the sentiment of those words are learnt deeper into the model.

6 Conclusion

In this study, we proposed the use of diagnostic classifiers to investigate if the
hidden layers in the LCR-Rot-hop++ model can encode information regarding
various hypotheses that are important for ABSC. These hypotheses are:

– POS tagging: We found that the BERT embeddings were the best in classify-
ing POS tags, while the other layers had significantly lower accuracies and F1
scores. This implied that deeper into the model, information about the POS
tags is not encoded. According to the weighted F1 score, the LCR-Rot-hop++
model does not capture information about the structure of the sentence.

– Mention Tagging: We found that the accuracy and weighted F1 score signifi-
cantly fell deeper into the model. This implied that the neural network does
not encode information about the Aspect Mention related to the word. The
best accuracy for mention tagging was found in the embedding layer. This
also suggested that the model did not find this information important as we
lose this information as we proceed deeper into the network.
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– Aspect Relation Classification: The neural network was able to encode infor-
mation regarding which words are related to the target. We found relatively
high accuracy and weighted F1 score. The weighted F1 score and the accuracy
rose deeper into the network and stabilized at the hierarchical weighted lay-
ers. This means that the network was able to learn information about which
words are related to the targets.

– Word Sentiment: The ability to identify the sentiment of a word fell as we went
deeper into the neural network. The best accuracy and weighted F1 score were
for the embedding layer. The relatively high accuracy and weighted F1 score
for the embedding layer could be due to the contextualization. Overall, the
LCR-Rot-hop++ showed moderate success in encoding information regarding
the word sentiments.

– Target Related Word Sentiment: We found that the hidden state layer had
the highest accuracy for the ability to identify words that are related to the
target and then their sentiment. As we moved deeper to the network it fell for
a bit before once again rising. Overall, we found that the neural network is
able to encode information regarding the sentiments of the words related to
the target the best, which is within expectations as this information is highly
relevant for ABSC.

In the future, this research should be repeated for different neural networks
designed for ABSC, as that might give insight into what kind of neural network
works best for certain hypotheses. Furthermore, for the Mention Tagging hypoth-
esis, a multi-class, multi-label diagnostic classifier could be trained to account for
one word being related to multiple Aspect Mentions. In addition, as imbalanced
datasets are present in the real world, we should look to combining the model
with more advanced re-sampling techniques, such as Condensed Nearest Neigh-
bor [12]. It is to be noted that this procedure must be done carefully, as certain
oversampling techniques, such as SMOTE [4] and its variants, generate synthetic
data and adding synthetic data is counter-intuitive as we want to investigate if
the hypothesis is encoded in the layers originally. The final suggestion would be
to explore how and where the neural network learns other concepts represented
in the ontology besides the aspect mention (e.g., sentiment expressions).
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Abstract. To study and predict meteorological phenomenons and to
include them in broader studies, the ability to represent and exchange
meteorological data is of paramount importance. A typical approach
in integrating and publishing such data now is to formalize a knowl-
edge graph relying on Linked Data and semantic Web standard mod-
els and practices. In this paper, we first discuss the semantic modelling
issues related to spatio-temporal data such as meteorological observa-
tional data. We motivate the reuse of a network of existing ontologies to
define a semantic model in which meteorological parameters are seman-
tically defined, described and integrated. The model is generic enough
to be adopted and extended by meteorological data providers to publish
and integrate their sources while complying with Linked Data principles.
Finally, we present a meteorological knowledge graph of weather obser-
vations based on our proposed model, published in the form of an RDF
dataset, that we produced by transforming observation records made
by Météo-France weather stations. It covers a large number of meteo-
rological variables described through spatial and temporal dimensions
and thus has the potential to serve several scientific case studies from
different domains including agriculture, agronomy, environment, climate
change and natural disasters.

Keywords: Knowledge graph · Semantic modelling · Observational
data · Linked Data · Meteorology

1 Introduction

Meteorological data have attracted great interest in recent years since they
are crucial for many application domains. Meteorological observations typically
include measurements of several weather parameters such as wind direction and
speed, air pressure, rainfall, humidity and temperature. However, these data are
mostly collected and stored separately in different files using a tabular data for-
mat that lacks explicit semantics, which impedes their integration and sharing
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to serve researchers from different domains such as agriculture, climate change
studies or natural disaster monitoring. Publishing such data on the Web using
Linked Data (LD) principles would make them more accessible, easier to dis-
cover and reuse. However, integrating and interpreting weather data requires
rich metadata about studied features of interest such as the air, observed prop-
erties such as the temperature or the humidity, the utilized sampling strategy,
the specific location of a weather station and the time (instant or interval) at
which the property was measured, and a variety of other information. Getting
insights into these heterogeneous data motivates the need of a semantic model
in which domain-specific ontologies play a central role by providing a coherent
view over it.

In this paper, we propose a semantic model that relies on a network of mod-
ular ontologies and domain vocabularies that capture common and specific char-
acteristics of observational meteorological data at a fine grained level, including
time, location, provenance, units of measurement, etc. We paid specific attention
to propose a model that adheres to LD best practices and standards, thereby
allowing for its re-use and extension by other meteorological data producers,
and making it accommodated for multiple application domains. To deal with
the complexity of the domain knowledge to be modelled, we adopt the SAMOD
agile methodology [8] for ontology development, consisting of small steps within
an iterative process that focuses on creating well-developed and documented
models by using significant exemplar data so as to produce semantic models
that are always ready-to-use and easily-understandable by humans. Based on
the early work of Uschold & Gruninger [12] the SAMOD process is initiated by
a motivating scenario that leads to a set of competency questions that, in turn,
provide requirements on the knowledge graph model. We build a self-contained
semantic model reusing and extending standard ontologies, among which the
GeoSPARQL ontology for spatial features and relations [3], the Time ontology
[4] for temporal entities and relations, the Sensor, Observation, Sample, and
Actuator (SOSA) [6] and Semantic Sensor Network (SSN) ontologies [5] for sen-
sors and observations, and the RDF Data Cube ontology [10] for aggregation
and multidimensionality features.

Furthermore, we implement and make available a software pipeline that is
reproducible to generate knowledge graphs compliant with the proposed seman-
tic model. We use the pipeline to generate the first release of the WeKG-MF
RDF knowledge graph constructed according to this model from open weather
observations published by Météo-France. It includes weather observations from
January 2019 till December 2021. To demonstrate the interest of WeKG-MF
and the underlying semantic model, competency questions identified in our use
case were translated into SPARQL queries to retrieve data from the WeKG-MF
knowledge graph in order to meet expert requirements.

The paper is structured as follows. Section 2 describes a motivating scenario
that allows us to identify a set of competency questions. Section 3 details our
semantic model and highlights its design principles. Section 4 presents the RDF-
based knowledge graph constructed from the observational weather data archives
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of Météo-France. Section 5 presents a validation of the proposed model and the
constructed knowledge graph through a set of SPARQL queries implementing the
competency questions identified in our motivating scenario. Section 6 presents
the related work on lifting meteorological data into RDF datasets. Finally, we
conclude and present perspectives of our work in Sect. 7.

2 Motivating Scenario and Competency Questions

In this section, we present a motivating scenario [8,12] inspired from require-
ments expressed by experts and collected in the context of the D2KAB French
research project1. The primary objective of D2KAB is to create a framework to
turn agriculture, agronomy and biodiversity data into semantically described,
interoperable, actionable, and open knowledge. Experts in agronomy investigate
the correlations between the development rate of plants and weather parame-
ters. They are especially interested in comparing aggregated values of a weather
parameter for the same period of time in the same geographic location across
years, e.g. the Growing Daily Degrees (GDD) calculated from the daily average
air temperature minus a certain threshold called base temperature. This motivat-
ing scenario already triggers competency questions that reflect the requirements
on the knowledge that has to be represented in the proposed semantic model as
well as the way of scoping and delimiting it [8,12]. We present some of them in
the following:

CQ1. What is the measurement unit of a given weather parameter?
Several parameters such as atmospheric pressure, air temperature, wind speed,
relative humidity, sea surface temperature are measured using different sensors
and procedures, and the resulting numeric/qualitative values are included in
weather reports. Measurement units and possible values for qualitative param-
eters are not included in these reports and are usually documented in external
sources (e.g., WMO documentations).

CQ2. At what time of the day was the highest value of a weather parameter mea-
sured (observed)?
Temporal features are crucial for observational data. Indeed, within a 24-h time
interval, sensors hosted by weather stations regularly produce different measure-
ment values for the same weather parameter.

CQ3. What is the closest weather station to a specific spatial location?
This competency question points to the fact that the semantic model should
encompass a spatial module to capture the geographic coordinates of stations
by means of longitude and latitude values.

1 https://www.d2kab.org/.

https://www.d2kab.org/
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CQ4. For a specific location and given a calendar interval, provide time series
of some aggregated (pre-computed) weather parameters.
Providing aggregated data over relevant time period and for a specific loca-
tion/weather station is a recurrent need. For instance, daily minimum, maximum
and mean temperature, cumulative rainfall during a period of time for each sta-
tion are examples of significant aggregated parameters for different studies in
agronomy or climate change studies.

According to CQ1 and CQ2, weather parameters as well as their significance
need to be clearly expressed and formalized. Metadata describing weather prop-
erties such as their possible lexical labels in different languages and their possible
measurement units are required. CQ4 is one example of competency questions
that require the computation of aggregated values (sum of average temperatures,
weekly average temperature). This motivated us to propose a semantic model
presented in Sect. 3 that combines SSN/SOSA ontologies and RDF data cube
vocabulary to represent inherent semantics of observations at different levels of
semantic granularity.

3 Semantic Model

Our aim is to design a semantic model in which meteorological variables are
semantically defined, described and integrated. The analysis of CQs presented
in Sect. 2 led us to select a set of state-of-the art ontologies and thesauri to be
re-used. It includes:

– the SOSA/SSN ontologies [5,6] designed for describing sensors and their
observations, and that we extend with new classes to capture the semantics
of meteorological observations and provide formal definitions of these new
classes. The extension is motivated by the re-use of the Value Sets ontology
design pattern;

– the Time Ontology [4] for describing the temporal properties of our data;
– the QUDT ontology and vocabulary [9] representing the various quantity and

unit standards and supporting their processing such as conversion;
– the GeoSPARQL vocabulary [3] for representing spatial information in our

data;
– the RDF data Cube Vocabulary [10] supporting the publication of multi-

dimensional data, such as statistics. We use it to create spatio-temporal slices
of meteorological observations by fixing time spans and geographic places as
well as applying aggregation functions; SOSA/SSN ontologies only support
the description of a single, atomic, observation.

The OWL formalization of our model as well as the related SKOS vocabulary are
available in our Github repository2. The prefixes of ontologies and vocabularies
reused or introduced in this paper are listed in the repository’s README3.

2 https://github.com/Wimmics/d2kab/tree/main/meteo/ontology.
3 https://github.com/Wimmics/d2kab/tree/main/meteo.

https://github.com/Wimmics/d2kab/tree/main/meteo/ontology
https://github.com/Wimmics/d2kab/tree/main/meteo
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In the following we present in details our model according to four categories of
features: features of interest, spatial features, temporal features, and aggregated
features.

3.1 Features of Interest and Observable Properties: Describing
Observations

In order to propose a self-contained model for representing and publishing meteo-
rological data, we define three new classes. weo:MeteorologicalObservation is
the core class of our model; it supports the description of a single, atomic obser-
vation. A meteorological observation is related to a particular feature of inter-
est, instance of class weo:MeteorologicalFeature, and an observable property,
instance of class weo:WeatherProperty. These three classes specialize classes
from the SOSA/SSN ontologies as reflected by their formal definitions.

weo:MeteorologicalFeature is defined as a subclass of sosa:Feature

OfInterest and serves to represent meteorological features of interest, that is
phenomena or events such as precipitations, gusts or storms. Formally, the class
is defined as follows:

weo : MeteorologicalFeature ≡ sosa : FeatureOfInterest ∩
∀ ssn : hasProperty.weo : WeatherProperty ∩ ≥ 1 ssn : hasProperty

weo:WeatherProperty is defined as a subclass of sosa:ObservableProperty.
Its instances are observable properties of meteorological features. Precipitation
amount, gust speed, air humidity are examples thereof. Formally, the class is
defined as follows:
weo : WeatherProperty ≡ sosa : ObservableProperty ∩

∀ ssn : isPropertyOf.weo : MeteorologicalFeature ∩ = 1 ssn : isPropertyOf

Instances of weo:MeterologicalObservation are observations of a weather
property of a certain feature of interest. The definition of weo:Meterological
Observation expresses that only one weather property and one meteorological
feature is used for a given meteorological observation:

weo : MeteorologicalObservation ≡ sosa : Observation ∩
∀sosa : observedProperty.weo : WeatherProperty ∩ = 1 sosa : observedProperty ∩
∀sosa : hasFeatureOfInterest.weo : MeteorologicalFeature ∩
= 1 sosa : hasFeatureOfInterest

Figure 1 depicts the RDF graph representing an example meteorological
observation relative to the wind feature of interest and reporting the aver-
age wind speed observable property. Although SOSA/SSN ontologies are com-
monly used to represent knowledge about sensor data across domains, the
definition of observable properties and features of interest, as well as their
alignment with existing controlled vocabularies, are delegated to the commu-
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nity of interest. Thus, we have reused the Value Sets4 (VS) ontology design
pattern and we defined a SKOS5 vocabulary whose concepts are instances
of weo:WeatherProperty and weo:MeteorologicalFeature and represent the
possible observable properties and features of interest. This SKOS vocabulary is
available on our Github repository6. An excerpt of it is given in Listing 1.1. The
SKOS concepts representing weather properties are aligned with both terms from
the NERC Climate and Forecast Standard Names vocabulary and terms from the
QUDT Quantity Kind vocabulary that includes general concepts about quantifi-
able quantities such as quantity-kind:Speed or quantity-kind:Temperature.
For instance, wevp:averageWindSpeed and wevp:gustSpeed are declared as nar-
rower than qudt-kind:Speed (and instances of class qudt:Quantity Kind). The
vocabulary can be easily extended to include new observable properties and fea-
tures as long as it is compliant with the proposed semantic model.

Fig. 1. Example meteorological observation of the WindAverageSpeed weather property

Observation results are literals and an observation is linked to its result by a
property sosa:hasSimpleResult. Instead of repeating the measurement units
within each observation, we denote it at the level of the SKOS concept represent-
ing the observable property in our vocabulary (Listing 1.1). Furthermore, some
qualitative weather properties require the use of standard encoded values defined
by the WMO. For instance, the ground state is a weather property whose possible
values (dry, moist, etc.) are in a predefined set of values of the WMO 0901 code7.
4 https://www.w3.org/TR/swbp-specified-values/.
5 https://www.w3.org/2004/02/skos/.
6 https://github.com/Wimmics/d2kab/blob/main/meteo/ontology/features-

properties-vocabulaire.ttl.
7 https://epic.awi.de/id/eprint/29967/1/WMO2011i.pdf.

https://www.w3.org/TR/swbp-specified-values/
https://www.w3.org/2004/02/skos/
https://github.com/Wimmics/d2kab/blob/main/meteo/ontology/features-properties-vocabulaire.ttl
https://github.com/Wimmics/d2kab/blob/main/meteo/ontology/features-properties-vocabulaire.ttl
https://epic.awi.de/id/eprint/29967/1/WMO2011i.pdf
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wevf:wind a weo:MeteorologicalFeature , skos:Concept ;
rdfs:label "wind"@en, "vent"@fr ;
ssn:hasProperty wevp:windAverageSpeed , wevp:windAverageDirection.

wevp:windAverageSpeed a weo:WeatherProperty , qudt:QuantityKind , skos:Concept ;
ssn:isPropertyOf wevf:wind ;
skos:broader nerc:CFSN0038 , <http://qudt.org/2.1/vocab/quantitykind/Speed>;
qudt:applicableUnit <http://qudt.org/vocab/unit/M-PER-SEC> ;
skos:prefLabel "Vitesse moyenne du vent 10mn"@fr,"Average wind speed 10mn"@en;
wep:hasAbbreviation "ff".

Listing 1.1. SKOS representation of meteorological feature wind and related weather
property windAverageSpeed.

@prefix : <http://ns.inria.fr/meteo/vocab/weatherproperty/wmocode/> .
:0901 a skos:Collection ;

rdfs:label "State of ground without snow or ice cover"@en;
skos:member :0901/0, :0901/1, ... ;

:0901/0 a skos:Concept; rdf:value 0 ;
skos:definition "Surface of ground dry (without cracks and no appreciable
amount of dust or loose sand)".

:0901/1 a skos:Concept; rdf:value 1;
skos:definition "Surface of ground moist" .

Listing 1.2. SKOS collection representing the state of ground qualitative weather
property (0901 WMO code).

For each qualitative weather properties, we created a skos:Collection whose
members represent the possible values of the weather property as described in the
WMO documentation. Listing 1.2 presents an excerpt of the skos:Collection

of values for the state of the ground weather property.

3.2 Spatial Features: Locating the Weather Stations

A weather station typically hosts sensors and equipment for the purpose of
measuring atmospheric conditions and providing information for weather fore-
casts. Whereas a description of sensors and equipment is not always made avail-
able by meteorological data providers, relevant metadata about weather sta-
tions generally include station identifier, name, latitude, longitude and altitude.
Our model introduces the weo:WeatherStation class to represent any type of
weather station. To capture stations’ spatial location, weo:WeatherStation is
introduced as a subclass of geosparql:Feature. Therefore, each instance of
weo:WeatherStation has a geometry that is a point with specific coordinates.
Following GeoSPARQL vocabulary, geo-coordinates of a weather station are
defined as a Well-Known Text (WKT) literal (e.g., POINT(8.792667 41.918)).
Our adoption of GeoSPARQL is motivated by the fact that it allows to effi-
ciently query spatial data based on a set of spatial functions. It enables us to
express spatial queries involving meteorological data, e.g. retrieving the closest
station to a given location or the precipitations for a specific location. We also
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reused latitude, longitude, and altitude datatype properties from the WGS84
vocabulary since WKT literals do not integrate information about the altitude
of a station.

3.3 Temporal Features: Defining Time Entities

In many cases, the observation of a given weather property is made over a period
of time. The duration of a measurement varies depending on the property. For
such cases, we reuse the sosa:phenomenonTime property to link an instance of
weo:MeteorologicalOb servation to an instance of time:Interval. Since time
durations are described in the documentation of weather observed properties, we
defined different time interval classes by expressing an OWL restriction on their
duration that may be declared in seconds, minutes or hours. The interest of doing
this is that these time intervals are declared once in our model and are reused for
all observations, and thus avoid substantial redundancy. For instance, in Fig. 1
the wevp:windAverageSpeed weather property is measured during a period of
10 min. This is denoted by property sosa:phenomenonTime whose value is an
instance of class weo:Interval10m, while the end time of the interval is an
instance of class time:Instant.

3.4 Aggregated Features: Defining Observation Slices

Observations produced by sensors can rapidly reach enormous volumes. The
CQ4 competency question (see Sect. 2) stresses the need to create focused
and homogeneous sets of observations that share some dimension. In partic-
ular, creating times series of air temperatures or other weather parameters is
a recurrent need. In this respect, we reuse the RDF Data Cube vocabulary
(DCV)8 to describe multi-dimensional data according to a ’data cube’ model.
Each data cube is an instance of class qb:DataSet and is linked to instances of
class qb:DataStructureDefinition by property qb:structure (Fig. 2). A Data
Structure Definition (DSD) defines the structure of a data cube and how obser-
vations are linked to the measures and dimensions of the data cube. Listing 1.3
presents an example of DSD wes:annualTimeSeriesTemperature that defines
the structure of a data cube of air temperatures. According to this DSD, each
observation contains three daily measures: the minimum, maximum and aver-
age temperatures. The qb:Slice class enables to represent a subset of observa-
tions that share the same dimensions. In our model, we declare spatio-temporal
slices of observations by fixing the spatial and temporal dimensions: the spatial
dimension may refer to the weather station, while the temporal dimension cor-
responds to a calendar interval. While the SOSA/SSN ontologies only support
the description of a single, atomic, meteorological observation, an observation
(instance of qb:Observation) in a spatio-temporal slice is represented by a set
of measures (instances of qb:MeasureProperty) each linked to an observable

8 https://www.w3.org/TR/vocab-data-cube/.

https://www.w3.org/TR/vocab-data-cube/
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property (declared in our SKOS vocabulary) with property qb:concept. Fur-
thermore, observations from the same qb:Slice have attributes such as the
observation date that refers to a 24-h interval during which a certain value of a
certain parameter is selected with respect to a specific condition or aggregation
(e.g. maximum daily temperature).

Fig. 2. Example of an RDF data Cube slice representing a TimeSeries of Air Temper-
atures

4 Météo-France Weather Observations RDF Dataset

This section presents the pipeline that we set up to lift the observation reports
published by Météo-France into an RDF knowledge graph named WeKG-MF
(Weather Knowledge Graph - Météo-France), that complies with the model pre-
sented in Sect. 3.

4.1 Météo-France Dataset

In France, the primary source of weather data and forecasting is the Météo-
France9 organisation. As a member of World Meteorological Organization
(WMO)10, Météo-France provides access to daily meteorological observations.
These data are the result of measurements performed by 62 weather stations
located in different regions in metropolitan France and overseas departments.
Measurements are generated by different sensors/equipments hosted by weather
9 https://www.meteofrance.com/.

10 https://public.wmo.int/en/.

https://www.meteofrance.com/
https://public.wmo.int/en/
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<http://ns.inria.fr/meteo/dataset-MF/2021> a qb:DataSet ;
qd:structure wes:annualTimeSeriesTemperature ;
dct:title "French Meterological Weather Data of 2021"@en ;
dct:description "Daily min/max/avg temperature in 2021"@en .

wes:annualTimeSeriesTemperature
a qb:DataStructureDefinition , qb4st:SpatioTemporalDSD ;
qb:component
[qb:dimension wes-dimension:year ; qb:componentAttachment qb:DataSet],
[qb:dimension wes-dimension:station ; qb:componentAttachment qb:Slice],
[qb:measure wes-measure:minDailyTemperature],
[qb:measure wes-measure:maxDailyTemperature],
[qb:measure wes-measure:avgDailyTemperature],
[qb:attribute wes-attribute:observationDate] ;

qb:sliceKey wes:SliceByStationAndYear.

wes-dimension:station a rdf:Property , qb:DimensionProperty ;
rdfs:range weo:WeatherStation.

wes-dimension:year a rdf:Property , qb:DimensionProperty ;
rdfs:range xsd:gYear.

wes-measure:minDailyTemp a rdf:Property , qb:MeasureProperty ;
rdfs:label "Daily Minimum Temperature"@en;
rdfs:range xsd:decimal ;
qb:concept wevp:minAirTemperature .

Listing 1.3. The wes:annualTimeSeriesTemperature Structure Definition.

stations, collected in daily tabular data files such as the table presented in Fig. 3.
Each line corresponds to the values of meteorological parameters measured or
observed at a given weather station (column 1) at a specific date and time (col-
umn 2). For instance, column u denotes the values of “relative air humidity”
measured at different times of the day at different location. However, presented
in a tabular-delimited structure and stored separately in different files, weather
measurements are hardly exploitable.

Fig. 3. Snapshot of a CSV file of meteorological parameters

4.2 Lifting Process

We downloaded from Météo-France’s portal11 the list of SYNOP12 weather sta-
tions in GeoJSON format13, and the monthly observation reports generated by
11 https://donneespubliques.meteofrance.fr/?fond=produit&id produit=90&

id rubrique=32.
12

SYNOP: surface synoptic observations, a numerical code used for reporting observations made
by weather stations.

13 https://donneespubliques.meteofrance.fr/donnees libres/Txt/Synop/postesSynop.
json.

https://donneespubliques.meteofrance.fr/?fond=produit&id_produit=90&id_rubrique=32
https://donneespubliques.meteofrance.fr/?fond=produit&id_produit=90&id_rubrique=32
https://donneespubliques.meteofrance.fr/donnees_libres/Txt/Synop/postesSynop.json
https://donneespubliques.meteofrance.fr/donnees_libres/Txt/Synop/postesSynop.json
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these stations as CSV files. Measurement are generated every 3 h and dissem-
inated into the WMO network in less than 15 min. Then, we implemented a
reproducible software pipeline to generate WeKG-MF in compliance with the
proposed model. The core of the pipeline is the mapping task that is performed
with Morph-xR2RML tool14, an implementation of the xR2RML mapping lan-
guage [7] for MongoDB databases. Pipeline scripts as well as xr2RML mapping
triples are available in our github repository15.

Additionally, we enriched the weather stations’ descriptions by linking each
station to the closest Wikidata entity, based on its geographic coordinates, using
property dct:spatial. This allows us to get further information about the
regions, departments and municipalities in which weather stations are located
using simple SPARQL queries. Furthermore, leveraging Wikidata allows to ben-
efit from its many links to other data sources, in particular the French national
institute for statistics and economic studies (INSEE) which is highly used and
trusted by French organisms.

WeKG-MF is published under an open licence, is assigned a DOI16 and can
be downloaded from Zenodo. In the short term, we intend to make it available
through a public SPARQL endpoint. The current version of WeKG-MF covers
the period from January 2019 to November 2021. Statistics about its content
are provided in Table 1.

Table 1. Key statistics of the WeKG-MF dataset

Category Resources

Total Nr. of triples 60.601.248

Nr. of classes 9

Nr. of weather stations 62

Nr. of Observations for 2019 2.788.528

Nr. of Observations for 2020 2.789.574

Nr. of Observations for 2021 (till November 2021) 2.528.467

Nr. of weather properties 22

Nr. of meteorological features 6

Nr. of Observations per observed property ≈ 405.328

Nr. of Air Temperatures slices 183

Nr. of links to Wikidata 92

14 https://github.com/frmichel/morph-xr2rml/.
15 https://github.com/Wimmics/d2kab/tree/main/meteo/Lifting-dataset.
16 https://doi.org/10.5281/zenodo.5925413.

https://github.com/frmichel/morph-xr2rml/
https://github.com/Wimmics/d2kab/tree/main/meteo/Lifting-dataset
https://doi.org/10.5281/zenodo.5925413
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5 Validation: Implementing the Competency Questions

The validation process is intended to check the consistency of the model and its
ability to address requirements and cover the domain [8]. In Sect. 2, we have pre-
sented an example motivating scenario that pointed to a set of competency ques-
tions which reflect requirements that potential users may want to get answers
for. In this section, we evaluate the proposed semantic model by demonstrating
how CQs can be translated into SPARQL queries. Note that the model and the
WeKG-MF dataset were loaded in a Virtuoso triple store deployed as a Docker
image.

SELECT ?date ?hour ?station ?temp_max WHERE {
{
SELECT ?date ?s (MAX(?v) as ?temp_max)

WHERE {
?obs a weo:MeteorologicalObservation;

sosa:observedProperty wevp:airTemperature ;
sosa:hasSimpleResult ?v;
wep:madeByStation ?s ;
sosa:resultTime ?t .

BIND(xsd:date("2020-08-01") as ?date)
FILTER(xsd:date(?t) = ?date) }

GROUP BY ?s ?date
}
?obs a weo:MeteorologicalObservation;

sosa:observedProperty wevp:airTemperature ;
sosa:hasSimpleResult ?temp_max ;
wep:madeByStation ?s ;
sosa:resultTime ?t .

?s rdfs:label ?station .
FILTER(xsd:date(?t)= ?date)
BIND(HOURS(?t) as ?hour) }

Listing 1.4. SPARQL query implementing CQ2

SELECT ?label ?lat ?long ?coordinates WHERE {
?x rdfs:label ?label ;

geosparql:hasGeometry [ geosparql:asWKT ?coordinates].
geo:lat ?lat; geo:long ?long .

BIND("Point(0.1413499 45.1423348)"ˆˆgeosparql:wktLiteral as ?Currentposition)
BIND (geof:distance(?coordinates ,?Currentposition , uom:metre) as ?distance)

}
ORDER BY ?distance
LIMIT 1

Listing 1.5. SPARQL query implementing CQ3

5.1 Querying Low-Level Observations

Let us first address CQ2 “At what time was the highest value of a weather
parameter measured (observed)?”. It points to the need to query the exact time
at which a given parameter reaches its peak. Our model captures the importance
of temporal features surrounding observational data by capturing the exact time
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at which each and every observation is generated. The SPARQL query, presented
in Listing 1.4, is a formal translation of CQ2 that allows us to retrieve, for each
station available in the WeKG-MF dataset, at what time the maximum air tem-
perature was reached on August 1st, 2021. It shows that CQ2 can be success-
fully converted and executed as a SPARQL query over the dataset. Another set
of SPARQL queries leveraging spatial GeoSPARQL functions demonstrate how
end-users can query meteorological observations based on geospatial coordinates
of weather stations. For instance, CQ3 expresses the need to query the closest
weather station given specific geospatial coordinates as formalized by the query
of Listing 1.5.

5.2 Querying Observation Slices

Let us now address the CQ4 “For a specific location and given a calendar inter-
val, provide time series of some aggregated weather parameters?”. This ques-
tion motivates our adoption of the RDF Data Cube Vocabulary to represent
pre-calculated time series of aggregated weather parameters. For example, in
agronomy, experts are interested in calculating GDD values that are calculated
based on the average daily temperature minus a base temperature which varies
from a crop to another. Note that daily average temperature corresponds to the
average of the minimum and maximum temperatures measured during a 24-h
interval. Listing 1.6 shows the SPARQL query formalizing competency question
CQ4 and shows it can easily calculate GDD values based on pre-calculated slices
corresponding to a specific weather station and by selecting beginning date of
a calendar interval. Note that the value of 10 in the query denotes an example
of base temperature. Without pre-calculated slices, CQ4 could be implemented
by a SPARQL query that computes min/max/avg temperatures for a specific
weather station on the fly. However, the complexity of the writing of the query
as well as its execution time would be significantly higher. The generation of
spatio-temporal slices is done once and they can be reused for the calculation of
any new aggregated parameters and facilitates their implementation.

SELECT ?date ?station ?temp_avg ?GDD WHERE {
BIND(URI("http://ns.inria.fr/meteo/weatherstation/07510") as ?station)
?s a qb:Slice ;

wes-dimension:station ?station ;
wes-dimension:year "2021"ˆˆxsd:gYear ;
qb:observation [

a qb:Observation ;
wes-attribute:observationDate ?date ;
?p ?temp_avg ] .

?p a qb:MeasureProperty ; qb:concept wevp:airTemperature .
BIND((?temp_avg - 10) as ?GDD) }

ORDER BY ?date

Listing 1.6. SPARQL query implementing CQ4
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5.3 Implemented Notebook and Visualizations

We developed a set of SPARQL queries available on the Github repository of our
project17, together with a Jupyter Notebook that demonstrate how the results
of SPARQL queries can be used to generate visualizations from the WeKG-MF
knowledge graph. As an example, Fig. 4 presents different types of data visual-
isations. The first plot (on the top-left) shows daily cumulative precipitations
measured at the “Bordeaux-Merignac” station and the second one (on the top-
right) shows the evolution of daily average temperature collected from weather
stations located in the French region of “Nouvelle Aquitaine”. Both plots show
a comparison of aggregated values calculated based on two weather parame-
ters (precipitation and air temperatures) available in the WeKG-MF knowledge
graph. The third visualisation (on the bottom-center) shows the different weather
stations located in Metropolitan France.

6 Related Work

In this section, we present existing research works on the publication of mete-
orological data as LOD datasets. First, the AEMET meteorological dataset
[2] makes available some data sources from the Spanish Meteorological Office
through a SPARQL endpoint. The dataset is based on the AEMET ontology
network which follows a modular structure: a central ontology relates a set of
ontologies that describe different sub-domains involved in the modeling of meteo-
rological measurements. These sub-domains are: (meteorological) Measurements,
Sensors, Time and Location. As an attempt to access to the dataset, we tried
to quey the AEMET SPARQL endpoint18, however, we noticed that the end-
point is no longer available19. The authors of [11] present an RDF dataset of
meteorological measurements made by a weather station located at the Irstea
experimental farm. Our proposition is in line with their work as we rely on most
of the ontologies that they used (SOSA/SSN, GeoSPARQL, QUDT, OWL-Time
ontology). Yet, we adopt somehow different design principles to propose a min-
imal yet extensible semantic model for meteorological data. Furthermore, we
extend their work to support the description and dynamic generation of homo-
geneous slices of observations pre-calculated using aggregation functions over
temporal and spatial dimensions. Thus, we are able to represent annual times
series of daily min, max and average temperatures for each weather stations in
our dataset.

The authors of [1] propose an ontological model to represent metadata and
data schema of meteorological observation data from the Météo-France archives.
The focus of this work is to enable access and understanding of the data sources
(weather reports) with adherence to FAIR principles, yet without actually trans-
forming the observational data included in weather reports into RDF data.

17 https://github.com/Wimmics/d2kab/tree/main/meteo/sparql-examples.
18 http://aemet.linkeddata.es/sparql.
19 Last attempt on February, 7th 2022.

https://github.com/Wimmics/d2kab/tree/main/meteo/sparql-examples
http://aemet.linkeddata.es/sparql
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Fig. 4. Examples of Visualisation of Daily Precipitations, Average Temperature and
Weather Stations Locations

In our work, we are interested not only in describing observational data but
also in transforming them into semantically-enriched observations accessible via
SPARQL queries in order to enable their integration in a wide range of applica-
tions from different domains such as agronomy or natural disaster monitoring.

7 Conclusion and Future Works

Meteorological observations refer to values of different weather observable prop-
erties measured across space and time by means of different sensors and equip-
ment available in weather stations. Transforming these data into RDF knowledge
graphs bridges the semantic gap between observational data and other resources
also published on the Web as Linked Open Data, thus enabling their re-use in
different domain applications. In terms of sustainability, we provide a fully auto-
matic pipeline that enables us the update of the WeKG-MF graph over time
with new weather data downloaded from Météo-France.

Towards this goal, in this paper we proposed a reusable and extensible model
that semantically describes the multiple dimensions behind meteorological data.
Our semantic model reuses the SOSA/SSN ontologies and extends it with new
classes about specific feature of interest entities. These classes are rigorously
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defined and aligned with third-party vocabularies and ontologies. We rely on
Time Ontology and GeoSPARQL to capture the spatio-temporal context sur-
rounding observational data, as well as the QUDT schema and vocabulary to
include metadata about measurement units of observed weather properties. We
leverage the RDF Data Cube vocabulary to create slices of weather param-
eters that are the result of aggregation functions over spatial and temporal
dimensions. This is typically needed to represent time series of min/max/av-
erage temperatures or precipitations in a given spatial area. We also propose
a SKOS vocabulary of observable properties and features aligned with existing
controlled vocabularies. In addition, we generated and published WeKG-MF, an
RDF knowledge graph complying with this semantic model, from Météo-France
meteorological data observations. To the best of our knowledge, our research
work is the first that proposes a meteorological RDF-based knowledge graph.

This work was started in the context of the D2KAB French project20. Within
this project, a use case concerns the design and development of a reading inter-
face for the Plant Health Bulletins (PHB) that are meant to inform bio-vigilance
stakeholders about the status of plant diseases and crop pests in French regions.
This interface shall be able to augment reading experience by integrating related
information likely to provide the reader with enriched context and insights
into the data they are currently reading. Various related information may be
involved, such as phenological stages of crops and pests, phenotyping informa-
tion, taxonomic resources, geographic references and meteorological observations
record history. In the latter, we typically expect the aggregated data (such as
max/min/avg temperature or precipitation and the measure of Growing Daily
Degrees) to be of utmost importance for experts to draw hypotheses about, e.g.,
the possible impact of weather conditions on the advent of crop pests at different
periods or phenological stages.

Acknowledgements. This work was carried out within the project D2KAB “From
Data to Knowledge in Agronomy and Biodiversity” financed by the French National
Research Agency (ANR-18-CE23-0017).
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Abstract. Feature selection plays an important role in machine learning
or data mining problems. Removing irrelevant features increases model
accuracy and reduces the computational cost. However, selecting impor-
tant features is not a simple task as one feature selection algorithm does
not perform well on all the datasets that are of interest. This paper tries
to address the recommendation of a feature selection algorithm based
on dataset characteristics and quality. The research uses three types of
dataset characteristics along with data quality metrics. The main con-
tribution of the work is the utilization of Semantic Web techniques to
develop a novel system that can aid in robust feature selection algo-
rithm recommendations. The system’s strength lies in assisting users
of machine learning algorithms by providing more relevant feature selec-
tion algorithms for the dataset using an ontology called Feature Selection
algorithm recommendation based on Data Characteristics and Quality
(FSDCQ). Results are generated using six different feature selection algo-
rithms and four types of classifiers on ten datasets from UCI repository.
Recommendations take the form of “Feature selection algorithm X is
recommended for dataset i, as it performed better on dataset j, similar
to dataset i in terms of class overlap 0.3, label noise 0.2, completeness
0.9, conciseness 0.8 units”. While the domain-specific ontology FSDCQ
was created to aid in the task of algorithm recommendation for feature
selection, it is easily applicable to other meta-learning scenarios.

Keywords: Feature selection algorithms · Meta-features · Ontology

1 Introduction

Feature selection is one of the core phases of any machine learning (ML) task,
as it might significantly improve model building by removing irrelevant features.
Several algorithms have been developed for such a phase and choosing one among
the many is a costly decision, a trade-off between the time spent by automatic
procedures and domain experts [4,7]. Inappropriate feature selection algorithms
might cause serious problems, such as compromising the quality of the patterns
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to be learnt from data and, thus, model performance. A common approach is
‘trial-and-error’, which tends to be often effective [19]. Another approach is to
choose a feature selection algorithm based on the characteristics of the dataset.
Specifically, this can be implemented by using meta-learning concepts [36] and
by utilizing dataset characteristics that are called “meta-features”. Automating
the algorithm selection process for feature selection is a challenge in data mining.
However, if overcome, it has the potential to significantly increase data scientists
and machine learning practitioners productivity [24]. There exists a relationship
between the performance of a feature selection algorithm and the characteristics
of the dataset [32].

To address this specific relationship, we propose a domain ontology along
with the consideration of Dataset Characteristics and Quality (DCQ), respec-
tively representing dataset characteristics and the quality of information. Fea-
ture Selection algorithm recommendation using DCQ (FSDCQ), is modeled by
adding rules to the domain ontology DCQ, to enhance the expressivity which
acts as a recommender. The benefits of using an ontology to deliver such a rec-
ommendation include interoperability, potential reuse, and sharing of knowledge
[35]. The particular research question investigated in this research is: “To what
extent can a domain ontology facilitate the recommendation of feature selec-
tion algorithms?”. The work’s main objective is the adoption of Semantic Web
techniques to develop a novel system that can aid in robust feature selection algo-
rithm recommendation. The use of rule languages enables a better understanding
of the role of each meta-feature, thereby increasing the model’s explainability
[13,39,40].

The remainder of this article is structured as follows. Section 2 reviews related
work on the existing approaches to automatically recommend feature selection
algorithms, and existing ontologies to describe the dataset quality and its char-
acteristics. Section 3 presents a novel domain ontology, followed by a description
of an empirical experiment in Sect. 4. Results of such an experiment are pre-
sented and discussed in Sect. 5. Finally, Sect. 6 concludes the research work by
providing directions for future work.

2 Related Work

This section briefly discusses the existing work on automatic feature selection
recommendation methods and the application of ontologies related to data char-
acteristics and its quality.

2.1 Feature Selection

The two primary feature selection methods identified include (i) the filter app-
roach and (ii) the wrapper approach. While various feature selection algorithms
have been proposed, some of these outperform others in terms of performance
(for example, classification accuracy) for a given dataset [41]. This results in the
emergence of a new research area devoted to establishing intrinsic relationships
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between dataset characteristics and feature selection algorithms. A literature
review was carried out in order to identify techniques that recommend a feature
selection algorithm based on meta-features. Meta-features, describe the proper-
ties of the dataset which are predictive for the performance of machine learning
algorithms trained on them [29]. The description of a dataset in terms of its
information/statistical properties can be referred to as dataset characteristics.
Three distinct sets of measures are used to extract dataset characteristics: (i)
simple, statistical, and information-theoretic features (ii) model-based features
(iii) landmarking features [38]. Simple properties represent those taken from the
attribute value table of the dataset. Statistical properties are used to deter-
mine the correlation and symmetry of attributes. Information-theoretical prop-
erties seek to characterise the nominal attributes and their relationship with the
class attribute. Model-based properties adopt ML methods to represent datasets.
Landmarking properties illustrate the performance achieved by simple classifi-
cation algorithms.

Table 1 summarises the literature covering those approaches in which meta-
features were used to build a recommendation model for automatically selecting
algorithms in machine learning. In detail, an advisory function refers to a method
that aims to recommend an algorithm from an existing knowledge base. The pro-
posed work aims to use ontology as advisory function. Some of the applications
that uses ontology as advisory methods/recommendation are, product recom-
mendation based on text [31], health-care [5,6], higher education [17]. Therefore,
it is a novel approach to solve recommendation of feature selection algorithm
using ontology. To the best of our knowledge, no research has focused on con-
sidering data quality as a characteristic of a dataset. In this article, beside the
aforementioned simple, statistical, information, and quality-based measures we
propose an additional category to characterise datasets, which includes quality-
based measures.

2.2 Ontology

A methodology to build an ontology from scratch is discussed in Methontol-
ogy [8] where a set of activities conforming the ontology development process
is presented. Following best practices in ontology development, the Data Char-
acteristics and Quality (DCQ) ontology reuses appropriate classes from a set of
ontologies that are designed for data quality and data mining applications. An
extensive literature has been conducted to understand existing vocabularies to
support meta-features, and a vocabulary of terms have been composed for DCQ.

Meta-features are usually described as a part of Data Mining (DM) ontolo-
gies. ‘OntoDM’ is a general data mining ontology designed to provide a unified
framework for data mining research. It makes an attempt to encompass the
entirety of the data mining cycle [20]. ‘Expose’ is an ontology for standardizing
the description of machine learning experiments. This ontology is used to express
and share meta-data about experiments [37].
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Table 1. Literature review and comparison of advisory functions used for recommen-
dations

Source Advisory
function

Number of
datasets

Number of
classification
techniques

Number of
feature
selection
algorithms

Evaluation
metrics

Dataset characteristic

Simple,
statistical

Information
theoretical

Model
based

Land
marking

[11] Ranking based
on McNemar
test

1082∗ 5 8 Accuracy ✓ ✓ ✗ ✗

[14] SVM 156 – 7 Accuracy ✓ ✓ ✗ ✗

[15] kNN 58 – – F1 score

[19] C5.0 decision
tree

128 5 3 Accuracy, time
complexity

✓ ✓ ✗ ✗

[23] Ranking based
on MCPM

213 5 5 Learning time,
Percentage of
selected
attributes, Error
rate

✓ ✓ ✓ ✓

[25] kNN 47 – 10 Spearman’s rank
correlation

✓ ✓ ✗ ✓

[26] kNN 38 – 9 Accuracy ✓ ✓ ✗ ✗

[27] Regression 123 – 5 Correlation ✓ ✓ ✓ ✗

[28] Regression 54 – 9 Accuracy ✓ ✓ ✓ ✓

[32] J4.8 decision
trees

26 4 3 Accuracy ✓ ✗ ✗ ✗

[33] kNN 84 – – Accuracy,
Execution time

✓ ✗ ✗ ✗

[41] kNN 115 22 5 Recommendation
hit ration based
on accuracy

✓ ✓ ✗ ✗

[43] Variance,
LIBSVM

84 – 3 Accuracy ✓ ✓ ✓ ✓

* includes artificial dataset

To represent the relationship between data mining tasks and dataset charac-
teristics, multiple ontologies have been designed. ‘OntoDM-KDD’ [21], ‘OntoDT’
[22], ‘CRISP-DM’ [34] are some of the additional ontologies that are based on
data mining-related concepts. ‘DMOP’ is a data mining optimization ontology
that supports various stages of the data mining process [12]. A class hierarchy
that relates datasets and their features that were established in DMOP is reused
in DCQ.

Data quality is one of the essential component while describing a dataset.
Data Quality Management (DQM) is an ontology that refers to the conceptu-
alization of the data quality domain, the establishment of cleaning standards,
and the reporting of data quality problems [9]. Data Cleaning Ontology (DCO)
refines and extends data cleaning operations which directly assesses data quality
[2]. Reasoning Violations Ontology (RVO) describes the reasoning errors of RDF
and OWL [3]. Another matured ontology is recommended by the World Wide
Web Consortium (W3C)1 which covers most of the aspects of data quality [1].

3 A Novel Ontological Model

In order to recommend feature selection algorithms intelligently by extract-
ing meta-features from a dataset, reuse of classes from existing ontologies is
proposed. Specifically, the proposed ontology is developed by considering and

1 https://www.w3.org/TR/vocab-dqv/.

https://www.w3.org/TR/vocab-dqv/
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reusing classes from the ‘OntoDT’, ‘OntoDM-KDD’, ‘CRISP-DM’ ontologies
along with the ‘DCO’, ‘DQM’, ‘RVO’, and ‘DQV’ ontologies. The W3C rec-
ommendation ontology language, OWL (Web Ontology Language), is adopted
to develop such an ontology with Protégé editor.

3.1 Feature Selection Algorithm Recommendation Using Dataset
Characteristics and Quality (FSDCQ) Ontology

Over the last several decades, researchers in meta-learning have actively inves-
tigated data characteristics that may aid in the development of models. The
DQV ontology proposes categories, dimensions, and metrics for data quality,
and a similar approach is used in DCQ, where data characteristics are viewed as
metrics. These metrics are classified into five dimensions, which fall under the
dataset characteristics and quality category as shown in Tables 4 and 5. The class
hierarchy of the FSDCQ ontology is shown in Fig. 1. Table 2 depicts ontology
metrics of FSDCQ before adding individuals.

The data characteristics and quality vocabulary requirements are specified
with a set of competency questions. Competency questions also help users eval-
uate an ontology. To develop competency questions, we must first define our
domain of interest, for which our ontology will serve as a representation. Infor-
mation gathering is a critical component to accomplishing this goal, especially
if we do not fully understand the subject matter for which we are developing an
ontology. FSDCQ is primarily concerned with conceptualizing the relationship
between meta-features and a feature selection algorithm.

Fig. 1. Class hierarchy of FSDCQ

Table 2. FSDCQ metrics

Property Count

Axioms 396

Classes 39

Logical axioms 326
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Competency questions are directed at users and help us define the scope
of an ontology. In other words, these are the queries for which users search an
ontology and its associated knowledge base for solutions. The following are the
main competence questions linked with proposed FSDCQ:

– CQ: Given a machine learning classification task/dataset, which feature selec-
tion algorithm will yield optimal results? This competency question is decom-
posed into many sub-questions. Coarse-grained questions include
• CQa: Given only a set of pieces of data quality information, which feature

selection algorithm performs the best?
• CQb: Given only a set of pieces of data characteristics information, which

feature selection algorithm performs the best?

The competency questions, at a more granular level, are listed in Table 3.
These questions can be queried on the FSDCQ ontology using SPARQL to
understand whether the modeled ontology meets the user requirements.

4 Proposed Methodology

This section presents a recommendation model for feature selection algorithm,
as depicted in Fig. 2. The implementation process is divided into three main
steps, as detailed below:

Table 3. Competency questions of Feature Selection algorithm recommendation using
Dataset Characteristics and Quality ontology

CQ2: What characteristics belong to a dataset?

CQ3: What are the different measures to compute data quality for
classification tasks?

CQ4: Which feature selection algorithm is suitable for reaching the data
quality level X?

CQ5: What are the dataset characteristics that a feature selection
method X requires?

– extraction of dataset characteristics and quality information;
– formation of a rule base using feature selection algorithms;
– populating ontology for the recommendations

These steps are described in details in the following sections.

4.1 Extraction of Dataset Characteristics and Quality

The dataset repository contains multiple datasets from which meta-features are
extracted. Flat files are used in the experiment, which contain lines of text
extracted from a collection of uniform records, each of which contains multiple
attributes separated by a comma, semicolon, space, or tab.
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1. Preprocessing: This is the first phase in which raw dataset is considered
as input. Headers in the original dataset are not considered for analysis.
Missing values are treated and categorical string values are encoded to integer
values as presence of these of feature values prevents the extraction of certain
characterization measures.
2. Feature extraction: In this step, the meta-features listed in Tables 4 and
5 are extracted both from the preprocessed data and the original dataset.
Table 5 lists the data quality metrics that are proposed by this research for
meta-learning. A supporting document is made available in the git repository
that explains the formulas/algorithms used to compute all the meta-features.

Dataset characteristics are broadly classified into three dimensions as
described in Sect. 2.1. The proposed research takes into account the character-
istics of the dataset identified as significant by [23]. Table 4 gives an overview of
the direct measures that are considered to model FSDCQ. Meta-features related
to data quality are classified into two dimensions. The classification dimen-
sion represents the important metrics for machine learning classification tasks.

Fig. 2. Proposed recommendation model for feature selection
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Intrinsic dimension represents the metrics that are independent of user’s context
[42]. Table 5 gives a list of data quality metrics that are extracted to model the
ontology FSDCQ. The extracted meta-features are populated in the proposed
ontology, which is described in Sect. 4.3.

4.2 Building a Rule Base

A rule base is an external knowledge that is added to the ontology to enhance
the expressivity of the ontology. This rule base helps to identify the relation-
ship between the feature selection algorithm and the database. Feature selec-
tion algorithms are grouped into two broad categories: filter and wrapper. The
filter method is based on the dataset characteristics, while the wrapper app-
roach measures the feature subset using the learning algorithm’s error rate as
the evaluation function. Due to the complex nature of wrapper methods, the
proposed research focuses on the filter method for experiments. The proposed
study considers a range of feature selection algorithms characterized by their
filter classes and evaluation criteria (refer Fig. 3). Feature selection algorithms
are evaluated by considering different types of classifiers such as instance (kNN),
symbolic (C4.5), statistical (Naive bayes), and connectionist (SVM) approaches.
To implement machine learning models, one algorithm is chosen from each type
of classifier. Feature selection algorithms for recommendations are ranked based
on two performance metrics, 1. Accuracy of the model 2. Time required for the
feature selection algorithm to select features. As a result, for each dataset, we
have a ranking of the feature selection methods. This ranking is used to deter-
mine the optimal feature selection methods, which serve as the target features.

Table 4. Characteristics selected to describe the dataset

Dataset characteristic Metrics Description

Simple Number of classes Represents the properties taken from the
flat file.Number of features

Number of instances

Statistical Average correlation of the
feature attributes

Calculates the degree of linear relation
degree between all attribute pairs.

Average asymmetry of the
features

Describes the distribution of data from the
symmetry condition.

Information Class entropy Indicates the probability distribution of
observations in a set of data that
correspond to a certain class.

Signal/noise ratio Indicates the amount of inadequate data in
the dataset.

Equivalent number of attributes Represents minimum number of attributes
required to represent the class
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Table 5. Proposed metrics to measure data quality

Dimension Metrics Description

Classification Class overlap When a region in the data space contains data points
from multiple classes.

Outlier detection Identifies an unusual data item.

Class imbalance Indicates difference in the number of examples in each
class. It can be calculated with the entropy of class
proportions, imbalance ratio.

Intrinsic Completeness Refers to the comprehensiveness or wholeness of the
data.

Conciseness Refers to uniqueness of the data points.

Accuracy Refers to whether the data values stored for an object
are the correct values

Fig. 3. Feature selection algorithms considered in FSDCQ

4.3 Populating Ontology for the Recommendations

Meta-features that are described in Sect. 4.1 are populated as individuals in the
ontology along with highly ranked feature selection algorithms that are calcu-
lated in Sect. 4.2. It acts as historical data for recommendations. These meta-
features are uplifted using mapping languages. Some of the existing mapping
languages are R2RML [16,30], JUMA [10], MappingMaster [18]. Semantic Web
Rule Language (SWRL) rules are formulated to recommend feature selection
algorithms that are based on historical data. Meta-features will be antecedent of
the SWRL rule where as feature selection algorithm will be consequent. Listing
4.1 shows sample of SWRL rule where ?d1 and ?d2 are variables to unify dataset
instances, ?mf1 for meta-feature 1, ?fsa for feature selection algorithm. Axiom
‘differentFrom’ is important to avoid same dataset instances getting binded for
variables d1 and d2. SWRL selects feature selection algorithm for dataset d2, if
all the attributes of d1 and d2 are same.
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dcat : datase t (? d1 ) ˆ dcat : datase t (? d2 ) ˆ FSDCQ: hasMF1(?d1 , ?mf1 )
ˆ FSDCQ: hasMF1(?d2 , ?mf1 ) ˆ FSDCQ: hasFSA(?d1 , ? f s a )
ˆ d i f f e rentFrom (?d1 , ? d2 ) −> sqwrl : s e l e c t (?d2 , ? f s a )

Listing 4.1. SWRL rule format for recommendations

5 Experimental Results and Discussion

The overall goal of the FSDCQ is to provide assistance with decision-making
phases that affect the result of the knowledge discovery process. It concentrates
on two stages of the CRISP-DM process (data understanding and data prepa-
ration), which need a significant search for alternative approaches. One such
approach is feature selection. Data mining practitioners can consult the FSDCQ
ontology to describe meta-features of the dataset. Another application of FSDCQ
is meta-learning, which involves the analysis of meta-features to recommend the
feature selection algorithm. Thus, the novel objective is to support meta-analysis
of machine learning experiments to automatically identify feature selection algo-
rithms that are predictive of good or bad performance. Experiments are con-
ducted on a laptop running Linux Mint 19.3 Cinnamon and powered by an
Intel(R) Core(TM) i7-9750H CPU running at 2.60GHz with 16GB of RAM.
The experiment is publicly accessible through a git repository2 and makes use of
ten datasets from the UCI repository. Dataset characteristics and quality infor-
mation are extracted as mentioned in Sect. 4.1. Basic dataset characteristics of
the considered dataset are tabulated in Table 6. Datasets are considered to have
a small to a large number of features, a small to a large number of attributes,
and be a binary or multiclass. Datasets are preprocessed to extract their char-
acteristics and quality information.

Table 6. Basic dataset characteristics

Dataset Features Attributes Classes

Wholesale customer 8 440 2

Caesarian 6 79 2

Bank 17 45211 2

Bank note 5 1371 2

Heart failure 13 299 2

Wine 14 177 3

HCV energy 29 1385 4

Las vegas trip 20 504 7

Iris 5 149 3

Glass 11 213 6

2 https://github.com/aparnanayakn/onto-DCQ-FS.git.

https://github.com/aparnanayakn/onto-DCQ-FS.git
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The classification accuracy of the model and the time required to select
features by each feature selection algorithm are used to rank feature selection
algorithms for each dataset. However, classification algorithms exhibit varying
degrees of bias. In order to overcome this limitation, four representative classifica-
tion algorithms are considered in the proposed research. Highlighted algorithms
in each type are considered for evaluating feature selection techniques.

The extracted characteristics and quality features are mapped to the pro-
posed ontology FSDCQ using MappingMaster [18]. MappingMaster is a domain-
specific language for defining spreadsheet-to-OWL ontology mappings. It allows
to map individuals to the ontology by mapping classes, object properties, and
data properties. The Fig. 4 depicts the screenshot the Protégé after it has been
populated with individuals. We can observe that file ‘test1.csv’ has no feature
selection algorithms in property assertions.

Relationships between individuals have to be inferred to recommend a feature
selection algorithm. SWRL is a rule-based language that extends the ontology
axioms with rules in antecedent-consequent form. These rules are based on OWL
classes and properties, which work on the concept of unification. Object proper-
ties that describe meta-features will be antecedent of the rules. Corresponding
feature selection algorithms will be the consequent of the rules.

Fig. 4. Individuals and their properties

The proposed work has two key components. First, domain ontology, FSDCQ
which can be evaluated using competency questions. Competency questions are
answered with the help of SPARQL queries. This helps users understand the
domain represented in the ontology. Another key component is the rule-based
recommendation model, which can be evaluated using the recommendation hit
ratio. This metric is evaluated by comparing the time taken to select features by
the recommended feature selection algorithm and accuracy of the classifiers by
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incorporating the recommended feature selection algorithm with the accuracy
of classifiers with non-recommended feature selection algorithms. However, in
the current experiment, ten samples are considered, along with an additional
two samples for testing. Recommendations for two testing samples is as shown
in Fig. 5. These testing samples have same features to that of testing samples,
which can be seen in Fig. 6.

Fig. 5. Recommendations using
SQWRL

Fig. 6. FSDCQ individuals in flat file format

6 Conclusion and Future Works

We introduced the FSDCQ ontology in this research study. It establishes a
conceptual framework for meta-learning and the links between meta-features
in order to facilitate algorithm recommendation. The methodology proposed
for recommending feature selection algorithms establishes relationships between
ontology individuals and unifies them to recommend feature selection algorithms.

In a future study, we will strengthen the FSDCQ ontology by enhancing the
expressivity of SWRL rules. In the proposed research, the unification property
is utilized for the recommendation. However, in the real-world, we may have
many situations where multiple features of the dataset are similar but not the
same values. Unification fails to recommend feature selection algorithms in such
cases. Identifying the most frequently occurring pattern as a recommendation
rule will be other future work of the study. Another interesting extension would
be clustering the datasets based on their domain, and feature selection algorithm
recommendation can be based on the domain. Additionally, FSDCQ can be
upgraded to identify the root causes of data quality problems.
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Abstract. Chatbots are nowadays being applied widely in different life
domains. One major reason for this trend is the mature development
process that is supported by large companies and sophisticated conver-
sational platforms. However, the required development steps are mostly
done manually while transforming existing knowledge bases into inter-
action configurations, s.t., algorithms integrated into the conversational
platforms are enabled to learn the intended interaction patterns. How-
ever, already existing domain knowledge may get vanished while trans-
forming a structured knowledge base into a “flat” text representation
without references backwards. In this paper, we aim for an automatic
process dedicated to generating interaction configurations for a conver-
sational platform (Google Dialogflow) from an existing domain-specific
knowledge base. Our ultimate goal is to generate chatbot configurations
automatically, s.t., the quality and efficiency are increased.

Keywords: Dialog systems · Chatbots · Knowledge graphs ·
Synthetic data generation · Natural-language interfaces · Software
generator · Human-computer interactions

1 Introduction

Chatbots and other natural-language user interfaces have become a major driver
for interactive systems. It is not hard to predict a very important role of such
systems for user interaction in the future. The technology for creating chatbots is
becoming more powerful and robust (e.g., [1,7]). Platforms like Amazon Alexa1,
Google Dialogflow2, and Microsoft Bot Framework3 as well as powerful open-
source frameworks (like Rasa4) provide a rich set of features to build (novel)
Web-based dialog systems without strong technical skills.

1 cf., https://developer.amazon.com/alexa/.
2 cf., https://cloud.google.com/dialogflow.
3 cf., https://dev.botframework.com/.
4 cf., https://rasa.com/ and https://github.com/RasaHQ/rasa.
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However, creating a chatbot using one of the well-known conversational plat-
forms might become time-consuming while doing the configuration process man-
ually. This process demands the alignment of a domain-specific knowledge base
with the possible user-chatbot interaction patterns (or intents). Typically, this
process is done manually and cannot take advantage of pre-existing knowledge.
A few research initiatives have recently addressed this automation challenge and
are therefore considered as related work. For example, in [8] BPMN models are
used as input for a chatbot generator. Another approach uses HTML pages,
annotated with specific information, to create a specific chatbot automatically,
as described in [3].

To the best of our knowledge, a pre-existing knowledge graph (KG) [6] cannot
be directly used for configuring chatbot platforms, although it might already
perfectly define the domain knowledge in a machine-readable format. From this
observation, we conclude the demand for a process that will enable usage of the
domain-specific knowledge bases for creating the configurations, s.t., a chatbot
can be generated automatically while preserving the modeled domain knowledge.
This approach follows the same goal as Question Answering over KGs [4]: to
make structured domain-specific data accessible by natural-language input.

Our long-term goal is to establish a generalized, robust engineering app-
roach to create a chatbot configuration based solely on an existing standardized
domain-specific knowledge base. In this paper, we consider a special type of
knowledge bases – knowledge graphs (KGs). We hypothesize that from a KG,
the training data for interaction patterns of a chatbot (typically: questions and
its intents; in this paper, we generally use the term questions) can be generated.
Typically, for a KG, natural language verbalizations of triples as a whole are not
available. Therefore, in this paper, we manually established fragment templates
for such verbalizations. We have done so, by defining templates that can be
combined with actual questions. Additionally, replacing and combining abstract
concepts (e.g., Employee) and relations (e.g., hasEmail) in the KG leads to usable
questions. While doing so, a question fragment such as “What’s the <hasEmail>
of <Employee>?” pointing to the concept Email can be transformed to the real
question “What’s the mail of Andreas Both?” or “What’s the email address of
the employee , who teaches Question Answering and Chatbots lecture?” etc.

Given this scenario, we derived the following research questions: Research
question 1 (RQ1): “Is it possible to automatically generate a chatbot configura-
tion from a given knowledge graph, s.t., the chatbot answer quality is comparable
to a manually generated system?”; Research question 2 (RQ1): “Is the quality
of such an automatic process sufficient for real user interaction?”.

To start the discussion with the scientific community regarding the research
questions and to preliminarily validate our approach, we used an exemplary
KG describing a department of a university including: timetable of the offered
courses, courses (and their instances), appointments, lectures, and the employees
of the university considering their general information. For executing the exper-
iments, we use Google Dialogflow as a platform for creating a chatbot from the
configuration. Hence, the whole setting can only be influenced by the data pro-
vided to the Google Dialogflow, especially since the exact processing of the data
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Training Data 
Generator

Chatbot 
Generator

Domain 
Knowledge

push generated phrases for 
intent training (via API)

retrieve information from the 
Knowledge Graph (using SPARQL)

Fig. 1. Big picture of KG-based chatbot generation process

by it is encapsulated. The experimental results show overall good results for the
training and testing with the generated data.

Although the approach is not yet generalized, our experimental analyses show
great potential. Hence, we propose to the research community the future direc-
tions of generating Web-based natural-language user interfaces from domain-
specific knowledge bases.

The paper is structured as follows. In the next section, we will describe our
approach. Our experiments are described in Sect. 3. In Sect. 4, we will discuss
our findings and sketch a future end-to-end process for generating chatbots auto-
matically from a KG. The paper is concluded in Sect. 5.

2 Approach

Our process is driven by the domain knowledge represented as a knowledge
graph and will create the data required for configuring a chatbot using the
Dialogflow platform (cf., Fig. 1). The main idea is driven by the observation that
an available information modeling of a domain is already providing well-suited
knowledge representation (as it is already done in many companies/industries5).
Typically, RDF-based knowledge graphs are used for technical implementation
(cf., [5]). Hence, it is also used here. Consequently, our approach is aiming to
automatically generate the textual training data (natural-language questions) for
a conversational platform from a given knowledge graph. In the following, we will
describe the requirements for the two main tasks of the training data generator.
A chatbot is based on the interaction patterns or, more precisely – intents. They
are the essential part of a dialogue and are activated depending on the input of
a user. On activation, the answer, predefined in the configuration, is provided by
the system. The input questions might contain specific parts which are reflecting
a particular intention and therefore are used by the underlying intent-detection
algorithm to compute the correct response. All this information needs to be
provided to the conversational platform.

In this work, the domain-specific knowledge base is represented as an RDF-
based6 knowledge graph. Hence, the data has a common-sense knowledge (e.g., a
lecturer is teaching courses) and the concrete instances are also represented
within the KG (e.g., the instance with the label “Andreas Both” is a lecturer,
“Andreas Both” is teaching the course “Web Engineering”). Given this infor-
mation, we assume that for each intent at least one textual representation of a
5 cf., https://iirds.org/, https://blog.cambridgesemantics.com/merck-kgaa-bosch-and-

deloitte-share-their-knowledge-graph-stories, http://internationaldataspaces.org.
6 cf., https://www.w3.org/TR/rdf11-primer/.

https://iirds.org/
https://blog.cambridgesemantics.com/merck-kgaa-bosch-and-deloitte-share-their-knowledge-graph-stories
https://blog.cambridgesemantics.com/merck-kgaa-bosch-and-deloitte-share-their-knowledge-graph-stories
https://internationaldataspaces.org/
https://www.w3.org/TR/rdf11-primer/
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Fig. 2. Knowledge evaluation patterns.

question can be generated. For example, the question “Who teaches courses?”
can be generated from the described common-sense knowledge, and the ques-
tion “Is Andreas Both teaching Web Engineering?” from the described instance.
There are several options available to mix terminology and instances, e.g., “Who
teaches Web Engineering?”. Obviously, substrings like “Andreas Both” or “Web
Engineering” reflect the required parameters of the user’s input and can be used
to compute the expected chatbot response. For a completely automated process,
we assume that such textual questions are generated automatically from the KG
and the instances are highlighted within the questions using framework-specific
markup. Figure 2 shows the examples of how training data can be generated.
There, E1 contains verbalizations that are generated using a simple pattern that
is based on a predicate. Correspondingly, E2 uses 2 edges of the given KG and
E3 uses 3 edges to generate verbalizations.

3 Experiment

To validate the approach, an ad hoc ontology of the Anhalt University using the
domain knowledge of the authors was used. For the evaluation, 3 experiments
(Exp1, Exp2, and Exp3) regarding different verbalization types were designed.
For each experiment, we create three types of input based on the complexity of
the question (E1, E2, E3). The complexity depends on how many triples are inte-
grated into the question. Considering the KG, these facts are directly correlating
with the KG edges that would be used to compute an answer (cf., Fig. 2).

In all experiments, the Google Dialogflow conversational platform was used.
The experiments were performed using the API to ensure uniformity of execu-
tion. We trained a model for each verbalization type (Exp1, Exp2, and Exp3)
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Fig. 3. Exp1: Evaluation of label-based generation of verbalizations of training data

and evaluated the quality for E1 (simple), E2 (medium), and E3 (long) questions
(and also the average quality) separately for English and German. Additionally,
we used a randomly selected subset of 503 real-world German questions7 to
evaluate the German model. These questions were collected through an inte-
gration of the chatbot into the live learning management system (LMS) of the
Anhalt University. The users, Anhalt University’s bachelor students of differ-
ent years, were provided with a general description of the supported topics
and instructed to create related questions that are used as a dataset. How-
ever, the underlying ontology was not changed relating to the collected real-
world input from actual users. All models were evaluated using a 5-fold cross-
validation where N randomly selected questions are used for the training with
N ∈ {10, 20, 35, 50, 100, 150, 200, 250, 500} and the quality evaluation was con-
cluded by using F1 scores. Hence, the knowledge representation needs to be con-
sidered static. In the following, we will evaluate three different training data gen-
erations (the data is available in our online appendix) and their quality regarding
the real-world questions.

Exp1: Verbalization Using Only Concept and Entity Labels. In this
experiment, we used only the labels of concepts and entities to generate the
training data for the chatbot (cf., Fig. 3). A simple verbalization could be
“academic title Andreas Both ?” (cf., the example in Fig. 2). The structure
of such data can only roughly be described as a natural language. Due to the
usage of only labels, only test sets of 10, 20, and 35 questions per intent were
generated and evaluated for E1, E2, and E3 questions (cf., Fig. 3a and 3b). How-
ever, even this comparatively low number of training data is sufficient. As Fig. 3
demonstrates, the F1 score is increasing w.r.t. the number of the provided train-
ing data. In general, the quality of the chatbot model is acceptable (leading to
the assumption that the named entities and concepts are dominating features
of the Dialogflow’s intent detection model). Surprisingly, even the evaluation of
the real-world questions (cf., Fig. 3b) is reasonable (between 0.39 and 0.42).

Exp2: Verbalization Using Predefined Patterns. In our second evalua-
tion, we used predefined templates to simulate the creation of natural-language
questions. They use all defined labels (cf., Fig. 2), vastly increasing the number

7 The data is available in our online appendix at https://doi.org/hnb3.

https://doi.org/10.6084/m9.figshare.19425524
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Fig. 4. Exp2: Evaluation of sentence-based generation of verbalizations of training data
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Fig. 5. Exp3: Evaluation of clause-based generation of verbalizations of training data

of questions generated to up to 500. The generated E1 verbalizations can be con-
sidered to reflect well-formed natural language (e.g., “With which academic title
address the employee Andreas Both?”). For E2 and E3 questions, we simply
replaced the addressed entity or concept with a question that is pointing to
it. For example, the entity “Andreas Both”, contained in the previously men-
tioned E1 question, could be addressed using questions aiming for an answer
of type Employee , e.g., “Who is responsible for Web Engineering?”. Combin-
ing both questions results in a E2 question such as “With which academic title
address the employee Who is responsible for Web Engineering?”. Obviously,
the natural-language quality of the mid-size (E2) and long (E3) questions will
not always be high. Nevertheless, the Exp2’s evaluation quality is increased in
comparison to Exp1 (cf., Fig. 4). In particular, the generated German model
shows improved quality regarding the real-world questions (cf., Fig. 4b).

Exp3: Verbalization Using Subordinate Clause. The final evaluation was
done with additional templates. The generation mechanism is the same as in
Exp2. However, the templates were improved, s.t., the combinability of tem-
plates is increased. As the simple questions (E1) are not created by combining
question templates, they are equal to the ones of Exp2. However, we intention-
ally created additional templates to extend questions with subordinate clauses.
They lead to more natural sentences, e.g., “With which academic degree do I
address employee , who is responsible for Web Engineering?”. The results of
the evaluation are shown in Fig. 5. It shows a very similar model quality as Exp2
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Fig. 6. Comparison of results.

for both languages. However, the evaluation of the German real-world questions
shows a significant improvement in comparison to Exp2, which is also achieved
with smaller training sets (with 200 questions Exp2: 0.59 vs. Exp3: 0.65). Hence,
we can assume that a better natural-language representation of the generated
training data is leading to an improved chatbot quality.

4 Discussion

Our experiments show that the approach for automatic training data generation
along with the Google Dialogflow intent detection module demonstrates decent
results. Despite the approach having significant limitations, as only pre-defined
templates were used in the experiments, the Dialogflow’s models were still capa-
ble of providing reasonable quality, as summarized in Fig. 6a.

Even while using such an unideal process, we are capable to highlight the
potential advantages of our approach by the conducted experiments: (1) An
automatic process is capable of generating more training data than a manual
process, which might improve the quality towards a very high level; (2) Our
approach is also able to create multilingual conversational interfaces, leading to
higher chatbot generation efficiency and better maintainability of web applica-
tions, as they are often built for multilingual environments.

Given our results, the automatic generation of chatbots is possible (i.e., our
research question RQ1 is answered). The obvious advantage is complete coverage
of the modeled knowledge domain in the training data for the intents of the
chatbot. In addition, our approach enables the efficient provision of significantly
larger training data than a human chatbot maintainer would like to generate
manually. The correlations of the real-world questions and the average model
quality is also very high (cf., Fig. 6b). Hence, the RQ2 is answered too.

We identified the automatic training data generation as a crucial but miss-
ing component for actually achieving the end-to-end automation for creating
chatbots based on a given KG. Consequently, our research results point to the
fact that scientific investment into establishing robust methods to automatically
generate natural-language questions from a KG is required (cf., [2,9]). Hence,
we would propose to the research community to develop such a component.
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5 Conclusions and Future Work

In this paper, we proposed an end-to-end process for automatically configur-
ing a chatbot by generating training data. The proposed process is based on
a domain-specific knowledge base, represented by a knowledge graph, which is
a common approach for representing semantic data and is providing terminol-
ogy (concepts and predicates) as well as concrete data instances. The process
was implemented and evaluated while simulating the intent detection task. The
experimental results show that it is possible to achieve reasonable quality for
real-world questions. Nevertheless, fine-tuning the results and iterative exten-
sion of the verbalization templates is required.

However, such an automated process might have a very positive impact on the
time and costs (i.e., efficiency) for establishing chatbots. Additionally, indicated
by our experiments, we assume that higher quality can be achieved as more
training data can be generated automatically with much higher efficiency in
comparison to a manual process. This would foster the generation of future NL-
driven Web applications, as the domain-specific knowledge model is typically
available (because it is also used for other applications).
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Abstract. The purpose of regulatory data minimization obligations is
to limit personal data to the absolute minimum necessary for a given
context. Beyond the initial data collection, storage, and processing, data
minimization is also required for subsequent data releases, as it is the case
when data are provided using query-capable Web APIs. Data-providing
Web APIs, however, typically lack sophisticated data minimization fea-
tures, leaving the task open to manual and all too often missing imple-
mentations. In this paper, we address the problem of data minimization
for data-providing, query-capable Web APIs. Based on a careful analysis
of functional and non-functional requirements, we introduce Janus, an
easy-to-use, highly configurable solution for implementing legally com-
pliant data minimization in GraphQL Web APIs. Janus provides a rich
set of information reduction functionalities that can be configured for
different client roles accessing the API. We present a technical proof-of-
concept along with experimental measurements that indicate reasonable
overheads. Janus is thus a practical solution for implementing GraphQL
APIs in line with the regulatory principle of data minimization.

Keywords: Privacy · Data protection · Data minimization ·
Anonymization · Web APIs · GraphQL · Privacy Engineering

1 Introduction

Data minimization is one of the core principles of privacy regulations such as
the GDPR. Basically, it requires to limit personal data to the absolute mini-
mum necessary in a given context. Beyond collection, storage and processing
of personal data, this minimization obligation also applies to subsequent data
releases. Any such release of personal data – between different departments of an
organization or to external parties – must thus also be confined to the absolute
minimum required by the particular recipient. Depending on the usecase and the
client role, this can require to pseudonymize data, to strip off certain sensitive
attributes, or to apply information reduction methods such as generalization or
noising to avoid re-identification.
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Real-world usecases involving such releases of personal data today typi-
cally employ query-capable Web APIs following paradigms such as REST [7] or
GraphQL [3]. Existing technology stacks broadly used in industry to implement
such APIs do, however, so far not provide the means necessary for implementing
above-mentioned data minimization techniques in a developer-friendly, coherent,
and reliable fashion easily adoptable to the different minimization requirements
applicable for different usecases and data-requesting parties (or roles). Beyond
fundamental mechanisms for access control, data controllers providing personal
data via Web APIs are thus currently left without proper technical support for
meeting regulatory requirements. The only alternative currently lies in individu-
ally implemented external wrapper components, which raise significant efforts and
are error-prone.

We herein close this gap by introducing the concept of per-query role-based
data minimization for data-providing Web APIs. We identify a set of functional
and non-functional requirements that must be met by a technical mechanism
in order to fulfill regulatory requirements and be practically applicable. On this
basis, we present Janus, a ready-to-use extension to one of the most widely used
software stacks for building GraphQL APIs – Apollo – that facilitates low-effort
integration of a broad variety of data reduction techniques. All components are
provided under an open source license in publicly available repositories.

The remainder of this paper is structured as follows: Sect. 2 provides relevant
preliminaries on legal requirements for data minimization and on respective tech-
nical measures for implementing it in practice. A motivating and illustrative sce-
nario is also provided here. On this basis, we distill functional and non-functional
requirements in Sect. 3 and elaborate on the integration approach, architecture,
provided functionality, and performance assessment of our prototypical imple-
mentation in Sect. 4. Limitations of our approach, pathways for future work and
a conclusion are provided in Sect. 5.

2 Preliminaries

In the following, we set out the necessary preliminaries to contextualize our
approach in the light of legal and technical givens and provide an illustrative
scenario motivating and guiding our subsequent considerations.

2.1 Regulatory Background

As briefly touched above, data minimization is a core concept of modern privacy
regulations. The GDPR [6] can be taken as a representative for comparably
structured legislations such as California’s CCPA or China’s PIPL here: In Art.
5 (1c), it requires that “personal data shall be [. . . ] limited to what is necessary
in relation to the purposes for which they are processed”. Noteworthily, data
minimization must not only be applied to the collection of personal data but
also for their processing and for providing access to them [5,6].
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In practice, this can be done in two different veins: First, the amount of data
can be minimized. As the European Data Protection Board points out [5], this
refers to the “quantitative and qualitative” amount, thus including “the volume
of personal data, as well as the types, categories and level of detail”. Insofar, the
data minimization principle requires to remove as many attributes of the data
as possible and to limit the level of detail for the remaining ones to the absolute
minimum required in a given context.

Second, the minimization principle does not require to minimize the amount
of data in general but only that of personal data. Another viable approach is thus
to anonymize (“de-personalize”) initially personal data. In so doing, the mere
removal of explicit identifiers such as names is, however, typically not sufficient
due to re-identification risks. Different information reduction techniques (see
Sect. 2.2) can reduce these risks and ultimately render data non-personal.

For both approaches, the required level of information reduction and de-
personalization cannot be determined universally but must be assessed on a
per-case basis, taking into account factors such as the nature and scope of the
data, the context it is to be processed in, etc. [8]. This particularly also includes
the distinction between different data recipients: releasing data to an academic
research group will, for instance, typically require less strict minimization than
providing it to an international insurance company or even the general public.

2.2 Information Reduction and Anonymization

From the technical perspective, information reduction and anonymization can
take place in different forms [10,16,17]: Attribute suppression means to com-
pletely remove certain attributes (such as an explicit identifier or a particular
characteristic) from a data point. Generalization, in turn, reduces the level of
detail at which an attribute is included. Typical examples here comprise the
replacement of detailed dates-of-birth with more general year-of-birth ranges,
blinding digits from a ZIP code (sometimes considered as a separate technique
of character replacement), and so forth. Hashing herein refers to substituting
a value with the result of a (basically) non-revertible hash-function, retaining
uniqueness and validatability without revealing the underlying plain-text data.1

Beyond these mechanisms, anonymity measures such as k-anonymity [20],
�-diversity [15], or t-closeness [14] were introduced to guarantee certain levels
of non-identifiability within a dataset. However, these measures as well as the
techniques and algorithms for implementing them are targeted at (rather) static
datasets that are to be released only once or on rather infrequent occasions. In
the context of query-capable APIs delivering continuously changing data, such
anonymization schemes cannot be reasonably applied.

For such contexts, different forms of noising (sometimes also referred to as
perturbation) are thus proposed. Advanced approaches of “differential privacy”

1 Hashing is thus often considered as a particular form of pseudonymization when
applied to identifiers. A substantial reversion risk may, however, still exist – for a
detailed discussion, see [8].
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[4] here provide statistical guarantees but can only be applied to aggregating
queries such as sum, count, etc. and are thus limited to a particular class of use-
cases. When data are needed in non-aggregated form, in turn, noising is typically
done in a way that makes individual values “less accurate whilst retaining the
overall distribution” [2], e.g. through in-/decreasing numerical values according
to typical probability distributions with the level of noise depending on “the
level of information [detail] required and the impact on individuals’ privacy” [2].

2.3 Data-Providing Web APIs and Data Minimization

The broad reception of these and further techniques and their importance
for achieving regulatory compliance notwithstanding, established and easily re-
usable technical implementations are currently missing. Where available at all,
respective programming libraries so far only provide the mathematical or algo-
rithmical core functionality while lacking coherent and low-effort integration
into current application architectures and, in particular, programming stacks for
building data-providing Web APIs.

Such APIs today mostly follow one of the two paradigmatic approaches of
REST and GraphQL. Of these, GraphQL provides significant benefits over REST
in matters such as request-response-latencies or the amount of data to be trans-
ferred in real-world usecases [22,23]. Together with its capabilities for client-
specified queries [3], this increasingly makes GraphQL the paradigm of choice
for implementing data-providing Web APIs, especially when relevant data struc-
tures become more complex and when different parties only need certain subsets
of the data. We therefore focus on GraphQL herein.

In service-oriented architectures, such APIs are used by external parties (such
as the users of a given app or third parties) as well as by internal ones. As
soon as this involves personal data, the minimization principle comes into play,
requiring the provided data to be limited to the amount absolutely necessary
for the respective party and/or role. However, technical tools for doing so in
established GraphQL programming stacks are rare. Existing approaches such as
GraphQL Shield [25] or GraphQL RBAC [24] only implement simple permission
layers and do not support the implementation of further information reduction
and anonymization functionalities.

Altogether, we thus know a broad variety of fundamental information reduc-
tion and anonymization techniques aimed at the data minimization principle.
When used in proper combination, they may, depending on the type of data, the
context, and the party receiving the data, even allow to render data non-personal
from the regulatory perspective. At the same time, the practical application of
these techniques in real-world Web APIs is – like for other privacy/data protec-
tion principles and technologies [12,18] – hindered by a lack of easily adoptable
technical solutions that smoothly integrate into established technology stacks
and development practices [13].
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2.4 Illustrative Scenario

To guide and illustrate our subsequent considerations, we assume the exemplary
scenario of a period tracking app implementing a common architecture with a
smartphone- or web-application sending and retrieving data to/from a Web API,
which, in turn, stores and retrieves data in/from a backend database.

Basically, such period tracking apps provide valuable insights for their users
regarding estimated pain, contraception and ovulation. At the same time, how-
ever, the web API may also be used for sharing menstrual data with other
parties to generate additional benefits: With sufficiently minimized and/or de-
personalized menstrual data being queryable from the API, a scientific research
group would, for instance, be able to gain new insights on the relationship
between health and periods. Public health programs, in turn, would be able to
better recognize and counteract existing challenges related to menstrual hygiene
(including, e.g., a lack of infrastructure available) based on such data [19]. Inter-
nal processes of app development might also benefit from appropriately min-
imized usage data and, last but not least, even users themselves could profit
from queries like “how severe is my pain compared to other users of the same
age cohort” being facilitated by the API and therefore available in the app.

In all these and many further usecases, the sharing of – sufficiently minimized
– period data with parties beyond the data subjects themselves proposes note-
worthy societal or individual benefits. On the other hand, given the sensitive
nature of such data, the technical mechanisms for doing so must also be reliable
and ideally not implemented individually in an ad-hoc fashion, motivating the
development of a re-usable component that can be easily integrated into existing
Web API frameworks. Any such component must fulfill several functional and
non-functional requirements which shall be laid out below.

3 Requirements

In line with other endeavors of practical privacy engineering (such as [11,12,18]),
we formulate a set of functional and non-functional requirements that need to
be fulfilled. Functional requirements here refer to the core functionality that
needs to be provided while non-functional requirements address the practical
applicability in real-world technology stacks and architectures.

3.1 Functional Requirements

Attribute-Level Role-Based Access Control (FR1): The first step towards data
minimization depending on different parties or roles accessing a GraphQL API
is to restrict access to single attributes of data items depending on the accessing
party. In our illustrative scenario, an external academic research team might,
for instance, be allowed to access detailed menstrual data but only without
identifiers such as names etc., while internal account management might access
these identifiers but not the sensitive attributes like menstrual cycles or pain.
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Any solution must therefore implement access control on a per-attribute level.
To integrate well with broadly established practices in access management and
control in general, doing so on the basis of roles appears most appropriate.

Attribute-Level Role-Based Information Reduction (FR2): Besides the mere
blocking of access to single attributes, it must be possible to implement data
minimization through applying different forms of information reduction to dif-
ferent attributes, again according to different roles performing data access. In
the just-mentioned example, the detailed data provided to an academic research
team might have to be subject to generalization of age cohorts to meet regu-
latory requirements while an internal product improvement team may only see
noised usage patterns.

Rich and Extendible Set of Information Reduction Methods (FR3): As effec-
tive data minimization is subject to highly case-specific requirements that must
be met for achieving regulatory compliance, a diversity of different information
reduction techniques can be necessary, ranging from numerical categorization
over character replacements to different approaches of statistical noising. This
calls for a rich set of such functionalities – covering numerical and non-numerical
values – to be built upon when defining case- and role-specific information reduc-
tion schemes. Ideally, this set should be easily extensible in onward development
to accommodate additionally identified information reduction needs.

Configurability (FR4): In addition, any technical solution must be highly config-
urable and allow for adjustable levels of information reduction to satisfy different
regulatory requirements while meeting certain accuracy constraints [9].

3.2 Nonfunctional Requirements

Low Integration Overhead (NFR1): Smooth and low-effort integration into at
least one software stack widely used in practice for implementing data-providing
Web APIs fosters practical applicability and viability. At the same time, the con-
nection to an externally maintained role-definition and authentication subsystem
– e.g., via widely-used JSON Web Tokens (JWTs) – is a necessary precondition
for being interoperable with already existing system architectures.

Reusability (NFR2): Reusability in a broad variety of application architectures,
thorough documentation, and public availability foster software artifacts’ prac-
tical adoption. This also comprises the availability under an open source licence
for commercial use via common code repositories and distribution via package
managers. The latter, eventually, introduce quality assurance, e.g., through code
linting, automatic update mechanisms, and security alerts.
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Reasonable Performance Overhead (NFR3): Article 25 of the GDPR states that
technical measures for materializing privacy principles must be applied “depend-
ing on the cost of implementation”. Any solution must thus not introduce dis-
proportional performance overheads. The overheads must, in turn, be exper-
imentally determined in realistic settings and with different configurations to
demonstrate the practical viability.

4 Approach and Implementation

To fulfill these requirements, we introduce the concept of per-query role-based
data minimization in Web APIs and provide a ready-to-use implementation for
Apollo, one of the most-widely used software stacks for implementing GraphQL
APIs. Given its broad adoption in practice, building upon Apollo is a promis-
ing starting point for keeping integration overhead low for practitioners (see
NFR1 ). Besides mere adoption, Apollo also provides a mature framework for
implementing custom extensions (for details, see below) and thus allows to inte-
grate our intended functionality in a modular and low-effort fashion, supporting
the fulfillment of NFR1 even further.

Following this fundamental choice of Apollo as our target platform, the inte-
gration approach, implementation details, practical usage, and experimentally
determined overheads of our prototypical implementation Janus shall be laid
out below.

4.1 Architecture Integration

As delineated in FR1 and FR2, Janus must provide functionalities for attribute-
level access control and information reduction. Basically, these can be imple-
mented in GraphQL using either a middleware- or a schema-directive-driven
approach. Both can extend Apollo’s integrated resolver functionality to first
query a data field and then subject it to further processing, thus smoothly inte-
grating into Apollo’s general design and processing flow (see NFR1 ). However,
they function in a significantly different manner: In the middleware-driven app-
roach, the resolver can be provided with middleware functions that execute any
logic before and after the resolution of the field. Furthermore, middleware func-
tions can call subsequent ones when passing the execution and modify the request
and response object at any time, thus possibly creating an onion-like resolving
flow.

GraphQL schema directives, in turn, define post-processing steps to be exe-
cuted on already resolved data fields before returning them through the API.
Configured directly in the schema by adding the directive behind the targeted
data field, directives can be used on specified fields or types of schemas. It is also
possible to define a directive pipeline with subsequent directives. Compared with
the middleware approach, integrating additional functionality via schema direc-
tives is simpler and provides more clarity (expectably leading to less integration
overhead for developers, see NFR1 ) while still allowing to implement a sufficient
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level of logical complexity through combining multiple schema directives. We
thus chose the approach of schema directives for integrating our functionality
into the Apollo stack at runtime, employing the SchemaDirectiveVisitor class
provided by the graphql-tools2 library.

Both, access control and information reduction are to be implemented on
the basis of roles (see FR1 and FR2 ). We thus need a mechanism for managing
users, assigning them to roles, letting them log in and then make requests on the
basis of these roles. On the server side, in turn, above-mentioned schema direc-
tives must be defined depending on these roles and requests must be processed
accordingly. To ensure integratability with a wide variety of pre-existing systems
and architectures here (NFR1 ), we opted to keep role management, authenti-
cation, etc. external to our solution and to base our functionality on externally
maintained roles provided via JSON Web Tokens. Janus simply needs the role
parameter to be passed for mapping the role to a set of schema directives to be
applied. Figure 1 depicts the resulting general architecture.

Fig. 1. Apollo server architecture and Janus integration.

4.2 Implementation

Given this general architecture and integration approach, Janus’ functionality
is implemented in two separate modules with well-distinguished scopes: First,
a module is needed that provides a rich set of information reduction methods
for various data types (FR3 ). These are provided in the package janus-value-
anonymizer, which is publicly available under an open source license on Github
as well as in the npm package managing system (thus meeting NFR2 ).3 Possible
extensions with additional information reduction methods (as required in FR3 )
can easily be introduced in this module. In addition, this module can also be used
in other contexts than Janus-enabled Apollo/GraphQL APIs, thus providing
additional benefits in matters of reusability (NFR2 ).

Second, a module is needed that specifically wraps the access control and
information reduction functionality for an Apollo GraphQL server via custom
2 https://github.com/ardatan/graphql-tools.
3 https://github.com/PrivacyEngineering/janus-value-anonymizer.

https://github.com/ardatan/graphql-tools
https://github.com/PrivacyEngineering/janus-value-anonymizer
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directives. This is done in a separate package comprising a collection of respective
directives called janus-graphql-anonym-directives which is also available under
an open source license and provided via Github and npm.4

Given this natural two-way split, the flow of a request for a single data
object – including the authentication and role-specific token provision exemplar-
ily implemented in Apollo – and the corresponding processing steps are depicted
in Fig. 2: After a http(s) request (including a previously generated role-token)
is sent by the client, the respective data is fetched from the database by the
resolver and returned to the server. Directives added to the corresponding data
fields in the schema are called by the Apollo server directly after the resolver
has fetched the data. The directives, in turn, use the JWT tokens to extract
the provided role of the current requester. Depending on that role, the directive
requests the role-dependent parameters from the developer’s implementation of
the directives (see Sect. 4.3). Based on these parameters, the directive then exe-
cutes the information reduction function(s) and hands over the processed object
back to the Apollo Server which finally returns it back to the requester.

Fig. 2. General sequence of operations triggered by a http request containing an exem-
plary data object.

4.3 Usage and Configuration Mechanism

After installing Janus and integrating it into a given Apollo deployment, mul-
tiple custom directives for simple attribute suppression (implementing basic

4 https://github.com/PrivacyEngineering/janus-graphql-anonym-directives.

https://github.com/PrivacyEngineering/janus-graphql-anonym-directives
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per-attribute access control, FR1 ) and the three more advanced information
reduction techniques generalization, noise, and hashing (FR2 ) can be easily
specified and parameterized. Noteworthily, the specification mechanism allows
for role-dependent behavior as well as for the integration of components exter-
nal to Janus itself. Besides flexible configurability (FR4 ), this may also help
lowering the integration overhead (cf. NFR1 ), especially in complex enterprise
environments.5 A so-specified custom directive can then be added to a GraphQL
schema by appending its name at the end of the definition for the data field it
shall be applied to, using the common, decorator-style syntax (e.g., @noise) as
depicted in Listing 1.1.

Listing 1.1. Adding the directive to the schema.

directive @noise on FIELD_DEFINITION

...

type Symptom {

pain: Float @noise

...

}

4.4 Information Reduction Techniques

Having laid out the general architecture, implementation, and usage of Janus,
the provided information reduction mechanisms shall be elaborated on in some
more detail. The most fundamental approach for information reduction is the
complete suppression of single attributes (such as names, identifiers, etc.). This
functionality can be implemented through the suppression directive, which effec-
tively implements per-attribute role based access control and can be applied to
fields of any data type. In case the requester does not hold a role allowed to
access a data field the directive is attached to, it simply suppresses that field’s
data and returns null instead.

Besides this basic role-based access control, Janus comprises three advanced
information reduction methods – generalization, noise, and hashing – which func-
tion on different data types and can be selectively applied, independent of each
other.6

Generalization: The generalization method supports the data types number,
string, and date. Since a schema in GraphQL has explicitly typed fields, it is,
however, not possible to turn a number value (integer or float) into another data
type that represents a range of numbers without contradicting the schema defi-
nition. For the generalization of number values, we thus let single numbers rep-
resent a range. If, for example, a generalization step size of 10 is used, delimiter-
based generalization results would be 0 (representing 0–9), 10 (for 10–19), 20 (for
5 Details on the necessary steps for installation, integration, and directive spec-

ification are provided at https://github.com/PrivacyEngineering/janus-graphql-
anonym-directives.

6 Details on available parameters etc. are again provided at https://github.com/
PrivacyEngineering/janus-value-anonymizer.

https://github.com/PrivacyEngineering/janus-graphql-anonym-directives
https://github.com/PrivacyEngineering/janus-graphql-anonym-directives
https://github.com/PrivacyEngineering/janus-value-anonymizer
https://github.com/PrivacyEngineering/janus-value-anonymizer
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20–29), and so forth. This ensures that exactly one number represents one range.
Because generalization is a core method for implementing data minimization,
it is also implemented for dates and strings. For dates, natural generalization
boundaries are given by the different units (second, minute, etc.). For strings, in
turn, it is possible to specify how many letters should appear in plain text and
at what point they should be hidden with asterisks (∗).

Noise: The noise function can be used on the data types number and date.
When using noise, one has to define the mathematical probability distribution
to be used for sampling the noise value that is added to the original value.
Every distribution available in the probability-distributions package7 (such as
Laplacian, Normal, etc.) can be used here. Together with a map of configuration
parameters corresponding to the distribution, developers have a broad flexibility
in implementing the noise behavior. Since noise is mainly useful on numeric
values, it is implemented for integers, floats and dates.

Hashing: Hash-based data minimization is implemented using the (so far) secure
hashing function SHA3 with output lengths as available in the crypto-js8 library
(224, 256, 384, or 512 bits). Other hashing algorithms more resistant to brute-
forcing [8] as well as capabilities for including salt are not implemented at the
moment but might be easily added in the future.

4.5 Preliminary Performance Evaluation

To experimentally determine the performance overhead caused by the integration
of Janus and, thus, to validate the fulfillment of NFR3, we prototypically imple-
mented a GraphQL API backend for the period tracking scenario envisioned in
Sect. 2.4 and ran several performance tests against this API with and without
Janus being active. This exemplary backend mainly consists of a GraphQL web
server based on Apollo and a PostgreSQL database holding the data to be pro-
vided. The data model comprises a realistic composition of 1:1, 1:n, and n:m
relationships between entities. The data minimization directives are included as
described above.9

For the experiments, we applied established principles of security-/privacy-
related performance benchmarking [18], using realistic datasets and state-of-the-
art public cloud instances on Microsoft Azure in the same region. We measured
two metrics by running respective experiments against the API instances without
(“Baseline”) and with Janus installed: 1) the latency added by our information
reduction directives and 2) the imposed reduction in matters of throughput. For
covering aspects like general directive invocation overhead etc. separately, we
also included a “no-operation” directive. In this case, requested data traversed

7 https://www.npmjs.com/package/probability-distributions.
8 https://www.npmjs.com/package/crypto-js.
9 The exemplary implementation can be found here: https://github.com/PrivacyEng

ineering/janus-period-tracking-app.

https://www.npmjs.com/package/probability-distributions
https://www.npmjs.com/package/crypto-js
https://github.com/PrivacyEngineering/janus-period-tracking-app
https://github.com/PrivacyEngineering/janus-period-tracking-app


336 F. Pallas et al.

through the directive loop before being delivered, albeit without applying any
information reduction.10

Latency: Figure 3 depicts the latencies observed for the different directives with
1000 data objects being requested. Noteworthily, the no-op directive does not
significantly differ from the baseline, validating the efficiency of our general,
directive-based integration approach. When Janus is used with the generaliza-
tion, noise and hashing information reduction methods, latencies increase at dif-
ferent rates: Generalization and noise lead to 3–4.5-fold latencies while hashing
results in a factor of 8.5. These results are substantial, but given the comparably
time-consuming operations Janus introduces compared to simply handing over
the data from the resolver to the API endpoint, they fall within expectable and
justified ranges. Interestingly, the relative overhead decreases significantly with
more objects being requested and processed. For instance, moving from 1.000 to
10.000 objects results in a 8.5-fold latency for the baseline but only a 2.6-fold one
with hashing being performed. We assume either some sort of static delay fac-
tor introduced by crypto-js or a general, Janus-independent side-effect of Apollo
when serializing larger responses. In any case, this aspect clearly deserves further
examination in the future.

Fig. 3. Mean latency (seconds) with
generalization, noise, and hash infor-
mation reduction for 1000 data objects.

Fig. 4. Mean throughput (in requests
per second) for different object frequen-
cies for no operation, baseline, gener-
alization, noise and hash information
reduction methods.

Throughput: Figure 4 shows the measured throughput for 100, 1.000 and 10.000
data objects comparing all information reduction methods with non-operational
directives and the baseline. Again, baseline and no-op do not differ significantly
(with no-op in fact being slightly more performant). Of the remaining ones,
generalization has the lowest impact, followed by noise and hashing. Like for the
latency experiments, overheads are substantial compared to simply delivering
results without any further processing, but stay within expectable and justified

10 More details on the experiment setting are left out here due to space constraints
but can be provided upon request. Employed scripts are available at https://github.
com/PrivacyEngineering/janus-performance-evaluation.

https://github.com/PrivacyEngineering/janus-performance-evaluation
https://github.com/PrivacyEngineering/janus-performance-evaluation
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ranges given the computational efforts required by information reduction. The
relative loss factor again decreases with larger responses containing 10.000 data
elements for all information reduction methods. This speaks in favor of above-
mentioned assumption of a serialization-related side-effect.

Given the computational overheads necessarily induced by the implemented
information reduction methods compared to simply delivering data without fur-
ther processing, these overheads are far from being unexpected. Especially for
cases where data minimization is an indispensable precondition for implementing
legally compliant API-based data provision to different parties at all, however,
the observed overheads will presumably be considered reasonable (see NFR3 ). In
addition, Janus’ concept of per-query and role-based data minimization allows
to selectively apply information reduction techniques where actually required,
facilitating fine-tuned and differentiated adjustments.

Last but not least, the relative overhead of Janus will expectably decline in
more complex application architectures involving a multitude of further factors
such as data preprocessing, additional database calls, mobile data transfers, etc.
(for a vivid example on the effect of such factors, see [18]).

5 Limitations, Future Work and Conclusion

Introducing the concept of per-query role-based access control and information
reduction to the domain of data-providing, query-capable Web APIs, identifying
respective requirements, and providing a first practically usable prototype for an
established GraphQL stack were the definite foci of the work presented herein.
Given the rather initial state, several limitations naturally remain and various
aspects had to be left open for future work.

First of all, we refrained from adding overall complexity by complementing
our approach with consent management mechanisms. Clearly, policy languages
such as the extensive XACML [1] or the lightweight YaPPL [21] would have
provided more detailed and individually adjustable control over data releases.
However, they would also require a significantly more extensive user manage-
ment and custom vocabulary definitions and also introduce extra performance
overhead. Moreover, client-side complexity would drastically increase as well,
which impedes the low-effort integration of our component.

Additionally, the provision of further well-known anonymization and infor-
mation reduction techniques would clearly advance Janus’ scope of application.
In particular, the integration of ε-differential privacy with custom additive noise
mechanisms is an obvious candidate here and would allow for aggregating queries
with clearly specified guarantees. Similarly, the existing information reduction
methods could also be advanced with more complex functionalities like string
ranges etc. Based on the general architecture provided herein, we expect such
extensions to be straightforward implementation tasks based on available ready-
to-use packages, which we invite the community for doing so.

Finally, more in-depth examinations of the so far only preliminarily assessed
performance impacts are a clear subject for future work. For instance, the effects
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observed for larger responses in Sect. 4.5 deserve closer inspection, the overall
impact of Janus in more complex end-to-end settings is so far unvalidated,
the effect of combining different information reduction methods should be illu-
minated, etc. All this should, of course, go hand in hand with dedicated per-
formance optimizations of the initial, unoptimized prototype implementation
presented and provided herein.

These open issues notwithstanding, we herein presented the first-of-its-kind
re-usable component that combines role-based access control with per-query data
minimization for modern Web and in particular GraphQL APIs. The application
scenarios for Janus in the course of practical privacy engineering are manifold
and were illustrated with a period-tracking application example without limit-
ing its generality for other real-world scenarios. The performance impacts were
shown to be non-negligible but still appear to be acceptable, especially for use-
cases that would not be implementable in a legally compliant way without solid
information reduction being applied before the release of initially personal data.

We emphasize the particular importance of both legal and technical require-
ments that guided the design of Janus’ general architecture and its implemen-
tation. Under these practice-oriented guidelines, we are convinced of the possible
low-effort integratability of our open source component into many real-world sys-
tems for effectively heightening the level of privacy. Noteworthily, Janus does
not, per se, provide any guarantees in matters of regulatory compliance, given
the multitude of factors influencing what needs to be implemented in a particular
case. It does, however, equip developers of data-providing GraphQL APIs with
the technical capabilities for fulfilling case-dependent legal data minimization
obligations in a handy, highly configurable, and easy to use manner.
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Abstract. Malicious URL, a.k.a. malicious website, pose a great threat
to Web security. In particular, concept drift caused by variants of mali-
cious URL degrades the performance of existing detection methods based
on the available attack patterns. In this paper, We conduct an extensive
measurement study of the realistic URL and find that the hierarchi-
cal semantics feature is suitable for identifying malicious URL. There-
fore, we propose URLGAN, a deep neural network model equipped with
the hierarchical semantics features, to detect distinguish between mali-
cious and normal URL. Firstly, we embed the entire URL into a hier-
archical semantics structure. Secondly, hierarchical semantics features
are extracted from the hierarchical semantics structure through BERT.
Then, the extracted features are combined with features generated by the
generator, similar but slightly different, to enable the condition discrim-
inator to extract the essential difference between normal and malicious
URL. Notably, with the features generated by the generator, we enhance
the robustness of the system to detect malicious URL variants. Extensive
experiments on the public dataset and our data collected from specific
targets demonstrate that our method achieves superior performance to
other methods and protects specific targets from the susceptibility of
malicious URL.

Keywords: Web security · Deep learning · Malicious URL Detection ·
Hierarchical semantics features · Concept drift

1 Introduction

URL, short for Uniform Resource Locator, is the global address for documents
and other resources on the World Wide Web. Malicious URL is widely abused by
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attackers for cyber attacks, causing serious losses to companies and individuals.
Popular types of attacks using malicious URLs include: Malware Download,
Phishing, and Spam [13]. According to the 2021 Webroot BrightCloud Threat
Report [1], phishing attacks increased by 510% from January to February of
2020, in the early months of the pandemic, and then leveled off in the summer.
Therefore, it is crucial to effectively detect malicious URL.

Existing attack traffic detection methods for malicious URL are classified into:
(i) Blacklisting, and (ii) Machine Learning. Blacklist methods typically maintain
a list of known malicious URL for detection. Whenever a new URL is accessed,
a database lookup is performed. A warning is generated if the URL is blacklisted
and considered malicious. Due to their simplicity and efficiency, blacklist methods
are one of the most commonly used techniques in many antivirus systems today.
However, the blacklist cannot exhaustively list all possible malicious URL, espe-
cially since new malicious URL variants are easily generated every day. Attackers
can easily bypass all blacklists by generating new URL algorithmically.

In contrast, machine learning methods attempt to analyze URL and their
corresponding website or webpage information by extracting good feature repre-
sentations of URL and training predictive models on training data of malicious
and benign URL. Most importantly, machine learning methods can detect mali-
cious URL variants. The basic assumption of machine learning methods is that
the distribution of features for malicious and benign URL is different. How-
ever, the use of obfuscation techniques [7,11,14,16] makes it more difficult to
detect the malicious URL variants. Besides, how to mine more effective features
is a crucial topic for malicious URL detection. Consequently, concept drift is an
inevitable challenge to the robustness and tolerance of model.

To address the above issues, we propose a model based on hierarchical seman-
tics features using deep learning to detect malicious URL effectively. Our insight
is built on the facts: (1) The parameter information of normal URL is different
from that of malicious URL. For instance, phishing URL often contain additional
parameters in order to induce victims to enter important information. (2) The
attack patterns initiated by malicious URL of the same family are similar, and
the attack patterns initiated by malicious URL of different families are different.
(3) Deep learning can learn appropriate features directly from (usually unstruc-
tured) data, so as to help us reduce the pain of feature engineering and build
models without any domain expertise. (4) Aversarially generated samples can
well simulate the variants of malicious URL, so as to improve the robustness and
tolerance of the model.

We first transform the URL into a hierarchical semantics structure, and then
extract the hierarchical semantics features. In order to effectively mitigate adver-
sarial sample attacks and combat zero day malicious URL, we use generative
adversarial networks (GAN) to generate similar hierarchical semantics features
with different noise for each category of samples. The generated features can
be used to simulate attack patterns triggered by malicious URL variants. It is
worth mentioning that we use deeper and more essential variants of hierarchi-
cal semantic features to replace the original variants of URL. As a result, the
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generated feature samples automatically discover the dependency and sequence
patterns of malicious URL in hierarchical semantics, which is of great signifi-
cance for malicious URL detection as well as for the defense against obfuscation
attacks. Finally, the condition discriminator is used to classify the hierarchical
semantics features in addition to constraining and optimizing the generator. The
optimized generator will produce features that are more essential and similar for
each category.

In summary, we make the following contributions.

– We transform URL classification into semantics classification, which can not
only visually observe different attack patterns, but also use advanced semantic
classification techniques irrespective of field and character obfuscation.

– We simulate the attack patterns of malicious URL variants through URLGAN
to increase the diversity and variability of data, which are used to detect zero
day malicious URL attacks.

– We explore the problem of concept drift on publicly available datasets ISCX-
URL2016 [11] and improve the classification performance of malicious URL
detection by introducing URLGAN model.

– We implement a prototype of URLGAN and achieve competitive results in
comparative experiments. At the same time, we apply URLGAN to specific
target and detect a number of malicious URLs.

The rest of this paper is outlined as follows. Section 2 reviews related work
of malicious URL detection. Section 3 presents our system scheme and details
its different components. Section 4 elaborates the experimental results. Finally,
we draw a conclusion in Sect. 5.

2 Related Work

The work in this paper is based on hierarchical semantics features of URL, using
a method based on GAN for malicious URL detection. Hence, Therefore, we
briefly discuss the work related to the feature representation of malicious URL
and GAN networks.

URL contains a variety of useful information, and the efficient feature repre-
sentation that can be extracted from it includes lexical features, host features,
content features, and even context and popularity features [16]. Among them,
lexical features are most widely used because of their simple acquisition and
good performance. Lexical features are lexical properties that are obtained by
processing URL strings. The motivation is that, based on the “appearance” of
a URL, it should be possible to identify the malicious nature of a web address.
Kolari et al. [6] is one of the first people to extract word features from URL
strings through the bag-of-words model. In order to solve the loss of order infor-
mation, Ma et al. [10] preserves the order information of some words in the
URL by providing a separate dictionary for each component of the URL. Mar-
chal et al. [12] focuses on measuring the internal URL correlation between the
registered domain and the rest of the URL to detect malicious URL. Although
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efficient feature representation can improve the prediction model, the selection
of optimal features is often impractical. With the development of deep learning,
more and more researchers try to use deep learning to deal with feature repre-
sentation. Le et al. [8] uses CNN to extract lexical features from characters and
words to detect malicious URLs. Afzal et al. [2] uses the lexical and semantic
features of URL extracted by an LSTM network to distinguish malicious URL
from benign URL. Although the above methods have made great achievements
in detecting known malicious URL, they are helpless in the face of malicious
URL variants and the resulting concept drift.

To deal with malicious URL variants, exploring the possible evolution direc-
tion based on the existing malicious URL is the most effective solution. Prakash
et al. [15] proposes five heuristic methods to enumerate simple combinations of
known phishing websites to find new phishing URLs. The URL is decomposed
into multiple components through an approximate matching algorithm to match
with the entries in the blacklist. However, this heuristic method relies heavily on
the prior knowledge of researchers. In addition, the heuristic strategy is inter-
pretable to the attacker, the attacker can implement confusion and confrontation
attacks. Generative adversarial network [5] uses deep network to generate simi-
lar cases of input cases, which is an important method to defend confrontation
attacks in network security. Yun et al. [17] combines GAN with the learning
arrangements of n-grams from real domain names to form a new domain name.
Liu et al. [9] uses the GAN network to explore the HTTP behavior patterns of
malware variants. Anand et al. [3] solves the problem of URL detection devia-
tion under a few categories by training text to generate antagonistic networks
(text-GANs).

To the best of our knowledge, the existing methods only use GAN to generate
the original case, rather than generating its corresponding more essential and
accurate features. In addition, how to use the generated sample to improve the
accuracy of the model and weaken the impact of concept drift can not be ignored.
Therefore, we propose URLGAN to solve the above problems.

3 System Scheme

In this section, we build a hybrid structure neural network model, called URL-
GAN. The architecture of the model is shown in Fig. 1, which is composed of
hierarchical semantics structure, GAN BERT and classifier. The hierarchical
semantics structure is to transform the URL into a semantics problem through
hierarchical encoding. GAN BERT extracts hierarchical semantics features from
the hierarchical semantics structure and generate similar features with different
noise for each category of samples. The classifier follows GANBERT and is used
to optimize the generator and classify the hierarchical semantics features. These
parts are detailed in the following sections.
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Fig. 1. The Architecture of URLGAN.

3.1 Hierarchical Semantics Structure

URL defines the global address of documents and other resources on the World
Wide Web. The protocol identifier and the resource name form the URL. Proto-
col identifier and resource name, such as Fig. 2. The protocol identifier indicates
which protocol is used, and the resource name specifies the IP address or domain
name of the resource. Hence, we propose the URLGAN model based on these two
fields. The resource name consists of fields such as “Userinfo”, “Host”, “Path”,
etc. Thus, URL can provide not only lexical but also specific order features, i.e.
hierarchical semantics features. As shown in Fig. 3, the hierarchical semantics
feature consist of 2 parts: (i) Lexical Feature, as one of semantic features; (ii)
Order Feature, as another one of semantic features. In order to extract the lexi-
cal features of the URL and further order features, we need to split the original
URL by the greedy algorithm. The process is as follows.

Fig. 2. Example of a URL. The protocol identifier and the resource name are separated
by a colon and two forward slashes.

Step 1. Create a fixed-size vocabulary containing individual characters, regular
words, and sub-words that best fit the structure of the resource search.

Step 2. Each field is first divided into combinations of regular words and sub-
fields by means of the greedy algorithm.

Step 3. Each sub-field continues to be divided into combinations of sub-words
and remaining-fields by means of a greedy algorithm.
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Fig. 3. Hierarchical semantics mapping.

Step 4. Each remaining-field continues to be divided into combinations of indi-
vidual characters by a greedy algorithm (punctuation marks are consid-
ered as individual characters).

Step 5. Precede each sub-words and individual characters with a “##” mark.

Hierarchical Semantics Mapping Method. After splitting, the URL is
divided into a hierarchical semantic structure S of length n. Hierarchical seman-
tics mapping method is used to map S to a vector V . As shown in Fig. 3, hierar-
chical semantics mapping method is based on embedding operations. The posi-
tion embedding layer deals with the position of S, maintaining the order vector
p. The token embedding layer deals with the word of S, maintaining the word
vector t. The segment embedding operations is not required.

S of length n thus obtains two different vector representations, given as:

Token Embedding t: (1, n + 3, 768), a vector representation of each word. Note
that two special nodes are inserted at the beginning ([CLS]) of S and at the end
([SEP]) of S.

Position Embedding p: (1, n + 3, 768), a vector representation of the positions.
These representations are summed by element to obtain a synthetic repre-

sentation:

X = t + p (1)

where X(1, n+3, 768) is the vectorized representation of S.
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3.2 GAN BERT

In order to replace the original variant of the URL with a deeper and more essen-
tial variant of the hierarchical semantic features, we extract the real hierarchical
semantic features rf of the vector X. Besides, we use generator to generate sim-
ilar hierarchical semantics features gf with different noise for each category of
samples. GAN BERT is used to deal with rf and gf .

Real Semantics Feature Extraction. Real semantics features are extracted
by the BERT network, which is composed of l hidden layers. There are two sub-
layers in each hidden layers, a multi-head attention function and a feed-forward
function.

The multi-head attention function is used to spatially fuse the information
of different nodes for each word of input X. It is composed of h (the number of
“attention heads”) different self-attention results.

M = Concat ( head 1, . . . , head h)WO (2)

head i = Attention
(
XWQ

i ,XWK
i ,XWV

i

)
(3)

Attention (Q,K, V ) = SoftMax
(

QKT

√
dk

)
V (4)

where h is the number of “attention heads”. Each head maintains an independent
weight matrix (WQ

i ,WK
i ,WV

i ), which is multiplied by the input X to produce
a different matrix (Q,K, V ) for “attention”.

The feed-forward function mainly provides a non-linear transformation and
consolidates each word with its own “unique” representation, increasing the vari-
ability between words, expressed as:

FFN(X) = max (0,XW1 + b1) W2 + b2 (5)

Each sub-layer is accompanied by a residual connection. Therefore, the out-
put of the sub-layer is represented as:

Xi+1 = fln(Xi + (fsn(Xi))) (6)

where Xi is the input vector, Xi+1 is the output vector, fln is the layer normal-
ization function for normalization along with the word embedding dimension,
and fsn is M or FFN (the current layer’s operation function).

The semantics feature is obtained by the following equation:

rf = X2l+1 (7)

where rf is the real semantics feature, X2l+1 is the output vector of the l th
hidden layer.
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Similar Semantics Feature Generation. Generative adversarial networks is
a deep learning model that is one of the most promising approaches for unsu-
pervised learning on complex distributions in recent years. The model generates
fairly good outputs by playing each other’s learning with two modules in the
framework: the generator G and the discriminator D. The purpose of G is to map
the random noise into similar instances, that is, the hierarchical semantics fea-
tures of different categories of malicious URLs in this paper. More specifically, as
shown in Fig. 4(a), the generator is: N∗ {Dense ⇒ BatchNorm ⇒ LeakyRelu}.
For the Gaussian noise n vec, the output of G is represented as:

gf = G(n vec) (8)

where gf is the similar semantics feature generated by G, and n vec is the Gaus-
sian noise vector. In contrast to the original GAN, GAN BERT generate the
hierarchical semantic features directly instead of the original URLs.

Fig. 4. Specific modules of Generator and Condition Discriminator. Condition Dis-
criminator layer includes N∗ {Dense ⇒ LeakyRelu ⇒ BatchNorm} and a subsequent
conditional module.
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3.3 Classifier

There are two purposes of classifier. One is to optimize the whole model through
the loss function in the training process, and the other is to classify the real
input in the testing process. As shown in Fig. 1, the classifier is mainly contains
two parts: condition discriminator and classification layer (Dense ⇒ Softmax).
Following is the specific description of the condition discriminator.

Condition Discriminator. We propose a condition discriminator based on
the traditional discriminator by adding a conditional judgment module, in order
to make maximum use of the generated semantics features. The generated
semantics features are used not only to calculate the difference with the real
features, but also to make category judgments when the conditions are satis-
fied. As shown in Fig. 4(b), the condition discriminator layer is consists of: N∗
{Dense ⇒ LeakyRelu ⇒ BatchNorm} (D) and a subsequent conditional mod-
ule (CM). For gf , CM makes a judgment on its result vector (R) after G. The
formula is as follows.

FCM =

{
1, if t < Rmax

0, otherwise.
(9)

where t is the preset threshold (in this paper, 0.7) and Rmax is the largest
element value in R.

Hence, URLGAN is trained over a (k+1)-category objective: (1, ..., k) denotes
the probability that the input belongs to each category, and k + 1 denotes the
probability that the input is gf . More formally, let rfs and gfs denote the
real features distribution and the generated features, respectively. Three loss
functions are donated to cooperate with the condition judge: LD loss of D, LG
loss of G and LCM loss of CM.

LD is defined as:

LD = LDsup + LDunsup (10)
LDsup = −Ex,y∼rfs log [pm(ŷ = y | x, y ∈ (1, . . . , k))] (11)

LDunsup = −Ex∼rfs log [1 − pm(ŷ = y | x, y = k + 1)] (12)
− Ex∼gfs log [p′

m(ŷ = y | x, y = k + 1)]

where pm(ŷ = y | x, y ∈ (1, . . . , k)) is the probability provided by the URLGAN
that rf is belonging to one of the target categories, pm(ŷ = y | x, y = k+1) is the
probability that rf is belonging to the fake category and p′

m(ŷ = y | x, y = k+1)
is the probability that gf is belonging to the fake category. LDsup measures the
error in assigning the wrong category to a rf among the original k categories.
LDunsup measures the error in assigning the wrong category to a gf .

LCM is defined as:

LCM = −Ex∼gfs log [p′
m(ŷ = y | x, y ∈ (1, . . . , k))] · FCM (13)



350 J. Geng et al.

where p′
m(ŷ = y | x, y ∈ (1, . . . , k)) is the probability provided by the URLGAN

that x(gf) is belonging to one of the target categories. LCM measures the error
in assigning the wrong category to a gf among the original k categories under
condition FCM.

LG is defined as:

LG = LGfm + LGunsup (14)

LGfm = ‖Ex∼rfsf(x) − Ex∼gfsf(x)‖22 (15)
LGunsup = −Ex∼gfs log [1 − pm(ŷ = y | x, y = k + 1)] (16)

where f(x) is the activation on an intermediate layer of D. LGfm means the error
between the intermediate representations of gf and rf . LGunsup means the error
induced by gf correctly identified by LD.

After training with the above three loss functions, we actually deploy and
utilize URLGAN to detect malicious URLs and their variants. In the actual
detection deployment, the generator is not used. Other structures of the model
are the same as those during training, and share parameters.

4 Evaluation

In this section, we perform various experiments on ISCX-URL2016 and expound
how some malicious attackers deploy malicious URLs in practice. In particular,
the experiments are intended to satisfy the following demands:

– Analyze the concept drift on ISCX-URL2016 and demonstrate the diversity
of hierarchical semantic features generated by URLGAN in fitting malicious
URL variants.

– Verify the effectiveness of URLGAN against concept drift on ISCX-URL2016.
– Explore actual malicious URL to further understand the intent of malicious

attackers in realistic scenarios.

4.1 Data Sets

Table 1. The distribution of the ISCX-URL2016.

Categories All Train Test

Count PCT (%) Count1 Count2 Count

Benign 35300 30.90 25000 10000 10300

Spam 12000 10.50 8000 10000 4000

Phishing 10000 8.75 6600 10000 3400

Malware 11500 10.07 8000 10000 3500

Defacement 45450 39.78 30000 10000 15450
a Count1 is the sample before data sampling.
b Count2 is the result after data sampling.
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We build sample collections from the public data set ISCX-URL2016 (1 category
of benign, 4 categories of malicious). The distribution of ISCX-URL2016 is shown
in Table 1. The data set is divided into training set and testing set according to
time in order to analyze the concept drift of the data. We further sample each
category in the training set to maintain the same number (10000), so as to avoid
the deviation of model training in deep learning.

In addition, we find malicious URLs in traffic tracking collected from specific
information sensitive targets (such as educational websites, governments and
other important security portals) from June 11 to July 11, 2018. URLGAN is
implemented in Python3.6 based on the libraries of PyTorch and trained on 2
NVIDIA TITAN XP GPUs.

4.2 Concept Drift on ISCX-URL2016

(a) Concept Drift of Benign.

(b) Concept Drift of Spam. (c) Concept Drift of Phishing.

(d) Concept Drift of Malware. (e) Concept Drift of Defacement.

Fig. 5. The Analysis of Concept Drift. Where the drift score is over the threshold, we
determine that a concept drift has occurred.
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Concept drift is an important data phenomenon in AI learning, which shows
that the data distribution in the test stage (real-time distribution) is inconsis-
tent with that in the training stage (historical distribution). We use a concept
drift detection method based on time-windows [4] to compare whether the char-
acteristics of the new window data deviate enough from the characteristics of
historical window. Let μ̂W denote the characteristics of window W . μ̂W is the
average of μ̂t for t ∈ W . μ̂t is an evaluation metric for the hierarchical semantics
features of URLs:

μ̂t = COSSIMt,0 =
ft · f0

‖ft‖‖f0‖ =
∑n

i=1(fti × f0i)√∑n
i=1 (fti)

2 ×
√∑n

i=1 (f0i)
2

(17)

where ft and f0 is the hierarchical semantics features of URL Ut and U0.
COSSIMt,0 indicates the cosine similarity of ft and f0.

W undergoes concept drift, if the difference (drift score) between the aver-
age (μ̂W0 , μ̂W1) of the two sub-windows (W0,W1) is greater than threshold εcut
computed as:

εcut =

√
1

2m
× ln

4W |
δ

(18)

m =
2

1/ |W0| + 1/ |W1| (19)

where |W | to denotes the length of W , m is the harmonic mean of |W0| and
|W1|.

The concept drift on ISCX-URL2016 is shown as Fig. 5, and we determine
that a concept drift occurs when the drift score exceeds the threshold. We
use � to mark the position where the concept drift occurs in the data, and the
red dotted line (vertical direction) to indicate the most obvious position where
the concept drift occurs. It can be seen that Fig. 5(a), Fig. 5(b), Fig. 5(d) and
Fig. 5(e) have significant concept drift at 2/3 of the data, with Fig. 5(c) at 1/3.
Therefore, dividing the data set according to the ratio of 2:1 (training: testing)
will be more conducive to analyze the model’s resistance to concept drift.

4.3 Diversity of Generated Data

To illustrate the capability of our approach to detect malicious URL variants, in-
class diversity and extra-class discriminability of the generated samples are first
evaluated by COSSIM . COSSIMx0,x1 ∈ 0, 1 indicates the cosine similarity of
fx0 and fx1 . The larger the COSSIMx0,x1 , the higher the similarity of fx0 and
fx1 . We randomly select 1000 generated feature pairs from each given category
and calculate their COSSIM scores. For comparison, we do the same for real
feature pairs.

As shown in Fig. 6(a), the distribution of COSSIM scores for each category
proves that the generated features are highly diverse. By introducing noise into
the generator, we get a wider range of COSSIM scores than the real features.
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That is to say, malicious URL variants can be well modeled by the generator,
and the URLGAN not only is able to detect the known malicious URL, but
also further mitigate the serious threat of malicious URL variants. Notably, the
minimum COSSIM scores generated features remain above 0.4 indicating that
the generated features are extra-class classifiable. The COSSIM distributions
of URLGAN and BERT on the testing set (Fig. 6(b)) further indicate that the
generated features are extra-class classifiable and can help URLGAN to extract
more accurate and essential features.

Fig. 6. The distribution of COSSIM scores for each category.

4.4 Detection Performance

URLGAN is a comprehensive model based on generator. In order to prove its
detection performance, we compare it with the BERT model without genera-
tor. In addition, we also compare the results of our model with other published
models. To better describe the detection performance of models, there are three
commonly used metrics: Precision(P ) = TP

TP+FP , Recall(R) = TP
TP+FN , and

F1 = 2∗Precision∗Recall
Precision+Recall . Since the ISCX-URL2016 contains multiple categories,

we use three averages (micro,macro, weighted) to adequately measure the per-
formance of the model.

Table 2 shows the comparison of experimental results for the dataset ISCX-
URL2016. It is evident from the table that our system achieves better results in
all three averages (micro,macro, weighted). Especially, in the case of extremely
imbalanced data, URLGAN still achieves more than 94% for microP,microR,
and microF1. The results compared with BERT sharing the same structure
show that the fault tolerance of the model is improved due to the increased
diversity of data, which is consistent with our expectation of detecting malicious
URL variants. Meanwhile, the results further show that the data generated by
our model can reduce the influence of concept drift, that is, improve the model’s
resistance to concept drift.
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Table 2. Comparison of detection performance over URLGAN, BERT, LSTM and
CNN on ISCX-URL2016 (%).

Method macroP macroR macroF1 weightedP weightedR weightedF1 microP microR microF1

URLGAN 91.61 86.80 89.11 94.88 94.98 94.82 94.98 94.98 94.98

BERT 88.63 84.45 86.04 90.93 90.51 90.340 90.51 90.51 90.51

LSTM [2] 82.15 80.89 82.98 90.91 90.04 90.38 90.04 90.04 90.04

CNN [8] 73.92 72.52 73.24 84.81 84.78 84.78 84.78 84.78 84.78
a microF1 shows the performance of the model under extremely imbalanced data.
b macroF1 and weightedF1 show performance of the model under highly recognizable categories.

We apply URLGAN to protect specific targets and detect malicious URL.
It is used to analyze the detection ability of the designed model for malicious
URL variants and analyze the attacker’s attack intention, so as to provide a
theoretical basis for subsequent protection.

Table 3. List of potential malicious URL threats and corresponding categories.

URL Category

1 http://35732.camdvr.org/update?id=08f92e10 Malware

2 http://bcash-ddt.net/?223a06=2243078&id=38579623604 Malware

3 http://pzrk.ru/img/logo4.gif?288858f8=680024312&id=54531249931 Malware

4 http://www.report-download.com/advplatform/CnetInstaller.exe?appid=75012479 Malware

5 http://00.000h4s.tk/Panel/bot.php Malware

6 http://www.zghhrl.com/wp-login.php Phishing

Table 3 presents the malicious URL find in realistic environments. As can be
seen, URL 1, 2, 3, 4 are malware URL with the same order semantics. Although 5
is also a malware URL, its order semantics is completely different from 1, 2, 3, 4.
The comparison between 1, 2, 3, 4 and 5 shows that our model can deal with the
URL variants caused by changing the order semantics in the real environment
and the further pattern drift caused by them. Even though 5 and 6 have the same
order semantics, they can still be identified as different categories by our model
through the lexical features. This shows that hierarchical semantic features are
categorical. In conclusion, the generation and use of hierarchical semantic fea-
tures can not only improve the performance of URLGAN in detecting malicious
URL and their variants, but also mitigate the effect of pattern drift.

5 Conclusion

In this paper, we propose a malicious URL detection model (URLGAN) that
extracts the hierarchical semantics features from URL. The analysis of public
data set ISCX-URL2016 shows that concept drift exists objectively. We extract
hierarchical semantics features from the original URL and combine the similar

http://35732.camdvr.org/update?id=08f92e10
http://bcash-ddt.net/?223a06=2243078&id=38579623604
http://pzrk.ru/img/logo4.gif?288858f8=680024312&id=54531249931
http://www.report-download.com/advplatform/CnetInstaller.exe?appid=75012479
http://00.000h4s.tk/Panel/bot.php
http://www.zghhrl.com/wp-login.php
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features generated by the generator to ensure that the condition discriminator
obtains the essential difference between normal URL and malicious URL. The
distribution experiment of COSSIM shows that the generated similar features
are diverse and categorical. Comparative experiments on public datasets with
existing state-of-the-art work show that URLGAN is superior in detecting mali-
cious URLs and their variants, and can effectively reduce the impact caused
by concept drift. Additionally, the performance in realistic environment further
proves that our model can improve the protection of specific targets. In short,
we present key insights on how to detect concept drift caused by malicious URL
variants, which will shed lights on understanding web attack and employing
proactive defenses.

References

1. Survey shows phishing attacks are up and few are spared. https://mypage.
webroot.com/rs/557-FSI-195/images/IDG Report Increased Phising Attacks.
pdf. Accessed 11 Feb 2022

2. Afzal, S., Asim, M., Javed, A.R., Beg, M.O., Baker, T.: URLdeepDetect: a deep
learning approach for detecting malicious URLs using semantic vector models.
J. Netw. Syst. Manage. 29(3), 1–27 (2021). https://doi.org/10.1007/s10922-021-
09587-8

3. Anand, A., Gorde, K., Moniz, J.R.A., Park, N., Chakraborty, T., Chu, B.T.: Phish-
ing URL detection with oversampling based on text generative adversarial net-
works. In: 2018 IEEE International Conference on Big Data (Big Data), pp. 1168–
1177. IEEE (2018)
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Abstract. Malware that generates encrypted traffic presents a great
threat to Internet security. The existing state-of-the-art malware traffic
detection techniques based on deep learning (DL) ignore the heterogene-
ity of encrypted traffic, resulting in their inability to further improve
detection performance. This paper applies multimodal DL to detect
encrypted malware traffic, proposing a multimodal encrypted malware
traffic detection (MEMTD) approach. MEMTD extracts features from
three types of modal data—the transport layer security (TLS) hand-
shake payload bytes (encryption behavior modal data), packet length
sequence (spatial modal data), and packet arrival-time interval sequence
(time modal data) of encrypted traffic. Moreover, an intermediate fusion
mechanism is adopted in the MEMTD approach to mine the depen-
dencies among modalities and fuse the discriminative traffic features,
improving detection performance. The experimental results on datasets
containing 8 malware families and normal traffic show that the MEMTD
approach achieves 0.9996 macro-F1 and outperforms other single-modal
DL detection methods.

Keywords: Malware traffic detection · Encrypted traffic · Multimodal
deep learning · Intermediate fusion mechanism

1 Introduction

Encrypted malware traffic detection is a challenge in cyberspace security. Soft-
ware what intentionally executes malicious payloads on victim computers is con-
sidered malware [1]. There are different types of malware families or malicious
software, including viruses, botnets, Trojan horses, etc., which have caused great
damage to the property and privacy of Internet users. Due to the wide usage of
encryption techniques, malware adopts transport layer security (TLS) to hide its
malicious attempts, which makes the detection of malware traffic more difficult.

To detect encrypted malware traffic, some researchers have utilized machine
learning (ML) and deep learning (DL) algorithms. ML-based detection com-
bines artificially designing statistical features (e.g., maximum packet length) and
c© Springer Nature Switzerland AG 2022
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selecting the ML model (e.g., logistic regression) to classify encrypted traffic into
different malware families [2–5]. This kind of detection decomposes the encrypted
traffic classification problem into two subproblems, i.e., feature engineering and
model training driven by domain experts. The result of each subproblem directly
affect final classification performance [6], resulting in that ML-based detection
cannot guarantee the best classification performance. Moreover, ML-based detec-
tion requires expert experience. In recent years, DL has emerged, allowing for
the combination of feature design and model training in an end-to-end model
and the automatic learning of complex feature representations [6–12]. Gener-
ally, encrypted malware traffic detection methods based on DL employ only one
modal type of encrypted traffic, such as packet payload bytes or header fields,
to classify encrypted traffic. These single-modal detection methods based on DL
have focused on designing complex deep neural networks instead of considering
other modalities of encrypted traffic to improve detection performance.

The above researchers employing DL-based detection have ignored the het-
erogeneity of traffic data, which allows for the conversion of network traffic into
multimodal data. As multimodal data, the payload of packets exchanged during
the handshake phase, the packet length sequence (PLS), and the packet arrival-
time interval sequence (PAIS) can contribute to the detection of encrypted mal-
ware traffic. First, TLS handshake payload bytes (HPBs) can be employed to
extract traffic information about the encryption suite and security degree, i.e.,
encryption behavior modal information. Second, the PLS can be utilized to
extract the information of the packet length changes in traffic flow, i.e., spa-
tial modal information. Finally, the PAIS can represent the information of the
arrival time changes in the flow, i.e., time modal information. In this context,
the multimodal DL method is suitable for extracting features and classifying
encrypted network traffic since can exploit all the available modal information
of network traffic jointly to obtain a hierarchical representation.

This paper proposes a multimodal encrypted malware traffic detection app-
roach, namely MEMTD, which jointly extracts features from the TLS HPBs,
PLS, and PAIS of encrypted traffic. Moreover, the different modal feature extrac-
tion networks in MEMTD—ConvNet, GruNet-1, and GruNet-2—are designed
to learn the representation of different modal information. While maintaining
high-precision performance, MEMTD has better robustness because feature rep-
resentation is enhanced by multiple modal inputs. MEMTD further adopts an
intermediate fusion mechanism to avoid overfitting and any possible learning
failures in representing the associations between modalities.

Our contributions can be briefly summarized as follows:

– We propose an MEMTD approach to detect encrypted malware traffic. This
approach extracts three types of modal information—encryption behavior,
spatial, and time modal information—from the encrypted traffic, improving
detection performance with enhanced feature representation.

– We adopt the intermediate fusion mechanism to improve the utilization of
multimodal features. The intermediate fusion mechanism has the capability
of learning the dependencies between modalities, which employs two fusion
networks to fuse multimodal features gradually.
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– The experimental results demonstrate that the MEMTD approach achieves
high performance with 99.94% accuracy (ACC) and 99.96% macro-F1 indi-
cators.

2 Related Works

2.1 ML-Based Detection

With the advent of ML technology, researchers have tried to classify encrypted
traffic without decryption. Anderson et al. proposed for the first time that unen-
crypted TLS headers can be used together with packet statistics as features of
encrypted traffic to identify malware families, with l1-multinomial logistic regres-
sion [2]. Shekhawat et al. leveraged TLS handshake and statistical features to
represent encrypted traffic and used random forest algorithms to design a two-
layer detection framework for fast benign traffic filtering and malware traffic
classification [3]. A feature set that included a modified NIST testing suite to
represent the randomness of the content was proposed to identify the traffic pro-
tocol [4]. Moreover, [5] was based on random forest algorithms and designed the
features of packet information, time, transmission control protocol (TCP) flag
field, and application layer load information for identifying malicious encrypted
traffic. The above ML-based method required the manual design of traffic fea-
tures and could not solve the encrypted traffic classification in an end-to-end
manner. However, various research views concerning the analysis of encrypted
traffic have been proposed in these works, contributing to the understanding of
the heterogeneity of encrypted traffic.

2.2 DL-Based Detection

To avoid the limitation of manually designing encrypted traffic features, the
researchers used DL technology to design the end-to-end detection model for
encrypted traffic classification. FS-Net with multilayer encoder-decoder struc-
ture built by Liu et al. can input the PLSs of raw flows to achieve excellent
encrypted traffic classification performance [6]. In another work, Bi-gated recur-
rent unit (GRU) was also used to implement feature extraction, but unlike FS-
Net with a reconstruction mechanism, the method proposed in [7] added an
attention mechanism to learn the local flow information. Dong et al. proposed the
CETAnalytics framework, which adopts packet payload bytes as input to classify
encrypted traffic and implemented the framework through a 1-dimensional con-
volutional neural network (1D-CNN) with residual structure and the Bi-GRU
with an attention mechanism [8]. A traffic classification method that integrates
long short-term memory (LSTM) and a CNN to identify traffic via three packet
payloads at any position of the encrypted flow was proposed by [9]. Moreover,
[10,11] adopted a CNN to build an end-to-end encrypted traffic classification
neural network. For training with fewer samples or speeding up traffic recogni-
tion, many improvements were made to the network architecture.
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In the abovementioned single-modal detection based on DL, many complex
neural network structures have been adopted by researchers, but the improve-
ment of distinction performance is limited. An alternative idea is multimodal
DL, which extracts complementary information from the modalities and yields a
richer representation since this method can produce much-improved performance
compared to using a single modality [13]. Although multimodal DL has been
widely used in computer vision [14], emotion recognition [15], and other fields,
it is difficult to find research based on multimodal DL in the field of encrypted
malicious traffic detection. The only application of multimodal DL methods in
the field of traffic classification is the MIMETIC approach proposed by Giuseppe
et al. [16]. However, the MIMETIC framework is designed for mobile network
traffic classification and adopts only two modalities from traffic bytes as input,
which does not verify its effectiveness in terms of malicious traffic detection
tasks. To detect encrypted malware traffic, this paper proposes a multimodal
DL method that can use the three different modalities jointly to represent fea-
tures and adopt the intermediate fusion mechanism to enhance the ability to
learn the dependencies between modalities.

3 Multimodal Encrypted Malware Traffic Detection

3.1 Overview

As shown in Fig. 1, the MEMTD approach contains three steps, namely, multi-
modal data preprocessing, different modal feature extraction, and intermediate
fusion and detection.

In the first step, MEMTD converts the raw traffic into multimodal data, TLS
HPBs, PLS, and PAIS. In the second step, ConvNet, GruNet-1, and GruNet-2
are employed to extract the different modal feature vectors. In the last step,
MEMTD adopts an intermediate fusion mechanism to gradually fuse the three
feature vectors and classify the encrypted traffic. Moreover, to improve the dif-
ferent modal feature representation ability, the MEMTD approach adopts a pre-
training and fine-tuning training process.

3.2 Multimodal Data Preprocessing

The first step of the MEMTD approach is the multimodal data preprocessing
of the traffic flow. A flow is a set of packets sharing 5 tuples (i.e., the IP of
the source, IP of the destination, port of the source, port of the destination,
and transport-level protocol), taking no account of their sending directions. To
analyze flow in multiple modalities, we extract TLS HPBs, PLS, and PAIS from
a flow as MEMTD input.

For notational convenience, an input flow to MEMTD is defined as follows:

F = [p1, p2, . . . , p|F |] (1)

pi = {ti, li, bi, di}, i ∈ {1, 2, . . . , |F |}, t1 < t2 < . . . < t|F | (2)



Multimodal Encrypted Malware Traffic Detection 361

Raw 
Traffic

Raw 
Traffic

Input 
extraction

Input 
extractionPCAPPCAP

LabelLabel

Step1: Multimodal 
Data Preprocessing 

Step2: Different Modal
Feature Extraction 

Step3: Intermediate 
Fusion and Detection

TLS HPBs, xhpb

PLS, xpls

PAIS, xpais

ConvNet

GruNet-1

GruNet-2

FusionNet-1 FusionNet-2

vpls

vhpb

vpais

Fig. 1. Overview of the MEMTD approach.

where pi stands for the i-th data packet in the flow, including the packet arrival-
time ti ∈ [0,∞] in seconds, the packet length li ∈ {1, 2, . . . , 1500} in bytes, the
packet payload bytes bi = [b1i , b

2
i , . . . , b

li
i ], bji ∈ {0, 1, . . . , 225}, j = 1, 2, . . . , li,

and the sending direction of the packet di ∈ {1,−1} (1 and −1 indicate whether
the sender is the client).

Unlike benign users, malware leverages TLS encryption technology for con-
fusion rather than security, so malware developers tend to use older cipher suites
than those utilized by enterprises when adopting TLS [2]. In addition, the unen-
crypted fields in the data packet sent during the TLS handshake phase, such as
the protocol version of the TLS, the list of optional cipher suites provided by the
client, and extension items, all can be considered discriminative information used
to classify malware families. Therefore, the MEMTD approach introduces the
HPBs, defined as xhpb = (bch, bsh), to obtain prominent features in the dimen-
sion of encryption behavior, where bch, bsh ∈ bi, i ∈ [1, 2, . . . , |F |] are the packets
that carry client hello and server hello messages in the TLS handshake phase.

After the TLS handshake, the flow enters the data transmission stage, con-
taining significant application layer information. However, the packet payload
in the data transmission stage is encrypted and is thus not suitable to be
directly input into the deep neural network. Although some researchers have
employed encrypted packet payload bytes as the input of the CNN, it has been
demonstrated that the network learns only the lengths of encrypted packets as
features [12]. Therefore, PLS and PAIS are designed to record the flow infor-
mation of all positions, including those in the data transmission stage. PLS
is defined as a sequence with |F | elements, xpls = [d1l1, d2l2, . . . , d|F |l|F |] and
di, li ∈ pi. While xpls includes the behavior information of a flow in the con-
tent dimension, PAIS describes a flow from the perspective of time, denoted
as xpais = [a1, a2, . . . , a|F |−1], where the element ai (i = 1, 2, . . . , |F | − 1) is
calculated by the following:
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ai = di+1(ti+1 − ti) (3)

where ti ∈ pi and di+1, ti+1 ∈ pi+1. To format the inputs of the DL network,
all the xhpb, xpls, and xpais of traffic flows perform zero-padded and truncated
operations in the input extraction step.

3.3 Different Modal Feature Extraction

The second step of MEMTD is different modal feature extraction, which includes
three neural networks to develop the features of different modalities.

To capture the local information on the TLS HPBs, we design a ConvNet
constructed with the translation-invariant 1D-CNN structure to accept xhpb, as
shown in Figure Fig. 2(a). Its first layer accepts a 256-dimensional vector, xhpb,
and embeds each element of xhpb into a 60-dimensional vector to enrich the rep-
resentation of information preserved in each byte. Then, the embedded vector
is passed to the Conv Block composed of two 1D convolution layers with three
convolution kernel lengths (i.e., 2, 4, and 6). In addition, the output of the first
convolution operation is normalized and passed to a rectified linear unit (ReLU)
function. Subsequently, after the processing of the maximum pooling layer con-
nected to the Conv Block, the output vector with fewer dimensions becomes
the feature vector of HPBs, vhpb. Finally, vhpb is sent to a classification layer to
obtain the distribution over different malware families and benign users during
pretraining, and the traffic category with the maximum probability is adopted
as the output label. A multilayer perceptron with a softmax layer implements
the classification layer. During fine-tuning, the vhpb is sent to the FusionNet of
MEMTD.

Different from extracting the field information in the packet payload by 1D-
CNN, xpls and xpais are more appropriate for utilizing GRU to obtain the feature
vector representing the entire flow. GRU and LSTM have long-term memory for
the sequence, but GRU has fewer parameters than LSTM. Specifically, xpls and
xpais utilize GruNet-1 and GruNet-2 to extract different modal features, respec-
tively, and these two networks have the same structure, GruNet, but different
parameters, as shown in Fig. 2(b). First, the embedding layer of GruNet accepts
sequence data and selects xpls or xpais as input according to the different usages
of traffic modalities. Moreover, three Bi-GRU layers are responsible for extract-
ing the feature vector of sequence data, and their hidden state dimension is
80. The output of the embedding layer is defined as s = [s1, s2, . . . , sL], where
L = 20 represents the number of Bi-GRU units per layer. Each layer of the
three-layer Bi-GRU has a forward

−−−→
GRU i network and a backward

←−−−
GRU i net-

work, where i ∈ {1, 2, 3} represents the network level. The calculation process of
Bi-GRU relies on the hidden state to accumulate and transfer the information
of sequence elements from two directions, as follows:

−→
h i

t =
−−−→
GRU i(

−→
h i

t−1, (
−→
h i−1

t ,
←−
h i−1

t )), t ∈ {1, 2, . . . , L}, i ∈ {1, 2, 3} (4)

←−
h i

t =
←−−−
GRU i(

←−
h i

t−1, (
−→
h i−1

t ,
←−
h i−1

t )), t ∈ {1, 2, . . . , L}, i ∈ {1, 2, 3} (5)
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Fig. 2. Network structure used in the different modal feature extraction stage of
MEMTD. Figure 2(a) shows the architecture of ConvNet, and Fig. 2(b) shows that
of GruNet-1 and GruNet-2. The classification layer used for pretraining in the figure
is removed in the fine-tuning stage of MEMTD.

where
−→
h i

t and
←−
h i

t represent the hidden states of
−−−→
GRU i and

←−−−
GRU i at time

step t, respectively. States
−→
h i

0,
←−
h i

L+1, i ∈ {0, 1, 2} are both zero vectors, and−→
h 0

t = st,
←−
h 0

t = st, t ∈ {1, 2, . . . , L}.
The feature vector extracted by Bi-GRU, vseq = [

−→
h 3

1,
←−
h 3

1, . . . ,
−→
h 3

L,
←−
h 3

L,−→
h 1

L,
←−
h 1

1,
−→
h 2

L,
←−
h 2

1], is designed as vpls or vpais according to the different instances,
GruNet-1 or GruNet-2, respectively. Similar to ConvNet processing HPBs modal
feature vectors, vpls and vpais are input to the multilayer perceptron with soft-
max during pretraining and then sent to the FusionNet of MEMTD during fine-
tuning.

3.4 Intermediate Fusion and Detection

Through intramodal learning, ConvNet, GruNet-1, and GruNet-2 output the fea-
ture vectors of different modalities, vhpb, vpls, and vpais, respectively, employed as
the input of the third step of MEMTD. In this step, MEMTD processes feature
fusion, and the shared presentation layers (i.e., FusionNet-1 and FushionNet-2)
learn the dependencies of the modalities and classify the traffic as belonging to
a benign or malware family.

MEMTD provides an intermediate fusion mechanism to combine modal fea-
ture vectors from different sources because simple splicing may lead to the
insufficient usage of the extracted information [13]. First, the output vectors
of GruNet-1 and GruNet-2, vpls and vpais, are fused by FusionNet-1 constructed
with a multilayer perceptron. Then, the output vector of FusionNet-1 and the
output vector of CovnNet, vhpb, are sent to FusionNet-2, a multilayer perceptron
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Algorithm 1: Training MEMTD
Input: Sample sets

Si = {(si1, y1), (s
i
2, y2), . . . , (s

i
N , yN )}, i ∈ {1, 2, 3}, yn ∈ {1, 2, . . . ,K}

where s1n, s
2
n, s

3
n and yn represent the xhpb, xpls, xpais and label of the

n-th sample respectively. The number of samples is N , and the number
of traffic categories is K.

Output: A trained instantiated MEMTD network, Net.
Require: ConvNet,GruNet, FusionNet-1 and FusionNet-2.

1 Net1 ← ConvNet
2 Net2 ← GruNet // i.e., GruNet-1
3 Net3 ← GruNet // i.e., GruNet-2
4 for i in {1, 2, 3} do
5 Train(Neti, S

i) // pretraining stage
6 Neti ← Neti dropped MLP layer and softmax
7 Freezing parameters of Neti
8 end
9 Net ← Combine(Net1,2,3, FusionNet-1, 2)

10 Train(Net, S1,2,3) // fine-tuning stage

with a softmax layer added to the tail. Finally, the softmax layer outputs a vec-
tor representing the probability of the traffic category, from which the predicted
label can be obtained. This label is the result of detecting encrypted malware
traffic.

3.5 MEMTD Training Process

The training process of multimodal DL methods has two crucial stages: learning
the features within each modality and representing the associations between
modalities automatically. As displayed in Algorithm 1, the training process of
the MEMTD approach includes pretraining and fine-tuning, which correspond
to the aforementioned two stages.

First, three neural networks, Net1, Net2, and Net3, are instantiated and cor-
respond to three modal feature extraction networks, ConvNet, GruNet-1, and
GruNet-2, respectively. Second, these networks are trained with HPBs, PLS,
and PAIS sample sets to classify traffic families in the pretraining phase. Step 5
in Algorithm 1, Train(Neti, S

i), represents the network training with the corre-
sponding modal data and labels of the sample set. The trained ConvNet, GruNet-
1, and GruNet-2 can be employed as single-modal classifiers to detect encrypted
malicious traffic and be used to demonstrate the effectiveness of modalities in
experiments. Finally, ConvNet, GruNet-1, and GruNet-2 remove the multilayer
perceptron and are combined with FusionNet-1 and FusionNet-2 to form a mul-
timodal DL network. MEMTD needs only to adopt the previous layers of the
trained single-modal networks to represent the feature vectors because the lower
layers of a network can extract the more general features, which can be trans-
ferred to other tasks [17]. In the fine-tuning stage, the MEMTD network needs
only to train the parameters of the fusion layer and learn the fusion of multimodal
feature vectors and final classification. Moreover, the loss function adopted in
pretraining and fine-tuning is the cross-entropy function.
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4 Evaluation

4.1 Dataset

To evaluate the performance of the MEMTD approach, we employ the Strato-
sphere Research Laboratory dataset from the cybersecurity group of the Artifi-
cial Intelligence Centre at the Czech Technical University in Prague as raw traf-
fic [18]. This dataset was collected through a project responsible for long-term
malware capture and provides malicious and benign traffic to the Stratosphere
Intrusion Prevention System.

In the experiment, 47 pcap files were adopted, including 17 pcap files with
benign traffic and 30 pcap files generated by 8 different malware families. Table 1
shows the number of secure sockets layer (SSL)/TLS flows in each family. We
deliberately do not balance the number of flows between different families to
imitate the actual network situation.

Table 1. Detailed dataset description

ID Families Pcaps Flows

1 Bunitu 4 5,259

2 Caphaw 1 2,057

3 Dridex 3 111

4 HTBot 6 18,813

5 Miuref 3 2,499

6 Neris 3 4,365

7 TrickBot 4 522

8 Zbot 6 7,398

9 Normal 17 24,885

Total 47 65,909

4.2 Experiment Settlement

For a complete analysis, this paper includes the following methods as baselines:

– FS-Net [6] inputs the PLS into a DL model with a reconstruction mechanism
for encrypted traffic classification, which is implemented by Bi-GRU.

– [9] proposed the building of a convolutional LSTM (CLSTM) neural network
to classify encrypted traffic, utilizing the payload bytes of three consecutive
packets in a flow. For convenience, CLSTM is used to represent [9].

– The three single-modal feature extraction networks in the MEMTD method,
i.e., ConvNet, GruNet-1, and GruNet-2, are employed as independent single-
modality DL networks to detect malware traffic.
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– Different variants of the MEMTD approach, MEMTD-T and MEMTD-L,
utilize vhpb as the input of Fusion-1 and input vpls and vpais into Fusion-2,
respectively. Furthermore, MEMTD without the intermediate fusion mecha-
nism is instantiated as MEMTD-S.

We evaluate all methods based on ACC and macro-F1 indicators. The reason
for using macro-F1 indicator is that it can evaluate the detection performance
of the method in imbalanced data. The definitions are as follows:

ACC =
∑C

i=1(TPi + TNi)
∑C

i=1(TPi + TNi + FPi + FNi)
(6)

precisioni =
TPi

TPi + FPi
, recalli =

TPi

TPi + FNi
(7)

macro-F1 =
1
C

C∑

i=1

F1i, F1i = 2 × recalli × precisioni

recalli + precisioni
(8)

where TPi, TNi, FPi, FNi, respectively, represent the number of true positive,
true negative, false positive and false negative entries in the i-th family. More-
over, the number of traffic families is C = 9.

4.3 Experimental Results and Analysis

To evaluate the performance of MEMTD, we compare the proposed approach
with other DL detection methods in the comparison experiments section. Then,
we analyze several properties of MEMTD, which contribute to improving detec-
tion performance:

– The three input modalities contain distinguishing information, which is
conducive for encrypted malware traffic detection. To demonstrate the valid-
ity of the adopted modalities, pretrained ConvNet, GruNet-1, and GruNet-2
are utilized to detect malicious traffic in the ablation experiments section.

– The intermediate fusion mechanism can enhance the presentation of
intermodal dependence and relieve the difficulty of fusing features from het-
erogeneous data. For comparison, the variants of the MEMTD approach are
utilized to research the effect of different fusion orders in the feature fusion
experiments section. They are implemented as MEMTD-T, MEMTD-L, and
MEMTD-S as displayed in Table 3.

– Imbalanced malicious traffic detection is more relevant to the needs
of actual cyberspace security, and the MEMTD approach can accomplish
this task. Learning a robust and comprehensive representation of encrypted
traffic is key to traffic classification, and the imbalanced distribution of mali-
cious traffic emphasizes this requirement. We discuss further in the imbalance
detection analysis section.
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Table 2. Experimental results

ID Families CLSTM FS-Net MEMTD

Precision Recall Precision Recall Precision Recall

1 Bunitu 0.8932 0.8970 0.9480 1.0000 1.000 0.9994

2 Caphaw 0.5397 0.4873 0.9842 0.9780 0.9982 0.9973

3 Dridex 0.7177 0.6696 1.0000 0.8666 1.0000 1.0000

4 HTBot 0.7164 0.7617 1.0000 1.0000 0.9884 0.9995

5 Miuref 0.9252 0.9432 0.9280 0.7813 1.0000 1.0000

6 Neris 0.8960 0.8581 0.9826 0.9817 1.0000 1.0000

7 TrickBot 0.9268 0.9344 0.9832 1.0000 1.0000 1.0000

8 Zbot 0.8061 0.7690 1.0000 0.9978 1.0000 1.0000

9 Normal 0.7858 0.5789 0.9592 0.9825 1.0000 1.0000

ACC 0.8118 0.9936 0.9994

macro-F1 0.7815 0.9638 0.9996

Comparison Experiments. Table 2 illustrates the performance comparison
between the MEMTD approach and other DL methods in terms of encryption
malware traffic detection. The conclusions obtained are presented below.

a. The MEMTD approach obtains the best performance compared to other
methods and can effectively identify each malware family. According to
Table 2, the macro-F1 indicator of MEMTD reached 99.96%, which means
that even if a certain malware family has much less traffic than those other
families (e.g., Dridex or TrickBot), MEMTD can also identify them with high
performance.

b. The introduction of other modal inputs can improve the performance of end-
to-end DL models. The MEMTD approach inputs the same PLS as the input
of FS-Net and adds the other two modalities, HPBs and PAIS. The MEMTD
improved macro-F1 by 3.58% without the reconstruction mechanism of FS-
Net. This result demonstrates that the introduction of multimodal learning
can break the performance bottleneck of complex neural networks in a single
modality.

c. The MEMTD approach can extract comprehensive traffic information with-
out introducing a complex neural network structure. In the different modal
feature extraction step, MEMTD does not combine a CNN and a recurrent
neural network (RNN) to form a complex feature representation layer. How-
ever, the performance of the MEMTD approach is much better than that of
the CLSTM method that combines CNN and LSTM.

Ablation Experiments. The classification performance of the MEMTD app-
roach and its three pretrained single-modal deep networks are illustrated in
Fig. 3(a). The following conclusions can be drawn.
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(a) Experimental results of the single-
modal deep neural networks in MEMTD.

(b) Experimental results of networks with
different feature vector dimensions.

Fig. 3. Analysis of three modalities and their corresponding feature vector dimensions.

Table 3. Experimental results of different fusion strategies

Methods Fusion-1 inputs Fusion-2 inputs macro-F1 ACC

MEMTD vpls and vpais vfus1 and vhpb 99.96% 99.94%

MEMTD-T vhpb and vpls vfus1 and vpais 99.41% 99.91%

MEMTD-L vhpb and vpais vfus1 and vpls 99.89% 99.87%

MEMTD-S – vhpb, vpls, and vpais 99.55% 99.80%

a. The experimental results show that ConvNet, GruNet-1, and GruNet-2 can
identify encrypted malware family traffic, demonstrating that HPBs, PLS,
and PAIS include distinguished classification information. The most distin-
guishable information is that on the distribution of packet payload bytes in
the SSL/TLS handshake phase. In addition, the traffic generated by different
malicious behaviors differs more greatly in terms of packet length than in
terms of packet arrival time.

b. The combined usage of modalities complements the feature representation of
encrypted traffic. In each malware family detection task, the F1 indicator of
MEMTD exceeds the three single-modal classifiers. This result indicates that
the classification information extracted by ConvNet, GruNet-1, and GruNet-2
is not lost in the feature fusion step of the MEMTD approach. Moreover, the
association and dependence between modalities are learned by fusion layers
in the fine-tuning stage to supplement traffic features and improve detection
performance.

c. The selection of the packets employed to input CNN affects performance. As
shown in Fig. 3(a), ConvNet adopting xhpb = (pch, psh) as input has an F1
indicator of more than 0.94 in each family. The macro-F1 indicator of the
CLSTM method utilizing three random consecutive packet payloads as input
is only 0.7815, although the structure of CLSTM is more complicated than
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that in ConvNet. Therefore, the distinctive features of encrypted malicious
traffic are in the TLS handshake phase, specifically, in client hello and server
hello messages, not in other locations.

Feature Fusion Experiments. The dimensions of the feature vectors, vhpb,
vpls, and vpais, determine the richness of the corresponding modal informa-
tion. Their impact on detection is evaluated through experiments, as shown in
Fig. 3(b). Table 3 shows the experimental results of the variants of the MEMTD
approach, where vfus1 represents the output vector of FusionNet-1. The classifi-
cation performance of these networks with different dimensions of feature vectors
and different variants of MEMTD indicates the following conclusions.

(a) Confusion Matrix. (b) Normalised Confusion Matrix.

Fig. 4. Confusion matrix of MEMTD.

a. As the dimensions of the feature vectors, vhpb, vpls, and vpais, increase in
Fig. 3(b), the F1 indicator and ACC rise. Nonetheless, the improvement tends
to be gentle with the exponential growth of the dimension of vectors. After
the dimensions exceed 32, the three feature vectors no longer significantly
enhance detection performance. Considering the balance of performance and
training time, the MEMTD approach adopts 32 as the dimension of vhpb, vpls,
and vpais.

b. The proposed MEMTD intermediate fusion mechanism enhances detection
performance and outperforms all other variants. After fusing the vectors
representing the features of the full flow, vpls and vpais, by FusionNet-1,
FusionNet-2 combines vfus1 and vhpb to classify the flow. This strategy allows
the MEMTD approach to fuse feature vectors from different sources effec-
tively.

c. The fusion order of the feature vectors, vhpb, vpls, and vpais, affects the detec-
tion performance. In particular, the experimental results in Table 3 elaborate
that the input of the last feature fusion layer has a more significant effect. The
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modality validity experiments in Fig. 3(a) demonstrate that the discrimina-
tive information in HPBs, PLS, and PAIS decreases in order. The macro-F1
indicator of MEMTD-L, which inputs PLS to FusionNet-2, is lower than that
of MEMTD. In addition, the performance of MEMTD-T, which applies PAIS
as the input of FusionNet-2, is poorer than that of MEMTD-S, which utilizes
the simple concatenation of feature vectors. Therefore, this paper proposes to
placing the feature vector of the most discriminative modality into the final
fusion layer in the multimodal DL method.

Imbalanced Detection Analysis. The confusion matrix of MEMTD perfor-
mance is displayed in Fig. 4. Figure 4(a) shows the MEMTD classification result
for imbalanced malware traffic detection. Interestingly, MEMTD has excellent
identification performance against malware families with few samples, Dridex
and TrickBot. In contrast, the malware with the third-largest number of samples
in the dataset, Bunitu, has the worst identification result, as shown in Fig. 4(b).
This experimental results indicate that malicious traffic detection differs from
general imbalanced classification tasks. The number of traffic samples of a partic-
ular malware does not directly determine its traffic detection ability. Therefore,
the MEMTD approach does not utilize cost-sensitive learning methods to alle-
viate the impact of imbalanced datasets but instead focuses on capturing intra-
and intermodal dependencies to enhance the representation of encrypted traffic.

5 Conclusion

This paper proposes a multimodal DL method named MEMTD to detect
encrypted malware traffic. The MEMTD approach extracts three modal fea-
tures from the raw network traffic, where intra- and intermodality dependen-
cies can be captured by learning. In addition, the MEMTD approach employs
the translation-invariant 1D-CNN structure to build ConvNet, which extracts
feature vectors from packets in a flow containing client hello and server hello
messages. For PLS and PAIS, the MEMTD approach adopts a modal feature
extraction network, GruNet, constructed by Bi-GRU, to learn feature represen-
tation. After pretraining, the three modal inputs can be abstracted into feature
vectors containing information within the modalities. To thoroughly learn the
dependencies between modalities, the MEMTD approach adopts an interme-
diate fusion mechanism to fuse feature vectors and classify malware traffic. We
demonstrate the effectiveness of the MEMTD approach on an imbalanced dataset
that mimics actual network states, the experimental results of which show that
the MEMTD approach outperforms other single-modal DL methods and is also
effective for imbalanced malware traffic.
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1. Aslan, Ö.A., Samet, R.: A comprehensive review on malware detection approaches.
IEEE Access 8, 6249–6271 (2020)

2. Anderson, B., Paul, S., McGrew, D.: Deciphering malware’s use of TLS (without
decryption). J. Comput. Virol. Hacking Tech. 14(3), 195–211 (2018). https://doi.
org/10.1007/s11416-017-0306-6

3. Shekhawat, A.S., Di Troia, F., Stamp, M.: Feature analysis of encrypted malicious
traffic. Expert Syst. Appl. 125, 130–141 (2019)

4. Niu, W., Zhuo, Z., Zhang, X., Xiaojiang, D., Yang, G., Guizani, M.: A heuristic
statistical testing based approach for encrypted network traffic identification. IEEE
Trans. Veh. Technol. 68(4), 3843–3853 (2019)

5. Fang, Y., Xu, Y., Huang, C., Liu, L., Zhang, L.: Against malicious SSL/TLS
encryption: identify malicious traffic based on random forest. In: Yang, X.-S., Sher-
ratt, S., Dey, N., Joshi, A. (eds.) Fourth International Congress on Information
and Communication Technology. AISC, vol. 1027, pp. 99–115. Springer, Singapore
(2020). https://doi.org/10.1007/978-981-32-9343-4 10

6. Liu, C., He, L., Xiong, G., Cao, Z., Li, Z.: FS-Net: a flow sequence network for
encrypted traffic classification. In: IEEE INFOCOM 2019-IEEE Conference on
Computer Communications, pp. 1171–1179. IEEE (2019)

7. Liu, X., et al.: Attention-based bidirectional GRU networks for efficient https traffic
classification. Inf. Sci. 541, 297–315 (2020)

8. Dong, C., Zhang, C., Zhigang, L., Liu, B., Jiang, B.: CETAnalytics: comprehensive
effective traffic information analytics for encrypted traffic classification. Comput.
Netw. 176, 107258 (2020)

9. Zou, Z., Ge, J., Zheng, H., Wu, Y., Han, C., Yao, Z.: Encrypted traffic classifica-
tion with a convolutional long short-term memory neural network. In: 2018 IEEE
20th International Conference on High Performance Computing and Communica-
tions; IEEE 16th International Conference on Smart City; IEEE 4th International
Conference on Data Science and Systems (HPCC/SmartCity/DSS), pp. 329–334.
IEEE (2018)

10. Huang, H., Deng, H., Chen, J., Han, L., Wang, W.: Automatic multi-task
learning system for abnormal network traffic detection. Int. J. Emerging Tech-
nol. Learn. 13(4), 4–20 (2018). https://doi.org/10.3991/ijet.v13i04.8466 https://
online-journals.org/index.php/i-jet/article/view/8466

11. Congyuan, X., Shen, J., Xin, D.: A method of few-shot network intrusion detection
based on meta-learning framework. IEEE Trans. Inf. Forensics Secur. 15, 3540–
3552 (2020)

12. Tong, X., Tan, X., Chen, L., Yang, J., Zheng, Q.: BFSN: a novel method
of encrypted traffic classification based on bidirectional flow sequence network.
In: 2020 3rd International Conference on Hot Information-Centric Networking
(HotICN), pp. 160–165. IEEE (2020)

13. Ramachandram, D., Taylor, G.W.: Deep multimodal learning: a survey on recent
advances and trends. IEEE Signal Process. Mag. 34(6), 96–108 (2017)

14. Eitel, A., Springenberg, J.T., Spinello, L., Riedmiller, M., Burgard, W.: Multi-
modal deep learning for robust RGB-D object recognition. In: 2015 IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS), pp. 681–687.
IEEE (2015)

15. Ebrahimi Kahou, S., Michalski, V., Konda, K., Memisevic, R., Pal, C.: Recurrent
neural networks for emotion recognition in video. In: Proceedings of the 2015 ACM
on International Conference on Multimodal Interaction, pp. 467–474 (2015)

https://doi.org/10.1007/s11416-017-0306-6
https://doi.org/10.1007/s11416-017-0306-6
https://doi.org/10.1007/978-981-32-9343-4_10
https://doi.org/10.3991/ijet.v13i04.8466
https://online-journals.org/index.php/i-jet/article/view/8466
https://online-journals.org/index.php/i-jet/article/view/8466


372 X. Zhang et al.

16. Aceto, G., Ciuonzo, D., Montieri, A., Pescapè, A.: MIMETIC: mobile encrypted
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Abstract. Nowadays citizens engage with smart city ecosystems in sev-
eral ways using smartphones, mobile devices, connected cars, and drones.
Pairing devices and data with a city’s infrastructure and services can
improve sustainability and achieve an improvement in awareness and
territorial control. Communities can improve energy distribution and
decrease traffic congestion with the help of IoT technologies. To sup-
port and streamline such a process, in this paper we introduce a Web
crowdsourcing platform as a Common Operational Picture dashboard
to interoperate with smart devices, collect urban data from them, and
monitor the city in real-time. Its application to the Metropolitan City of
Bari is presented and discussed.

Keywords: Web crowdsourcing · COP · Smart city

1 Introduction

Crowdsourcing is based on the concept of involving the participation of a large
number of individuals to solve certain problems together. Web crowdsourcing
provides a new model for solving problems by gathering data also from interac-
tive objects. The Internet of Things (IoT) offers services in almost all daily fields
through advanced connectivity of devices, systems, and services, particularly
smart applications. Hence, the idea of exploiting the Web crowdsourcing con-
cept to smart city projects may help in fostering the activity of territorial control
and monitoring by collecting data from citizens, including feedback and evalua-
tion about urban services, city functioning, quality of life, as well as improvement
suggestions. In particular, taking into consideration also autonomous devices, in
particular Unmanned Aerial Vehicles (UAVs) such as drones, and self-driving
vehicles, their IoT characteristics can be exploited to collect data from a limited
urban area while achieving territorial control and obtaining an improved urban
situational awareness.
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In this context, a Common Operational Picture (COP) is defined as a shared
representation of widespread and general knowledge concerning operation. Sit-
uational Awareness (SA) is at the basis of decision processes to maintain and
understand what is happening in a certain situation and leverage this informa-
tion to avoid or mitigate risks. SA can thus be considered as a purposeful act
of an entity of a comprehensive system. This act directs interest to the relative
combination of circumstances and entities that have aims and goals in common
contexts at a certain moment.

In this work, we present a smart city crowdsourcing Web platform capable
of monitoring the territory in near real-time, involving the creation of COP-
based dashboards, able to collect data from a number of heterogeneous sources.
Such data can be processed and analyzed to show geo-located information on a
dedicated interactive map. In particular, we are interested in the geo-tracking
of moving objects, and the real-time consultation of the data received and their
trend over time. Furthermore, from a SA perspective, this solution may help
to understand the perception of events, especially in critical ones. For example,
exceeding the maximum speed of a vehicle inside the city or their presence in
forbidden areas, will have to activate appropriate alarms or signaling mechanisms
that will be managed by city authorities.

The remainder of the paper is structured as follows. Section 2 provides an
overview of related work and technologies which were investigated as background
knowledge. The next section presents our proposal, i.e. a Web crowdsourcing
platform, including its functional architecture and the employed technological
stack. Section 4 describes a possible scenario of territorial control by monitor-
ing a smart city by means of our Web crowdsourcing platform. Finally, Sect. 5
concludes the paper, with an outline of future work.

2 Related Work

One of the steps towards SA is to make a transition into Smart Cities. Here, IoT
play an important role to gather relevant information from the city, citizens,
and the corresponding communication networks that transfer the information
in real-time. In this respect, the works in [7,10] proposed solution for a smart
city mobility monitoring platform based on crowdsourcing mobile solutions to
gather and provide open traffic data, supporting an ecosystem for collaborative
development of new Intelligent Transportation Systems applications.

Other works, such as in [3,6,8], investigated the role of IoT in smart city
projects, analysing the evolution of research in the field of the smart city and
related technologies, including crowdsourcing.

Since the popularity of the crowdsourcing for performing various tasks online
increased significantly in the past few years, several frameworks and Web-based
solutions have been provided, witnessing the need for tools to develop and run
subjective quality assessment experiments [4,9]. Authors in [5] proposed a frame-
work to enable a worldwide crowdsourcing approach to the generation of OBD-II
data, similarly to OpenStreetMap for cartography.
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Fig. 1. Architectural diagram of the Web crowdsourcing platform.

In this landscape, COP-based solutions aiming at achieving situational
awareness scenarios have been proposed, devoted to maintaining an understand-
ing of what’s going on around people at every moment and using that information
to mitigate risks [1,2].

3 Crowdsourcing Data from Smart Autonomous Devices

This section presents the functional architecture of the Web crowdsourcing plat-
fom, paying attention to the flow of data, ranging from the collection in the field
to the persistence and use of them on the system. In Fig. 1 the architectural
diagram is shown.

The intelligent devices for data collection in the field are enabled to trans-
mit data, after authentication, using the protocols in two ways, namely MQTT
(Message Queuing Telemetry Transport) and REST (REpresentational State
Transfer). The devices that support the transmission of data via MQTT, convey
them into an MQTT broker on specific topics for each type of device. If the
devices do not support the MQTT communication protocol, the transmission
of data is allowed by making requests to specific REST API endpoints. In this
case, a massive transmission of data is also allowed. The internal data man-
agement of the system is mediated by a Message Broker (MB), which acts as
a communication bus common to all system components. In the MB the data
are merged into two streams based on the type of information, called track-
ing and events respectively. The tracking messages correspond to those sent by
smart devices, generally made up of information such as: instant time of detec-
tion, values detected by sensors and the current geographical position. The API
Gateway component, once received, publishes them on the topic tracking of the
MB. Instead, the messages arriving on the MQTT broker are consumed and
inserted in the MB in the same way. Notifications and alerts are generated by
the Rule Engine component, which has the task of applying user-defined rules
and controls to the data it receives in streaming from the MB topic tracking.
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Fig. 2. Data Flow of the Crowdsourcing Architecture

Examples of rules may concern the exceeding of threshold values, access to for-
bidden areas, exit from geofence areas, and so on. Any data in transit on the
topics of the MB is persistent on a time-series database within tables or collec-
tions. The choice of the type of database is dictated by the need for efficient
reading queries over time intervals. A Single Sign-On (SSO) solution is used for
managing user roles and data, system authentication, and for the use of services
such as password registration and recovery. The Web Service component has
back-end functionality and exposes all the services necessary for the Web appli-
cation that the end-user will use. The main services concern the fetch of context
information for initialization purposes by querying the database, and the pre-
sentation of the data in near real-time from the MB. A Web Application allows
the end-user to access all the tools of the COP such as the geo-localized display
of information and events in order to be able to reconstruct in any moment the
SA of the monitored territory.

3.1 Technological Stack

As shown in Fig. 2, moving objects send data to the platform via MQTT or
HTTP protocol. In the first case, the messages are published on specific topics
present in the MQTT broker, implemented with EMQ-X 1. Subsequently, the
MB, represented by Apache Kafka2, uses a special connector to consume them by
collecting them in more generic topics (e.g., tracks). In the second case, instead,
the intelligent devices send data by making HTTP requests to specific REST API
implemented in the API Gateway. The latter, once the data has been received, in
sequence or in batches, publishes them directly on specific Kafka topics. At this
point, once the messages arrive on the Kafka topics, they are persisted on the
MongoDB 5 database3, storing their content in the form of documents within
1 EMQ-X: https://www.emqx.io/.
2 Apache Kafka: https://kafka.apache.org/.
3 MongoDB: https://www.mongodb.com/.

https://www.emqx.io/
https://kafka.apache.org/
https://www.mongodb.com/
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Fig. 3. Rule Engine diagram for the management of alarm and notification events.

specific timeseries collections. At the same time, the Web Service assumes the
role of consumer of the messages present in the Kafka topics, in order to serialize
them and transmit them in near real-time through notifications to the Web
Application, using the Server Sent Event (SSE) protocol.

The generation of notifications (e.g., alarms), as shown in Fig. 3, is taken over
by the Rule Engine, which consumes the tracking messages present on Kafka in
order to subject them to certain rules hand-coded, such as simple conditions
on threshold values or violation of constraints on geofence areas. In the lat-
ter case, a GIS library is used which is part of the Mapbox SDK and is able
to verify whether or not a geographical point (i.e., the actual position of the
device) belongs to a geographical area delimited by a polygon. In particular,
keeping track in memory of the last known positions for each monitored device,
it is possible to trace the input and output of devices within these areas. If a
rule is triggered, an event message is generated which can be of the type alarm
or information, and finally published on the Kafka topic events. At this point,
through a Kafka connector of type MongoDB SinkConnector, once the messages
in the topic are received, they are synchronized on the database in the time
series collection events. Finally, the Web Service component subscribes to the
topic events consuming the messages and then sending them to the front-end
via the SSE protocol. More precisely, the SseEmitter component of Spring4 is
used to create an SSE channel dedicated to events, accessible after authentica-
tion. Finally, the Web Application implemented with Angular 12 5, subscribes
to this channel. User authentication is managed through SSO using Keycloak6,
which is also entrusted with saving user data, and registering and managing
accounts for them. The interaction between the Web Application user and the
SSO is mediated by a back-end service called COP-Auth which acts as middle-
ware. This component exposes REST APIs that allow the front-end to register
and authenticate the user at a higher level. After the user successfully logs into

4 Spring: https://spring.io/.
5 Angular: https://angular.io/.
6 Keycloak: https://www.keycloak.org/.

https://spring.io/
https://angular.io/
https://www.keycloak.org/
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Fig. 4. Dynamic display of 3D objects and notifications.

the system, she receives an auth-token used for invoking the secure back-end
resources provided by the micro-services. The latter, before allowing any request
to the resources, interact with SSO and evaluate the validity of the authentica-
tion token provided in input. To render the map of the territory and display on
it the objects dynamically monitored on the Web application, MapboxGLJS 7 is
used, a Javascript library that exploits the WebGL 2 hardware acceleration. In
particular, the Deck.GL library8 is used to render the layers in 3D.

4 The Case of Metropolitan Area of Bari

The proposed solution has been applied in the context of the Italian national
project called Casa delle Tecnologie Emergenti, in the Metropolitan Area of Bari,
to allow near real-time monitoring of the exhibition districts, nameley a limited
area representing a small-scale model of a smart city in which the tracking data
of self-driving vehicles, traditional vehicles and drones, related to telemetry and
environmental information, allow the monitoring staff to visually identify any
dangers in a promptly and interactive fashion, through notifications or alarms
generated autonomously by the system. In particular, the alarms are generated
through the rule engine of the Web crowdsourcing platform through the analysis
of time windows and the streaming of the captured incoming data.

In the presence of events inside the “Fiera del Levante”, a large complex that
has been selected as an experimental site, a large influx of people is expected,
whose security and privacy must be guaranteed. Thanks to our Web crowd-
sourcing platform it is indeed possible to define geofence areas for which drones
cannot fly and areas forbidden to the circulation of both self-driving and tradi-
tional vehicles. Furthermore, since there are moving vehicles, it is also necessary
7 MapboxGLJS: https://www.mapbox.com/mapbox-gljs.
8 Deck.GL: https://deck.gl/.

https://www.mapbox.com/mapbox-gljs
https://deck.gl/
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Fig. 5. Telemetry Dashlet.

to monitor the speed of each vehicle in order to efficiently manage traffic control.
The Web crowdsourcing platform allows the monitoring of moving objects, such
as self-driving vans and drones, and also the management of the definition and
control of access to unauthorized areas by each of them.

Therefore, as shown in Fig. 4, the monitoring operator can interact with the
devices tracked by the system, having access not only to information related to
their position, but also to a whole series of telemetry data that can be viewed
in real time in dashlets containing animated widgets, graphs or tables. It is
worth noting that in the early stages of the project, we simulated classes of
smart objects in order to generate realistic telemetry values. In particular, once
authenticated, the operator chooses the Map item in the menu, then a map
implemented with Mapbox is rendered. Here, the boundaries of the monitored
place are delimited by a polygon, outlined in black. Trucks and drones are ren-
dered on the map using the Deck.GL 3D library, automatically resized according
to the zoom set by the operator.

Interestingly, by clicking on any device, a dashlet appears where, as can be
seen in Fig. 5, it is possible to view the speed and temperature detected in real
time of the vehicle through dynamic widgets, as well as graphs relating to the
trend of the detections. Finally, the notifications tab shows the history of all the
alarm and information events recorded in a tabular and paginated form. Events
are notified in near real-time at the bottom right, with a event type colored box
showing the type of event, the identifier of the concerned vehicle, and information
content.
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5 Conclusion

In this work, a Web crowdsourcing platform has been presented as a COP solu-
tion aimed at geolocalizing and monitoring drones in flight, self-driving electric
vehicles, traditional vehicles, pedestrians, and IoT devices installed in urban
areas, as well as crowdsourced information, gathered for territorial control in
the framework of the monitoring of Bari city.

In future works, such a solution can take advantage of the recent introduction
of the 5G network which allows intelligent devices to transmit data extremely
fast, reducing the problem of latency.
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2014/20 Asse I project ‘CASA delle TECNOLOGIE EMERGENTI’, and by the Italian
P.O. Puglia FESR 2014/20 project 6ESURE5 ‘SECURE SAFE APULIA’.

References

1. Ardito, C., et al.: Towards a situation awareness for ehealth in ageing society. In:
Proceedings of AIxAS 2020, pp. 40–55 (2020)

2. Ardito, C., et al.: Management at the edge of situation awareness during patient
telemonitoring. In: Baldoni, M., Bandini, S. (eds.) AIxIA 2020. LNCS (LNAI),
vol. 12414, pp. 372–387. Springer, Cham (2021). https://doi.org/10.1007/978-3-
030-77091-4 23

3. Boccadoro, P., Daniele, V., Di Gennaro, P., Lofù, D., Tedeschi, P.: Water quality
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Abstract. Conversational AI is disrupting the way information is
accessed. However, there is still a lack of conversational technologies
leveraging the Web. This paper introduces an approach to support the
notion of Conversational Web Browsing. It illustrates design patterns for
navigating websites through conversation and shows how such patterns
are sustained by a Web architecture that integrates NLP technologies.

Keywords: Conversational AI · Conversational Web · Conversational
design patterns

1 Introduction

Conversational agents (CAs) are pervading a broad range of activities, as their
natural language (NL) paradigm simplifies the interaction with digital systems.
They offer benefits in different situations where users may take advantage of
voice-based interaction for accomplishing their tasks [3,8]. Recent works are cap-
italising on this technology, for example to design voice-based CAs for searching
the Web [2], to automatically generate CAs out of a website content [9], or to
enable end users to customize their CAs for the Web [5]. This interest shows
the feasibility and potential of NL interaction for making the Web truly for
everyone. However, very often the CA development and deployment is detached
from Web architectures: CAs are seen as tools that complement the Web access
experience by providing additional content, not granting access to the website
content itself. There can be situations, instead, where some forms of disabilities
(whether permanent, temporary, situational) demand for a voice-based access to
the website. Despite this need, there is still a lack of proposals for a full-fledged
integration of Conversational AI within Web architectures.

This paper tries to fill this gap by illustrating the conceptual architecture of
ConWeb, a framework for Conversational Web Browsing. The idea is to enable
users to navigate content and services accessible on the Web by “talking to web-
sites” instead of browsing them visually, by expressing their goals in natural
c© Springer Nature Switzerland AG 2022
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Fig. 1. An example of a Conversational Web Browsing on Wikipedia. The reported
conversation recalls the conversational patterns resulting from the user research [1].

language and accessing the websites through a dialog mediated by a conversa-
tional agent (e.g., a voice-based browser plugin). ConWeb tries to respond to
some requirements that we identified through an extensive human-centred pro-
cess. With the help of 26 blind and visually impaired (BVI) users, along different
sessions of interviews and co-design workshops, we were able to identify and val-
idate some prominent challenges and some related interaction-design patterns
sustaining the notion of Conversational Web Browsing [1].

After illustrating the notion of Conversational Web Browsing and highlight-
ing the main challenges behind the provision of this new paradigm (Sect. 2),
in Sect. 3 this paper outlines the main results of the conducted user research.
Section 4 illustrates the design of ConWeb, a software platform for the Conver-
sational Web that integrates information models, NLP models and other compo-
nents of a Web architecture to manage a voice-based dialogue organized around
the identified patterns for conversational Web browsing. Section 5 finally draws
our conclusions and outlines our future work.

2 Conversational Web Browsing

To explain the main idea behind Conversational Web Browsing, we illustrate
a scenario of a user browsing the Wikipedia Home Page1 by dialoguing with a
conversational agent (e.g., a smart speaker or a voice-based browser plugin). As
represented in Fig. 1, starting from the home page the user can be introduced
with a short description along with the main organisation of the website. The
1 https://en.wikipedia.org/wiki/Main Page.

https://en.wikipedia.org/wiki/Main_Page


Supporting Natural Language Interaction with the Web 385

user could also at any point get oriented by inquiring about the content available
in a given context, e.g., by uttering “Is there anything about planet Jupiter?”.
The user can then navigate the website by following up on one of the available
options (e.g., “I want to navigate to [...]”). These requests can trigger navigation
within or across pages in the website (e.g., from the Home to an article page).
Ultimately, the user can browse the structure of the content or directly read the
available content. To enable such interaction, a middleware sitting between the
user and the website should be able to identify the offerings and content of the
website that can be accessed through the conversational medium, interpret user
intents and associated entities from user utterances, and automatically perform
related actions on the website (e.g., click, extract information).

This paradigm is one of the few emerging approaches exploring the integra-
tion of conversational capabilities into the Web [2,5,9]. Previous work explored
basic issues posed by a tight integration of Conversational AI with the Web,
related to automating Web browsing actions to respond to NL user commands
[4], with a focus on technical feasibility. This paper tries to give a further contri-
bution by discussing how to support more articulated design patterns for conver-
sational Web browsing that were identified through an extensive user research
[1]. Incorporating conversational patterns is fundamental to support recurrent
sequences of human-bot interactions [7] serving expected browsing tasks. The
following sections illustrate the user requirements and the technical aspects that
pattern integration implies.

3 User Requirements

In the time period from April to September 2021 we conducted a user research
that involved 26 BVI users by means of online structured interviews and in-
presence focus groups and co-design sessions. We first asked them to describe
their experience with current voice-based assistive technologies. By using online
tools for CA rapid prototyping (e.g., DialogFlow), we then solicited them to
express their desiderata on the design of novel CAs for accessing websites. A
complete description of the study is reported in [1]. In the following we illustrate
some of the identified conversation patterns, which mainly refer to the struc-
ture of conversation for Web browsing. These patterns guided us in extending a
preliminary version of the ConWeb prototype [4] to: i) support an incremental,
dialog-based exploration of the Website, and ii) grant flexibility in the dialog
organization, to fulfil the need of personalized browsing experiences.

Shaping-Up the Map of the Navigable Space. Users claimed that learning
the structure of the website is a crucial initial step when they access a website
for the first time. For this reason, they asked for strategies to identify high-level
navigation mechanisms to support them in understanding the website structure,
and fluidly move along the main areas (e.g., in Fig. 1: “You can browse the main
menu, [...]”). To identify how to move along different information nodes, they
highlighted mechanisms for link predictability (e.g.: “Do you want to read a
preview, or [...]”) and for keeping track of the navigational context (e.g.: “You
are now in the Wikipedia Home Page.”).
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Fig. 2. Conceptual architecture of the ConWeb platform.

Navigating Through Intelligible and Quick Mechanisms. Depending
on their tasks and preferences, participants demanded for different navigation
strategies. They described in-depth explorations to narrow down navigation
options along the hierarchy of nodes, but especially punctual, fast-served requests
were discussed as a means to locate a desired content (e.g.: “Is there anything
about [...]”), along with the capability of bookmarking information nodes (e.g.:
“Save this page as a bookmark”) for a direct access to content of interest.

Summarizing and Segmenting the Page Content. The research conversa-
tional paradigms should prevent unwanted and unneeded explorations resulting in
poor user experiences. Segmenting contents and highlighting characterizing key-
words could help localize the content of interest (e.g.:“Jupiter is [<short content
preview>]. Do you want to know more or reading something else?”).

Providing Access to Conversation-Scaffolding Intents. Users frequently
expressed the need for scaffolding intents to help them identify possible actions
at different navigation levels and for the provision of feedback on the system
status, such as the use of landmark cues.

4 The ConWeb Platform

Translating the identified interaction patterns into architectural choices for the
design of the ConWeb platform has required focusing on the following aspects:

– A conversational-browsing model must be built when the website is first
accessed, to index and present to the users the available conversation nodes
and the navigation structures that can sustain conversational browsing.

– A conversation node does not necessarily correspond to an entire Web page; it
can be a content paragraph, a navigation menu, a link, or any other element
in the Web page that can be presented independently from the others and
has a role in the progressive exploration of the website content.
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– A context representation characterising the navigation status must be handled
to let the users to move easily backward, i.e., along previous conversation
nodes, and forward, i.e., to identify and explore new reachable nodes.

– To extract browsing-relevant intents and entities from the user utterances, an
NLP engine must be adequately trained starting from the website content.

– Recognized intents and entities must be matched with navigation- and
content-reading actions as deriving from the conversational-browsing model.

– The resulting CA must recognise website-specific intents as well as scaffolding
intents related to auxiliary commands for the user to control the conversation.

Figure 2 illustrates the resulting conceptual architecture. The current version
of the framework has been implemented by embedding the conversational capa-
bilities into a traditional browser. In particular, it serves its logic via a client that
uses external APIs (Google APIs in the current prototype version) for Text-To-
Speech and Speech-To-Text translation. It gathers the NL user utterance and
builds a request that embeds additional user session parameters needed to con-
trol and handle the user navigation context. At the server-side, an NLP engine
(RASA in the current implementation) parses the user utterance to extract
browsing intents and entities. Also considering the navigational context, the
framework identifies and performs the necessary navigation actions. For exam-
ple, for the user’s request “Tell me about the solar system”, the intent is a
content request, and solar and system are the entities extracted. It is thus
possible to identify the conversation node where those entities can be found, and
to navigate automatically towards that node. The automatic navigation is per-
formed through a headless browser (Selenium in the current prototype), which
starts a browser session every time a new page is accessed. As a fundamental
step to manage navigation, a context handler parses the page HTML to create
a model that can help map the interpreted intents and entities onto contextual
navigation actions. By invoking proper intent handlers, this module also builds
the responses that the client renders in form of conversation. This mapping is
the most challenging aspect. As described in the following, it requires integrating
the NLP pipeline with the execution of browsing actions contextualised for the
accessed website.

4.1 Conversation-Oriented Navigation Tree (CNT)

When a website is accessed for the first time, a conversational-browsing model is
built to index the available content segments and the navigational structures that
can sustain conversational browsing. This is needed for providing the user with
an overview of the available content, for allowing her to move within the available
content space based on the tracked navigational context, and for enacting a direct
navigation towards a content responding to a search key.

As reported in Fig. 3, for each accessed Web page a Conversation-oriented
Navigation Tree (CNT) is built to represent the hierarchical nesting of differ-
ent page elements, the conversation nodes. Conversation nodes represent content
segments (e.g., the leaf nodes in Fig. 3, representing the available articles), or
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Fig. 3. Conversation-oriented Navigation Tree

navigational indices providing access to content segments (e.g., the Today’s arti-
cles index). Their granularity serves the purpose of building a dialog for the
incremental exploration of the website content. Each CNT node also specifies
attributes and descriptions extracted from the Web page, which can help ren-
der the node content through conversation. The CNT traversal then supports
both the progressive visit or the direct access (i.e., by means of search keys) to
the specified conversation nodes. Pertinent conversation nodes are identified by
matching the intent and entities extracted from the user’s utterances with the
descriptions and keys summarizing the content of a node.

4.2 Building the CNT

The specific content and the descriptive attributes stored in each CNT node
are extracted from the HTML code of the accessed Web page. Based on the
user request, a headless browser simulates navigation actions and downloads the
HTML code of a page. The extraction of many of the CNT elements can be per-
formed automatically, by parsing the HTML code. However, to make the process
more effective, specific annotations can augment the page HTML to tag and spec-
ify the elements useful for building the tree. For example, content-oriented tags
can be used to add short summaries of content segments (<cw-description>),
and representative keys (<cw-keys>). A type tag (<cw-type>) then character-
izes page segments as content or navigation elements, with the latter providing
navigational structures for indexing content nodes. These annotations can guide
the page interpretation process and the extraction of relevant CNT elements.

4.3 Training the NLP Model

The NLP model for intent classification and entity extraction has to be trained
for each website. While the recognition of some intents and entities (e.g., those
for scaffolding commands) is content-agnostic and can be handled in the same
way for any Web site, i.e., it does not need specific training, for some others
(e.g., content-access requests) the NLP outcome depends on the knowledge on
the specific Web site content. For this reason, in addition to representing the
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hierarchy of conversation nodes, the CNT also specifies the “domain knowledge”
that can be used for the automatic generation of a website-specific training data
set. Starting from the keys indexing each conversation node, a list of training
sentences for each content-access intent is automatically generated and used to
train the NLU model for intent classification and entity extraction.

4.4 Handling the Classified Intents

To perform proper navigation actions and build conversational responses to the
user’s requests, ConWeb includes a library of Intent Handlers that are invoked
depending on the outcome of the intent classification and entity extraction. For
example, a Navigation handler enables moving along the entire CNT to local-
ize a conversation node when a content-access intent is recognized, whereas a
Link handler and a Content Reading handler build the conversation for pre-
senting nodes of type navigation and content, respectively: if the user request is
for accessing a content node, after localizing the node in the tree the Content
Reading handler build the dialog for rendering the node description; if instead
the request refers to a link traversal, then an automatic navigation to the cor-
responding page is enacted together with the provision of feedback messages to
inform the user of the content of the target node. A Scaffolding Intents handler
serves commands available at any conversation node, such as those for getting
information on the current page, help, back and forth commands, access to the
bookmark list.

Intent handlers enforce separation of concerns and grant flexibility: they make
it easy introducing additional conversational patterns, for example to manage
Web page components not yet covered by our current prototype (e.g., forms or
image-reading intents). Other extensions of the intent-handler library can also
be conceived to accommodate specific users preferences, for example related to
varying text-reading styles. This last feature responds to the need for personal-
ization recurrently remarked during the conducted user research [1].

5 Conclusion

This paper has discussed interaction and architectural patterns that can make
the Web accessible through an NL interaction. It has shown how Conversational
AI can be integrated within Web architectures, to provide an additional channel
for accessing websites. So far, our work has mainly focused on content-oriented
websites. Even if further elements are needed to cover the requirements posed by
other website categories, we are confident the flexibility offered by the ConWeb
architecture can favour the extensions needed for handling other types of intents.
There are however some limits that will be investigated in our future work.

The performance for training on the fly the NLU model has to be improved.
When a website is accessed for the first time, the current prototype requires up
to 10 s to generate the training data set and update the model. Our future work
will focus on identifying lightweight techniques to reduce the response time.
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The current ConWeb prototype requires augmenting the website HTML with
the CNT annotations. We are now designing proper authoring environments and
also want to capitalize on standardization activities2 that are proposing HTML
extensions for accessibility. For granting conversational access to any website,
even those not properly augmented, we are working on deriving CNT elements
through the automatic extraction/summarization of the website content.

Our future work will be devoted to user studies that will also address sighted
users, to understand if the assumptions derived with and for BVI people can be
extended to other classes of users. Involving BVI users has allowed us to identify
the most stringent requirements for a conversational browsing detached from the
visual channel. However, in line with recent initiatives [6], we are confident the
resulting approach can benefit people universally, and has a potential that will
impact Web Engineering in the coming years.

Acknowledgments. We are grateful to the associations UICI, ADV, Real Eyes Sport
for their help in the user research. This paper is dedicated to Prof. Florian Daniel, who
suddenly passed away in April 2020. He first had identified the value of this research.
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4. Chittò, P., Baez, M., Daniel, F., Benatallah, B.: Automatic generation of chatbots
for conversational web browsing. In: Dobbie, G., Frank, U., Kappel, G., Liddle,
S.W., Mayr, H.C. (eds.) ER 2020. LNCS, vol. 12400, pp. 239–249. Springer, Cham
(2020). https://doi.org/10.1007/978-3-030-62522-1 17

5. Fischer, M.H., Campagna, G., Choi, E., Lam, M.S.: DIY assistant: a multi-modal
end-user programmable virtual assistant. In: PLDI 2021, pp. 312–327. ACM (2021)

6. Microsoft: Inclusive design (2022). https://www.microsoft.com/design/inclusive/
7. Moore, R.J., Arar, R.: Conversational UX Design: A Practitioner’s Guide to the

Natural Conversation Framework. Morgan & Claypool (2019)
8. Pradhan, A., Mehta, K., Findlater, L.: Accessibility came by accident. Use of voice-

controlled intelligent personal assistants by people with disabilities. In: CHI 2018,
pp. 1–13 (2018)

9. Ripa, G., Torre, M., Firmenich, S., Rossi, G.: End-user development of voice user
interfaces based on web content. In: Malizia, A., Valtolina, S., Morch, A., Serrano,
A., Stratton, A. (eds.) IS-EUD 2019. LNCS, vol. 11553, pp. 34–50. Springer, Cham
(2019). https://doi.org/10.1007/978-3-030-24781-2 3

2 See https://schema.org/SpeakableSpecification.

https://doi.org/10.1007/978-3-030-62522-1_17
https://www.microsoft.com/design/inclusive/
https://doi.org/10.1007/978-3-030-24781-2_3
https://schema.org/SpeakableSpecification


User Acceptance of Modified Web Page
Loading Based on Progressive Streaming

Lucas Vogel(B) and Thomas Springer

TU Dresden, 01069 Dresden, Germany

lucas.vogel2@tu-dresden.de

Abstract. In times of the pandemic, it becomes more evident that our
modern society relies heavily on the internet for most areas of life. As
websites become more complex and their size increases, the amount of
code slows down their loading speed, especially on mobile devices with
poor network connectivity. Various improvements exist to optimize the
code before and after delivering a web page to a client. However, the
delivery and rendering itself was rarely examined. In this paper, we
evaluate two new methods of loading and displaying websites faster,
namely Text-First and Layout-First. Layout-First reduced the time until
first contentful paint (FCP) on average from 281.75 s down to 6.43 s at
32 KB/s, a difference of more than 4.5 min. Text-First reached the FCP
on average in 2.15 s at the same network speed. However, our user study
revealed that not every technological improvement is well accepted by
users. Results showed that users will wait longer if the layout is sta-
ble while loading the page. More than 85% of participants preferred the
Layout-First method introduced in this paper.

Keywords: Progressive page loading · Initial page load · Page
streaming · User experience · User acceptance

1 Introduction

Web response times always matter for users. But is it still a matter of con-
cern with vastly increasing network speed and device resources? Yes, it is, since
every network speed improvement is responded with more complex web appli-
cations with richer content and logic1. As described in the paper by Nah et
al., a user expects a response from a web page in 2 s, or a majority of users
will leave [4]. This fact stands in contrast to a recent publication by Google
in 2018, which states that access to pages on mobile devices takes on average
15 s to load [1]. The problem becomes even more apparent in situations where
the user is confronted with a slow network, in rural regions, in a train, or if
the network access is downgraded to less than EDGE speed once the flat rate
of the data plan is used up. Even in countries like Germany, the coverage of

1 https://httparchive.org/reports/state-of-the-web.
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cellular networks leaves significant gaps, especially in rural areas2. The results
are partially absurd loading times far beyond any acceptable limit. For instance,
facebook.com loads nearly 3 min (best-measured case) before the first content-
ful paint, retrieved at 32 KB/s. From a set of the 20 most popular loadable
web pages (from the Alexa Top List, October 27, 2020) for 19 pages, the user
gets a timeout due to too slow loading when the pages are retrieved at 8 KB/s
(all tested websites except google.com). This is also true for small web pages if
they are not optimized correctly, resulting in longer loading times and increased
energy consumption. A multitude of approaches exists targeting performance
improvements for the initial page load. Nevertheless, the problem is still present
since the above-presented performance values result from measurements based
on modern web browsers that incorporate well-accepted approaches to speed up
page loading. This paper explores an approach to speed up the initial page load
both from technical feasibility and user acceptance by modifying the loading
behavior. The concept is based on streaming server-side pre-processed content
and layout information for progressively enhanced web page rendering at the
client that allows faster first contentful paint.

The contribution of the paper is twofold: Firstly, we introduce two novel
page loading mechanisms based on the concepts of progressive enhancement and
streaming, namely Text-First and Layout-First. While Text-First primarily accel-
erates the transmission of text and content, Layout-First pre-renders the HTML
with CSS beforehand and maintains a stable layout presented to the user. Sec-
ondly, we provide insights into performance improvements and user acceptance of
the two introduced mechanisms based on performance measurements and a user
study. The rest of the paper is organized as follows. In Sect. 2 we introduce key
terms and concepts related to initial page load. In Sect. 3 related work is discussed,
followed by results of a preliminary user study presented in Sect. 4. The two novel
page loading methods are explained in Sect. 5. Evaluation results with respect to
performance and user acceptance for the two new methods are discussed in Sect. 6.
Finally, conclusions and future work are described in Sect. 7.

2 Background

This section describes major elements that form the basics for the technique
developed in this paper. A typical fetch- and render pipeline for a web
page: To render a web page, a browser starts by sending a request to the ded-
icated server to fetch the main HTML file of the page. For the render pro-
cess, a parser is used to iterate over every HTML document statement after
the main HTML file download is completed. This file might refer to multiple
external resources, which are not embedded in the HTML file itself but linked
synchronously or asynchronously. By default, the link is synchronous and, as a
result, render-blocking. This aspect is described in-depth in the following sec-
tions. The process between the first received data of the main HTML file and
the first render of a page is called critical rendering path. It describes the
2 https://www.breitband-monitor.de/funkloch/karte.
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fetching and processing of all render-blocking files. This includes the creation of
the DOM and the CSSOM, intercepted by render-blocking JavaScript parsing.
With speculative parsing this step can be optimized, the parser “looks ahead”
and fetches resources needed later to parallelize a portion of the required net-
work requests3. However, all external files need to be downloaded before parsing
the main HTML file can be completed with speculative parsing.

Measuring the Loading Time of a Web Page: The time frame between
the point in time a user requests a web page and the point in time the page
is loaded entirely in the browser is an important performance metric for web
pages. Technically, a web page can be considered as “loaded” in several stages.
A key metric is first contentful paint (or FCP for short) which determines
the speed at which the user can access information on a page. It marks the point
at which any kind of content (media or text) is displayed to the user. At this
stage, the content of a page could be displayed, as it is in a render-acceptable
form. Therefore, if shown at this stage, enables first information retrieval and
navigation on a page by the user.

Render-Blocking Resources: As described above, web pages can have exter-
nal resources that are loaded synchronously and therefore block the rendering
of the page. Fetching a resource, the currently used versions of HTTP (2 & 3)
do not require a full TCP handshake for every request. However, this was not
always the case. Still, an overhead for fetching and rendering an external file is
present. Therefore, multiple large, externally loaded, render-blocking files or a
large main HTML file will slow down the loading and display time. Optimiza-
tions like speculative parsing can only reduce this issue, but it still will not solve
the core problem. A current solution is to bundle all external resources together
in one or a small number of files to be loaded together, like webpack4. However,
the base problem still exists. If the bundled file is large, devices with a slow
network connection will have to wait for the entire file to be fetched, even if they
might only use a section of the code that exists in the bundle. If, for example,
the CSS is bundled and loaded asynchronously, it may be missing by the time
the browser displays the HTML, and thus, the page will not display correctly
until the whole CSS bundle is fetched and parsed. Until now, no data existed on
the user acceptance of this behavior. Another possible technique is to bundle all
external data by inlining all external resources directly in the main HTML file,
providing only a single file for the whole page. This process highlights the same
problem for devices with a slow network connection, as it still has to load all
code, but now in a single file, independent of if the code is needed at this stage of
displaying a page or not. As a result, the whole page becomes render-blocking.
The best way, in theory, is to pre-process all resources, remove all unused code,
and deliver only what is needed. As the convenience of a readily available full
CSS- or JavaScript-Framework can easily outweigh the amount of work neces-
sary for every component to be checked every time a web page is deployed, this

3 https://developer.mozilla.org/en-US/docs/Glossary/speculative parsing.
4 https://webpack.js.org.
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might not be done in practice. Furthermore, the main HTML page can still be
too large even with said optimizations for very slow network speeds.

3 Related Work

Numerous techniques exist to improve the loading speed of web pages. In the
following section, the most suitable methods are described in detail, followed by
a discussion.

Google Pagespeed was published in 2015 and is a module for Apache and
Nginx based servers. The core idea consists of automatically improving initial
page loading speeds by enforcing best practices [6]. These include structural
changes, like combining resource files of the same type, removal of comments
and unnecessary elements, and content optimization like conversion of images
to compressed modern web formats. Pagespeed is therefore different to AMP5,
as it optimizes existing code and does not provide a framework for creating
a web application. The result is a smaller, optimized web page that loads in
the traditional way. No optimization is made for the actual loading phase of a
web page. Also, no content loading is postponed, only non-essential resources.
Depending on the type of web page, this can still result in long loading times at
slow network speeds if the main page is significantly large.

Hotwired is a group of frameworks that use the idea of transmitting HTML
“over the wire”. The idea is hereby that instead of pure JSON data that has
to be converted to HTML at the client-side, the server sends the final HTML
instead. Turbo is one of those developed frameworks6. The web page is split into
frames for this to work. If a change is made in the frame, only the HTML of
the frame is updated. The changes will be transmitted over WebSocket. This
changes the speed and fluidity of handling the web page. However, the initial
transmission of the web page will still be handled the traditional way of loading
the page as a block.

In [3] the authors describe a technique of rendering CSS above the fold,
using PhantomJS to find all matching CSS declarations of an element. If the
element is inside a predefined viewport (above-the-fold), it is marked as critical
and will be part of the CSS included in the modified web page. The way this
“inlining” works is by collecting all critical CSS declarations and inserting them
in a style-element in the header of a page. All remaining CSS is then asyn-
chronously loaded with JavaScript once the page finished loading. This has pros
and cons. By inlining the code in a style-element, pseudo-elements and classes
can be addressed. The style attribute of individual elements is not capable of
doing so. However, this increases the initial page size, and a overhead is induced
by asynchronously linking the original CSS. Even if the time to first render is
reduced, it might slow down render time at lower network speeds because the
main page has a larger initial download size. Also, the technique is only used
above-the-fold.
5 https://amp.dev.
6 https://turbo.hotwired.dev/.
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All related methods will enhance the loading speed of web pages in different
ways. However, all of them pursue the goal that the web page will look identical
to the original while rendering, and achieve this as fast as possible. Moreover,
various shortcomings were found in all further investigated techniques.

Polaris [5] as well as VROOM [8] only optimize the loading order of depen-
dencies, not the content of the dependency itself. In paper [2], the structure and
implementation of the developed software were not described in necessary detail
and is missing specific data on how the software was tested [2]. The techniques [9]
and react7 cannot be generally applied to a universal web page. The developed
software of paper [9] has the issue that often the original DOM in the correct
order is required by JavaScript [9]. Method [9] only works with reactjs, and
no other framework. Puffin OS8 will render all web pages entirely on the server.
For this to work correctly, it needs all data, including plain text passwords, sent
to the server to work. Method [10] uses a Proxy system, which will not work
with modern https or alternatively, has to break the encryption. Both tech-
niques are not viable options. Finally, Critical [7] renders the HTML and CSS
which is used above-the-fold. This technique will increase render time. However,
if web pages could use this approach for the whole page efficiently, render times
could be decreased even more. In general, not a single investigated technique or
framework provides a complete solution ranging from server to client. Also, no
method modifies the loading- and render-process itself. We hypothesize that this
is mainly due to a lack of available data regarding user loading behavior accep-
tance. Therefore, a preliminary study was needed to collect said information.
From the related work analysis, we found that a multitude of approaches exists
that address performance improvements for initial page loading. While they
fix partial problems related to the loading and rendering pipeline, fundamen-
tal issues of web page loading are not addressed comprehensively. A significant
problem is the organization of content and layout in separate files that need to
be completely downloaded before rendering and displaying are possible. Even
worse, since modern web pages are responsive and built with a CMS, alterna-
tive content for different form factors and JavaScript frameworks blows up the
number of files, individual file size, and render-blocking dependencies.

4 Preliminary Study

This preliminary study aimed to gather data about the acceptance of loading
mechanisms based on progressive enhancement. The pre-study consisted of an
anonymous online questionnaire regarding the acceptance of a web page loading
behavior. The participants were shown animations9 side-by-side of a mock-up
web page loaded in two different ways with a slow network speed. The first ver-
sion displayed the slower, all-or-nothing method of the current way a browser
displays a web page. The second version showed a web page that loads the
7 https://reactjs.org.
8 https://puffin.com/os.
9 https://imgur.com/a/2wXs3jX.

https://reactjs.org
https://puffin.com/os
https://imgur.com/a/2wXs3jX
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resources separately: first the HTML+Text of a page, followed by the CSS. As
a result, users get the first content (HTML+Text) much earlier than the sec-
ond version but have to accept layout changes due to the separate load of CSS.
Therefore, users had to choose a trade-off in the study. We hypothesized that
users would overwhelmingly choose the second version, as it delivers informa-
tion faster, shown in the animation in footnote 9. Users could only answer by
choosing one of the two options provided as radio buttons below the animation.
As an optional field, participants could tell their age. The provided question-
naire was answered by 228 people. The users are expected to mainly consist
of computer science students and faculty members, as it was spread by a fac-
ulty email newsletter, which might have induced a bias due to expert knowledge.
The participants ranged from 15 to 72 years of age. Regarding loading preference,
59.21% of users chose the faster version with the progressively displayed content.
However, this also concludes that 40.79% would rather wait longer for the web
page to render with the correct layout. From this observation, we created two
loading mechanisms to further investigate the trade-off between progressively
enhanced initial page loading with faster first contentful paint and the degree of
progressively enhanced web page content and layout accepted by a majority of
the users.

5 Concept of Progressively Streamed Web Pages

The core idea of the developed concept is to control the render process by con-
tinuously adding content to the page. For it to work, server-side and client-side
components are introduced. The server-side component pre-processes the page
data and sent it via a stream to the client-side component, where it is progres-
sively rendered and displayed. The pre-processing extracts the content, layout
and code data minimally required to render the page, eliminate render-blocking
links to external files and their dependencies and convert the resulting page data
to a streamable representation. For pre-processing HTML, JavaScript, and CSS
are deconstructed into individual characters. This allows the prioritization of
content and styling by changing the order of delivery on a per-character level.
After pre-processing, the web page is ready to be delivered. Initially, a minimal
page with the client-side code is transferred, which will establish the stream
connection. After a successful connection, the server-side component starts to
transfer page data as a stream while the client-side component continuously re-
adds the content to the page in order to be rendered. Guided by the results of
the preliminary study in Sect. 4 we designed two methods for prioritizing and
ordering page data, namely Text-First and Layout-First.

5.1 Loading Methods

The Text-First method prioritizes fast content display over a correct and
stable page layout. This method aims to deliver the core information as fast as
possible and delay all other code. For this, the three main components of modern
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web pages (HTML+Text, CSS, and JavaScript) are split and re-ordered for fast
text loading, with all three parts separated. The pre-processing on the server-
side component allows the separation of text and HTML. This is achieved by
extracting all text and replacing most of the intermediate HTML with minimal
placeholder tags. This extraction excludes links and headlines, as they provide
semantic information or functionality to a page. The inserted placeholder tags
are invisible in the browser window. The sending order is structured in the fol-
lowing way: First, the text with placeholders will be transmitted and rendered.
At this stage, the user can already access the content of a page, similar to a
text-only browser. After that, the HTML is loaded, and placeholders are filled
with content. The HTML itself includes more markers for CSS and JS. After
another render of the page, the CSS and JavaScript are loaded and inserted via
placeholders in the same way. This ensures a minimal time until the first content
can be displayed at the cost of significant layout shift during progressive page
loading. In contrast, the layout-first method prioritizes correct and stable
page layout over a fast content display. This technique allows the reduction or
elimination of the significant layout shift that appears by inserting HTML/Text,
CSS, and JavaScript after each other. However, integrating these components for
a streaming-based transfer results in an overhead per text element sent to the
client. In theory, the transfer of page content should be slower than Text-First
but might result in a better balance between transfer speed and user experi-
ence, as shown in the preliminary study. This proposed method uses a self-
implemented universal server-side-rendering framework to place the CSS at the
correct location in the HTML of a page. Furthermore, sending unused CSS is
delayed, as the currently unused classes might be necessary for elements that are
inserted by JavaScript at a later point. Therefore, page data is ordered in the
following way: first, HTML with Text and integrated render-critical CSS will be
streamed and rendered in sections. These sections only end with text or a closing
tag, and care is taken not to render the content if it ends with a half-transmitted
tag element, which can affect the layout. Following the correct transmission, the
delayed CSS is loaded and inserted, followed by JavaScript and a page refresh
for the JavaScript-Hooks to fire.

5.2 Pre-processing at the Server-Side Component

As visible in Fig. 5 at marker ‘A’, the server-side component pre-processes the
web page before delivering it to the client. This optimization is different from the
techniques which were theorized by the pre-study. Both described technologies
share most of the code needed to provide a progressively loaded and streamed
web page, as it is illustrated in Fig. 1, where the differences in code are high-
lighted in violet. Both share a common filter and modifier but differ in the
preparation of the sending order. As a first step, the received raw web page data
is filtered for CSS and JavaScript (part A1 in the figure). If external links for
CSS or JavaScript are found, the external content is fetched first, and a place-
holder replaces the link in the saved HTML. If internal CSS or JavaScript is
found, it will be replaced the same way. All CSS and JavaScript will be used
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later in the sending order, part A3. After filtering all JavaScript and CSS, the
page is modified if necessary. This is the case if the pre-processed web page runs
on a different domain or subdomain. Also, requests like form data that requires
backend logic can be forwarded to the correct address. To prepare the sending
order with the Text-First method, the HEAD and BODY of the HTML document
are split and handled separately, as seen in part A3(1). The HEAD-elements (for
example meta-tags) are separated into individual packages, with placeholders for
externally linked JavaScript and CSS. In the BODY, certain elements are protected
and won’t be separated. Those elements are headline tags and links, as they pro-
vide semantic structure and functionality to navigate the web. Next, all other
elements are extracted and replaced by placeholder tags. These placeholders are
HTML tags, starting with a text character, followed by an ascending number.
With this setup, no placeholders are rendered on the final page. Even though
it is not required in the specification10, browsers like Firefox will not recognize
tags that start with a number and display them as text. Therefore, the described
structure has to be used. The sending order starts with the BODY-text contain-
ing said placeholders, followed by the BODY-HTML-parts that match the marker.
Afterwards, all HTML of the HEAD is inserted. Finally, CSS and JavaScript are
added to the sending order. Therefore, when loading the page, a full separation
of components is possible, with a focus on sending the content of a page first.
The splitting of HEAD and BODY-parts as well as the handling of HEAD-Elements
is similar for layout- and Text-First as shown in part A3(1) and A3(2). For the
BODY, a headless browser is used for Layout-First (see A3(2)) to pre-render the
page and determine targets of all CSS classes. Then, all CSS for a specific ele-
ment or section is inserted into the respective positions. In this case, the sending
order begins with the attributes of the BODY-Element, like styles. Especially if
the BODY-Element has a layout-critical property like a border, margin padding,
width, or height specifications, this will move the visible content if applied later,
so it has to come first. Afterward, the rendered HTML of the BODY is inserted,
followed by the HEAD, and the original CSS and JavaScript. The original CSS is
inserted again, as it may be necessary for certain JavaScript-applications at a
later point.

5.3 Streaming-Based Delivery Process

Without the rendering step, the delivered HTML structure is the same as loading
the page without the proposed optimization. The rendering uses a browser to
load the final HTML of a website, which includes elements added by JavaScript,
to ensure visual similarity necessary in the user evaluation. However, it is possible
for dynamic applications that rely on JavaScript for rendering elements to fetch
the raw HTML directly. The pre-rendering will still work, but dynamically added
elements will only appear after loading and executing the JavaScript of the
page. As a result, JavaScript-based web applications are not affected as the
HTML structure stays the same. This also includes additional web elements like

10 https://html.spec.whatwg.org/multipage/syntax.html.

https://html.spec.whatwg.org/multipage/syntax.html
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Fig. 1. Server-side pre-processing procedures: overview (top), filtering (A1), modifica-
tion (A2), and prepare sending for Text-First (A3(1)) and Layout-First (A3(2)).

embedded advertisements. The current approach with a headless browser does
not optimize the page in real time. Performance improvements regarding the
preparation of websites are part of our future work. As part of the developed
technique, the targeted web page is fetched and processed before it is requested
by the client, similar to a CDN, as shown in Fig. 2. However, hosting on the
original server is also possible. The element labeled with ‘A’ in Fig. 2 is described
in detail in the following section. During this stage, all linked external resources
of a page are fetched and processed. Afterwards, the processed sequence of data
is saved until it is needed. If a client requests the modified page, a request will
be sent to the server-side pre-processing component. There, a minimal web page
is prepared with a UUID to identify a client and delivered to the browser. After
the client has received and parsed the minimal page, the included JavaScript
will establish a WebSocket connection, using the UUID as a second parameter.
Moreover, the current index of the last received data is sent for continuing the
sending process if the connection fails. After all data is transferred, the server
will send a final package to indicate a successful and complete transmission. To
further reduce client-side code, the data is sent as strings, with a predefined
maximum length.

5.4 Rendering at the Client-Side Component

When the client receives data from the server via WebSocket, the type of package
is examined. If it is the “finished” package, the connection is closed. If it contains
JavaScript, the code will be inserted and executed. Otherwise, if it contains
HTML, it is appended at the respective location. As the minimal web page
already contains a basic HTML structure with the head and body-Element, a
location-attribute of the data package includes the target of the content. This
is possible by utilizing the insertAdjacentHTML-function to insert HTML as it
will not interfere with user input. In this prototype, if a section of data is split
into multiple parts due to a large size, it will be cached and then followed by a
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Fig. 2. Program sequence of the pre-processing and delivery of a pre-processed web
page via WebSocket

“render” package. The rendering process then adds the contents of the cache to
the target element.

5.5 Technical Implementation

Two options have been considered for the implementation of the stream-based
transmission of page data, namely HTTP/3 and WebSockets. While HTTP/3
already uses streams internally, WebSockets need additional effort to upgrade a
HTTP connection to streaming. Particularly, to upgrade to a WebSocket con-
nection a minimal HTML-Page (file size of 2.5 KB) with custom JavaScript that
can establish a WebSocket-Connection back to the Server needs to be deliv-
ered to the browser. Streaming via WebSocket has several advantages over the
traditional loading method. Mainly, it allows to send and render web pages in
parts as well as reconnect and resume sending after connection loss by saving
the index of the last sent character. WebSockets are supported by most browsers
natively without any extra framework. According to https://caniuse.com Web-
Sockets are supported by 98.37% of browsers (all browsers except Opera Mini),
as of August 202111. Therefore, the developed software will be supported by
every browser that can establish such a connection. However, upgrading the
connection to WebSocket will result in an overhead visible in the evaluation,
especially at higher network speeds. The developed server-side software consists
of a Node.JS application, that uses puppeteer to fetch data, HTML and gen-
erate CSS usage maps, and htmlparser2 for the parsing of HTML, in order to
detect external links. For WebSocket, the websocket-package is used, as it pro-
vides a plain WebSocket interface without the need for further client-side code
like socket.io. The Website is hosted via ExpressJS.

11 caniuse.com/websockets.

https://caniuse.com
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6 Evaluation

The goal of our evaluation was to answer two major questions: 1. Is streaming-
based progressive page loading significantly decreasing time for initial page load?
and 2. Are progressive page loading methods, i.e., text- and Layout-First, affect-
ing user satisfaction?

6.1 Experiment on User Satisfaction

A user study was conducted to test the user satisfaction of progressive page load.
A web-based questionnaire allowed for evaluating a larger, unsupervised group of
people and in multiple languages (German and English were provided). For the
test, a video displayed three different loading behaviors (reference, Text-First
and Layout-First) on a device with reduced network speed in direct comparison.
A video was chosen as it ensures that every participant sees the same timing
of items appearing on the screen. Users were then asked to name their favorite
loading behavior and the reasons for their choice. This was done by using a
Likert-scale (5 steps - “very bad” to “very good”) for ranking the three loading
behaviors. Pre-defined answers were given for naming the reasons with additional
text input fields if the shown answers were insufficient. The three shown versions
in the video consisted of the Text-First method, the Layout-First method, and
a control displaying the unmodified loading behavior. The displayed websites
were selected by multiple factors: if the website is actually shown and renders
correctly (in contrast to only displaying a consent message when visiting or not
rendering correctly with one of the techniques) and if the website has enough
content to differentiate the three loading methods. For example, google.com
mainly consists of white space, and therefore the modification is less visible.
To ensure a wide representation of websites, the similarweb.com-platform was
used by selecting the following websites from the Top 50-pages of these cat-
egories: amazon.com from E-commerce And Shopping, netflix.com from TV
Movies and Streaming, qq.com from News and Media as well as medium.com
from Social Networks And Online Communities.

6.2 Results of the User Evaluation

The survey was accessible online from November 10th to 23rd, 2020. All questions
were answered in full by 138 people. The users are expected to mainly consist
of computer science students and faculty members, as it was spread by a faculty
email newsletter, which might have induced a bias due to expert knowledge.
85.29% of users preferred Layout-First over Text-First (8.09%) and unmodified
loading (6.62%). Users preferring Layout-First described as their main reason:
“they liked the way the web page changes visually while loading” (selected by
35% of users), and “that the contents stayed on the correct location while doing
so”. This is visible in Fig. 3a. The speed of accessing the information of a web
page was the most important aspect for 31% and the speed of displaying the
information for 28% of users. Most importantly, those users also mainly disliked
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the Text-First method and the unmodified version because both change the web
page visually while loading (43%) and for the speed, in which both versions
display the whole page (35%). Both distributions are shown in Fig. 3b (these
describe choices from users that chose the other technology as their favorite
in Fig. 3a). With 8.09%, Text-First is still chosen more often than unmodified
version. Users who preferred Text-First mainly answered that they chose this
version because of the speed at which the content can be accessed (82%). The
main reasons the other two techniques were disliked are the speed at which the
web page is displayed (46%) and the speed at which the content can be accessed
(27%). 6.62% of users selected the reference loading method as their preferred
loading method. The main reason chosen was the way the web page changes
while loading (45%). One user answered by individual text, answering that it
is a “habit” (translated from German). These users disliked both developed
methods, mainly because of the way the web page changes while loading (45%)
and the visibility of the loading progress (33%).
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6.3 Experiment on Performance

For the technical tests, a filtered Alexa Top-List from 2020 was used. This data
set includes the top 20 websites worldwide from 2020, and each website was
loaded twice to account for errors without caching. Then all data were averaged
for each collected measurement. The number of websites that could be tested
per data point was constrained by time and network limits. At 128 KB/s and
slower, at least one page of the set cloud not be loaded fully with the standard
reference loading behavior. For example, office.com took more than 72 h to load
once before aborting. Furthermore, the reference loading behavior could not be
tested at speeds below 32 KB/s. Google.com was the only website that loaded
at 8 KB/s without a timeout with the standard loading method. Therefore, the
web pages are not compared for their full loading time, as browsers prevent
the complete loading of a page at the slowest tested speeds. Instead, displaying
the entire page is the last compared data point. However, this is sufficient for
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comparison as the loading process until the described point is the crucial tested
factor. The three main data points that could be evaluated are the FCP, the
time until all text of a page is loaded (the content), and the time it takes until
all text and layout are fully loaded. A FCP marks the point when a user first
sees a section of the content displayed in the browser. For Text-First, this means
when the first section of text is displayed. The FCP of Layout-First measures
the first block of rendered HTML. The time until the text finished loading was
chosen as it marks the time a user can access all written information on a page.
This includes links. At this point, the user can generally decide what to do next
(stay on the page, go back or navigate a link). Therefore, this data point is
chosen. Loading the text and layout is the last comparable marker, restricted
by the reference loading method not loading all scripts at lower network speeds
without aborting. Ideally, the collected information would include JavaScript as
well. To maximize the comparability of the measured data, every fetched web
page is only measured from the responseStart-Event onward to reduce the
influence of network delays. The test setup consisted of a headless Chromium
browser driven by the puppeteer framework. The network speed was limited
with the NetworkLinkConditioner-system extension, which was used on all
tests. The tested speeds were 8 kb/s, 32 kb/s, 128 kb/s, 512 kb/s, and 2048 kb/s
without additional package loss and measured with the performance timing-
API provided by chromium and custom marker for the developed techniques.
The server was hosted on a VM with two cores of an Intel Haswell CPU at
2.00 GHz, 16 GB RAM, and a 10 Gbit/s NIC. It runs Debian 4.19.37-5. A network
speed of 900 MBit/s download and 700 MBit/s upload was determined by the
speedtest-cli from speedtest.net.
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Fig. 4. Measured times needed until a specific event on a page is detected

6.4 Results of the Technical Evaluation

While loading until the FCP, the Text-First and Layout-First methods were
always faster than the reference loading method, as shown in Fig. 4a. The dif-
ference between progressive loading methods and the reference increases signif-
icantly with a decrease in network speed. As described in the paper by Nah et
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al., a user expects a response from a web page in 2 s, or a majority of users will
leave [4]. FCP can be one possible indicator if this mark is reached. The Text-
First-method ensures a near 2-s response even at 32 KB/s and is up to 280 s
faster than the reference at the same speed (4.7 min). The two-second-mark is
not reached with the Layout-First method at this speed, however, with only a
4-s difference to Text-First and is still 275 s faster than the reference. As seen in
the Fig. 4b, a near 2-s response is reached by the reference only at 2048 KB/s,
at which point the FCP of the Text-First method only takes 0.2 s, even with
the WebSocket-overhead. The next comparable point in time is when the text
of a web page is fully loaded. As shown in Fig. 4b, the time differences are more
visible than at the FCP. At 32 KB/s, Text-First loaded 829 s faster than the
reference loading method (13.8 min), and it took less than 14 s to transfer and
display all text. With Layout-First, this transfer took about 97 s, as the ren-
dered HTML was included as part of the data that was sent to the client. At
all measured speeds, Text-First was the fastest, like at the FCP. For 512 KB/s
and 2048 KB/s, Text-First transferred all the content in less than 2 s. However,
at the same speeds, Layout-First was slower than the reference loading method.
The last compared data point is the completed transfer of all text, HTML,
and CSS, as shown in Fig. 4c. In contrast to the previous tests, Layout-First was
faster than Text-First at slower speeds. At 32 KB/s, Layout-First loaded 743.57 s
(12.4 min) faster than the reference and took 99.7 s to transfer all HTML, text,
and CSS of a page. While loading the page, the user could already use the par-
tially loaded page with Text-First and Layout-First, which distinguishes both
versions to reference. We argue that separating Text and HTML and also intro-
ducing placeholders in combination with frequent redraws of the complete page
slowed down the display speed for Text-First. This overhead is evened out at
512 KB/s and higher, at which point Text-First overtakes Layout-First again.
Layout-First bottoms out at around 10 s of transfer speed. We speculate that
the overhead is caused by all the included rendered CSS and sending data via
WebSockets. In summary, Text-First was the fastest at sending all page content
to the client. However, as seen in Sect. 6.2, users prefer Layout-First by 85%,
even if it was often slower. Still, Layout-First was significantly faster than the
reference.

6.5 Discussion Regarding Data Comparability

The surveys for the pre-study and the user evaluation were carried out online and
were sent mainly to computer science students and faculty members. This might
skew the data as there is a possible bias towards new methods and the acceptance
of modified UI behaviors due to a more profound knowledge of underlying tech-
nologies. Also, the data collected is missing the reference data for 8 KB/s. It was
not possible to collect this data without consistent timeouts by the Chromium
browser. It might be possible to load all pages repeatedly until they finish the
entire transfer. This would, however, make the data not comparable, as it only
includes “best cases”. In contrast, Text-First and Layout-First loaded all test
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pages without a single error or timeout and might even be able to load at even
slower speeds.

7 Conclusion

This paper presented two new methods to improve initial page loading behavior
by loading them progressively as a stream. A pre-study concluded that users
prefer speed, but only if the layout of the final page stays fixed as close as
possible. Therefore, two new techniques were developed. The first method, called
“Text-First”, transferred the text of a web page as fast as possible, followed by
HTML, CSS, and JavaScript. The second technique, “Layout-First”, renders
the web page including the text with the necessary CSS and embeds it into the
HTML. This rendered HTML is then transferred in a stream via WebSockets.
A user study with 138 people revealed that 85% of users prefer Layout-First
over Text-First and the reference loading version. Furthermore, both developed
methods significantly improve transfer times at slow network speeds as loading
times typically increase exponentially with a decrease in network speed. Future
Work will include development of techniques reducing page layout shift and
evaluating even more methods of streaming web pages.
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Abstract. The main principles for designing successful UIs in a perfect
world have long been known—considering many possible solutions for a
problem and involving representative users in the process. In practice,
however, reasons for violating those principles can be plentiful: the infa-
mous tight budgets and schedules, lack of management buy-in, restric-
tions for face-to-face meetings, etc. Yet, design tools that do not require
real users, such as AI-/ML-powered solutions, which could mitigate these
issues seem to experience a rather low adoption rate in industry. In this
paper, we present a survey with 34 professional digital designers and user
researchers intended to investigate the above hypotheses. We inquire into
awareness and usage of 61 such tools and platforms, as well as partic-
ipants’ design and research processes and general design tool adoption
in industry. From the results we identify three particular challenges and
three opportunities. Finding and recruiting relevant participants for user
studies seems to be indeed problematic, and professional designers and
researchers often lack the time and resources to follow a textbook process.
They are, however, open to novel tools addressing these shortcomings—
particular for ideation and evaluation—but at the same time seem to
be largely unfamiliar with AI-/ML-based approaches or do not (yet) see
added value in them. With these findings as a starting point, the Web
Engineering community can work towards a deeper understanding of
designers’ and researchers’ needs that could be met with AI-/ML-based
support tools.
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1 Introduction

Today, Human-Centered Design (HCD) [12] is one of the most widely used and
taught methodologies in digital product design. In an optimal world, when fol-
lowing an HCD approach, designers and user researchers conduct a wide variety
of generative and evaluative research and build and iterate on a multitude of
wireframes, mockups, and prototypes, so that all relevant groups of users are
fully understood. Yet, in reality, such a thorough execution of the HCD method-
ology is rarely the case, often due to tight schedules and budgets. Particularly
user research, though naturally best done with real users, is often perceived as
costly and time-consuming and reduced to only the bare necessities [8,11,14].

A potential remedy are advances in machine learning (ML) and artificial
intelligence (AI), which could make it possible to automate parts of the HCD
process. This would support two main target groups: digital designers and user
researchers working with tight deadlines and budgets. Platforms or tools leverag-
ing AI/ML have aimed at generating (prototypes of) interfaces (e.g., [3,4]), eval-
uating usability (e.g., [9,14]), providing interface-related metrics (e.g., [1,13]),
and much more. Yet, even though some of those systems are available as read-
ily usable software or web apps, they are—to the best of our knowledge—not
widely used in industry. Many of the academic projects seem to have trouble
gaining traction in professional circles and therefore do not become well known
beyond the academic HCI community. This may be due to a lack of resources for
marketing, and therefore awareness, or potentially may have its basis in more
intrinsic reasons. In this paper, we intend to take a first step towards getting to
the bottom of this. In the related secondary research that came to our attention,
most authors perform systematic mapping [2,7], without much concern about
the actual usage of the tools. Some notable recent exceptions with the focus on
industry [10,15] consider relatively narrow applications and are not exploratory.

By conducting a survey with 34 professional digital designers and
user researchers, we investigate the above hypotheses: Practitioners often lack
the time and resources for a textbook process and they do mostly not leverage
AI-/ML-based tools, many of which stem from academic projects, to mitigate
that. Specifically, we inquire into (1) challenges with participants’ design and
research processes; (2) the usage of platforms and tools in industry in general;
and (3) awareness and usage of AI-/ML-based systems in particular. Based on
this, we identify three challenges and three opportunities. Our results suggest that
finding real users can be problematic, and that digital designers and researchers
in industry do indeed struggle with tight resources, which leads to shortcuts
in their processes. They would particularly appreciate support in ideation and
evaluation stages. At the same time, they seem to be largely unaware of existing
AI-/ML-based tools that could support them. Therefore, new and better prod-
ucts particularly aimed at designers and researchers might have a good chance
to gain traction.

These challenges and opportunities shall serve as a starting point for a larger
research project concerned with designers’ and researchers’ needs towards AI-
/ML-based support tools and how those needs can be met.
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2 The Survey Description

2.1 Material

For the survey, we assembled a structured list of tools for designers that require
no real users (i.e., they are “user-less”), focus on UI design, and enable at
least some degree of automation (e.g., a simple wireframing tool requires no
real users, but also provides no automation). Accordingly, we did not include
software for user behavior or interaction tracking, web analytics (remote) user
testing, security vulnerabilities assessment, load testing, WYSIWYG editors,
etc. The collection was performed in March 2021 and our strategy was threefold,
based on three different data sources:

1. Tools extracted from academic publications known to us beforehand (e.g., [3–
5,9,13]) or found through Google Scholar. The employed queries were aimed
towards either existing literature reviews (e.g., “review of UI design tools”)
or specific applications and categories (“automated usability testing”, “model-
driven engineering”, etc.). It is hard to judge these tools’ viability from their
user base (often non-existent) since usually that is not the authors’ primary
motivation. Instead, we relied on research interest and recency—we would
only consider the developments with a latest publication no more than 5 years
old.

2. Tools from the relevant lists available in Wikipedia, e.g., “List of GUI testing
tools”, “Comparison of GUI testing tools”, “GUI software testing”, etc.

3. Tools manually selected from the results returned by major search engines
(Google, Bing, Yahoo!, Yandex) as the most relevant ones. By this time we
would already have categories emerged from the first two data sources that
were used as the input keywords: “UI Prototyping automation”, “HTML/CSS
validators”, “UI metrics tools”, “tools for design guidelines”, “user behavior
models based software tools”, “automated usability evaluation”, etc.

Based on this, we found 61 relevant “user-less” tools and platforms (the full
list of the tools, as well as the survey questions and answers are presented in the
papers’ Online Appendix1).

2.2 Design and Procedure

The survey consisted of 28 questions distributed over four parts: (1) participants’
research and design processes and their challenges and obstacles; (2) familiarity
with and usage of common classes of design/research tools; (3) familiarity with
and usage of the 61 tools and platforms identified above; and (4) demographic
information and open-ended feedback. Most questions from the second part on
were optional, in case participants did not know any of the mentioned tools.

The survey was implemented and conducted in UserZoom, and we estimated
the completion time to be 20–40 min, depending on the amount of detail in the
open-ended feedback.
1 https://github.com/heseba/UserlessDesignSurvey.

https://github.com/heseba/UserlessDesignSurvey
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2.3 Recruitment

Participants were recruited through personal contacts and postings in profes-
sional groups on LinkedIn, since the relatively complex survey and nature of
our questions required input from digital design and user research profession-
als with multiple years of experience in industry. The survey was piloted with
3 designers/researchers who helped us fix minor issues with wording, and was
online from April thru August 2021.

3 Survey Results

3.1 The Participants

In total, 34 practicing digital designers and user researchers participated in our
survey, with a median completion time of 35 min. Of all the participants, 62%
indicated their gender as female, 36% as male and 6% preferred not to say. The
age ranged from 24 to 57 (μ = 34.2, σ = 5.21). Most of the participants indicated
their country of residence as Germany (52%) or the U.S. (23%); the rest was
distributed between Austria, Bulgaria, France, Romania, Spain, Sweden, South
Korea and Switzerland.

The majority of participants had a university degree: either Bachelor’s (24%),
Master’s (47%), or a doctorate (21%). Their experience in the field ranged from
1.5 to “over 30” years (μ = 8.4, σ = 4.82), which implies a considerable level of
professional maturity, and several reported working for major companies. 48%
of their job titles involved design while 29% related to user research. “Software”
was the most-mentioned industry (38%).

Regarding platforms (multiple answers possible), 100% of the participants
reported that they specialize in web. The two major mobile platforms, iOS (59%)
and Android (56%), were nearly equally popular with the participants. Finally,
Windows and macOS were mentioned by 35% and 29%, respectively.

3.2 What Do Participants’ Research and Design Processes Look
Like?

With respect to the descriptions of their design and research process, partici-
pants’ replies (Q1, open-ended) yielded nothing that would have rejected our
initial hypotheses about how those processes look like in industry. A selection of
representative quotes reads:

– “We take 6 steps: 1 Plan 2 Research 3 Design 4 Develop 5 Test 6 Launch &
Learn”

– “- research users - define problem space - generate ideas - prioritize ideas
- develop MVP prototypes - test with users - evaluate if the problem was
addressed - iterate”
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– “That is very project-dependent. When it comes to the entire development
of a new product, I like to use the principle of the double diamond. That
means I start with broad research (trends, interviews, competition) and the
identification of the problem and then move on to focusing the insights. After
that the first solutions and ideas are developed, which are implemented in the
final step.”

– One participant replied simply “9241–210...”, referring to ISO standard 9241-
210:2019 – Ergonomics of human-system interaction.

Our intentions here were to (1) inquire into participants’ baselines regarding
their design and research routines, and (2) possibly discover first hints at the
use of “user-less”, or even AI-/ML-based tools, which we did not.

3.3 What are Obstacles and Limitations?

The most notable problem pronounced by the participants was finding and
recruiting real users, especially specialized ones, in time frames that are often
limited by stakeholders and corporate/agile processes. This was explicitly men-
tioned by 11 out of 32 participants who provided meaningful answers. Another
4 participants complained about corporate priorities and processes that conflict
with fulfilling user needs. Notable quotes highlighting these issues include:

– “The low amount of researchers on the team and the lack of specialized users
is often a limitation.”

– “The biggest obstacle would be access to actual users. Our users are a fairly
specific, so I cannot just ask anyone to test the majority of our designs. The
busy schedules of our users also conflict with the agile system in which my
team tries to operate so it is rarely feasible that we have the time to sync up
with users.”

– “In a B2B context in a very specialized domains it is nearly impossible to
recruit user in the timeframes given by the agile process.”

– “Discrepancy between customers needs and corporate benefits. Historically
determined barriers such as the willingness to change the product.”

– “Decisions are made based on hierarchy or personal taste.”

3.4 Which Platforms and Tools are Used?

In the open-ended process question (Q1), 4 of the participants already men-
tioned Figma, which was the only tool mentioned by more than one participant.
Regarding common classes of design and research tools (Q4), heuristics /guide-
lines /design patterns (91%) were best known, closely followed by user testing
platforms (88%). Averaged per category, the overall awareness was 72.4%, which
confirms our hypothesis that most digital designers know about the most com-
mon tools in their field. Of all the categories, tools for automated UX/UI analy-
sis, such as EyeQuant or Feng-GUI, however, lie considerably below the average
(32%).
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Answers to a range of more specialized questions (Q5–Q17) confirm this.
Particularly design guidelines organization/validation tools (e.g., material.io,
Test.ai) are widely known (69.4% on average) and relatively intensively used
(21.5%). The highest actual usage (48.2% on average) was found for HTML/CSS
and accessibility validators (e.g., W3C validator, WAVE Web Accessibility Eval-
uation Tool). Quantitative tools dealing with UI-/UX-related metrics and KPIs
(e.g., Aalto Interface Metrics [13], Zyro) were, on average, known by 52.0% of the
participants and used by 17.7%. GOMS/KLM tools (e.g., CogTool, Cogulator),
also quantitative in nature, were known on average by 17.6% of the participants,
but used only by 3.9%.

At the same time, the tools that support automated (“user-less”) usability
validation/evaluation (e.g., Kobold [9], Qualidator) were known to only 8.8% of
the participants and actively used by none. In the related open-ended questions
(Q6 and Q8), participants falsely named Tobii, UserZoom, QXscore, etc. as
examples of tools based on AI/ML. This suggests little familiarity with that
class of tools and hints at existing misconceptions about what denotes AI/ML.
Selected quotes from the open-ended questions read as follows:

– “Heuristics - we often run Nielsen Norman heuristics on our products. Best
Practices - Our product design language provides best practice guidelines for
creating/using components and incorporating language into experiences.”

– “We don’t use any ML/AI based products to my knowledge.”
– in Q6, regarding AI-/ML-based tools: “Tobii (not sure)”

As a side note, we did an additional analysis of Q7, which was answered by
all 34 participants. In this question, we asked about knowing and using 11 proto-
typing tools that have some degree of automation (e.g., Figma, InVision, Adobe
XD). The Pearson correlation between “know” and “use” scores turned out to
be highly significant and negative (r11 = –0.834, p = 0.001). This underpins
that digital designers and user researchers are generally aware of many of the
more popular tools, but seem to be sticking to one or two of those. Additionally,
usage reported by our participants roughly matches the numbers reported in the
2020 Design Tools Survey, with moderate deviations [6].

3.5 What are Reasons for Not Using AI-/ML-Based Tools?

When explicitly asked (Q19) about the reasons for not using the tools from the
preceding questions of the survey, the leading answer by far was “never heard of
those” (91%). The next reasons in popularity were “required usage fees” (24%)
and “I don’t see the added value” (21%). The reason “too cumbersome” was
selected by no-one, probably due to the fact that the tools were not actively
used by our selection of participants.

4 Findings and Discussion

From the above results, we derive (1) three particularly salient challenges with
practitioners’ design and research processes and the current knowledge and usage
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of AI-/ML-based systems, and (2) three corresponding opportunities to be seized
by developers of (future) AI-/ML-based systems aimed at digital designers and
user researchers.

– challenge 1. Availability of users. Finding and recruiting relevant par-
ticipants for user studies, especially for specialized products.

– challenge 2. Lack of time and resources. Tight deadlines and time-
frames limited by stakeholders and processes, and a lack of user research
resources.

– challenge 3. Designers’ unfamiliarity with ML/AI. There seems to
be little awareness of what exactly ML-/AI-based systems constitute and in
which ways they can support design processes.

– opportunity 1. Openness to new things. In principle, digital designers
and user researchers welcome tools that support their processes and they do
follow the topic (e.g., “Not a part of our current process, but open to trying
them if they can mitigate our issues finding qualified users.”).

– opportunity 2. Open playing field. New AI-/ML-based tools do have a
chance to gain traction as currently, there seem to be no established players.

– opportunity 3. Support for ideation & evaluation. Specifically ideation
(in the sense of creating wireframes, mockups, and prototypes) and evaluation
(of design artifacts) are mentioned as the activities in which practitioners
would appreciate support.

In conclusion, regarding limitations of this work and prospects for further
research, we would like to note the following:

– Our sample size was relatively small and not representative, particularly when
looking at the distribution of countries of residence. Therefore, the results of
this survey only scratch the surface of the topic. For more in-depth analysis,
we shall consider interviews with professional users of particular commercial
tools and platforms.

– Still, our results confirm two hypothesis about the current state of UI design
in practice, i.e., (1) practitioners are often restricted in how thoroughly they
can follow a proper design process; and (2) many designers/researchers are
not yet aware of the possibilities of “user-less” and AI-/ML-based platforms
and tools, and/or lack access.

– Our results suggest massive opportunities for the engineering of AI-/ML-
based systems that can support digital designers and user researchers in
industry. We are confident that our findings can inspire further research in
practical “user-less” UI design.

– However, we need more research in the form of: (1) creating a proper tax-
onomy from the selection of 61 tools and platforms; (2) gaining more in-
depth qualitative insights into practitioners experiences with “user-less” and
AI-/ML-based tools; and (3) conducting proper requirements engineering to
reliably determine digital designers’ and researchers’ needs.
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Abstract. Corruption takes place in public procurement by public
servants through intermediaries due to the use of centralized systems
and complicated processes. Blockchain and Web3 has the potential to
remove these intermediaries, instead allowing institutions to build trust
among public servants and citizens through a decentralized web. It is
feasible to positively reinforce the transparency in tackling corruption
in public procurement by establishing an e-participatory governance
infrastructure using token economics from smart-contract blockchain
technology. The overall success of public procurement in terms of ser-
vice delivery to citizens is associated with citizen e-participation. Thus,
increased e-participation through automated processes makes the gov-
ernment accountable and transparent in the provision of services that
lead to the progress and economic growth of a country. In this paper, we
investigate the potential of blockchain and smart-contracts to improve
the efficiency, trust, and transparency of public procurement in the case
of Afghanistan. Moreover, we identify the existing barriers namely lack
of trust, transparency, the complexity of procurement documents, and
inappropriate record-keeping system. To address these issues, we propose
a blockchain-based e-participatory infrastructure to boost transparency
by curbing public procurement corruption.

Keywords: Corruption · Transparency · Blockchain ·
Smart-contract · Token economy · e-Participation

1 Introduction and Motivation

Adopting information- and communication technologies (ICTs) and Web 3.0
helps governments to transform public administrations allowing them to deliver
excellent services to citizens [1]. The Web3 is a novel concept of the web evo-
lution from Web1 and Web2. The term Web3 (also called Web 3.0) was coined
by Gavin Wood, the co-founder of Ethereum in 2014. The concept of Web3 is
c© Springer Nature Switzerland AG 2022
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based on blockchain and other related technologies that are cryptographic, dis-
tributed and permissionless [2,3]. Web3 and its application allow to automate
the bureaucratic processes in the institutions and formalize their rules by writ-
ing the code that is the result of public discussion and collaborative actions of
all network participants. Moreover, Web3 is represented as the backbone of a
series of blockchain networks, distributed ledger, or a set of protocols. These
blockchain networks are simply the processor for blockchain distributed appli-
cations (DApps) that run on top of the Web3. The Web2 is considered as a
front-end revolution, whereas the Web3 forms the backend revolution [4]. Thus,
Web3 is a combination of virtual/augmented reality with artificial intelligence
(AI) and blockchain technologies.

Corruption is one of the main reasons that Afghanistan has remained as a
developing country, whereas after two decades this phenomenon has not faded,
but rather grown [5]. This country suffers from diverse conflicts such as corrup-
tion, lack of transparency, lack of e-participation in the organizational processes,
which is mainly reflected in the public procurement, and administration sys-
tem [6]. International donors and partners (e.g., USAID, European Union, The
World Bank, and so on) have supported Afghanistan in various fields, especially
in building infrastructure and implementing and funding projects. Moreover,
Ahmad [7] argues that the legacy systems of public procurement in Afghanistan
restrict the ability of the government’s overall supply chain and thus, the cur-
rent centralized procurement system could not process procurement requisitions
quickly enough to meet the requirements. These legacy systems exclude all stake-
holders in that they are not able to track, audit, and monitor the ongoing
projects, thereby yielding large-scale corruption due to a lack of interoperability
of systems, and a lack of transparency and trust in the procurement processes.
In the mean time, government usually allocates funds for projects and there is
no information about how these funds are being utilized, however, a major por-
tion of these funds remain unused and rarely used for the actual project due to
corruption. Therefore, utilizing blockchain technology in the public sector has a
great impact on a country’s economic growth, particularly in case of developing
countries to track public funds and minimize corruption [8].

The term blockchain refers to a virtual chain of blocks, which is a sequence of
blocks of data that are cryptographically connected together [9], is an immutable
digital ledger, and a cyber security technology that uses mathematical hash val-
ues to identify changes in digital data, and stores transaction of any type [10].
In contrast, smart contracts are computer programs [4], and are stored on a
blockchain that run automatically when predetermined conditions are met [11].
Smart contracts are created and viewed on the web using a decentralized appli-
cation (dApp) [12]. Moreover, blockchain technology is a decentralized, tamper-
proof, and peer-to-peer network that facilitates transparency, trust, efficiency,
and accountability in the public sector. In particular, blockchain-based smart
contracts promise the automatic execution of transactions without involving a
third-party. Adopting such technology has the potential to provide a great solu-
tion in public e-procurement [13]. Thus, blockchain technology has a potential
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role in delivering better public services as well as boosting public trust and
political involvement [14].

The state of the art shows that transparency in corruption can be achieved
by establishing a degree of e-participation [15]. Correspondingly, a framework
has been developed by Mærøe et al. [15] for e-participatory budgeting with
varying degrees for citizen participation in the governance process, while a gap
exists pertaining to how to establish and intensify e-participation with means
of smart-contract blockchain technology. Therefore, this study aims to evaluate
the existing blockchain-based models and describe the best-governance models,
and develop a blockchain-based e-participatory infrastructure to achieve trans-
parency, combat corruption as well as increase citizen participation in service
governance processes in the public sector.

2 Related Work

Blockchain as an element of distributed ledger technology (DLT) provides the
following advantages in relation to achieving transparency and tackling corrup-
tion [16]:

1. Transparency: A DLT-based platform records important changes to stored
data allowing each connected node to verify the transactions. Thus, transac-
tions can be made more transparent.

2. Immutability: Stored data cannot be changed, and thus, is safe from manip-
ulation.

3. Security: Given the distributed nature of ledgers, data is protected against
fraud and attack on a single server.

4. Inclusiveness: Everyone can access public blockchain, thus opportunities
are opened for the citizen participation.

5. Disintermediation: DLT systems operate without intermediary, or central
administrator and protect participants against risks of fraud and corruption.
This reduces the cost of transactions.

Blockchain is a decentralized ledger that may function as a trustworthy third
party without being controlled, or supervised by any single institution. This
distinguishing feature of the technology makes it appropriate for resolving a
variety of challenges encountered by e-procurement platforms [17].

Several studies propose various blockchain-based architectures and models
for solving different issues. Elabdallaoui et al. [18] present a blockchain-based
infrastructure to improve the public procurement procedure. The application of
smart contracts reduces the number of middlemen in the conclusion of public
contracts. Pertaining to e-participation, Schere et al. [19] investigate evaluation
criteria based on the usefulness, usage, and acceptability of the e-participation
model (i.e., VoiceE as a regional eParticipation model in the European Union)
from a socio-technical perspective with respect to users and processes. Moreover,
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Karkin [20] highlights three broad barrier categories for the e-participation pro-
cess such as technological, legal/ethical, and administrative/structural. There-
fore, these obstacles before establishing an e-participatory governance infrastruc-
ture should be addressed.

Shaikh and Goldsmith [21] design a blockchain-based architecture for e-
participation to enhance citizen engagement, improve transparency, reduce costs
as well as increase the level of trust among government organizations and citizens
in Oman. Similarly, Beńıtez-Mart́ınez et al. [22] design a novel governance model
that uses a federated permissioned model based on neural blockchain technology
and smart contracts that avoid corruption in the area of public procurement.
The focus rests particularly on Government-to-Business (G2B) interactions, and
includes procurement-associated activities such as tender design and publica-
tion, bidding, requests to participate, bid evaluation, as well as contracting. The
proposed governance model involves stakeholders of all public sector in order to
eliminate any possible corrupt activities that take place in the administrative
process while also addressing security and transparency issues. This governance
model also promotes procurement procedures and combats corruption. The par-
ticipation aspect is not addressed in this study, as well as the context being
general and not country-specific. Meanwhile, the study does not address the
application of token economics with smart-contract blockchain technology for
supporting citizen e-participation and thus, constitutes the gap for our study.

In the context of the public sector, there are areas of administrative action
where the use of blockchain is not permitted due to a lack of legal coverage.
Thus, an in-depth analysis and review of the administrative procedures in use is
required before introducing blockchain-technology based e-participation. More-
over, the infrastructure on which blockchains are implemented also needs to be
addressed [23]. Employing an e-participatory architecture should address several
challenges such as lack of trust and transparency and the impact on decision
making, complex processes, corrupt practices in service process, inappropriate
record keeping systems and documentation practices in the public sector [13–
20]. On the other hand, technical, social and political factors as well as a better
understanding of citizens and other associated stakeholders with different needs
and preferences should be considered when implementing the e-participatory
architecture [24].

3 Objectives

The main objectives of this Ph.D. thesis are:

– To evaluate the existing blockchain based e-participation models.
– To discover the best-practice governance models for enhancing transparency

and tackling corruption in the public sector.
– To develop an e-procurement reference model for blockchain based e-

participation.
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This Ph.D. project fills the gap in the current state of the art by posing the
main research question: How to establish an e-participatory governance infras-
tructure in which the token economics from smart-contract blockchain technol-
ogy positively reinforces the transparency in tackling public-sector corruption?
From the main question we deduce three other sub questions. How to adopt the
best-practice governance models for enhancing public-sector corruption trans-
parency? How to integrate a suitable e-participation model that encourages and
enables the public to observe and investigate transparently public-sector corrup-
tion attempts and -cases? How to integrate a smart-contract blockchain-based
token economy into the public-sector governance that positively reinforces the
conflict management arising from public-sector corruption investigations?

4 Methodology

This research uses the design-science research (DSR) methodology. Design sci-
ence in information systems (IS) research is concerned with the development of
artifacts to solve real-world issues, which is inherently a problem-solving process
[25,26]. Design science also intends to solve problems associated with organiza-
tions through creating and evaluating IT artifacts designed to meet the identified
business need. The DSR paradigm “seeks to extend the boundaries of human and
organizational capabilities by creating new and innovative artifacts” [[25], p. 75].
According to Hevner et al. [25] artifacts are defined as constructs represented by a
vocabulary, or symbols, models referred to abstraction and representation, meth-
ods that represents algorithms and practices and finally, instantiations could be
an implementation, or a prototype system. As a result, this study follows DSR in
the areas of IS as a research methodology and we follow the guidelines proposed
by [25] in our research.

• Design as an Artifact: DSR must develop a feasible artifact in the form of
a construct, a model, a method, or an instantiation. Our work results in devel-
oping an e-participatory governance infrastructure based on the following the-
ories: associated anti-corruption theories, blockchain theory, stakeholder, and
e-democracy theory. Moreover, we use the UTAUT model (Unified Theory of
Acceptance and Use of Technology) to understand how this e-participation
infrastructure is valued by the users.

• Problem Relevance: DSR must produce technical solutions using
blockchain technologies and smart contracts to the relevant and impor-
tant public-sector problems. Our work pertains to the issues of middlemen
and intermediaries using smart contracts that address the corruption issues
through automatic transaction execution.
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• Design Evaluation: Our architecture in its design evaluation phase follows
the scalable socio-technical method designed by Saay and Norta [27]. With
the help of this method, an architecture designer can share a project with
several expert groups that facilitates negotiation with the user and expert
groups in different steps of the design and evaluation process.

• Research Contribution: Our contribution is to develop a blockchain-based
e-participatory governance infrastructure, that enables the public to observe
and investigate corruption attempts and cases in the public procurement.

• Research Rigor: For better producing quality decentralized applications
(dApp) design, we use the decentralized agent-oriented method (DAOM) pro-
posed by Udokwu, C., Brandtner, P., Norta, A. et al. [28] that provides a
realistic and proper representation of phases that are required in developing
decentralized applications (dApps). We use a support tool for the DAOM
method that requires less modelling effort and offers more usability in devel-
oping DAOM-diagram models, so that we can design our architecture accu-
rately.

• Design as a Search Process: We analyze the available various e-
participation models to establish the e-Participatory governance infrastruc-
tures that satisfy the laws on the problem environment.

• Communication of Research: We present the results effectively both to
the technology-oriented and management-oriented audiences. We also present
this work to the conferences, journals, workshops and Ph.D. symposia.

Based on the above guidelines, a research plan is deduced, which is presented
in the next section.

5 Research Plan

In this section, we present the time line for this Ph.D. project as shown in
the Table 1. At the moment, we express the problem relevance, main- and sub-
research questions, and the methodology. Finally, our main contributions to web
engineering are: (1) designing a blockchain-based e-participatory architecture to
fill the gap in the area of system design. Since blockchain is an important part
of Web 3.0 and constitutes the future of e-governance and web engineering, we
focus in (2) on defining Web 3.0 concepts and their relevance with decentralized
ledger- and blockchain technology in the context of web engineering.
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Table 1. Time frame for Ph.D. research.

Activity 2021–2022 2022–2023 2023–2024 2024–2025

Sep-Aug Sep-Aug Sep-Aug Sep-Aug

Problem Relevance:
Identifying and analysing
challenges in blockchain
technologies, smart contract,
token economy, and
e-Participation

�

Research Contribution:
Analyzing various governance
models, and Identifying the
best-practice models out of
them to be adopted for
enhancing public-sector
corruption transparency

� �

Research Contribution:
Designing a suitable
blockchain-based
e-Participation model

� �

Research Contribution:
Integrating a smart-contract
blockchain-based token
economy into the public
sector

�

Design as an
artifact/Design
evaluation/Design as a search
process: Composition of the
thesis and preliminary
defense

� �

Research
Communication: The
defense of the Ph.D. thesis

�

6 Conclusion

The complex processes and the use of centralized systems in the public sector
lead to a set of challenges that includes inappropriate record-keeping systems,
a lack of trust, and a lack of transparency. To address these issues, this Ph.D.
project proposes a blockchain-based e-participatory governance infrastructure
using token economics with smart-contract blockchain technologies with the goal
of supporting citizen e-participation to minimize corruption and improve trans-
parency.
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Yahia, S. (eds.) MEDI 2021. LNCS, vol. 12732, pp. 213–223. Springer, Cham
(2021). https://doi.org/10.1007/978-3-030-78428-7 17

19. Scherer, S., Wimmer, M.A.: A regional model for E-participation in the EU: eval-
uation and lessons learned from VoicE. In: Tambouris, E., Macintosh, A., Glassey,
O. (eds.) ePart 2010. LNCS, vol. 6229, pp. 162–173. Springer, Heidelberg (2010).
https://doi.org/10.1007/978-3-642-15158-3 14

20. Karkin, N.: Barriers for sustainable e-participation process: the case of Turkey. In:
Anthopoulos, L., Reddick, C. (eds) Government e-Strategic Planning and Manage-
ment. Public Administration and Information Technology, vol. 3. Springer, New
York (2014). https://doi.org/10.1007/978-1-4614-8462-2 12

21. Shaikh, A.K., Goldsmith, L.T.: A conceptual model for E-participation by Omani
citizens using blockchain technology. WAS Sci. Nat. 4(1) (2021). ISSN:2766–7715

22. Beńıtez-Mart́ınez, F.L., Romero-Fŕıas, E., Hurtado-Torres, M.V.: Neural
blockchain technology for a new anticorruption token: towards a novel gover-
nance model. J. Inf. Technol. Politics 00(00), 1–18 (2022). https://doi.org/10.1080/
19331681.2022.2027317

23. Triana Casallas, J.A., Cueva-Lovelle, J.M., Rodr’ıguez Molano, J.I.: Smart con-
tracts with blockchain in the public sector. Int. J. Interact. Multim. Artif. Intell.
6(3), 63 (2020). https://doi.org/10.9781/ijimai.2020.07.005

24. Karamagioli, E., Koulolias, V.: Challenges and barriers in implementing e-
participation tools. One year of experience from implementing Gov2demoss in 64
municipalities in Spain. Int. J. Electron. Gov. 1(4)(2008). https://doi.org/10.1504/
IJEG.2008.022070

25. Hevner, A.R., March, S.T., Park, J., Ram, S.: Design science in information systems
research. MIS Quart. 28(1), 75–105 (2004). https://doi.org/10.2307/25148625

26. Prat, N., Comyn-Wattiau, I., Akoka, J.: Artifact Evaluation in Information Sys-
tems Design-Science Research-A Holistic View, vol. 23, pp. 1–16. PACIS, France
(2014)

27. Saay, S., Norta, A.: Designing a scalable socio-technical method for evaluating
large e-governance systems. In: Bhattacharyya, S., Gandhi, T., Sharma, K., Dutta,
P. (eds.) Advanced Computational and Communication Paradigms. LNEE, vol.
475, pp. 571–580. Springer, Singapore (2018). https://doi.org/10.1007/978-981-
10-8240-5 64

28. Udokwu, C., Brandtner, P., Norta, A., Kormiltsyn, A., Matulevičius, R.: Imple-
mentation and evaluation of the DAOM framework and support tool for designing
blockchain decentralized applications. Int. J. Inf. Technol. 13(6), 2245–2263 (2021).
https://doi.org/10.1007/s41870-021-00816-6

https://doi.org/10.1007/978-3-030-78428-7_17
https://doi.org/10.1007/978-3-642-15158-3_14
https://doi.org/10.1007/978-1-4614-8462-2_12
https://doi.org/10.1080/19331681.2022.2027317
https://doi.org/10.1080/19331681.2022.2027317
https://doi.org/10.9781/ijimai.2020.07.005
https://doi.org/10.1504/IJEG.2008.022070
https://doi.org/10.1504/IJEG.2008.022070
https://doi.org/10.2307/25148625
https://doi.org/10.1007/978-981-10-8240-5_64
https://doi.org/10.1007/978-981-10-8240-5_64
https://doi.org/10.1007/s41870-021-00816-6


Applying a Healthcare Web of Things
Framework for Infertility Treatments

Anastasiia Gorelova(B) and Santiago Meliá

Department of Computer Languages and Systems, Universidad de Alicante, Carretera de San
Vicente s/n, 03690 San Vicente del Raspeig, Alicante, Spain

ag153@alu.ua.es, santi@ua.es

Abstract. According to doctors and researchers, fertility problems are becoming
epidemic proportions. Meanwhile, the demand for infertility treatment is increas-
ing by 5–10% per year. To support the growing demand, physicians need to define
personalized remote monitoring treatments supported by devices that send real-
time information on hormones levels, heart-rate, temperature, etc. To this end,
Healthcare Monitoring Systems (HMS) have recently appeared, based on increas-
ingly advanced devices that help to manage this task. However, current solutions
are expensive and not very customizable by physicians themselves. In this paper,
we propose a framework called MoSTHealth, based on digital twins and Model-
Driven Engineering (MDE), allows healthcare experts to model a personalized
Web of Things (WoT) HMS scenario per treatment and per patient. Thanks to
MDE, the simulated scenario allows us to generate a Service-Oriented enterprise
cloud architecture that integrates a prediction module based on machine learning
and data analysis. In this paper, a WoT HMS scenario for infertility treatment is
presented as a case study. In this scenario, a specific care plan is defined, asso-
ciated with a set of devices, including the use of a biosensing device that sends
hormones levels in real-time.

Keywords: Infertility treatment ·Web of Things (WoT) · Internet of Things
(IoT) devices · Healthcare Monitoring System (HMS) · Simulator · Digital twin

1 Introduction

According to researchers, fertility problems are becoming epidemic proportions [1]. One
in four couples in a developed country has trouble conceiving, and about 48.5 million
couples suffer from infertility worldwide [2]. And unfortunately, infertility is increasing.
Meanwhile, the demand for infertility treatment is increasing by 5–10% per year [1]. To
support the growing demand and increase the probability of successful results, physicians
need to define personalized remotemonitoring treatments supported by devices that send
real-time information on: hormones levels, heart rate, temperature, activity etc.

The democratization of Internet of Things (IoT) devices has facilitated the prolif-
eration of Healthcare Monitoring Systems (HMSs) that are capable of supporting any
type of treatment or condition remotely. However, to achieve their full potential, these
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devices must efficiently address the customization demanded by different WoT HMS
scenarios. In this sense, it is recognized by the scientific community [3, 4], the need
for WoT HMS simulators, which perform a virtual representation of complex scenar-
ios that allow a qualitative and quantitative prediction based on machine learning and
data analysis, ensuring that the WoT HMS achieves the desired requirements before its
implementation.

Recently, a novel paradigm called Digital Twin [5] has emerged with great potential,
which enables the representation of virtual entities that are not only limited to the devices
of an WoT system, but allow the complete representation of the real objects that make
up the scenario, e.g., people, processes, tasks and devices. Specifically, Digital Twin
is considered by several authors [6] a disruptive technology for use in WoT healthcare
domain, as it would allow to represent not only patient monitoring scenarios, but also
more complex systems such as smart hospitals, thus providing a complete view of patient
care.

We propose a framework called MoSTHealth that uses the Digital Twin paradigm
to perform both modelling and simulation of WoT HMS scenarios. The use is not only
reduced to patient care in a remote way, but also involves a complex environment with
integrationwith other sources of information such as smart hospitals that allows capturing
all patient information within a medical institution.

Precisely, MoSTHealth has the ability to model a scenario thanks to the integration
of several disciplines such as MDE for modelling and defining transformations to code,
Digital Twin as a paradigm to fully represent WoT HMS scenarios, and the application
of artificial intelligence techniques such as fine-grain and coarse-grain machine learning
to provide the solution with a prediction mechanism.

2 Background

Some authors [7] point out that the application of Digital Twin in the Healthcare domain
is absolutely revolutionary, as its use would allow predicting and simulating scenarios
in many contexts. On the one hand, it allows us to define at a micro level a scenario
of a care plan for a patient whose vital signs are collected by means of biosensors and
where predictive algorithms are applied to detect possible risks. On the other hand, using
Digital Twin we can also represent a macro-level scenario with a smart hospital in which
healthcare experts, patients and healthcare equipment are represented. In this context,
there are several proposals that apply Digital Twin to the Healthcare domain. For exam-
ple, [8] applies the digital twin representation of a human body, where its organs and
internal processes are represented. [9] introduced an approach for managing the knowl-
edge of artificial intelligence-based, learning eHealth systems via digital twins, which
are subdivided into subtypes of twins, such as personal, group and system. Furthermore,
[10] presents a digital twin approach of a WoT eHealth framework for supporting home
hospitalization of users with chronic diseases. The platform includes communication
with several sensors to monitor the progress of the patient and contains a decision sup-
port system, which analyzes the health data and creates different rules related to care.
Unlike our proposal, it is not adapted for people with disabilities nor presents a friendly
environment for health experts.
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3 Objectives

1. Improved integration ofWoTHMS into theworkflowof healthcare systems, allowing
health experts to take a part in the definition and maintenance of the monitoring
system.

2. Significant reduction ofWoTHMSdevelopment costs by applyingMDE techniques.
3. Improvement of infertility treatments thanks to a better personalized follow-up of

each patient.
4. The scientific validation of the proposal through a family of empirical studies and

use cases to study the user experience (UX), satisfaction and intention of use of the
final solution from patients and health experts.

4 MoSTHealth: A MDE Framework for Modeling and Simulating
WoT HMS Based on Digital Twins

This project proposes the implementation of a framework called Modelling Scenarios
of Digital Twins for Health (MoSTHealth) that is based on the MDE paradigm, that
allows the modelling of the virtual entities or digital twins that are necessary to simulate
and deploy different healthcare scenarios with IoT devices. The framework will have
a multi-device user interface that provides a satisfactory user experience for medical
experts to define and manage the scenario of different patients. A mobile user interface
for patients so that they can enter and receive all their treatment information. Using
the MDE paradigm, we start from a previous MoSIoT [11] core, which is extended for
MoSTHealth by redefining the reference model and the metamodel, especially with the
ability and capacity to introduce concepts from both HMS and health entities. From
this point, then we will make a definition of a new domain model and thus obtain a
new scenario model that allows to reproduce any type of WoT HMS scenario. In order
to define a standard and interoperable solution based on WoT paradigm, our reference
model has adopted standard ontologies provided by W3C and HL7. Thus, MoSTHealth
takes for the definition of the devices ontology of the Web of Things architecture [12].
For the definition of care plans we rely on the HL7 FHIR standard and the EU-GDPR
2 that will allow us to interact with medical entities. For the definition of patients, we
rely on ontologies for users such as FOAF [13], and for people with disabilities such as
the W3CWeb Accessibility Initiative (WAI) [14]. Furthermore, to manage and store the
digital twins of each of the scenarios we will establish an enterprise cloud architecture
with a set of secure web services that have been generated with an MDE approach such
as OOH4RIA [15]. Based on the domain and scenario models, this provides a scalable
and reliable enterprise solution. To provide a storage mechanism for the history of the
Digital Twin generated in the scenarios will be used standard repositories such as Digital
Twin Domain Language (DTDL) [16]. It is important to emphasize that the digital twins
must represent the concepts coming from the medical entities in order to be considered
in a complete HMS scenario. To simulate the behavior of the virtual entities that make
up the WoT HMS scenario we will implement a prediction module that is integrated
within the framework itself. To offer a complete simulation, the module combines two
approaches: it will work with a coarse-grain machine learning approach, analyzing the
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historical datasets of the Digital Twins that are generated during a certain period of
time, and that are sent by the framework to the defined DTDL resources, this will allow
locating patterns in these scenarios. Once the patterns are detected, the simulator will
apply a fine-grained machine learning approach inspired by the approach [17], where
the machine learning algorithms are already integrated into the properties of the digital
twins by means of micro-learning units called learned attributes. To obtain and send data
through a REST API we will integrate the MoSTHealth with one or more IoT Hubs.

4.1 The IoT HMS Solution for Infertility Treatment: A Case Study

In this case study, the simulator allows the physician by an app to define infertility
treatment technique and indicating the devices to be used. A patient is provided with
three devices (see Fig. 1): two wearable sensors and a smartphone with a downloaded
application.

Fig. 1. Schematic structure of pregnancy planning system

One of the wearable devices is a smart band that reads physiological parameters such
as heart rate, body temperature, oxygen saturation and daily activities. Another device
is a wearable biosensor which performs real-time monitoring of ovulation hormones
[18]. All the data from the wearable devices is transferred to the smartphone. In turn, the
smartphone sends the data to a MoSTHealth Framework. With the help of the system, a
physician can have an access to patient’s health data: results of the clinical test made in
a medical center, physiological parameters and hormones levels changing in real-time.
Moreover, the system can suggest a care plan based on the data stored in MoSTHealth
Framework.

5 Work Done

To create a truly relevant, useful and successful product it is essential to have done
user experience (UX) research. One of the widely used UX research methodologies is
a usability testing. So, we created a bunch of tasks and questions in a usability testing
tool - Loop11 [19]. The test performs on an application prototype that we made for the
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medical expert’s part of the MoSTHealth, using a prototyping tool for Web and mobile
apps called Justinmind [20]. After processing the results, wewill be able to determine the
requirements of physicians to the application and estimate the level of usability. Finally,
we defined the reference model, and implemented a first version of the MoSTHealth
framework and mobile user interfaces of the domain and medical experts. The work
flow conforms to established timeline and corresponds to 6-th month of Anastasiia
Gorelova’s PhD.

6 Plan for Future Work

To complete the definition of user requirements, we will create a patient’s application
prototype and perform the usability test. The next step will be to complete the construc-
tion of the MoSTHealth framework, which consists of: development of service-oriented
backend of the domain model, Web application development for a domain expert, trans-
formations to obtain backend of scenario model, transformations to obtain persistence
of scenario model, integration of scenario business logic with IoT Hub, development of
multi-device application for patients. The next stage will be an empirical evaluation of
artefacts which incorporates: empirical experiments (EE) of MoSTHealth UX and EE
of MoSTHealth of patient’s and clinical’s intention of adoption. And final phase will be
a dissemination of project results.

Contributions. This project makes a contribution to followings topics related to Web Engineer-
ing: Web application modelling and engineering, Web of things, Mobile Web applications and
Web services.

Funding. This work has been funded by SkoPS project EU (Ref 2020-1-DE01-KA226HE-
005772), co-funded by by the Spanish Ministry of Science and Innovation under contract
PID2019-111196RB-I00 (Access@IoT), and by the Generalitat Valenciana (GVA) through the
AICO/2020/143 project.
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Abstract. The problems affecting healthcare databases and medical
records are numerous, although the potential of the data stored in them
is high. However, medical records are hidden across hospitals, and data
sharing processes fail to provide accountable data control. Blockchain
technology has been successfully applied in various fields to support dis-
tributed data management and data quality. This article evidences how
Blockchain is expected to be leveraged to better organize and sharing
of healthcare’s big data with mixed EHR (Electronic Health Records)
and imaging (CAT, RX, etc.) sources. The aim is to exploit these data
through Artificial Intelligence methods in order to build an Alzheimer’s
risk calculator based on neuro-images.

Keywords: Blockchain · Artificial Intelligence · Recommander
system · Alzheimer’s disease · E-Health

1 Introduction

Nowadays, we are inundated with tons of data coming from every aspect of our
lives, such as social activities, science, work, health, etc. Advances in technology
have helped us generate more and more data, up to a level where it has become
unmanageable with currently available technologies. This has led to the creation
of “big data”, term that describes big, unmanageable data. To meet our cur-
rent and future social needs, we must develop new strategies to organize this
data and derive meaningful information [1]. This problem is particular crucial in
the health domain. In this field, in addition to the above mentioned problems,
each hospital collects data in a “independent” way, and this leads to having
large amounts of data, inhomogeneous and often inconsistent with a waste of
hardware resources that are exploited in the centralized data servers. In fact,
healthcare providers routinely enter clinical and laboratory data [2] into health-
care databases. One of the most commonly used forms of healthcare databases
is electronic health records (EHRs). Physicians enter routine clinical and labo-
ratory data into EHRs as a record of patient care [3]. All of this data is collected
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in a proprietary manner, thus to share and reuse it in hospitals other than those
collecting it is difficult. Therefore, it is necessary to find solutions that allow
transparency and, at the same time, ensure privacy as the use of the Blockchain,
considered a cryptographically secure, reliable, and fast digital technology. It
creates a decentralized database for which there is a copy for each center that
participates in its creation. Each time a center enters a new piece of data, it
appears in all copies of the registry itself. On the one hand, it allows doctors
and researchers at the different centers to access all new data and stay up-to-
date, and on the other hand, it allows for early intervention if a database is
breached: only the database that is no longer secure can be closed, and the oth-
ers kept operational. This process would facilitate data retrieval and exchange
for research use. In addition, such data could be used to develop web applica-
tions based on artificial intelligence that the National Health System could use
for diagnosis, screening, or research studies.

2 Proposed Work

2.1 Aims and Objectives

The aim of this project is twofold: i) to create a platform based on blockchain
technology in the healthcare system [4], ii) to design and implement a E-Health
Recommender System [5,6]. The first part will deal with the storage of medi-
cal records in Blockchain, patients will be allowed to upload their clinical data
through a specific app in order to create a network that can facilitate data
for diagnostic and research purposes. Privacy is guaranteed upstream by the
Blockchain. The platform will need to ensure sharing of healthcare’s big data
with mixed EHR (Electronic Health Records) and imaging (CAT, RX, etc.)
sources [7]. This technology is helpful to medical institutions to gain insight
and enhance the analysis of medical records. It can help avoid the fear of data
manipulation in healthcare and supports a unique data storage pattern at the
highest level of security. It provides versatility, interconnection, accountability,
and authentication for data acces. The Blockchain platform will be used for
health data sharing, electronic health record keeping to provide easy access to
data for research and screening. The second aim is to use artificial intelligence
techniques [8] for developing AI-based diagnostic tools [9] using data collected by
the Blockchain platform. A personalized risk calculator(E-Health Recommender
System) [5,6] will be developed for Alzheimer’s disease [10] in order to detect
the onset of diseases at an earlier stage and intervene with specific treatment to
retard cognitive decline. The population to be used in the project is the popu-
lation of Puglia (Bari), between 40 and 60 years old [11].

2.2 Methods

For development of the E-Health Recommender System, it will be necessary to
focus on the procedures to be implemented in the two parts of the project. In
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the development of the first part of the project, a preliminary investigation will
be carried out to identify all the problems in the healthcare database. A shared
Blockchain platform will be developed that can provide a high level of security
and privacy. Afterwards, a Blockchain-based computer network will be gener-
ated to interconnect the various hospitals to facilitate the sharing of patient
data. The data that will be collected within the Blockchain will be in addition
to textual data and images of instrumental examinations. This data will be used
to develop an Alzheimer’s risk calculator using federated learning techniques [12]
in Python [13]. For the development of the second part of the project, we will
proceed initially with the research of the optimal parameters to insert in the
algorithm to obtain best performance. An algorithm capable of calculating the
risk of Alzheimer’s will then be trained. The algorithm will be provided with a
database of neuro-images, collected in the Radiological Informative Systems of
a network of hospitals. These images will first be preprocessed and then used to
train and test the algorithm [14]. The performance of the developed system will
be verified by comparing the values of the metrics during the training and testing
phases [15,16]. An Explainability [17] analysis will be performed to understand
the final diagnosis. The last part of the project will instead focus on the develop-
ment of a web platform for predicting Alzheimer’s risk in order to employ it as
a E-Health Recommender System in epidemiological studies or screening. Con-
nection to this online platform will be restricted to employees only and allowed
after entering a username and password.

Fig. 1. Shown the project steps for the development of the E-Health recommender
system

2.3 Risk Prediction Model for Alzheimer’s Disease

The application to be developed allows the doctor to upload the CT or MRI
brain image and receives as output the estimated patient’s risk of developing
Alzheimer’s [18]. In addition, throw the different functions of the web app, the
doctor can export the prediction, add notes, check the patient’s medical history
(medical records, laboratory tests, previous CT/MRI scans, medications taken),
enter new patient data (update clinical tests, medications taken) or make a new
prediction for a new patient. Each patient is identified with a unique ID.n Fig. 2
a mockup of the Web App for Alzheimer’s prediction is proposed. Several studies
have proposed the use of AI in clinical practices to predict conditions such as
heart disease, non-alcoholic fatty liver disease (NAFLD), or cancer [9,19,20]. The
proposed application might be used for epidemiological studies or screening.
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Fig. 2. Mockup of the Web App for Alzheimer’s prediction

3 Contribution to Web Engineering

The proposed work provides an innovative contribution to web engineering as
it involves the development of a Blockchain platform to improve data storage
across hospitals and develop an image-based Alzheimer’s risk calculator employ-
ing artificial intelligence techniques that are Web-Based in a way that makes
it accessible and usable to the entire national healthcare system. The system
receives MRI or CT images as input, analyses them and provides the risk of
Alzheimer’s disease and the accuracy with which the diagnosis was generated.
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Abstract. Historically web sites have been developed using HTML for
their markup either by authoring it directly or through abstraction to
generate it. The currently available tools exist in a continuum of static,
developer-oriented tools and dynamic services that cater to non-technical
users. In this paper, we propose an approach that sits in the middle by
using JSON for site definitions. The definition is leveraged on the client-
side for editing, bridging the continuum’s ends.
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1 Brief Introduction to Static Site Generation

Static Site Generators (SSG) have become a hot topic in the developer commu-
nity as they provide a set of benefits over more traditional server-based dynamic
approaches:

– Fast page load time: As there’s less processing to do, also pages tend to load
faster [1,2]

– Efficient scalability: By definition, it’s easy to scale static sites across multiple
servers on a CDN [1]

– Availability and security: Since there’s no dynamic server portion, also attack
surface is largely reduced and the server logic required is a magnitude simpler
in terms of logic [1,2]

– Versioning: As static sites are versioned automatically, it is easy to track
changes using systems such as Git or GitHub [2]

As a side effect, static sites consume fewer resources and therefore consume
fewer natural resources than their dynamic brethren [1].
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1.1 Challenges of SSG

The main drawback of SSG has to do with the need to write and to alter data as
that’s the sweet spot for dynamic sites. In the worst case for SSG, an update to
the content will force you to regenerate and deploy the entire site. In a dynamic
solution generating a page using a database, the problem is close to non-existent.

The main challenge for SSG is to retain the benefits while addressing the
cost of updates and allowing easy edits for the editors of a site. It is good to
note that although the developer and the site’s editor can be the same person,
it’s not always so, and that’s when different expectations for User Experience
(UX) might arise. Something suitable for developers isn’t necessarily good for
editors and vice versa.

1.2 SSG with a Headless Content Server

When site content is coupled with its markup, the site editors have to worry
about both when editing. For this reason, so-called headless content servers have
appeared on the market [3].

They are a step forward, but they still require developer attention and have
limitations in terms of flexibility. Anything that should be modifiable has to
show up in the data model.

2 SSG Using JSON as an Intermediate Target

In this paper, we propose using JSON as an intermediate target to define aspects,
such as site markup, styling, state management, content binding, and routing. As
a side effect of doing this, developing an editor that runs on top of the deployed
site itself becomes possible.

2.1 Why JSON?

JSON is the universal data format of the web, and handling is built right into
JavaScript. You could replace it with any other format, but it has proven to be
a good fit for demonstrating the ideas due to its relative simplicity. According
to Nurseitov et al. [4], JSON is more performant than its XML counterpart,
making the choice even more lucrative.

2.2 Constraints

For the approach to work, it is paramount that the definitions capture it all.
Due to this constraint, commonly used techniques, such as using separate CSS
files for styling, become restricted and are limited only for special cases such as
highlighting code. The same goes for aspects like state management, as ideally,
they should be handled within the HTML markup.
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2.3 Aspects of the Architecture

Given the constraints, several technical decisions must be made for the system
to exist. I’ve listed my choices and related options below1:

– Routing: custom JSON definition to describe data sources, possible data
transforms, routes, route expansions, metadata, which layouts to use for ren-
dering pages, rendering target (HTML, XML)

– Layouting and components: custom JSON definition that’s mapped to HTML
or XML depending on the target

– Data binding: custom __bind property to bind data to the current scope
– State management: Sidewind,2 a state manager that comes with a small run-

time and allows state management within HTML
– Styling: Twind, a derivative of Tailwind, a popular utility CSS solution that

allows authoring styling within HTML

2.4 Routing

Each site has a routing scheme that defines the available pages. In dynamic sites,
the routes can be created on-demand, but in SSG they need to be predefined on
some level, although mixing the approaches is possible. In other words, dynamic
functionality can be overlaid on top of a static site, but that’s another discussion.

For a static site, page structure can be either defined implicitly through file
structure and a convention or configuration. In the former approach, routing
information is encoded to file naming and the way they are laid out.

In the latter approach, a mapping between routes and files is defined using
a separate configuration file. After realizing it gives an additional degree of flex-
ibility while being explicit and declarative by nature, we chose this approach.

A good routing approach should fulfill at least the following criteria:

1. It should be easy to understand the existing routes and add new ones
2. It should be possible to define how routes are connected to data and which

layout is used for rendering them
3. It should be possible to attach metadata per route for Search Engine Opti-

mization (SEO) purposes
4. It should be possible to map arbitrary input data to a page or multiple pages,

assuming it’s a collection

To fulfill the first three criteria, we ended up with the following JSON defi-
nition where the object key defines the route name, and then within the value
properties, the route is declared in detail.

1 The selection has been explored in a personal project called Gustwind (https://
gustwind.js.org/).

2 https://sidewind.js.org/.

https://gustwind.js.org/
https://gustwind.js.org/
https://sidewind.js.org/
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In the example below, project README.md file is mapped to the site’s
index while pushing it through a Markdown transform that’s converting it to
HTML. Then it’s rendered using a layout, and the layout also has access to
meta-information related to it.

{
”/” : {

”meta ” : { ” t i t l e ” : ”Gustwind ” , . . . } ,
” layout ” : ” s i t e I nd ex ” ,
” dataSources ” : [

{
” id ” : ”readme ” ,
” operat i on ” : ” f i l e ” ,
” input ” : ” . /README.md” ,
” transformWith ” : [ ”markdown ” ]

}
]

}
}

The root route (”/”’) of the site is a particular case, and for any other route, a
simple name can be used (i.e., ”blog”). The routes can also be nested arbitrarily
by using a ”routes” field inside which you can use the same definition.

Handling the fourth criteria of mapping data to multiple pages is more com-
plex, and we ended up implementing expansion syntax for this purpose as follows:

{
” blog ” : {

. . .
”expand ” : {

” dataSources ” : [ { . . . } ] ,
”matchBy ” : {

”dataSource ” : ” b logPosts ” ,
” c o l l e c t i o n ” : ” content ” ,
” s lug ” : ”data . s l ug ”

} ,
” layout ” : ”blogPage ” ,
”meta ” : { ” t i t l e ” : ”match . name” , . . . }

}
}

}
The trick was to allow matching against processed data to generate pages.

The use case is typical, especially when you have a group of files you wish to
map to a website, so it made sense to support it.
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2.5 Components

Components are a useful abstraction in web development as they allow you to
capture meaningful entities for reuse. They allow you to capture repetition within
a single interface, and the advent of front-end frameworks and Web Components
[5] has made them a popular approach.

We’ve ended up with the following component definition:

{
” element ” : ”nav ” ,
” c l a s s ” : ” s t i c ky top−0”,
” ch i l d r en ” : [ . . . ]
” a t t r i b u t e s ” : {

” t i t l e ” : ”Navigat ion ”
}

}
Above would map as HTML like this:

<nav c l a s s=”s t i c ky top−0” t i t l e =”Navigat ion ”>...</nav>

2.6 Layouts and Data Binding

For layouts, we consider the following criteria important:

1. It should be possible to connect to data from a layout
2. It should be possible to compose layouts and components for reuse
3. It should be possible to perform nested data binding to allow passing specific

data to components

The following example illustrates a whole layout with head and body sections
inside which components are then bound to data using the __bind property. In
addition, __ prefix is used to bind data to children for iteration, and the same
convention can be used for binding to attributes as well:

{
”head ” : [ { ” element ” : ”MetaFields ” } ] ,
”body ” : [

{ ” element ” : ”MainNavigation ” } ,
{

” element ” : ” div ” ,
” c l a s s ” : ”md:mx−auto my−8 px−4 md: px−0 w− f u l l ” ,
” b ind ” : ”readme ” ,
” c h i l d r e n ” : ” content ”

} ,
{ ” element ” : ”MainFooter” }

]
}
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To capture a subset of data for a component, __bind can be applied anywhere
within the component tree. The scheme could be expanded to support React.js
style props and concrete component examples to document it.

3 Discussion

Due to space constraints, we didn’t cover styling and state management in detail.
However, they fit the same scheme well and allow development of full-fledged web
sites and applications. We believe the approach yields the following benefits that
are to be proven and give a starting point for further research:

1. Given the system uses JSON as an intermediate format, is it possible to
develop client-side editors on top of it by providing a JSON definition next
to an HTML page rendered by the system?

2. Given it’s possible to mix the generated pages with dynamic content by using
upcoming web technologies, such as edge computing, can the approach be
used to mix the techniques?

3. The usage of JSON yields further value in knowledge sharing. Could, for
example component registries be implemented on top of the approach?

4. Does the architecture scale to using legacy technologies within it, for example
using the islands or widget architectures?

5. Which different techniques can be leveraged on top of the approach to improve
it further? What benefits do they provide?

6. How does the approach compare with established SSGs?

Completing the work would have the potential to provide a new approach
for developing websites and applications. Due to the nature of the specification,
it could become a standard for different technical implementations besides the
reference one allowing usage across multiple platforms, and the ideas might scale
beyond the web.
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Abstract. Today’s development of client-side web applications is based
on one of the JavaScript-frameworks, such as Angular or React. The
excessive dependencies that arise in the ecosystem from the Node-
Package-Manager increase the security risk and the dependency of your
own web application on third-party packages. Moreover, the framework-
less approach proposes a renaissance of classic web development, because
it strives to avoid external dependencies as far as possible and to fall back
on the standards. Whether the implementation achieves maintainability
and security of frameworks is questionable. Therefore, it makes sense to
research which core concepts of the frameworks meet the requirements
for maintainability and security and how these are implemented. The
novelty is that the concepts to be explored are moved to a standard in
order to ensure the developer efficiency, security, performance and main-
tainability in the long term. This allows existing approaches to focus on
other essential features.

Keywords: Web application modelling and engineering · Developer
efficiency · Concepts and patterns · Standards

1 Introduction

The component-based-software-development (CBSD) has encouraged software
developers to reuse code to achieve multiple benefits. It has been proven by pre-
vious work, that the reuse of code fragments can be used to improve software
quality, decrease the time-to-market period and boost overall developer efficiency
[1–3]. The CBSD approach does not only has advantages, but can also lead to
the so-called dependency hell if used excessively [4,5]. Using the example of the
Node-Package-Manager (NPM) ecosystem, it can be shown that the dependen-
cies increase super-linear due to their transitivity [6,7]. From this approach it
can be deduced that the probability of a security-critical incident such as supply
chain attacks increases with the number of external dependencies used. Zimmer-
mann and Staicu have mentioned NPM as “a smallworld with high risks” [8].
This security issue can be proven by past as well as current incidents [9,13]. This
leads to the question: Do we need these numerous dependencies when developing
web applications?
c© Springer Nature Switzerland AG 2022
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Francesco Strazzullo proposed the frameworkless development approach,
which represents a kind of renaissance of classic web development based on stan-
dards [14], that structures web applications by using web components based on
the W3C standards such as Shadow-DOM, Custom-Elements, HTML-Templates
and ES-modules [15,16]. This allows web applications to be developed without
CBSD dependencies, but there are limitations in benefits such as time-to-market
period and developer efficiency compared to using frameworks or libraries. As
a disadvantage, concepts such as a virtual DOM must be implemented by the
developer himself [14]. Whether the implementation achieves maintainability and
security of frameworks is questionable. Since all components have to be devel-
oped in-house with the frameworkless approach, this circumstance has a negative
effect on the maintainability of growing and long-lasting software. However, it
must be taken into account that breaking changes occur much less frequently
with standards than with frameworks. These quite different concepts are leading
to the following research questions:

RQ1 What are the main concepts and patterns to increase security and
maintainability in web-applications while using frameworks or libraries?

RQ2 How can these concepts be evaluated against the non-functional
requirements of performance, resource-efficiency, security and maintainability?

RQ3 How can the concepts on hand be composed into a standardization pro-
posal in order to increase developer efficiency in the long term while complying
with the non-functional requirements?

2 Related Works

In this section we discuss the closest related work contained mainly in three
distinct research areas: Software Reusability, client-side web-applications and
developer effectiveness.

Software Reusability with it’s dependencies have been widely discussed.
Ahmaro et al. described different principles, taxonomies, approaches, advan-
tages, factors and adaptations of reusability. It describes reusability in the levels
of code, design, specification and application system. He concludes that reusabil-
ity at all levels of frameworks, libraries and others brings significant benefits to
industrial software development. It includes advantages like increased produc-
tivity and effectiveness, accelerated development and reduction of operational
costs [18]. These can be seen in common frameworks such as Angular, React or
Vue.JS. According to a study by Stackoverflow [17], these three are the most
common. In addition, they impressively show how the concepts from the CBSD
have been transferred to frameworks and client-side software architecture of web
applications. Model-View-*, Boilerplates client-side code and asynchronous pro-
gramming [19] should be mentioned here. However, there are currently few sci-
entific articles on the concepts behind client-side web app architectures. The
fact that the reuse of source code not only brings advantages bur also brings
disadvantages which can be seen in the Javascript ecosystem NPM [8,9].
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The extension of web components is discussed for client-side web appli-
cations. Krug and Gaedke propose an extension “SmartComposition: Bring-
ing Component-Based SoftwareEngineering to the Web” in 2015 [20]. They
have shown how to extend web-components, to create complex distributed web-
applications by extending the W3C-Web-Components. They see further research
in creating hassle-free composition of web-components. As part of his doctorate,
Herzberg evaluated the formal conditions and created a concept for creating
secure web components [21]. Strazzullo describes a practical approach how web
components can be used to carry out a frameworkless development [14].

Developer effectiveness was examined by Forsgren et al. more closely and
set up the SPACE-framework [10]. Productivity is divided into the facets of
(s)atisfaction, (p)erformance, (a)ctivity, (c)ommunication and (e)fficiency, but
there is no single metric to measure. Satisfaction relates to a developer’s envi-
ronment so that he can identify with the team and the tools used [10,11]. The
performance describes how quickly a developer can implement a functionality
[10]. However, Forsgren acknowledges: “The performance of software develop-
ers is hard to quantify”. There is also a two-way relationship between software
quality and performance. Activity is described by a number of actions and out-
puts that occur as part of the work. Communication and colloboration measures
how people communicate and work with each other. Developer efficiency and
flow measures the extent to which development work is accomplished without
external disruption from people or systems [10,12].

3 Research Approach, Objectives, Methodology

3.1 Approach

The approach we propose is a sequence of chapters that aim at answering con-
tiguous aforementioned research questions. In the beginning, the scope of the
investigation is determined. For this purpose, the distribution of frameworks or
libraries like Angular, React and Vue.JS on Github and scientific papers should
be examined. The three most popular frameworks are selected for the further
procedure. The frameworkless approach is chosen for these approaches, too. At
the end of this step, the technologies to be examined have been selected and
understood.

Second, it is examined how security and maintainability can be measured in
client-side web-applications, which are using web-frameworks or libraries.

Third, concepts and patterns in the state-of-the-art web-frameworks identi-
fied and reviewed (RQ1). Then it is examined how the concrete implementation
takes place in the specified technologies and how the usage of the implementation
can be found automatically.

According to the state of the art, it should be examined how the non-
functional requirements performance, resource efficiency, security and maintain-
ability can be applied and automatically evaluated for the concepts on hand
(RQ2). This should make the selected non-functional requirements comparable.
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The result of this is that an automated evaluation can take place and it was
evaluated which framework best implements the respective concept.

Based on the evaluated implementations from the previous work, a concept
with the aim to increase security and maintainability is to be developed (RQ3).
As a result there is a concept based on W3C web-components created, to increase
developer productivity through security and maintainability.

At last a proof-of-concept of the developed concept should take place. First,
a selection is made which open-source web browser should be extended in the
form of Chromium or Firefox. The browser engine is then supplemented with the
concepts developed previously. The implementation will be evaluated and com-
pared with the previous implementations. At the end, it should have turned out
that the concept created is resilient and meets the non-functional requirements.

3.2 Methodology

Identify Popular Frameworks. A systematic review of papers is carried out
in order to select the relevant frameworks and libraries. For this purpose, pub-
lications are first classified according to the keywords web frameworks and web
libraries. This is followed by further filtering according to client-side concepts,
which are executed in the web browser. The results are categorized according to
the examined aspects. It can then be quantitatively determined which framework
has been examined and how. In addition, surveys such as those from Stackover-
flow are used [17].

Measure Security and Maintainability. In order to measure the security
and maintainability requirements in frameworks and libraries, the state of the
art is worked out [20,21]. Based on these requirements, the essential concepts
and patterns from the frameworks are examined and evaluated. In addition, it
is discovered how to verify which concepts are used in a web application.

Examination and Distribution of Concepts and Patterns. In order to
examine the distribution of concepts and patterns, a self-implemented crawler
is used to automatically review existing Github repositories to determine which
software projects have used these concepts. In addition, it is worked out how
and to what extend these patterns are used in open source projects on Github.

Evaluation of Non-functional Requirements. The state of the art for
measuring the non-functional requirements (NFR) of performance, resource effi-
ciency, security and maintainability is developed and, if necessary, transferred
to web applications [10,21]. It is then ensured that the measurement of concepts
and patterns of the web applications can be carried out automatically.

Concepts of Web-Technologies. The concept wills consist of the aspects
1) standard interface for developers, 2) documentation of this interface and 3)
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description of the internal functioning, so that implementation in web browsers
or libraries is possible. The documentation will be based on the specifications
and the form of the organizations WHATWG and ECMA-International.

Modern Web-Browsers. The browsers like Chrome and Edge are based on
Chromium’s open-source engine. A JavaScript engine is used within a browser,
which implements the ECMAScript standard. The V8 engine is an example.
The guidelines and requirements of a web-browser must be followed to create
a transferable proof-of-concept as a JavaScript-library. The library is evaluated
against the specified NFRs.

4 Current State and Roadmap

As part of the EFRE-project Vet:ProVieh, the frameworkless approach was suc-
cessfully applied and a progressive web app was developed, which implements
various business cases from the veterinary industry. On the one hand disad-
vantages of frameworkless development could be confirmed from the project,
as basic patterns such as listings, virtual DOM or two-way binding had to be
implemented independently. Furthermore it can be confirmed that complex com-
positions of web components limit maintainability [20]. On the other hand, the
application is very performant and resource-efficient.

Familiarization with Angular and Frameworkless Development has taken
place. Currently, the systematic review of web frameworks is being carried out.
Significant papers have been identified and will be examined in more depth.

The Proposal should be achieved within four years. The induction phase will
be completed in three months. 12 months are planned for the identification of
the concepts. The current technology is then evaluated over a period of nine
months. The concept will then be maintained a period of 12 months. The proof-
of-concept will be carried out over the next six months. Six months are planned
for submissions, discussions and defense.

5 Conclusion and Future Work

With the approach described, a concept can be developed that improves the
W3C web components in terms of security and maintainability. The procedure
described can contribute to the research field of web engineering: a) client-side
web applications can be better examined systematically with regard to the non-
functional requirements of performance, resource efficiency, security and main-
tainability, b) comparability and evaluation of frameworks and libraries can be
improved, c) insights into client-side web architectures and patterns are gained
and d) a viable concept for the extension of W3C web-components and the
frameworkless development is created.

The result is a evaluated concept to create secure and maintainable web
components. The proof-of-concept met the WHATWG and ECMA specifications
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and can be transferred. This is the foundation for long-term, intercompatibility
and stable client-side web applications and could be adopted into the standard
to support a large number of applications.
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Abstract. Citizen Science (CS) initiatives encourage citizens to collect
local data, contributing to knowledge creation and scientific develop-
ment. However, these CS initiatives do not follow metadata nor data-
sharing standards, which hampers their discoverability and reusability
out of the scope of them. To improve this scenario in CS is crucial to
consider Findable, Accessible, Interoperable and Reusable (FAIR) guide-
lines for research data sharing. This work proposes a FAIRification pro-
cess (i.e. making CS initiatives more FAIR compliant), enhancing data
sharing capacities in the CS context. It will be considered the adop-
tion of Web standards, Web application programming interfaces (APIs)
and Web augmentation. This approach contributes to the production of
FAIR data in CS for data consumers. As preliminary results this paper
explains the FAIRification process. The research objectives and plan are
also presented.

Keywords: Citizen science · Data sharing · FAIR guidelines · Open
data

1 Introduction

Citizen Science (CS) has different definitions depending on the scope, but it
is mainly considered as a collaborative process to generate knowledge [10]. As
stated in [5], CS is crucial in the production of relevant data to analyse and
monitor certain natural, economic or social processes. Therefore, CS initiatives
support the growth of research data, with millions of volunteers generating data
from observations and sensors [2].

One of the Ten Principles of CS [13] refers to data sharing, aiming that “Cit-
izen science project data and metadata are made publicly available and where
possible, results are published in an open-access format”. From its inception CS
aims to open data and contribute to science. However, in practice even if the
data is available, it is difficult to discover it outside the project’s environment.
Further on this issue, some reviews works identify the need for standards adop-
tion by the platforms and infrastructures supporting CS initiatives [6,11]. In
c© Springer Nature Switzerland AG 2022
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[3,14] difficulties in accessing data and metadata are highlighted. These works
reveal challenges in ensuring interoperability through data standards, or build-
ing robust and sustainable infrastructures. At this point, the main problems
identified which hampers data sharing in CS projects are: (i) the lack of open
access to data and metadata, (ii) the indiscriminate use of metadata without
using widely adopted standards, and (iii) the unavailable services solutions to
facilitate the reuse of data. These problems are hindering the discovery of data
generated by CS initiatives. It consequently limits the access of data scientists
and data consumers in generating value through applications or data analyt-
ics. The investment of time for improving the replicability and scalability of CS
projects is claimed by the COST Action report [12].

In [16] there were defined the FAIR (Findable, Accessible, Interoperable and
Reusable) guidelines to tackle the data problems explained before. The develop-
ment of solutions that aim to comply with the FAIR guidelines are fundamen-
tally based on the adoption of recognised Web standards. There are several pro-
posals [1,7,15] based on the adoption of Data Catalogue Vocabulary (DCAT1)
to improve the data compliance with the FAIR guidelines. If DCAT is prop-
erly implemented, it facilitates the interoperability and findability of dataset
metadata and its consumption by using different applications [7]. In addition to
adopting the DCAT standard, more efforts are required to achieve FAIR data
by allowing also the data reuse and access. For this purpose, in this thesis we
are going to consider the automatic generation of Web APIs [9] in order to
improve reusability of the available data. Moreover, since citizens are generally
not experts in the field, the accessibility of data is crucial. Thus, in this work,
Web augmentation solutions [8] will be developed to enrich the user interaction
with data.

Therefore, we aim to define a FAIRification process - i.e. making CS data
FAIR - fulfilling the following objectives:

– reviewing existing CS platforms regarding FAIR guidelines’ compliance
– mapping metadata from CS platforms and from DCAT
– providing access to CS data through Web APIs
– developing of Web augmenters to improve the user interaction with data
– evaluating our FAIRification approach

This paper is structured as follows. In Sect. 2, the current work and prelim-
inary results are detailed. The Sect. 3 describes the methodology and the main
research steps.

2 Current Work and Preliminary Results

This thesis development is now in the first research year. So far, a process has
been defined for improving the CS data compliance with FAIR guidelines (i.e.
FAIRification process) which is explained in the next section. This process has

1 https://www.w3.org/TR/vocab-dcat-3/.

https://www.w3.org/TR/vocab-dcat-3/
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to be improved based on the evaluation experiments performed. Moreover, a
review of existing CS platforms regarding FAIR guidelines compliance has been
carried out.

2.1 FAIRification of Citizen Science Platforms

The analysis of data repositories of CS platforms shows the lack of metadata
and sharing standards adoption, hampering the fulfilment of FAIR guidelines.
In this section we define our FAIRification process which aim is to (i) enrich
CS platforms by means of mapping elements from the PPSR-Core metadata2

(profusely used in CS projects) to their counterparts from the W3C standard
DCAT metadata, as well as (ii) generate Web APIs to facilitate the access to the
corresponding CS data. The whole process is represented by the schema in Fig. 1.
The process begins when a data publisher or a platform manager retrieves

Fig. 1. General process for improving FAIR

the metadata of the catalogue. Then, the second step consists of parsing the
relevant metadata fields to the DCAT vocabulary. Once the DCAT specification
is generated, a dataset is accessible through the project metadata specification.
In this step we increase data interoperability by adopting standards. Regarding
reusability, the process continues with the step 3 from Fig. 1, which consists of an
APIfication process [9] to facilitate the data sharing improving the accessibility
and reusability. When the Web API is published (step 4), the specification of
data services is thus added to the DCAT metadata (step 5). Finally, the process
ends with the publication of the complete metadata catalogue defined as step 6.

The generated DCAT file within the process is validated with a SHACL online
validator,3 using the generic profile of DCAT. The validation report returns
a positive conformance result for the tested RDF files. This implies that the
implemented parser generates DCAT complaint outputs ready to be shared as
a data catalogue.
2 https://core.citizenscience.org/.
3 https://data.vlaanderen.be/shacl-validator/.

https://core.citizenscience.org/
https://data.vlaanderen.be/shacl-validator/
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3 Methodology and Research Plan

The methodology for the research is Action Research [4]. Its core activities con-
sists on identifying a problem, finding a solution and demonstrating that the
solution is feasible. Following this methodology, the research was planned in
an incremental way. The FAIR guidelines qualities are approached in different
research phases as will be detailed below.

During the current first year of the research, the main related work is being
analysed identifying issues for improving CS data sharing. Moreover, the FAIR-
ification process defined in previous section has been developed. This work enti-
tled “FAIRification of Citizen Science data through metadata-driven Web API
development” has been submitted for the main conference of the International
Conference on Web Engineering (ICWE 2022). This process includes the adop-
tion of DCAT and the automatic generation of Web APIs regarding findability,
interoperability and reusability (F, I and R from FAIR).

In the second year of the research, as seen in Fig. 2, we will complete the
FAIRification process considering data accessibility (A from FAIR). This will
be carried out through the definition and development of Web augmenters for
improving user interaction with CS projects data.

Finally, in the third and last year, the FAIRification process will be further
improved based on its empirical evaluation with several case studies. Further-
more, in each year the research progress will be published in different interna-
tional conferences and journals within the research scope.

Fig. 2. Research timeline
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Abstract. The pervasiveness of modern machine learning algorithms
exposes users to new vulnerabilities: violation of sensitive information
stored in the training data and wrong model behaviors caused by adver-
saries. State-of-the-art approaches to prevent such behaviors are usually
based on Differential Privacy (DP) and Adversarial Training (AT). DP is
a rigorous formulation of privacy in probabilist terms to prevent informa-
tion leakages that could reveal private information about the users, while
AT algorithms empirically increase the system’s robustness, injecting
adversarial examples during the training process. Both techniques involve
achieving their goal by modeling noise introduced into the system. We
propose analyzing the relationship between these two techniques, study-
ing how one affects the other. Our objective is to design a mechanism
that guarantees DP and robustness against adversarial attacks, injecting
modeled noise into the system. We propose Recommender Systems as
an application scenario because of the severe risks to user privacy and
system sensitivity to adversaries.

Keywords: Differential privacy · Adversarial training · Recommender
systems · Privacy preservation · System robustness

1 Introduction

In the Big Data era, machine learning (ML) models are widely used in hetero-
geneous scenarios, enhancing most of the massive data available on the Web.
Their exceptional performance on many learning tasks has enabled the emer-
gence of several new services that users can benefit from in their everyday digital
lives. However, to provide personalized services, they need access to a sizeable
fine-grained collection of user data, critically raising the risks concerning their
privacy.

Despite the benefits of legitimate ML applications, the potential risk of
infringing user privacy must not be underestimated, and nowadays, people are
increasingly aware of the risks they run by sharing their data. This common feel-
ing of insecurity led the governments to legislate to regulate the usage and manip-
ulation of users’ sensible data. Some examples are the GDPR by the European
Union [8], the CCPA in California [5], and the Cybersecurity Law in China [20].
c© Springer Nature Switzerland AG 2022
T. Di Noia et al. (Eds.): ICWE 2022, LNCS 13362, pp. 455–461, 2022.
https://doi.org/10.1007/978-3-031-09917-5_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-09917-5_35&domain=pdf
https://doi.org/10.1007/978-3-031-09917-5_35


456 A. C. M. Mancino and T. Di Noia

Among the most widely used ML models on the Web, Recommender Sys-
tems (RSs) play a central role due to their ability to intercept and imitate user
preferences. Online platforms benefit from the ability of these systems to exploit
side information [4] and extrapolate behavioral patterns from historical users’
interactions and assist them in facing the overwhelming quantity of products,
with lists of personalized recommendations. However, everything has two sides,
so do RSs.

RSs require users to provide their personal preferences for different items
to compute tailored recommendations. The primary efforts of industry and
academia have focused on improving recommendation accuracy while finding
a suitable tradeoff between privacy and personalization is still an open question.
Numerous privacy-preserving recommenders have been proposed in recent years,
including differential privacy (DP) [7].

DP is a rigorous and provable formulation of privacy in probabilistic terms.
The output of a model that respects the DP paradigm is insensitive to adding
or removing a particular record. DP injects noise into sensitive data or the
computation to achieve its goal. The strength of DP is the ability to quantify the
privacy budget ε and the lower computational effort required concerning other
classic privacy-preserving techniques.

Admitting protecting the users’ privacy is a critical concern for Recommender
Systems, their exposure to adversaries able to exploit their vulnerabilities must
also be taken into account. RSs are affected by two main risks: integrity and
availability. Compromising the integrity means inducing the system to produce
an output different from the original one. While compromising the availability
means reducing the recommendation performance.

Adversarial Training (AT) [11] is receiving considerable attention from the
research community as a proven method against adversarial attacks [16]. The
basic idea behind AT is to inject adversarial examples, slightly perturbated data
aiming to fool the system, during the training loops. A system trained as just
mentioned can face adversaries attacks without sensibly changing its behavior.

Recent works have shown the fragility of recommenders, like BPR, to adver-
sarial perturbations [12], i.e., small perturbation added to the recommender
model parameters. He et al. [12] proposed a defence strategy named adversarial
regularizer, a solution based on the adversarial training procedure. Their work
showed that it is possible to build a recommender system robust to adversarial
noise and paved the way for different novel models that improved the robustness
of recommender systems.

Given the vulnerabilities of recommender systems, concerning both privacy
preservation, and adversarial robustness, and see the diversity of the different
solutions proposed in the literature, my research aims to investigate the following
open question: is there a rigorous way to implement a recommender
system able to protect users’ privacy under the DP paradigm and be
robust against adversarial perturbation?
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Recent papers like [14] demonstrate a connection between differential privacy
and robustness against adversarial examples. Nevertheless, it is still an under-
investigated field despite the fundamental role of the two aspects in our daily
life. Furthermore, to the best of my knowledge, very few works have focused on
the specific field of RSs.

However, an initial study [10] underlines the risk of applying DP techniques
when facing adversarial attacks: the noise introduced in the system could help the
attacker remain undetected, potentially facilitating him/her ability to degrade
the system performances. Thus, a further research question arises: could dif-
ferential privacy impact the robustness of a ML system? Which is the
interplay between DP and AT?

In addition, studies on DP and AT indicate that the separate application
of both techniques weakens recommender systems’ accuracy. So, it is crucial
to consider the following question: how much does DP and AT impact
separately the accuracy of the RSs? How do the performances vary
when applied both?

2 Research Overview

This section briefly summarizes the latest research contributions about differen-
tial privacy and adversarial training in machine learning, particularly in recom-
mender systems. Then describes the earliest solutions proposed in the literature
that combine both techniques and analyze the consequences.

2.1 Privacy Preservation with Differential Privacy (DP)

Differential Privacy (DP) [7] is a mathematical definition of privacy related to
the quantity of information of an individual an attacker could disclose. Given
a generic computation over the data we want to protect, DP proves that the
structured injection of noise can hide the characteristics of the individuals of the
system.

Consider a randomized mechanism M that takes as input a dataset d and
returns a value in a space O. M is said to satisfy DP if given any two adjacent
datasets d1 and d2, that differ by only one record, and for any subset of possible
outputs S ⊆ O, we have

P (M(d1) ∈ S) < eεP (M(d2) ∈ S) + δ (1)

where e > 0 and δ ∈ [0, 1] are parameters that define the privacy strength of the
randomized mechanism. Concretely DP is a rigorous and quantifiable guarantee
for removing or adding a record in the dataset without sensibly altering the
algorithm’s outcome. Consequentially, a malicious attacker can not distinguish
the presence or absence of an individual in the dataset.

In recommender systems (RS), a formal application of DP was introduced
by McSherry et al. [17] with a collaborative filtering model. They propose ran-
domizing the users’ ratings before sharing them with the system and factor the
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learning algorithm into two phases, aggregation/learning and individual recom-
mendation. Then they analyze the impact of privacy adaptations on the accu-
racy performance. Other works [13,22] propose to inject noise, usually laplacian,
directly into the objective function, satisfying the differential privacy. At the
same time, Friedman et al. [9] studied an approach with noisy ratings and a
strategy that exploits a perturbed version of the stochastic gradient descent. De
Montjove [19] also proposed to perturb the input of the recommender, but in
the specific area of point-of-interest recommendation.

2.2 Robustness to Adversaries with Adversarial Training (AT)

Researchers have shown that ML models are susceptible to small perturba-
tions [3,21]. Adversaries could exploit this behavior to compromise the system’s
proper functioning with imperceptible perturbations. Figure 1 of [11] is a classic
example of how it is possible to lead a system to a misclassification. Goodfellow
et al. [11] proposed adversarial training, a defense based on the minimax learning
strategy to address this drawback, defined as in Eq. 2.

min
Θ

[L(f(x;Θ), y) + λ max
δ:‖δ‖≤ε

L(f(x + δ;Θ), y)
︸ ︷︷ ︸

Adversarial Regularizer
︸ ︷︷ ︸

Adversarial Regularized Loss

] (2)

The adversarial regularizer mitigates the attack surface considering an adver-
sary’s behavior who aims to maximize the system’s loss.

The same behavior also applies to Recommender Systems, where a malicious
can destroy the accuracy of the systems with injected noise [6,12,15,18].

A recommender’s three main components could be principally perturbed by
an adversary: the interactions (e.g., injecting fake records), the side-information
data, and the model parameters. The adversarial training techniques have also
been applied to recommenders to improve their robustness to adversaries, i.e.,
their capacity to not significantly change the output when adversary noise is
instilled into the system.

2.3 The Interplay Between DP and AT

Sections 2.1 and 2.2 underlined the growing need to consider the vulnerabilities
of ML models, particularly with RSs. Differential privacy is necessary to guaran-
tee the protection of user data while adversarial training robustifies the system
against malicious attacks.
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Although it is fair that a system should guarantee both the cited aspects, the
literature still lacks studies that clarify how to design such a model. Lecuyer et
al. [14] proved the existence of a connection between DP and AT. Their study
provides a formal definition of adversarial robustness in mathematical terms.
Then applying DP to the input, they derived stability bounds for the expected
output and combined them with their definition of robustness. In this way, they
derived a certified defense and proved its efficacy against adversarial attacks.

Another research direction studied how an attacker could leverage the DP
noise to compromise the system’s integrity, acting undetected. Giraldo et al.
showed that an attacker could fool the adversarial classifier when DP noise is
injected into the system, with the possibility of biasing the model more than
he/she could do without the application of DP. They evaluate their hypothesis
over a traffic congestion problem

These works demonstrate that a connection between DP and AT exists, but
it is not obvious that it could benefit the privacy and robustness performance.
Furthermore, both impacts on the system’s accuracy must be taken into account.
These aspects, and the open possibilities and needs in Recommender Systems,
motivate my research in studying the interplay between these two crucial tech-
niques. It is still under-discussed the relationship of both techniques with a
privacy-by-design technique as Federated Learning [2].

3 Research Direction

Here I summarize the direction of my research proposal being in the first year of
my Ph.D., given the potentialities and the limits briefly described in Sect. 2 about
modeling a recommender that grants differential privacy (DP) and robustness
to adversaries, with adversarial training (AT).

Different studies highlighted how much both DP and AT could degrade the
accuracy performances [1,17]. Consequently, I propose first analyzing the trade-
off between utility, privacy and security in RSs. The study aims to evaluate
how applying differential privacy simultaneously with adversarial training on
the same recommender affects its accuracy and beyond-accuracy metrics. The
performance could be evaluated varying the nature of the recommender system
(such as latent factor, neural, graph-based), the DP and AT algorithms, and the
privacy/perturbation budget.

Then it is necessary to deepen when and how differential privacy and adver-
sarial training influence the performances of each other. The nature of the rela-
tionship between these two methods is still undisclosed.

Finally, the findings could be formalized to propose a rigorous formulation
on modeling a secure and private recommender system quantifying the amount
of sacrificed accuracy.
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Abstract. Citizen Science (CS) platforms include a large number of
projects that manage data from citizen observations. However, data and
metadata are not easily available and do not generally comply with stan-
dards. This makes it difficult to share data through the mechanisms com-
monly used in the scientific community, affecting the reuse of data out-
side the context of CS platforms. The adoption of Web standards could
improve the FAIR (Findable, Accessible, Interoperable and Reusable)
quality of shared data. Adopting standards is not enough; it is also
important to provide the technologies that make it possible to find the
data, access it, share it and be able to interoperate with the data. For
this purpose, this paper presents a tool for the production of FAIR data
from PPSR (Public Participation in Scientific Research) Core metadata
model based platforms. The tool allows (i) transforming metadata from
CS platforms to the DCAT (Data Catalogue Vocabulary) standard, (ii)
generating Web APIs from the available data, and (iii) building a DCAT-
validated data catalogue. This approach improves the FAIR compliance
of CS data, empowering data consumers and developers.

Keywords: Citizen Science · DCAT · FAIR · Web APIs

1 Introduction

Citizen Science (CS) is as a collaborative research process, from the citizens, in
order to generate knowledge [4]. Due to the growth of data generated by such ini-
tiatives, several Web platforms have been developed that host multiple projects.
These platforms aim to make CS initiatives visible and accessible. Including their
activities, observations, guidelines, examples and relevant outcomes [5]. However,
CS data and metadata are poorly accessible or, at best, CS initiatives do not
use recognised standards for data sharing. This situation makes it difficult data
findability and reusability outside the platforms where they are hosted.
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SciStarter1 is a CS platform that hosts a representative number (currently
1587) of CS projects [2]. Given the variety of projects SciStarter will be used
as an example for the development of this work. Regarding metadata, Scistarter
implements the Public Participation Scientific Research (PPSR-Core2) meta-
data model. Although, PPSR-Core is a good step to standardise CS platforms
metadata, is a model in development not recognised as standard out of the scope
of CS. Therefore, solutions to enrich CS platforms based on the FAIR (Findable,
Accessible, Interoperable and Reusable) guidelines [6] ameliorates data sharing.
Additionally, FAIR adoption also emphasises discoverability for the integration
and reuse of data by the scientific community adopting recognised Web standards
like Data Catalogue Vocabulary (DCAT3) [1].

In this sense, this paper presents a metadata-driven tool for the production of
FAIR data in CS. This approach improves the interoperability (“I” from FAIR)
of the platform through the generation of DCAT serialised data. Also, to enforce
reusability quality (“R” from FAIR), our proposal includes Web API generation
[3] to easily access and reuse CS data. Therefore, data is made findable and
accessible (“F&A” from FAIR) out of the scope of CS field to allow better
integration of data and its consequent knowledge creation.

2 Enriching CS Platforms Following the FAIR Guidelines

The tool enriches CS platforms through metadata mapping and Web API gener-
ation following the FAIR guidelines. The features implemented are represented
by the components diagram shown in Fig. 1, and the corresponding program-
ming code is publicly available online in a GitHub repository4. The intended
users of this tool could be data owners, data consumers and developers.

Fig. 1. Components’ diagram of the solution

The implemented tool has a functionality for setting up the catalogue meta-
data input in a Catalogue properties file. This properties file contains a descrip-
1 https://scistarter.org/.
2 https://core.citizenscience.org/docs/.
3 https://www.w3.org/TR/vocab-dcat-2/.
4 https://github.com/ralvarezluna/csdatalab-apigen.

https://scistarter.org/
https://core.citizenscience.org/docs/
https://www.w3.org/TR/vocab-dcat-2/
https://github.com/ralvarezluna/csdatalab-apigen
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tion, the catalogue URL and the source of projects’ metadata, as shown in
Fig. 2 (a). After the configuration phase, another function retrieves the list of
projects from the source specified in the properties file, which could be a local
file or a remote endpoint such as SciStarterAPI. Once metadata is gathered, the
class ScistarterParser (implementation of the ParserCatalogue interface) maps
the metadata fields from Scistarter format to DCAT. This mapped metadata is
added to the Catalogue object.

Regarding data reuse, the tool has a feature that calls to the APIfication
block from Fig. 1, which starts the generation of a Web API for the correspond-
ing data [3]. Once Web APIs are generated and published, the specification of
data services is thus added to the DCAT metadata Catalogue. Finally, this Cat-
alogue could be exported or persisted to share as serialised linked data. In this
sense, an extract of the corresponding serialised output of the catalogue is shown
in the Fig. 2 (b).

(a) (b)

Fig. 2. Extracts of the JSON input (a) and the serialised catalogue output (b)

Finally, the generated DCAT RDF file within the process is validated through
an implementation of the W3C Shapes Constraint Language (SHACL5) online
validator6, using the generic profile of DCAT. The validation report results pos-
itive for the output RDF files. The conformity of the validated files, implies that
the implemented parser generates DCAT complaints outputs ready to share as
data catalogues.

For supporting the catalogue creation as RDF, an open source library called
datacatalogtordf7 is used. It supports DCAT specification classes and meta-
data conversion to RDF using as basis the RDFLib8, which is a W3C recom-
mended library for Python9.

5 https://www.w3.org/TR/shacl/.
6 https://data.vlaanderen.be/shacl-validator/.
7 https://github.com/Informasjonsforvaltning/datacatalogtordf.
8 https://rdflib.readthedocs.io/en/stable/#.
9 https://www.w3.org/2001/sw/wiki/RDFLib.

https://www.w3.org/TR/shacl/
https://data.vlaanderen.be/shacl-validator/
https://github.com/Informasjonsforvaltning/datacatalogtordf
https://rdflib.readthedocs.io/en/stable/#
https://www.w3.org/2001/sw/wiki/RDFLib


468 R. Alvarez et al.

The developed tool has been tested on more than 300 CS projects from
SciStarter using random queries. The tool can be applicable to all JSON acces-
sible data catalogues that follow PPSR-Core or at least contain the mandatory
attributes required by DCAT. In addition, the tool can be used for creating
customized data catalogues.

3 Conclusions

In this paper we present a metadata-driven tool that enriches CS platforms by
conforming them to standards and improving their FAIR quality for data shar-
ing. FAIR compliant data production is achieved by (i) mapping and enriching
metadata to DCAT, (ii) generating Web APIs, and (iii) validating the DCAT
metadata catalogue using a SHACL validator. The generated DCAT metadata
and Web APIs improve CS platforms’ compliance with FAIR guidelines, making
data available in a standard way to data consumers and developers.

The tool features have been presented using SciStarter as example of CS
platform. However, it is designed for working with similar PPSR-Core cata-
logues with minimal development efforts. Therefore, the proposal serves as a
driver to follow the path of the FAIR data production in the field of CS. Con-
sequently, as future work, the parser will be extended to support other CS plat-
forms. Moreover, although, the output of the process has been validated, more
experimentation tasks will be conducted involving users and performance tests.

References

1. Albertoni, R., et al.: Data catalog vocabulary (DCAT)-version 2. World Wide Web
Consortium (2020)

2. Ben Zaken, D., Gal, K., Shani, G., Segal, A., Cavalier, D.: Intelligent recommenda-
tions for citizen science. Proc. AAAI Conf. Artif. Intell. 35(17), 14693–14701 (2021)
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Abstract. DJ track selection can benefit from software-generated rec-
ommendations that optimise harmonic transitions. Emerging techniques
(such as Tonal Interval Vectors) enable the definition of new metrics for
harmonic compatibility (HC) estimation that improve the performance
of existing applications. Thus, the aim of this study is to provide the DJ
with a new tool to improve his/her musical selections. We present a soft-
ware package that can estimate the HC between digital music recordings,
with a particular focus on modern dance music and the workflow of the
DJ. The user must define a target track for which the calculation is to be
made, and obtains the HC values expressed as a percentage with respect
to each track in the music collection. The system also calculates a pitch
transposition interval for each candidate track that, if applied, maximizes
the HC with respect to the target track. Its graphical user interface allows
the user to easily run it simultaneously with the DJ software of choice
during live performances. The system, tested with musically experienced
users, generates pitch transposition suggestions that improve mixes in
73.7% of cases.

Keywords: DJ · Harmonic compatibility · Harmonic mixing · Tonal
Interval Vector (TIV) · Pitch transposition · Interface

1 Introduction

The primary challenge in music mixing is to make two or more pieces fit together
both in tempo and harmony (aligning their temporal and spectral dimensions)
[1].

While aligning the tracks in tempo has been explored quite extensively, the
automatic harmonic alignment has proved to be a more challenging computa-
tional task [1]. Professional DJs use a technique for harmonic mixing based on
key notation, where successive songs of the DJ set have the same or a related key.
That ensures that they fit together harmonically and reduces dissonance when
playing two songs at the same time. This technique is by far the most widely
used in EDM (Electronic Dance Music), although recent work [1] questions its
use in specific cases (e.g. for music outside the major/minor scale framework).

The primary issue is that the key estimation itself might be error-prone.
Then, it is not clear how listeners might perceive the mix of two tracks since
c© Springer Nature Switzerland AG 2022
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a global property like the key does not provide lower-level information about
other elements of the musical composition [2]. Furthermore, this method makes
it impossible to determine harmonic compatibility between different tracks shar-
ing the same key, thus motivating a metric below the key level. In addition,
key detection algorithms usually return the most prevalent key throughout the
track’s duration without giving the user the chance to identify the best points in
time for mixing. Finally, if the pitch-shifting functionality is used to transpose
the musical key, it is essential to consider the quantization effect of only compar-
ing whole semitone shifts. Not considering fine-scale tuning between songs that
have the same key could lead to highly dissonant mistuned mixes [2].

To address this lack of analyses, new methods based on perceptual related-
ness and consonance have shown to give promising results [3]. The perceptually-
motivated Tonal Interval Vector (TIV) feature computes the small- and large-
scale HC between pairs of audio tracks in a collection. Another study [4] evalu-
ates the advantages and drawbacks of existing HC measuring algorithms using a
database of EDM loops of 32 beats, finding that the TIVs implementations are
usually preferred by most listeners [4].

2 Implementation

The entire software is open source and can be downloaded from the project’s
Github repository.1 Users can review this web guide to better understand its
usage.2 It was conceived to be used by DJs in live performances, where they
have a main track playing and want to find another track that allows them to
create a harmonic transition.

For this purpose, we provide information regarding the HC, with a one-to-
many mapping, similar to other existing mixing software. This implementation
saves the information on disc to optimise the computational cost of analysing
the audio tracks, providing a smooth real-time operation.

The main module of the programme deals with the analysis of audio tracks
using Music Information Retrieval techniques. They are first source-separated
to remove the percussive elements, which do not convey melodic information. A
single chroma vector is computed as the mean of the NNLSChroma from each
frame, which is then is converted into a Tonal Interval Vector (TIV). The HC is
calculated as the small-scale measure score between the TIV pairs of candidate
and target track.

The optimisation of the system parameters was based on the responses
obtained in an experiment with musically trained users. Taking into account
their ratings, we re-calibrated the system parameters until we maximised the
similarity between the users’ responses and our system’s suggestions.

1 Project repository https://github.com/gbibbo/harmonic mix.
2 Presentation poster: http://hcs.cactuslatam.com/.
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3 Evaluation

3.1 Experiment Design

We verified whether users’ preferences, in favour of one of two options, coincided
with the suggestions of our system by means of an online survey in which 15
people participated.3 Users were presented with 10 examples, each composed
of two 32 beats (16 s) audio fragments, which we call “Clips”. Each Clip is the
resulting mix from an excerpt of the target track overlapped with an excerpt from
the candidate track. One of the two Clips contains the mix of the two tracks in
their original version. The other contains the same mix with the original target
track, whereas the pitch of the candidate track has been made higher or lower
by means of transposition. After each user listened to the clip, they are asked to
score the harmonic result of each mix on a scale of 1 to 5.

Summarising, participants were presented with two practically identical Clips,
the only difference being that one of them was subject to pitch transposition and,
consequently, a different HC value. In this way, we aim to eliminate the variables
that can generate pleasure when listening to a mix, so that the user focuses his or
her attention on the modification introduced by the pitch alteration.

3.2 Metrics

True Positive Rate (TPR). We did not consider the HC measures in absolute
terms, but in relative terms, as the difference in HC values between Clip 1 and
Clip 2 (for both the user scores and the HC values suggested by our system). That
representation allows to analyse on a case-by-case basis whether the user agreed
with the system’s suggestions (ref. to as ”true positives”). This can be seen in the
Fig. 1 by studying the sign of the variables, defining two regions. Samples located
in the top right quadrant or the bottom left quadrant (with green background) are
“true positives”. But samples in the top left quadrant or the bottom right (with
red background) correspond to system suggestions that did not match user prefer-
ences. Considering the number of scores in the green area, and the total of answers
N , we can define the True Positive Rate (TPR), Eq. 1.

TPR =
∑

u

∑
e[ce,u > 0][de > 0] +

∑
u

∑
e[ce,u < 0][de < 0]

N − ∑
u

∑
e[ce,u = 0]

(1)

where ce,u is the difference of scores given by user u between Clip 1 and 2 for
example e, and de is the difference in scores returned by the system. The resulting
TPR of our experiment is 73.7%.

Chi-Squared Test. The χ2 test is the standard way of assessing whether vari-
ables c and d are related and dependent. Assuming an α = 0.05, which represents
a 5% risk in our estimation, results in χ2 = 36, 67 > pvalue = 3, 84. We thus reject
the null hypothesis and conclude that our variables are related: to each other: the
system’s suggestions are not random, but instead match user’s preferences.
3 Online survey https://forms.gle/1VaerdHwhvxehuz77.
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Fig. 1. All user responses in the experiment, plotted against the system suggestions.
Bigger dots mean accumulation of equal responses in the same place.

4 Conclusions

Recently, several studies have been published using new techniques based on TIVs,
but so far this knowledge has not been made available to the final user. Our compre-
hensive work includes an extensive analysis of the current techniques used to calcu-
late HC and defines future lines of work to improve the system’s performance. The
system we propose generates pitch transposition suggestions that improve mixes
in 73.7% of the cases. Measuring HC is a very subjective task of which there is lit-
tle previous experience. In this paper we propose a new method of analysing the
results. Finally, by making the system available online, we aim to provide the DJ
with more information for successful pitch transpositions.
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Abstract. In this demonstration, we present Compaz, an extensi-
ble benchmarking tool for web compression that enables evaluating
approach-es before they have been fully implemented and deployed. Com-
paz makes this possible by collecting all relevant data from user journeys
on live websites first and then performing the benchmark analysis as a
subsequent step with global knowledge of all transmitted resources. In
our demonstration scenario, the audience can witness how current web-
sites could improve their compression ratio and save bandwidth. They
can choose from standard and widespread approaches such as Brotli or
gzip and advanced approaches like shared dictionary compression that
are currently not even supported by any browser.

Keywords: Delta encoding · Caching · Dictionary compression

1 Introduction and State of the Art

Compression is one of the critical components to tune the performance of web-
sites. However, we have not seen much movement in browser support of different
compression algorithms over the last decades [10]. Since then, gzip has been the
most widely used format for text-based compression, with Brotli as the only note-
worthy contender [4]. Nevertheless, advanced approaches like delta encoding [6]
or shared dictionary compression [3,5,7] could achieve better compression ratios
using cached data as dictionaries. Since some of these advanced approaches are
extremely complex, assessing their true potential for practical use cases remains
challenging (especially for approaches that have not been implemented, yet).
This paper introduces Compaz, an extensible compression analyzer that can
benchmark context-reliant compression approaches without deploying them to
an actual website [9]. Similar to tools like WebPageTest, it evaluates an exist-
ing website, but with a focus on possible payload improvements instead of the
current performance.
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Fig. 1. Sharing the client’s context while requesting a file (1) and choosing the best
dictionary (2) for compression (3) is a core challenge of shared dictionary approaches.

Motivating Example: Shared Dictionary Compression. We are partic-
ularly interested in the potential benefits of advanced shared dictionary com-
pression as illustrated in Fig. 1. A client request (1) shares its context, like the
cache state, while requesting a file. The server could choose one of those files
to be the dictionary (2) used for compressing the requested file (3) and send
the compressed file to the client (4). The client uses its cached files (5) along
the compressed file to compute the initially requested file. This has some impli-
cations: First, the client needs to describe its cache state to the server. Since
the cache can easily hold hundreds of files, sharing a list of every file in the
cache is not feasible. Furthermore, the server would need to have every file of
the client cache at hand, which can work for static content, but is especially
difficult for dynamically rendered HTML. Moreover, the server would have to
know which cache entry would be the best dictionary for this request. Still, this
is a simplification of the problem, and for the best performance, this would need
support for other advanced caching techniques [8] and CDNS. Since the com-
pression result depends on the client cache, the results differ for each user, and
therefore, the cache hit rate on the CDN level could drastically suffer from such
an approach. This indicates that an implementation would be some approxima-
tion but not the optimal solution for data saving. Nevertheless, testing actual
implementations is currently not easily done. While we had browser support for
shared dictionary compression over HTTP (SDCH), it was removed due to a lack
of traction [1], and as a result, browser support for custom dictionaries is cur-
rently nonexistent, and we have to fall back to a synthetic environment. Unlike
static dictionary approaches like Brotli [2], user data is necessary to evaluate
the impact of (dynamic) shared dictionary compression, since the compression
result depends on the available dictionaries (e.g., previously visited HTML files)
in the current client context and cannot be tested with a static set of files.

2 Compaz in a Nutshell

Generally, Compaz can be split into three parts: The collection of input data,
the benchmarking of compression algorithms, and the data access.
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Fig. 2. Compaz utilizes a proxy to capture user journeys (1–2) and persists them in
a database (3), so that the journey data can be used by different compressors (4) to
compare the approaches (5).

Collecting Data. Compaz utilizes Selenium1 to navigate through user-defined
journeys. Compaz currently supports three ways to define a journey. First, it can
be defined as a static list of URLs, where Compaz will call the URLs one by one.
Similarly, a list of regular expressions can be defined. These will be used to find
links within the HTML so that Compaz will click them and proceed with the
navigation. Compaz can also start a browser session that a user will manually
handle as a third option. As Fig. 2 shows, the browser connects through a proxy,
from which we can copy each request and persist it in Compaz’s database. This
makes sure that we see every request, but even more importantly, we only con-
sider requests that were not served by the client’s cache. Additionally, we keep
the chronological order and therefore can reconstruct which assets were available
at which point in time for a shared dictionary approach.

Compressing Data. After a journey has been completed, it can be used by the
compressors. For a shared dictionary approach, Compaz replays the requests and
uses the decompressed assets to compress them with different approaches. Com-
paz provides the compressor instance with every asset for a shared dictionary
approach, which could potentially be used as a dictionary to decompress (and
therefore compress at the server side) the asset. It calculates every combination
and keeps the best result. As mentioned in Sect. 1, this approach would not be
feasible in practice but shows us the best potential of each compressor. The con-
sidered assets can be configured to, e.g., only consider those of the same MIME
type or only those from a specific page in the journey. Furthermore, different
compressors can be chained so that the output of one compressor is the input
of another, which brings a significant improvement for some approaches. While
we only persist the metrics for the compression results, we keep the original raw
journey. This ensures that we can compare new approaches later against the
same dataset, even if the approach did not exist while the journey was collected.

Comparing Data. The results are available via the API. We also created a
frontend, which visualizes the results. Since the results are as low as on asset
level, finding the best solution per asset is possible. This also shows which pages
contain assets that could serve as dictionaries for shared dictionary approaches.
1 https://www.selenium.dev/.
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Prototyping New Compression Algorithms. Compaz was designed to be
easily extendable, so new compression approaches can be benchmarked quickly
without deploying them on live servers. As of now, Compaz has support for gzip,
open-vcdiff, Brotli, and zstandard. Except for gzip, all other compressors can
make use of a dictionary. To implement a new compressor, one must implement a
configuration class with all necessary configuration parameters (e.g., compression
level or window size) and the compressor itself. The compressor only needs two
methods to be implemented: compress and decompress. While only the former is
required for the calculation, the latter is to ensure integrity. Our unit test suite
will automatically pick up each compressor without the need to write new tests.
The logic to provide available dictionaries and chain different compressions is
handled by Compaz and does not need any implementation considerations.

Similarly, new navigators can be implemented. We already provide an
abstract class, which acts as a wrapper for Selenium. Each navigator can access
the currently rendered DOM to decide the next action to be taken.

3 Conclusion

This paper has shown how Compaz can create repeatable compression evalua-
tions using user journeys instead of arbitrary single files. Combined with Com-
paz’s extensibility, this ensures comparability of old results to new compression
techniques. Compaz can be used to guide further research by evaluating a gold
standard for currently not supported compression techniques, like delta encod-
ing, before investing work in browser support or performance optimizations.
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Abstract. Users’ smartphones collect information about the different
interactions they perform in their daily life, including web interactions.
Mining this information to discover user’s processes provides informa-
tion about them as individuals and as part of a social group. However,
analyzing events produced by human behavior, where indeterminism and
variability prevail, is a complex task. Techniques such as process mining
focus on analyzing customary event logs produced by a system where all
the possible interactions are predefined. The analysis become even harder
when it involves a group of people whose joint activity is considered part
of a Social Workflow. In this demo we present Social Events Analyzer
(SEA), a toolkit for easy Social Workflow analysis using a technique
called Federated Process Mining. The tool offers models more faithful
to the behavior of the users that make up a Social Workflow and opens
the door to the use of process mining as a basis for the creation of new
automatic procedures adapted to the user behavior.

Keywords: Process mining · Pattern discovery · Social workflows ·
Federated process mining

1 Introduction

Smartphones constantly collect information about their user’s daily actions [7],
including the interactions users perform with web pages [6]. These actions can
be considered as the events of a process modeling the user’s behaviour. This
allows techniques such as process mining to analyze this process at the individual
level, but also considering the users as part of a group with similar behaviour’s
processes or Social Workflows (SOW) [3].

However, current process mining techniques are designed to mine informa-
tion obtained from well-defined processes. Human behavior represented in Social
Workflows is usually not deterministic, but highly variable [3]. So, analyzing this
kind of information becomes a problem for process mining. Even more at the
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societal level, where indeterminism from different users is aggregated—obtaining
processes that do not provide real knowledge about any of the users or about
the group itself.

Current techniques such as clustering [4] try to solve this problem, grouping
users in not previously-known clusters according their behaviour. Nevertheless,
they do not focus on mining a concrete Social Workflow, but on mining all users
data, not knowing a priori behavioural patterns of interest to be met by users
that are going to be analyzed.

In order to offer an alternative in these situations, Social Events Analyzer
(SEA) has been developed. This tool allows to perform a first phase of individual
mining in each user’s smartphone to filter those users and traces that meet a
concrete, looked for, behaviour. In this way, only users with common behavioural
patterns are considered part of the social group to be analyzed later. The premise
on which this tool is based is that human behaviour is not erratic per se [2]. So,
individually analyzing each user’s behaviour before integrating it improve the
representation of each user in the Social Workflow and the one of the users’
group consequently.

Thanks to this tool, processes that could not be analyzed otherwise due to
heterogeneity in users interactions, can now be analyzed. As well, some additional
benefits come from filtering data on smartphones: reduction of the amount of
data sent to server —reducing the energy footprint [1]—, and reduction of the
computational load on server.

Moreover, SEA allows the development of automatic systems using processes’
information to make recommendations or personalize processes itself. Comple-
menting this manuscript, the use of SEA on a WoT/IoT use case is shown1.

2 Social Events Analyzer (SEA)

Social Events Analyzer (SEA) is based on the novel Federated Process Min-
ing concept. It offers the necessary tools to carry out process mining on Social
Workflows by means of Federated Process Mining, where process mining is per-
formed on two phases: an individual first one on users’ smartphones, generating
an individual model in order to filter users that are going to belong to a concrete
Social Workflow; and a second one on a server, generating social processes with
data resulting from filtering in the first phase. Since the interesting behaviour’s
pattern —or patterns— to be meet by users is known a priori, filtering is per-
formed by means of a query where this behaviour is represented. For example, the
query may ask for users who have ended up watching economic news videos on
YouTube when they started watching videos about the COVID-19 pandemic. For
users meeting the pattern sought in their individual models, traces are checked
one by one, sending to the server only those that contains the pattern. In this
way, traces are only checked when the behaviour is enclosed in the model and
it is known that the user meet the searched behavior —this results in greater

1 https://youtu.be/d2tOYWWhYC0.
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Fig. 1. SEA’s architecture.

efficiency when many queries are made or when the amount of traces to be stored
is very large.

Social Events Analyzer —Fig. 1— offers a concrete implementation of Feder-
ated Process Mining in the way of a series of components that must be included
in the application that generates the data and a complete Federated Process
Mining server. The three main components, that are divided into a number of
sub-components, are:

Individual Process Mining component2. This component is the one
deployed on smartphones. At the moment it is only available on Android devices.
Specifically, SEA offers the FPM Individual Process Mining module, which must
be included in the mobile application that generates the event log —in .XES
format— to be mined. The generation of this event log must be addressed by
developers of the application—using information collected in the app logic.

Social Process Mining Component3. This component is the one that is
deployed on the server. It is actually a set of web services—implemented in
Python—and a web application—in Typescript—that work together. Each of
them is in charge of part of the functions to be performed by the Social Process
Mining component, highlighting the Social Mining API. It is a REST API that
works as an access point to the Social Workflows information, offering data and
operations to manage it to the Web Application, to third-parties or even to the
users’ smartphones themselves when these are the ones interested in accessing
the data of a given Social Workflow.

FPM Aggregator. This component has been implemented as part of the previ-
ous ones —mark in green color in Fig. 1—, using previous works on the deploy-
ment of APIs in mobile devices [5]. It is employed to enable communication
between individual and social parties—being used to send queries from Social

2 https://bitbucket.org/spilab/individualpmmodule.
3 https://bitbucket.org/spilab/fpmserver.
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Mining component to the smartphones in Linear Temporal Logic (LTL) format
and to send traces from these as response to queries.

3 Conclusion and Future Work

SEA makes use of the concept of Federated Process Mining to enable the usage of
process mining on Social Workflows. For this purpose, it offers a complete toolkit
with the necessary components to be included in smartphones and the server
where social mining is going to be performed. As result, models more faithful
to the members of a social group and the optimization of resources needed to
perform process mining are achieved. In addition, SEA brings the arrival of a
new generation of automatic systems based on user process information.
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Abstract. The Solid decentralization effort decouples data from ser-
vices, so that users are in full control over their personal data. In this
light, Web Monetization has been proposed as an alternative business
model for web services that does not depend on data collection any-
more. Integrating Web Monetization with Solid, however, remains diffi-
cult because of the heterogeneity of Interledger wallet implementations,
lack of mechanisms for securely paying on behalf of a user, and an inher-
ent issue of trusting content providers to handle payments. We propose
the Web Monetization Provider as a solution to these challenges. The
WMP acts as a third party, hiding the underlying complexity of trans-
actions and acting as a source of trust in Web Monetization interac-
tions. This demo shows a working end-to-end example including a website
providing monetized content, a WMP, and a dashboard for configuring
WMP into a Solid identity.

Keywords: Web Monetization · Solid · Micropayments · Payment
processing · Interledger · Open payments

1 Introduction

Solid is a research project initiated in 2016 by Prof. Tim Berners-Lee, which
aims to overcome issues with the current internet which sees data harvesting
firms (e.g. Facebook, Google) capitalize on data originating from their users. The
Solid decentralization effort decouples data from services, so that users are in
full control over their personal data [1,2]. This decoupling means services cannot
depend on data collection as a primary business model anymore. As a result,
alternative forms of monetization, such as micropayments via Web Monetization
are essential for incentivizing application development. With Web Monetization,
paying for content is seamlessly integrated into the browser. While a user is
consuming content, they stream micropayments to the content creator using
the browser. This makes it easy to create pay-per-view business models for web
content.

The goal of this research is to integrate Web Monetization with Solid appli-
cations. This will enable users to consume monetized content from Solid enabled
c© Springer Nature Switzerland AG 2022
T. Di Noia et al. (Eds.): ICWE 2022, LNCS 13362, pp. 481–486, 2022.
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applications without needing to rely on browser extensions. Although commer-
cial products like Coil [3] already offer Web Monetization, they do not inte-
grate with the Solid ecosystem and rely on non-standard browser extensions.
The Interledger protocol (ILP) seems like a natural fit in order to achieve this
objective: it is an open protocol for secure payments across disparate payment
networks [4,5]. The ILP STREAM protocol [6], specifically, makes it possible
to reliably stream payments from one payment provider to another. However,
implementing extension-less Web Monetization on top of ILP is not an easy task
because of a number of challenges.

1. The heterogeneity of Interledger (ILP) wallet implementations makes it diffi-
cult to encapsulate the logic required for streaming payments between wallets
because they use different protocols and different authentication schemes.

2. There is a lack of mechanisms for reliably and securely performing these
payments on behalf of the user.

3. There is an inherent issue of trust, by requiring the client to orchestrate the
payment setup and thus determining the rate and the amount of the payment
stream.

To solve these challenges, we introduce a Web Monetization Provider (WMP).
This is a third party between the content consumer and the content creator that
hides the underlying complexity of ILP wallets and acts as an independent source
of trust. In this demo, we present a full end-to-end implementation of extension-
less Web Monetization using a WMP.

2 Solid Web Monetization Provider (WMP)

A Web Monetization Provider (WMP) is a standardized third party between
the content consumer and the content creator. The WMP acts as an authority,
sending micropayments to the content creator in name of the content consumer.
Adding this third party into the transaction makes it easy for content creators to
receive micro-payments in a generic way and avoids vendor lock-in by allowing
content consumers to freely choose which WMP to use. Specifically, the WMP
solves the challenges described in Sect. 1 in the following way.

1. The complexity of dealing with the heterogeneity of Interledger wallet imple-
mentations is handled by the WMP. This makes it easier for client developers
to create Web Monetization enabled applications without having to write
code for every single possible wallet implementation.

2. The WMP handles streaming payments for monetized sessions. In exchange,
the user subscribes to the WMP by paying a monthly fee, or funds the WMP
for a predetermined amount using transaction-based charges like debit card
payments. The WMP is free to choose its revenue model and spending strat-
egy. This loose coupling adds a lot of flexibility to the Web Monetization
model and again helps to reduce client-side complexity.
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3. The WMP API is an open specification, enabling different parties to compete
in providing WMP services. This benefits the users as they can now choose
which WMP to trust as their Web Monetization agent, and can easily switch
providers at any time while still being able to consume the monetized content
in the same way. This model perfectly aligns with the Solid philosophy where
you as a user are in full control of your data, including sharing and using.

Figure 1 shows an overview of how the WMP interacts with other actors
in the context of Web Monetization. A consumer registers with the WMP in
order to set up a subscription payment from the consumer’s wallet to the WMP
Wallet. When the consumer uses a Monetized Solid App, it reads the WMP
reference from the consumer’s pod. The app uses this reference to contact the
WMP to start a monetization session. Using this session, the app streams con-
sumer interactions with the content. The WMP uses this information to stream
micropayments from the WMP Wallet to the Content Provider’s wallet. With
the goal of furthering the discussion around Solid Web Monetization, the Solid
Web Monetization Provider W3C Editor’s Draft [7] was created.

Fig. 1. Overview of interactions in a Web Monetization use case.
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3 Demonstration

The demo1 shows a complete end-to-end working example of a Solid Web
Monetization app. A content-creator hosts web monetized content that visit-
ing users pay for through micropayments. These micropayments are sent over
the interledger network from the visiting user’s wallet to the content creator’s
wallet, using the WMP. Aligning with Solid’s vision, all required data is stored
in the visiting user’s Solid pod. The demo consists of three applications shown
in Fig. 2:

– The Solid Accountant allows to configure a Web Monetization wallet into
a Solid identity. This is a browser application written in Angular 13 and
TypeScript.

– The Solid MicroStore is an example Web Monetized Solid application. This
is a browser application written in Angular 13 and TypeScript.

– The Solid WMP is a Web Monetization Provider with a fake currency. It
performs micropayments to payment pointers on behalf of a user. That user

Fig. 2. Demonstration of a proof of concept monetized web-app interacting with WMP
and Solid. Clockwise: The Solid MicroStore hosts Web Monetized content. The Web
Monetization Provider is used to create and manage a subscription. The Solid Accoun-
tant is used to configure the WMP in a user’s Solid Pod.

1 https://knowledgeonwebscale.github.io/solid-web-monetization/demo/intro/.

https://knowledgeonwebscale.github.io/solid-web-monetization/demo/intro/
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trusts the WMP and has an active subscription with it. This is a server
application written in Kotlin 1.6.10 on top of JDK 16. The Vert.x toolkit is
used as a Web/Micro-service framework.

This demo allows a user to log in to their personal Solid pod and register a
personal payment pointer. Afterwards they can subscribe to the Web Moneti-
zation Provider that will manage micropayments on their behalf. The user can
then visit the MicroStore component to showcase how the registered WMP can
be requested from a Solid WebID and instructed to pay micropayments to the
content provider’s payment pointer embedded in the web page.

4 Conclusions and Future Work

The Web Monetization Provider makes it possible for content providers to imple-
ment a seamless and extension-less Web Monetization experience. The WMP also
allows content consumers to easily set up micropayments in order to access and
seamlessly pay for content. The WMP addresses a number of challenges; specif-
ically, the heterogeneity of the Interledger wallet implementations, the lack of
mechanisms to perform payments on behalf of users, and the issue of trust in Web
Monetization micropayments. This demo shows a working end-to-end example
including a website providing monetized content, a WMP, and a dashboard for
configuring WMP into a Solid identity. With the goal of furthering the discus-
sion around Solid Web Monetization, we created the Solid Web Monetization
Provider W3C Editor’s Draft [7].

Important future work in this area includes working with the Web Moneti-
zation and Interledger ecosystems to align these standards to enable standards-
compliant Solid Web Monetization. Moreover, investigating a plugin-based app-
roach to support different Wallet providers will make it easier to implement Solid
Web Monetization and WMPs.
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fund to boost open, fair, and inclusive standards and innovation in Web Monetization.
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Abstract. Our demo showcases how a Solid Pod, i.e. a web server that
adheres to the Solid Protocol, can be extended to support Web Push
Notifications for Progressive Web Applications (PWAs). For a user’s per-
spective, we present a PWA where a user can choose to receive Web Push
Notifications when a message is posted to her Solid Pod’s inbox.

1 Introduction

The Solid Project1, Tim Berners-Lee’s endeavor to re-decentralise the Web, aims
to decouple data from consuming applications while ensuring data privacy. The
Solid Protocol [2] connects mature Web technologies like the Resource Descrip-
tion Framework (RDF) and RESTful HTTPS APIs and an adaptation of Open
ID Connect: Users store data in personal online data storages (Pods) and define
access control on their resources as desired.

The Solid Protocol focuses on establishing server-side technologies while rely-
ing on generic client-side libraries (for HTTP and RDF) to create Web applica-
tions. For example, if developers need to react on updates of resources, they cur-
rently need to rely on polling, which is battery-draining on mobile, or WebSocket-
based subscriptions, which are not standardised. Yet, nowadays live updates and
notifications are a commonly expected feature of an application.

To live up to user expectations, Progressive Web Applications (PWAs) offer
a rich feature set including Web Push Notifications, i. e. a notification scheme
where push messages are delivered to Web applications via the browsers’ mes-
saging service. Such notifications can even be received when the Web application
is closed. We thus ask: What if the Solid Protocol supported Web Push Notifica-
tions from Solid Pods to help developers create modern Web applications easily?
To this end, we showcase:

– A notification scheme for Web Push Notifications from Solid Pods.
– A data model for Solid Web Push subscriptions using RDF.

1 https://solidproject.org.

Website http://uvdsl.solid.aifb.kit.edu/conf/2022/icwe/demo
Demo https://km.aifb.kit.edu/services/solid-web-pwa/
Code https://github.com/uvdsl/solid-web-push.
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– An extension module for Solid Pods to support the notification scheme.
– A PWA that uses these Solid Web Push Notifications.

This paper is structured as follows: First, we give a short overview on related
work. Next, outline the system architecture. Then, we touch on our data model.
Hereafter, we provide a walkthrough of our demo.

2 Related Work

We briefly survey related work in the realm of the Solid Protocol [2] and its
notification schemes. An early description about Solid is provided in [3].

The current state of notification schemes in Solid are comprised of two alter-
natives: Either the client relies on polling to detect updates on a resource inde-
pendent of the Pod’s implementation, or the client uses a WebSocket Subscrip-
tion as defined in version v0.7.0 of the Solid Protocol2. As the WebSocket noti-
fication scheme is currently supported by the most used Pod implementations
we rely on this scheme in our demo as a fallback when the user chooses not to
receive push notifications.

Recently, the Solid Community Notification Panel started reworking Solid’s
notification protocol. Four notification schemes are currently proposed3: (1) The
WebSocket Subscription defines a notification scheme for bi-directional commu-
nication between client and Pod using WebSockets. (2) The EventSource Sub-
scription defines a notification for uni-directional server-sent events from Pod to
client using HTTP/2. (3) The Linked Data Notification Subscription defines a
notification scheme relying on the Solid Protocol itself for sending Pod-to-Pod
notifications. (4) The WebHook Subscription defines a notification scheme for
pod-to-server callbacks using HTTP.

Web Push Notifications have been proposed in an IETF Draft for Generic
Event Delivery using HTTP Push [6] and have been picked up by the W3C in
the Push API [1]. With this demo, we propose an additional notification scheme
of Solid Web Push Notifications in Pod-to-PWA fashion.

3 System Architecture

With Solid, each user is identified by a WebID, a URI which derefenced yields
the user’s Solid profile document. This profile document is stored on the user’s
personal online data storage (Pod) where the user can store any data under
self-defined access control. On the Pod, there exists an inbox where messages to
the user can be posted to. Using some app, the user can access this data after
logging in to the app with her WebID.

To receive notifications even when the app is closed, we extend the Solid Pod
with an additional module to support Web Push Notifications for Pod-stored
resources. We implement the corresponding client-side functionality in our PWA.
2 https://github.com/solid/solid-spec/blob/master/api-websockets.md.
3 https://solid.github.io/notifications/protocol.

https://github.com/solid/solid-spec/blob/master/api-websockets.md
https://solid.github.io/notifications/protocol
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Fig. 1. The RDF datamodel underlying our Solid Web Push Notification scheme. We
use CURIEs, abbreviated URIs, with prefixes from http://prefix.cc/. We use push as
prefix that is short for https://purl.org/solid-web-push/vocab#.

The current state of Solid Notification schemes allows us to demonstrate Web
Push Notifications for resources stored on any Solid Pod. However, considering
security and scope of Web Push Notifications from Solid Pods, we envision a
service that is able to send Web Push Notifications only for resources stored in
that particular Pod, a Pod-scoped notification service.

An application developer can use the Pod-provided Web Push service and
does not need to implement it herself as a server-side component of the applica-
tion. Instead, the developer may specify an app-specific inbox on the user’s Solid
Pod where his server posts messages to which in turn can then be forwarded by
the Pod’s Web Push service. This way, the developer is still in control of the user
experience when sending Push Notifications to the user. That said, developers
are still free to implement their own Push Notification service.

4 Modeling Solid Web Push Subscriptions

We model a Web Push subscriptions and the corresponding service on the Solid
Pod in RDF, as illustrated in Fig. 1: To describe Web Push subscriptions, we
defined an ontology based on existing definitions from [6]. Next to typical ele-
ments of a Web Push subscription such as endpoint, auth key and p256dh key,
our subscription model includes the resource which the client requests notifi-
cations about. We use terms from ActivityStreams [4] to model the Solid Web
Push service and subscription requests from clients, and terms from the Linked
Data Platform [5] to model the service inbox which clients post subscriptions to.

5 Demonstrator Walkthrough

To demonstrate Solid Web Push Notifications, we provide a PWA where a user
can choose to receive Push Notifications whenever her Pod inbox is updated.
Following the Solid Protocol, a user logs in to our demo PWA with her Solid
WebID. By default, the PWA relies on Solid’s WebSocket Notifications to receive
updates on the user’s Pod inbox. If the user decides to receive Push Notifications,
the user simply clicks the bell icon in the top right corner. This substitutes the
WebSocket Notifications for Web Push Notifications from our Solid Web Push
service. These notifications will be received even when the PWA is closed.

http://prefix.cc/
https://purl.org/solid-web-push/vocab#
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Fig. 2. An excerpt from the Solid Web Push Notification sequence diagram.

Under the hood, the PWA follows the Solid Web Push Notification scheme: A
Solid Web Push subscription is sent the Solid Web Push service. The service then
acts as a proxy forwarding any Pod-issued update notifications on the resource
to the PWA using Web Push as illustrated by Fig. 2. When the user chooses not
to receive Push Notifications anymore, an undo request for the subscription is
sent to the service canceling the Solid Web Push subscription. For an extensive
sequence diagram of the Solid Web Push Notification scheme, we recommend
the interested reader to take a look at our website which is linked on the first
page.

6 Conclusion

In this demo, we showcased an extension to Solid Pods to support Web Push
Notifications. We modeled the corresponding Solid Web Push service information
and associated subscriptions using RDF. We propose our approach for discus-
sion in the growing Solid ecosystem as Push Notifications are a common feature
of today’s apps, especially on mobile. Natively supporting Web Push Notifica-
tions from Solid Pods could facilitate developing application that live up to user
expectations and thus contribute to the wider acceptance of the Solid Protocol.
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Jose Garcia-Alonso , and Juan M. Murillo
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Abstract. Quantum computing is a new paradigm for solving problems
that classical computers cannot reach. To the point that it is already gen-
erating interest in the scientific and industrial communities. Currently,
quantum computers and technology are being developed to support the
execution of quantum software. Several large computer companies have
already built functional quantum computers, and developed several pro-
gramming languages and quantum simulators that can be used by the
general public. All this infrastructure for quantum computing is offered
to quantum developers through the cloud, following a model similar to
the familiar Infrastructure as a Service. However, due to the early stages
of quantum computing taking advantage of the capabilities of these com-
puters requires a very in depth knowledge of quantum programming and
quantum hardware that is far from what cloud developers are used to in
classical cloud offerings. Although the future of quantum computing is
still unknown, it is highly certain that there must be a time when quan-
tum computing coexists with classical computing. At the same time, one
of the most well-known and tested solutions for the communication of
heterogeneous computing systems are web services. In this tutorial we
will offer an introductory view on how quantum algorithms can be con-
verted into web services, how this web services can be deployed, using the
Amazon Braket platform for quantum computing, and invoked through
classical web services endpoints. Finally, we will propose a way in which
a disadvantage of current quantum computers in terms of web services
can be transformed into an advantage for web services through the use
of a Quantum API Gateway.

Keywords: Quantum software development · Quantum web services ·
Quantum programming

1 Introduction

The emergence of quantum computing has brought a new paradigm in computing
and software engineering, leading to new horizons in the field of problem-solving
applications of computation [1]. Thus, this new technology is useful for tasks
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that the most powerful classical computers cannot do in a reasonable time, such
as the discovery of new materials or drugs, big data analysis or even for military
applications [2,3].

Several large computer companies have already built functional quantum
computers, and developed dozens of programming languages and quantum sim-
ulators that can be used by the general public. This new paradigm is chang-
ing both the world of computing and the areas in which it can be applied [4].
However, at the current time, and for the foreseeable future, quantum comput-
ing must coexists with classical computing (in which has been called hybrid
classical-quantum architectures). The principles of service-oriented computing
present a good guideline to be followed for these hybrid architectures due to the
long history of classical service engineering [5]. Nevertheless, the development
and deployment of quantum services is limited by the current lack of tools and
techniques on this domain.

From a service-oriented computing point of view, quantum software integra-
tion should not be very different from classical services [6]. However, today the
lack of Software Engineering techniques for quantum services is affecting almost
every aspect of quantum services. To address this situations, alternatives are
beginning to emerge that translate classical processes to quantum computing
[7,8].

Therefore, the aim of this tutorial is to show how quantum web services
could be implemented and deployed for hybrid classical-quantum architectures.
Specifically, examples of solving real-world problems using quantum computing
in Amazon Braket will be presented. Also, we will propose a way in which a
disadvantage of current quantum computers in terms of web services can be
transformed into an advantage for web services through the use of a Quantum
API Gateway [9].

2 Intended Audience

The tutorial is aimed for both academic and industrial attendees interested in
service-oriented quantum computing. The desirable technical background is the
following: basic knowledge of quantum software development is nice to have but
not a requirement to follow the tutorial. Basic knowledge of web services, JSON
files and Python programming language are required to follow the practical part
of the tutorial but not to understand the underlying concepts. Both source code
of all the used examples and an introduction to the basics of quantum computing
will be provided during the tutorial.

To participate in the practical part of the tutorial, a laptop with a text
editor, a Python installation and also an Amazon Web Services account would
be necessary.

Detailed instructions for the preparation of the environment before attending
the tutorial are provided. These instructions include the first steps to run quan-
tum code using the developer machine as a local simulator and also using the
Amazon Braket SDK. Also, advanced steps are included for those people who
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really want to use Amazon Braket to exploit the full potential of real quantum
machines, although it will not be necessary for the tutorial.

The tutorial slides along with the above-mentioned instructions for setting
up the environment and additional resources are available online.1

3 Outline of the Tutorial

In this section, we provide a provisional outline of the tutorial. The proposed
duration of the tutorial is half-day (three hours) including both lectures and
practical activities:

1. Introduction
– First, a short lecture focused on the servitization of quantum software,

or how to convert an existing quantum algorithm into a traditional web
service.

– This will be followed by an exemplification of how these services can be
deployed and executed using Python libraries for classical web services
and Postman for testing the deployed web services.

– Quantum algorithms will be used as an example, which will be adapted
to the Amazon Braket platform and programming language, although
adaptation to a different quantum platform should be straightforward.

2. Practical session
– A practical session will be run in which attendees can deploy and invoke

their first quantum web service.
– Shor’s algorithm for factoring large numbers and a solution to the Trav-

elling Salesman Problem will be used, as a representation of gate-based
quantum computing and annealing-based quantum computing respec-
tively.

– The implementation of these quantum algorithms, adapted to Amazon
Braket, will be provided and attendants will focus on deploying and using
them as traditional web services.

3. Quantum Software as a Service
– Some of the current limitations of quantum computers will be discussed,

such as that quantum algorithms cannot be deployed once and run multi-
ple times as we are used to with classical services. Each run of a quantum
service involves a new deployment of the quantum algorithm.

– Attendees will be introduced to Quantum API Gateway as a tool to
address this disadvantage, thanks to the fact that it can be used to the
benefit of the quantum service developer. This tool improves the effi-
ciency of quantum services by deploying the service to the most appro-
priate quantum computer available for each execution taking into account
execution times, costs, availability and other aspects.

– An example of its use will be performed with the previously developed
quantum web services.

1 https://drive.google.com/drive/folders/1rejfd4mcyryEH5SzlBeyOfNSzH-OJOye?
usp=sharing.

https://drive.google.com/drive/folders/1rejfd4mcyryEH5SzlBeyOfNSzH-OJOye?usp=sharing
https://drive.google.com/drive/folders/1rejfd4mcyryEH5SzlBeyOfNSzH-OJOye?usp=sharing
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4 Learning Objectives and Outcomes

At the end of the tutorial, attendees will obtain knowledge on:

– The servitisation of quantum algorithms.
– How to invoke quantum services from classical software, along with possible

options for deploying quantum services.
– Quantum Web Services in the real world with Amazon Braket.
– Thinking in terms of hybrid classical-quantum web services architectures.
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Abstract. There is often something mystical about code generation [1]. This is
partly due to tools, that are able to achieve a high degree of generation thanks to
their flexibility and universality, but this also makes the tools extremely complex
and restricts their use to suitably trained persons. This also applies to the OMG’s
“Model Driven Architecture” approach, which has tried to establish a standard in
this field and to enable the exchange between different tools through additional
technologies. A “code generation light” approach, which would often be sufficient
in many cases, is difficult to implement with these tools.

In principle, however, getting started with code generation is actually quite
simple. Only two things are needed: (1) a model that describes the application to
be realized, and (2) a template, which transforms the model into code.

In the simplest case, the model can consist of a series of statements in an
ASCII file, or of an object graph over which the template iterates. This provides a
clear separation between the semantic aspects (model) and the technical aspects
(template).

This tutorial will introduce lightweight generator technologies that can eas-
ily integrated into your own software development process and delegate tedious,
monotonous programming tasks to the code-generator, so that you can concen-
trate on the more demanding and interesting programming tasks. For this reason,
a number of different software generator technologies and their functional prin-
ciples will be presented and how they can be realized with minimal effort. The
tutorial also includes practical parts in which the participants perform a series of
concrete tasks in the sphere of software code-generation.

Keywords: Code generator · Lightweight-code-generation-approach ·
Software-development process

1 Introduction

The general functionality of a generator is shown in Fig. 1. The generator receives as
input an abstract model of the application to be realized as well as transformation rules
describing the transformation of the abstract model into the target source-code. In simple
cases, the transformation rules can also be hardcoded and integrated into the generator,
or in more complex cases, also several transformation steps can be performed up to
the final generation of the source-code. The input model is formal and abstracts from
the implementation details of the target platform. Depending on the target platform,
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the generated code is then interpreted or in a further transformation step compiled and
afterwards executed.

Fig. 1. Generator principle.

2 Model and Transformation Rules

This is the part where our lightweight approach deviates most from the OMG’s Model
DrivenArchitecture approach. Instead of relying on additional and complex technologies
like UML, XMI, and MOF [2], the approach followed here uses a simple template
mechanism and a model representation “suited” to the problem. So for example, our
model can be represented by a piece of programing code, simple text which is easily
parsable with regular expressions or an object-net, generated by a number of API calls.
Figure 2 shows two possible representations of the same model, representing the entities
“Film” and “Person” with a 1:n relationship, representing the director of a film, in
between. Of course, if needed, more complex mechanisms like an own domain specific
language (DSL) parsed by an own parser like a combination of lex, & yacc [3] or antlr
[4] can be used. But this is outside the scope of this tutorial.

Fig. 2. Different representation forms of the same model.
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3 Structure of the Tutorial

As starting point, a so-called scaffolding process is used, as it is offered by a number of
web development frameworks. Scaffolding refers to the automatic generation of software
artifacts around access to databases, such as database access layer, REST API, user
interfaces, etc.Within this context, the underlying concepts of themodel-driven software
development process such as models, meta-models, transformation rules, templates,
etc. are introduced and exemplified in the context of the implementation of a simple,
but generally valid scaffolding approach. For this purpose, an existing application is
analyzed and its underlying source code is broken down into its components according
to the approach of Stahl and Völter [5]. In Fig. 3 the code is partitioned into the generic
part, the schematic part, and the individual part. While the generic and the individual
part, representing the application logic, is not of interest for us, we focus on the schematic
part of the code. For this part, we have to extract an appropriate model, containing all the
information necessary to be able to formulate transformation rules for the generation of
this code. Additionally, the transformation rules (the templates), have to be implemented.

Fig. 3. General concept of model driven software development (from [2]).

The tutorial also includes a series of practical exercises where participants can practi-
cally intensifywhat they have learned. See Sect. 4 and 6 for a description of the necessary
software.

4 Utilized Tools

Instead of using a specialized tool like EMF [6], our lightweight approach uses a scripting
language in interactionwith Regular Expressions [7] and additional shell commands.We
start from scratch, and write our own generator tool with minimal effort, but maximum
fit to our problem. We use PHP [8] as the language of choice in this tutorial, because
of its integrated template engine, which can easily be used for the formulation of our
transformation rules without the need of supplementary libraries. Additionally, Regular
Expression play an important rule for parsing the provided model information.

5 Learning Objectives

The aim of the tutorial is to familiarize the participants with the principle concepts of
code generation and how easily these concepts can used in many software development
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projects. After the tutorial, the participants will be able to recognize automation potential
in their software development process and develop their own generators based on script-
ing languages. By building a generator “from scratch”, the focus is on the important
components and how they interact, so that a deeper understanding of the functionality
is gained than if only a concrete tool with a specific GUI will been presented.

6 Software Requirements for the Hands-On Part

• PHP Interpreter (download and install from [9]).
• BASH-Shell:

– Unix and Mac users: none, the needed tools are already part of your distribution
– Windows users: Please download and install cygwin [10] on your computer.

7 Intended Audience

Software developers and programmers. Knowledge of regular expressions and PHP are
helpful but not essential.
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Abstract. The success of Semantic Web technology has boosted the
publication of Knowledge Graphs in the Web of Data, and several tech-
nologies to access them have become available covering different spots in
the spectrum of expressivity: from the highly expressive SPARQL to the
controlled access of Linked Data APIs, with GraphQL in between. Many
of these technologies have reached industry-grade maturity. Finding the
trade-offs between them is often difficult in the daily work of developers,
interested in quick API deployment and easy data ingestion. This tutorial
covers this in-between technology space, with the main goal of provid-
ing strategies and tools for publishing Web APIs that ensure the easy
consumption of data coming from SPARQL endpoints. Together with an
overview of state-of-the-art technologies, the tutorial focuses on two novel
technologies: SPARQL Transformer, which allows to get a more com-
pact JSON structure for SPARQL results, decreasing the effort required
by developers in interfacing JavaScript and Python applications; and
grlc, an automatic way of building APIs on top of SPARQL endpoints
by sharing queries on collaborative platforms. Moreover, recent develop-
ments are presented to combine the two, offering a complete resource for
developers and researchers. Hands-on sessions are proposed to internalise
those concepts with practical exercises.

Keywords: API · Semantic Web · Web Development

1 Introduction

A crucial factor in the adoption of the Web of Data consists in the possibil-
ity of obtaining access to the published resources. However, this access is not
always simple, constrained by languages and templates that are sub-optimal for
application development. As a consequence, recent ongoing initiatives such as
EasierRDF and LDFlex are strongly pushing the proposal of new solutions for
making the Web of Data developer-friendly [2,5].

In order to bridge the gap between research and real-world applications, this
tutorial intends to face two crucial problems in using data from the Seman-
tic Web and Knowledge Graphs. First, going beyond the standard output of
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SPARQL triple-stores, we show solutions for aggregating data, parsing, and give
to the output a ready-to-use JSON structure. Second, we discuss how to detach
SPARQL queries from the application logic, wrapping them in convenient Web
APIs automatically.

The goal of this tutorial is to give participants sufficient knowledge for:

1. understanding the landscape of mature, production-ready and industry-grade
technological solutions for publishing Web APIs on top of RDF datasets;

2. republishing RDF data through Web APIs, to increase the use and adoption
of RDF datasets, even outside the Semantic Web community;

3. retrieving data from SPARQL endpoints in a more practical format to be
used in small proofs-of-concept, living software or interactive notebooks (i.e.
Jupyter), minimising the effort for accessing data.

2 Detailed Description

This half-day tutorial is decomposed into two parts, consisting each of slides and
hands-on exercises:

– The first part focuses on data reshaping and merging. After summarising the
main issues related to RDF data consumption by developers, we introduce
different solutions coming from the literature, such as RDFJS [1], LDflex [11],
GraphQL-based strategies [10] and others. We then explain the fundamentals
of SPARQL Transformer [6,7] and present in-depth details about its querying
and templating features, its parsing capabilities, and its merging strategy,
giving to the audience a complete picture of the library. Examples of usage
in JavaScript and Python are shown. Some hands-on exercises are proposed
in order to make the public play with the application, making use of the
SPARQL Transformer playground.

– The second part covers the publication of Web APIs on top of SPARQL end-
points. Different specifications - e.g. smartAPI [4], Linked Data API speci-
fication, OpenAPI - and services - e.g. BASIL [3] - for describing RESTful
APIs are introduced to the audience. Then, we show the grlc application [8]
and explain the different parts of the framework: the GitHub repository, the
self-generated UI and the automatically exposed API. The attendees are then
guided to publish their own API in the second hands-on session. Finally, we
introduce the integration of SPARQL Transformer in grlc and we conclude
the tutorial with a summary of the covered topics.

3 Intended Audience and Level

This tutorial is directed to anyone who works with RDF data and SPARQL,
and in particular is interested in providing quick access to the data and/or Web
APIs on top of them. We assume that most participants are familiar with basic
Semantic Web technologies (RDF, SPARQL), have some developer experience
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(e.g. JSON), and have some notions of HTTP and REST APIs. The tutorial aims
to provide them a general know-how and practical information for developing
Web APIs on top of SPARQL endpoints.

For the hands-on session, the participants are expected to use a personal
computer with a web browser installed; and to have a personal GitHub account
(free).

4 Tutorial Material

The tutorial material consists of slides and pointers to online application, which
is permanently available at https://api4kg.github.io/swapi-tutorial/, with the
main pointers summarised in Table 1.

Table 1. List of resources used for the Tutorial

Resource Web Address

Tutorial Website https://api4kg.github.io/swapi-tutorial

SPARQL Transformer https://github.com/D2KLab/sparql-transformer

Playground https://d2klab.github.io/sparql-transformer/

grlc https://github.com/CLARIAH/grlc

Demo http://grlc.io/

An extended presentation of the topics introduced in the tutorial can be
found in [9].

5 Biography of Presenters

Pasquale Lisena (http://pasqlisena.github.io/) is a researcher in the Data Sci-
ence department at EURECOM, Sophia Antipolis (France), working on Knowl-
edge Graphs and information extraction in the domain of digital humanities.
He obtained his PhD in Computer Science from Sorbonne University of Paris
in 2019, with a thesis on music representation and recommendation under the
supervision of Raphaël Troncy. He was part of several national and international
project, such as DOREMUS, SILKNOW and Odeuropa, actively contributing in
developing domain-specific knowledge graphs and realising knowledge-driven AI
technologies. His experiences include tutorials in conferences of the field (K-CAP
2017, ESWC 2018 and 2021, ISWC 2020, TheWebConf 2021). He is teaching in
the Engineering program at EURECOM as assistant teaching in the Web Inter-
action course and as main lecturer in the Introduction to Data Bases course.

Albert Meroño Peñuela (https://www.albertmeronyo.org/) is an Assis-
tant Professor in Computer Science at King’s College London, and works on
Knowledge Graph construction, access, and use in digital humanities workflows,
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where he has built large (>10 billion triples) Knowledge Graphs for history
and musicology. Previously he has been a postdoctoral researcher at the Knowl-
edge Representation & Reasoning group of the Vrije Universiteit Amsterdam;
the lead engineer for structured data in CLARIAH (https://clariah.nl/), a 32M
EUR Dutch project for integrating Digital Humanities data; and has served in
CLARIAH’s Technical Board as coordinator of the LOD Interest Group. His
automated Linked Data API construction methods (http://grlc.io) are today
used in Elsevier, TNO, the eScience Center, and 3200 other users. He has been
teaching BSc and MSc courses at the VU since 2013 on Knowledge Representa-
tion, AI, and Digital Humanities; and has supervised the BSc/MSc theses of 33
students.
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Abstract. Modern Web applications employ sophisticated Machine
Learning models to rank news, posts, products, and other items presented
to the users or contributed by them. To keep these models useful, one
has to constantly train, evaluate, and monitor these models using freshly
annotated data, which can be done using crowdsourcing. In this tutorial
we will present a portion of our six-year experience in solving real-world
tasks with human-in-the-loop pipelines that combine efforts made by
humans and machines. We will introduce data labeling via public crowd-
sourcing marketplaces and present the critical components of efficient
data labeling. Then, we will run a practical session, where participants
address a challenging real-world Information Retrieval for e-Commerce
task, experiment with selecting settings for the labeling process, and
launch their label collection project on real crowds within the tutorial
session. We will present useful quality control techniques and provide the
attendees with an opportunity to discuss their annotation ideas. Methods
and techniques described in this tutorial can be applied to any crowd-
sourced data and are not bound to any specific crowdsourcing platform.

1 Introduction

Web engineers have to carefully improve and productionize Machine Learn-
ing models by gathering and annotation large amounts of data, which can be
achieved using crowdsourcing. The goal of our tutorial is to bridge the gap
between Web Engineering and Human-in-the-Loop by demonstrating how one
can successfully improve a Web application or Web service by obtaining high-
quality relevance judgements from a crowdsourcing marketplace.

2 Definition of Intended Audience

We expect that the audience has a minimal understanding of how ranking on the
Web works, so our tutorial will address an audience with various backgrounds
and interests. We do not require specific prerequisite knowledge or skills, and we
will provide all the necessary icebreakers during the introduction.
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Beginners will benefit from our introductory materials and step-by-step
instructions on what to do to annotate the data and use the obtained labels
in their Web application. Software Engineers will find helpful ready-to-go solu-
tions and code examples to achieve their engineering goals. Researchers will
dive deep into our presentation of computational methods for quality control.
Practitioners will refine their experience of shipping large-scale data collection
pipelines while we highlight the best practices and pitfalls. This should make
our topic highly interesting for anyone who develops a Web service or software
product based on machine learning. As a result, each attendee will learn how to
construct a label collection pipeline, obtain high-quality labels under a limited
budget, and avoid common pitfalls.

3 Overview of the Tutorial Structure

Since we have a practical part involving running data annotation tasks on one
of the largest public crowdsourcing marketplaces that consumes a significant
amount of time, we would like to organize our full-day tutorial according to
the following schedule: Introduction to Crowdsourcing, Key Components for
Efficient Data Collection, Hands-On Practice Session, Computational Quality
Control, Final Remarks and Conclusion.

3.1 Introduction to Crowdsourcing

We will start with an introduction that includes crowdsourcing terminology and
examples of tasks on crowdsourcing marketplaces. We will also demonstrate why
crowdsourcing is becoming more popular in working with data on a large scale,
showing successful crowdsourcing applications for Information Retrieval and e-
Commerce, and describing current industry trends of crowdsourcing use.

3.2 Key Components for Efficient Data Collection

We will discuss quality control techniques that include approaches before task
performance (selection of workers, education, and exam tasks), the ones during
task performance (golden sets, motivation of workers, tricks to remove bots and
cheaters), and approaches after task performance (post verification/acceptance,
consensus between workers). We will share best practices, including critical
aspects and pitfalls when designing instructions and interfaces for workers, vital
settings in different types of templates, training and examination for workers
selection, pipelines for evaluating the labeling process.

3.3 Hands-On Practice Session

We will conduct a hands-on practice session, which is the vital and the longest
part of our tutorial. We will encourage the attendees to apply the techniques,
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and best practices learned during the first part of the tutorial. For this pur-
pose, we let the attendees run their own crowdsourced Web Search Ranking
Quality Evaluation for the e-Commerce pipeline on real crowd workers. As the
input the attendees have snapshots of crawled documents from the Web and
the corresponding search query formulations, as the output they should provide
rankings of these documents w.r.t. the query using pairwise comparisons. The
attendees will brainstorm the suitable Human-in-the-Loop pipeline for the given
task and set up and launch the relevance judgement gathering project online on
the real crowd. Since creating a project from scratch might be time-consuming,
we propose that our attendees choose from the most popular pre-defined tem-
plates (e.g., text or picture input). We will also provide the attendees with
pre-allocated accounts and datasets for annotation. By the end of the prac-
tice session, the attendees will learn to construct a functional pipeline for data
collection and labeling, become familiar with one of the largest crowdsourcing
marketplaces, and launch projects on their own.

3.4 Computational Quality Control

We will describe how to process the raw labels obtained from the crowdsourcing
marketplace and transform these data into knowledge suitable for downstream
applications. We will discuss the popular answer aggregation models in crowd-
sourcing, including methods for aggregating categorical responses (Dawid-Skene,
GLAD, etc.) and pairwise comparisons (Bradley-Terry, NoisyBT, etc.). We will
present Crowd-Kit, an open-source Python library implementing all these meth-
ods, and describe the end-to-end process to evaluate the Web ranking and search
using the described Human-in-the-Loop technology. Also, we will show the useful
datasets, software, and references for further studies and experiments.

3.5 Final Remarks and Conclusion

Finally, we will finish with analyzing obtained results from the launched projects.
This step demonstrates the process of verification of collected rankings. Together
with the attendees, we will analyze outcome label distribution, check worker
quality and contribution, elaborate on budget control, detect possible anomalies
and problems. We will then share practical advice, discuss pitfalls and possible
solutions, ask the attendees for feedback on the learning progress, and answer
final questions.

4 Conclusion

We believe that, by the end of the tutorial, attendees will be familiar with

– modern approaches to Web-scale ranking evaluation, including online and
offline approaches

– practice of creating, configuring, and running data collection projects on real
workers on one of the largest global crowdsourcing platforms
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– advanced methods that allow to balance out between the quality and costs
– state-of-the-art techniques to control the annotation quality and to aggregate

the annotation results.
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