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Preface

This volume contains a selection of papers presented at the 15th International Baltic
Conference on Digital Business and Intelligent Systems (DB&IS 2022). The conference
was held during July 4–6, 2022, in Riga, Latvia.

The 15th International BalticConference onDigital Business and Intelligent Systems
is a continuation of the biennial International Baltic Conference on Databases and
Information Systems (Baltic DB&IS) held since 1994 in Trakai, Tallinn (1996, 2002,
2008, 2014, 2020), Riga (1998, 2004, 2010, 2016), andVilnius (2000, 2006, 2012, 2018).
After the 14th International Baltic Conference on Databases and Information Systems
(Tallinn, 2020) the conference steering committee decided to extend the conference with
more contemporary research topics and to decipher the acronymBalticDB&IS asDigital
Business and Intelligent Systems. Although the conference has grown out of the Baltics
region, the conference name still carries it as a reference to its origins and long history.

Inheriting the scope of the previous editions of the conference series, the Baltic
DB&IS 2022 conference focused on the advances of computer science in digital business
and intelligent systems and provided a rich environment for exchanging research findings
and ideas among scientists, practitioners, and doctoral students from the Baltic region
and Europe but also the rest of the world.

Baltic DB&IS 2022 was organized by the Faculty of Computing of the University
of Latvia together with Riga Technical University, Tallinn University of Technology,
Vilnius University, Vilnius Gediminas Technical University, and the University of Tartu.
The International Program Committee consisted of 82 researchers and representatives
from 36 countries all over the world. This year, 42 submissions from authors in 16
countries were received. At least three reviewers evaluated each conference paper by
applying the single-blind type of peer review. As a result, 16 papers were accepted as
full papers and one paper was accepted as a short paper for publication in the present
volume. The conference programwas enrichedwith several keynote talks on challenging
and emerging research topics. The conference was also accompanied by a Forum and a
Doctoral Consortium.

The selected papers span a wide spectrum of topics related to digital business and
intelligent systems, which have been grouped into five sections. The first, and largest,
section addressesComputer ScienceModels,Methods,Algorithms, andTools forDigital
Business. The second section concerns Knowledge and Knowledge Technologies for
Digital Business and Intelligent Systems. The third section proposes and describes
approaches useful in IT Support for Digital Transformation. The fourth section concerns
different perspectives on Artificial Agents and Smart Systems for Digital Business.
Finally, the fifth section goes under the umbrella topic heading of Data, Data Science,
and Computing for Digital Business and Intelligent Systems, proposing novel methods,
algorithms, and architectures in the data science area.

We would like to express our warmest thanks to all authors who contributed to
the 15th International Baltic Conference on Digital Business and Intelligent Systems
2022. Our special thanks go to the keynote speakers, Marlon Dumas, Alvis Brazma,



vi Preface

Robert E. Tarjan, and Talal G. Shamoon, for sharing their knowledgewith the conference
participants.

We are very grateful to the members of the international Program Committee and
additional referees for their reviews and useful comments that helped authors to improve
their original submitted papers. We are grateful to the presenters, session chairs, and
conference participants for their time and effort that made DB&IS 2022 successful.

We also wish to express our thanks to the conference organizing team, the University
of Latvia, and other supporters for their contributions.

Finally, we would like to thank Springer for their excellent cooperation during the
publication of this volume.

July 2022 Mirjana Ivanovic
Marite Kirikova
Laila Niedrite
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Data, Data Science, and Computing for Digital Business and
Intelligent Systems

Outlier Analysis for Telecom Fraud Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
Viktoras Chadyšas, Andrej Bugajev, Rima Kriauzienė,
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Elevator Passenger In-Cabin Behaviour –
A Study on Smart-Elevator Platform

Kevin Basov, Tarmo Robal(B) , Uljana Reinsalu , and Mairo Leier

Tallinn University of Technology, 12618 Tallinn, Estonia
{kevbas,tarmo.robal,uljana.reinsalu,mairo.leier}@taltech.ee

Abstract. Modern elevators became into wide use some 150 years ago.
With the advancement of technology, the main task of elevators has
remained the same – transport people and goods in between floors – yet
elevators have become more sophisticated with a trend towards smart
elevators. Have you ever wondered why some people always stand in the
same place, or what is your favourite sport to stand in an elevator? In this
study, we use an existing smart elevator platform to explore passengers’
in-cabin behaviour while travelling from one floor to another as a part
of human behavioural patterns. For this, we establish a location analysis
model, evaluation method, and analyse real elevator passengers’ data.
We show that while travelling alone, passengers tend to choose their
favourite position inside the cabin.

Keywords: Smart elevator · Human behaviour · Socio-Cyber-Physical
Systems

1 Introduction

The history of modern elevators for transporting humans exclusively goes back
to the beginning of 1800s when steam and hydraulic power were introduced for
lifting. The first passenger elevator powered by a steam engine was installed in
1857 but received a cold reception from passengers with refusal to accept it [3].
Today, elevators are a norm for modern commercial and residential buildings,
especially in high-rise buildings equipped with several elevators, providing an
easy way for people to move between floors. In Estonia (since 2019) new buildings
with five or more floors must be fitted with an elevator, as required by the law.

The ever-increasing computerization has also shaped the development of ele-
vators, and today we can address these as Cyber Physical (Social) Systems
(CPSS) [7,9,17,35] having a high impact on our daily lives. Further, with the
emerge of smart cities, the social aspect is becoming even more important and
future elevators can be addressed as Socio-Cyber-Physical Systems (SCPS) [6],
driving the necessity to model and understand human involvement and behaviour
within such systems, and allow engineers to reason about the latter.

A lot of research is available on CPSS, yet smart elevators as SCPS have
still received little attention with focus on reducing waiting time and energy

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Ivanovic et al. (Eds.): Baltic DB&IS 2022, CCIS 1598, pp. 3–18, 2022.
https://doi.org/10.1007/978-3-031-09850-5_1
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http://orcid.org/0000-0003-1925-7917
http://orcid.org/0000-0002-9878-4477
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consumption [2,4,8,10,11,33] and thereby carbon footprint, optimal parking in
group elevator control [5], use of floor sensors and RFID technology for elevator
scheduling [16], and the use of mobiles phones to improve flow of people [32].
A thorough overview of elevator control systems is provided in [10,12], and
passenger behavioral patterns while using elevators discussed in [19].

In this paper we focus on elevator passengers’ movement behaviour inside the
elevator cabin during travelling from one floor to another. We take advantage
of the existing smart elevator infrastructure and study human location prefer-
ences and movement behaviour, and the dependencies on cabin occupancy. The
results can be later used in various fields, such as passenger movement behaviour
prediction using machine learning, better layout of sensorics in smart elevator
environment, and enabling personalization for future smart elevators. To the best
of our knowledge, human movement behaviour inside an elevator car has not yet
been studied in the context of and using the equipment of a smart elevator.

For the study we use the smart elevator system [18,22,23] set up at TalTech
(Tallinn University of Technology), located in the ICT-building in the univer-
sity campus. This is a single shaft single car elevator in a typical eight-floor
office building, equipped with many smart devices such as cameras, speakers,
microphones, and various sensors to collect a variety of data. The system also
facilitates passenger identification and profiles. In this study we use and model
real passengers’ travel data to answer the following three research questions:

RQ1:What are the most preferred standing positions of passengers in an elevator
cabin while travelling alone, or in a crowded elevator? We hypothesize that
with single occupancy passengers prefer to stand near the doors or in the
middle of the elevator, whereas in a crowded elevator distance is kept.

RQ2: How likely is an elevator passenger to choose the same standing location
for successive travels? The hypothesis is that each traveller tends to have a
preferred location(s) to stand in the elevator cabin.

RQ3: What are the in-cabin movement path patterns passengers follow during
their travels, if any? We hypothesize that each passenger has certain path
(s)he follows in the elevator cabin environment while entering and exiting.

The results indicate that passengers favour to stand in the middle of the
elevator cabin, within the reach of the floor buttons while travelling alone, and
tend to choose the same spot to stand in the elevator for successive travels.

The rest of the paper is organized as follows. Section 2 is dedicated to related
works, while Sect. 3 presents the Smart Elevator System (SES) used for the study.
Section 4 discusses the location analysis model and the experiments, Sect. 5
answers the research questions, and in Sect. 6 we draw conclusions.

2 Related Works

The research on human behaviour regarding elevators has mainly focused on
passenger arrival at elevator lobbies [29,30], passenger flow influence on lift con-
trol systems [20], finding patterns in usage [19], or exploring evacuation mod-
els [14,25]. Sorsa et al. [29,30] rejected the assumption that passengers arrive at
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the elevator lobbies separately, showing that in multi-storey office, hotel and res-
idential buildings people tend to arrive in batches of variable size depending on
the time of day. Considering batch arrival helped to improve elevator group per-
formance by reducing car loading, round-trip time and passenger waiting times
by 30–40%. Liang et al. [19] gathered real-world traces of human behaviour data
from 12 elevators in an 18-story office building, showing that elevator usage pat-
terns vary depending on the layout of the building (e.g., proximity of stairs to
elevators), and the function of the building (e.g., in hospitals and hotels most
of the vertical movement is done using elevators). They also claim that high-
rise buildings with multiple elevators benefit more than low-rise buildings from
human behavioural patterns on elevator usages since waiting time is minimal in
smaller buildings. While [19] studied human behavioural patterns in the context
of elevator exploitation through indicators such as load factor, number of floors
travelled and doors-opened events to describe general behavioural patterns of
office-building inhabitants, using the data (logs) generated by the elevator sys-
tem itself, we in contrary focus not on the external events caused by the pas-
sengers but the passengers’ behaviour in traveling situation inside the elevator
cabin, and for this advantage from special equipment to collect such data on
passengers.

Ronchi and Nilsson [25] focused on investigating the capabilities of evacuation
models in high-rise buildings, and showed that the use of elevators can reduce
the evacuation time in a non-fire emergency, while for fire events the elevator
was less valuable due to the layout of the particular building used in the study.
Heyes and Spearpoint [14] explored evacuation behaviour of building residents
in case of a fire. The intention was to develop parameters that could be used for
designing an evacuation system that uses elevators. The results of their study
show that the number of building occupants that are likely to use the elevator as
an evacuation method was increasingly dependent on the floor level. The primary
factor whether to choose stairs or elevator is the prediction of how much time it
takes to reach the ground level via each evacuation route.

Our previous work has focused on using the existing smart elevator plat-
form [18] to profile passengers for travel behaviour characterization and floor
prediction [22,23] for enhanced travel experience in smart elevators. Here we
continue our work on this track and contribute to fill the gap in the existing
literature for social research in the context of elevators by providing a method
to study and evaluate passengers’ behaviour during their travels, and applying
the method in real-life scenario using real-world data.

3 Smart Elevator System

A smart elevator system can be considered as a CPSS and SCPS advantaging
of data mining, Artificial Intelligence (AI) [27], for instance facial image recog-
nition [24,28,31,34] and human speech recognition [1,13,15,26]. Our passenger
in-cabin movement behaviour study is carried out using the smart elevator sys-
tem (SES) [18] developed and installed at TalTech ICT building. The building
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has two KONE elevators, out of which one is equipped with additional hard- and
software to deliver the features of the smart elevator – a RGB camera (Basler
acA2040-25gc) for facial recognition, four depth cameras (Intel Real Sense D435)
to detect passengers’ location within the cabin, a speakerphone (Senheiser SP20)
enabling voice commands, and a mini-PC (Intel NUC Mini PC NUC5i7RYB) for
processing sensor data – as shown on Fig. 1 together with the coordinates system
used by the SES positioning service. The smart elevator is operating between
all the eight floors of the ICT-building. The main passengers of the elevator are
the employees of the university and the companies having offices in the building,
and students accessing classrooms and working-places.

For our study, we use the four depth cameras located over the elevator ceiling
(Fig. 1) to capture passenger movement data in the cabin. The known passengers
are identified by SES using the Basler RGB camera and matched to existing pro-
files (anonymous), no facial data as photos/video is stored, neither any personal
data. In the scope of this study we use passenger profiles just as numerical ID’s
to distinguish between known travellers while addressing RQ2 and RQ3.

We proceed with defining some terms. A travel is defined as a ride of an
elevator passenger between departure and destination floors, such that it starts
with a passenger entering the elevator cabin and ends with exiting the cabin.
Each travel is assigned a new travel identification number (travel ID) in the
SES stored alongside with track data. A track is the location of the passenger
inside the elevator cabin attributed with travel ID, position coordinates (x, y),
and timestamp. Single travel is a travel with only one passenger occupying the
elevator cabin, whereas crowded travel with at least two passengers in the cabin.

The passenger position data is gathered using the SES positioning service,
which allows to collect position data individually for each passenger by tracking
and retrieving sensor data from the four depth sensors located in the ceiling
of the elevator cabin. Detection of traveller is done using an image processing
algorithm. The algorithm delimits the heads of passengers in the elevator cabin
regardless of their height. The system starts to locate heads at the height of

Fig. 1. Elevator cabin context and the coordinates system of the SES positioning
service.
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120 cm and by every iteration increasing the detection height by 5 cm. Every
height layer is run through until the ceiling height is reached. All the detected
heads’ movement will be monitored throughout the travel and track data stored
periodically (every 200 ms). Whenever a passenger with an existing profile (the
passenger has travelled previously) is identified, the track is associated with pro-
file ID in the SES. The coordinates in the SES positioning service are expressed
in the metric system using centimetres as the unit (Fig. 1). The numerical values
of coordinates for the x-axis are in a range from 0 to 220 cm and for the y-axis
from 0 to 110 cm, reflecting the central position of the detected object position
at 120 cm or higher above the floor.

4 Study Setup and Experiments

Our study is based on the location data of real elevator passengers captured by
the smart elevator system (SES) positioning service. Therefore, to be able to
properly interpret the data, we carried out a ground truth study consisting of a
series of validation experiments, based on the passenger location analysis model.

4.1 Passenger Location Analysis Model

To analyse the passenger’s travel data and answer the research questions, we
developed a model for passenger location interpretation. The model divides
the elevator floor area into eight equal square-sized sections with an additional
section of the same size overlaying the sections in the middle of the cabin (Fig. 2).
Each of the 9 sections identifies a potential location of an elevator passenger.

The division into the given nine sections was carried by a hypothesis that a
passenger takes a space with a diameter of approximately 50 cm (together with
space between other passengers) in a two-dimensional room. A study by Randall
et al. [21] for Army Air Force reports that 95% of cadets have shoulder-width
(biacromial) of 42.90 cm. Considering the latter, the division of the elevator floor
into nine equal sections, where the width of each section is 55 cm, is justified,
and gives passengers enough individual space, taking into account that not every
passenger might be in the ideal shape of a ‘cadet’. Thus, the centre point of a
passenger is at ca 22 cm according to the passenger’s shoulder width, which cor-
relates with the centre point of the location model sections (27.5 cm). As usually
passengers do not stand against the wall, there is a high probability that the pas-
senger centre point aligns well with the section centre point in the model. For
a crowded travel situation the elevator producer KONE has limited the maxi-
mum number of people for this elevator type to 13. Figure 2 outlines the location
model with 9 sections, and the context of the elevator cabin environment, i.e.,
the position of doors sliding open from left-to-right while standing in the cabin
and facing the doors, location of the floor buttons, back-wall mirror, and the
Basler RGB camera used for face recognition by the SES.

We use this zoned location model to validate the SES passenger positioning
service, and in further to analyse passenger in-cabin location behaviour based
on real travel data captured to answer RQ1–RQ3.
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Fig. 2. The model for passenger location analysis with nine sections (1–9), and the con-
text of the elevator cabin environment. Letters A–D mark the stand-location points
used in the ground truth study. Dash-dot-dot coloured lines mark the movement
path for the continuous location detection study: Route#1 – blue, Route#2 – green,
Route#3 – orange, and Route#4 – magenta. (Color figure online)

4.2 Ground Truth Study

On 6 April 2021 late evening (after 20:00) a ground truth study was carried
out by a single test passenger to evaluate the technical setup and its precision
in detecting a passengers’ location in the smart elevator cabin according to the
location analysis model (Sect. 4.1). We chose a late hour to have minimum dis-
turbance for other potential travellers, as well as for the continuity of the exper-
iments. During the study, the performance and accuracy of the SES positioning
service was validated whereas the test passenger location inside the elevator
cabin was known in advance. Multiple locations inside the elevator cabin were
selected with the goal to determine the accuracy of passenger position detection
in a given section according to the location analysis model, and to identify the
variability of detection within the model. The study assumed that the test sub-
ject was always standing in the middle of the designated zone of the location
analysis model. For the experiments a grid was marked down on the elevator
floor with paint tape (Fig. 3).

Two different experiment series: (i) static stand positions, and (ii) continu-
ous position detection for path were carried out. Although the total number of
planned test travels was 60–10 for each static stand position, and 5 for every con-
tinuous position detection experiment – the actual number of travels captured
was 61 (due to miscount). Four additional travel records appeared in the cap-
tured data as other passengers entered the cabin mid experiment. These travels
were removed from the analysis data, leaving thereby a dataset of 59 travel and
location tracks data of 37, 044 coordinate pairs. The collected data was analysed
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Fig. 3. Marking of the elevator floor area into sections of the location analysis model.

using general-purpose programming language Python (ver. 3.7) with Psycopg1

PostgreSQL database adapter, and XlsxWriter2, DateTime3, numpy4 and Mat-
plotlib5 packages.

4.3 Static Stand Positions

First, a static stand-still study to validate the SES positioning service against the
location analysis model was carried out with four different purposefully selected
stand-positions A–D (Fig. 2) in the elevator cabin. The position A represents a
zone right in front of the elevator doors on the opening side (doors open in the
direction from Section 5 to 1). Position B in Section 4 marks the back corner of
the elevator cabin in front of the mirror, while C (Section 9) the middle of the
elevator, and D on the border of Sects. 6 and 7 an ambiguous multi-section area
in front of the elevator floor buttons, which can be reached for pressing from
Sections 6, 7 or 9 in an approximate reach radius of 55 cm (Fig. 2).

Each position A–D was tested with a series of ten travels (except C for which
1 series appeared invalid and was removed) between two floor levels (e.g., floor
3 to 5), with a travel lasting about 20 s. The top-ceiling depth camera system
setup captures passenger position tracks with a sample rate of 200 ms – roughly
100 position data points for each travel in the experiment. The collected data
indicated 104 tracks in average per experiment travel (min 88 and max 112).

1 https://pypi.org/project/psycopg2/.
2 https://pypi.org/project/XlsxWriter/.
3 https://pypi.org/project/DateTime/.
4 https://pypi.org/project/numpy/.
5 https://pypi.org/project/matplotlib/.

https://pypi.org/project/psycopg2/
https://pypi.org/project/XlsxWriter/
https://pypi.org/project/DateTime/
https://pypi.org/project/numpy/
https://pypi.org/project/matplotlib/
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For the sake of data completeness, for each travel a new elevator call was made.
In addition, the test passenger was required to follow the same route when
entering the elevator and to stand in the centre of the agreed position (A, B, C,
or D), and turn around to face the doors once reaching the position.

Standing in each position A–D was analysed separately. To evaluate the
accuracy of measuring the static stand location, the data coordinates describ-
ing the movement into the required position A–D were filtered out as follows:
first, any coordinate outside of the planned stand position section was deemed
as movement into the section and thus eliminated; and further, the movement
points from the section edge to the centre of the planned stand position section
were additionally removed until five consecutive points (ca 1 s) were captured
at the planned stand position section to assure a safe margin for reaching a
stand position. Similar filtering action was carried out for data describing exit-
ing a section and the elevator. Figure 4 visualises the experiment data before
and after filtering for position C located in Section 9.

Table 1 outlines the results of the static stand positions experiment series.
On average 210 location points for each series were deemed to describe moving
to location and thus removed from the analysis – more for positions further away
from the doors (e.g., position B). We noted that for position B the deviation for
determining the x-coordinate differs from all other findings, which could be the
misalignment of the positioning service or also the effect of the back-wall mirror.
In further analysis, this blind-spot area has been accounted for.

The results of static stand position experiments indicate that the coordinates
captured by the elevator positioning system are slightly off centred on the x-axis,
while the y-coordinates are rather accurate. The misalignment may have been
caused by several reasons, one of which could be the test passenger’s posture, but
also an alignment shift in the SES positioning service. Overall, the system is able
to locate the passenger in a section center with a deviation of 8 cm on x-axis and
3 cm on the y-axis, which considering the technical setup is satisfactory. With
this study, besides validating the positioning service, we also determined the
viewing range of the four depth cameras and confirmed the elevator coordinate

Fig. 4. Captured location data visualisation before and after (callout with a dashed
line) data filtering for location point C in Section 9 of the location analysis model.
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Table 1. Experiment results for the static stand position study.

Position # Track coordinates Mx,y* [cm] Ex,y** [cm] Average deviation

Experiments Filtered x y x y x y

A 983 893 27.5 82.5 32 76.5 4.9 ± 4.4 −7.3 ± 4.2

B 1156 759 192.5 27.5 170.4 28.5 −21.3 ± 4.8 1.4 ± 3.3

C 962 778 110 55 100.9 52.6 −9.4 ± 2.9 −2.8 ± 1.5

D 1042 873 110 82.5 103.9 80.9 −7.1 ± 4.5 −2.8 ± 4.9

Avg 1036 826 n/a n/a n/a n/a −8.2 ± 4.2 −2.9 ± 3.5

Sum 4143 3303 n/a n/a n/a n/a n/a n/a

* Central section coordinates in the model.
** Median central coordinates of section in experiments.

system in SES. The experiment forms a benchmark for interpreting the travel
track dataset of real passengers, used for RQ1 and RQ2.

4.4 Continuous Position Detection for a Path

To validate the detection of passenger movement path inside the elevator cabin
using the SES positioning service, we planned four different routes starting and
ending at the cabin doors in between the positions A–D (Fig. 2):

– Route#1: A → C → B → A, as a scenario when a passenger enters the
elevator, moves to the middle, reaches the floor buttons, and proceeds to
move to the back corner of the cabin for the duration of travel.

– Route#2: A → D → B → A, a scenario similar to Route#1, except the floor
buttons are reached right in front of these at the position D.

– Route#3: A → D → C → A, where after pressing the floor buttons the
passenger proceeds to stand in the middle of the elevator at the position C.

– Route#4: A → D → A, where the passenger reaches the button panel and
then immediately steps back to the closest position to doors on opening side.

The test passenger followed each route for five times during the experiments.
Each travel was through four floor levels (e.g., floor 1 to 5) with an average travel
duration of 25 s, during which in average 112 track points for each travel were
captured by SES. At each point (A–D) the test passenger made a short stop, yet
keeping the movement as natural as possible. While exiting, the shortest path
through the opening side of the doors (position A) was taken.

For the analysis the captured test passenger’s location data was filtered and
compressed as follows: a section and location coordinates were added to the
movement path whenever five consecutive points were captured by SES in the
same section (at rate of 200 ms), provided that the section was a neighbouring
section (in the analysis model) to the previous one in the movement route list.
The path was constructed as a sequence of sections (identified by the coordinates)
passed by the passenger, where each section is sequentially counted only once,
forming for example a path 5 − 6 − 9 − 6 − 5. Figure 5 exemplifies the path
detection according to these rules for Route#2 in the experiments.
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Fig. 5. Movement path construction with applied data filtering for Route#2 in the
experiments. The dashed black line indicates the planned route for the experiment.

From this study we also notice that there is a certain blind-spot area of
approximately 15 cm from the wall into which no coordinates fall. First of all,
the SES positioning service estimates the centre point of the passenger, and
second, even if a passenger stands against the wall, the detected centre point of
the person would still be ca 15 cm away from it.

The continuous location detection experiment confirmed that the SES posi-
tioning service can sufficiently track the passenger movement inside the elevator
cabin throughout the travel, and can be successfully matched against the estab-
lished location analysis model using the noise removal and data point reduction
technique described. The results will be applied to answer RQ3.

5 Behaviour Analysis

In this section we apply the knowledge gained from the ground truth study
to answer the three research questions about passenger movement behaviour
in elevator cabin. For this, we use the track data of real passengers collected
through 61 days (2 months, April – May 2021) and consisting of 11, 731 travels,
out of which 67.9% of travels were made by a single passenger, and in 32.1% of
cases there were multiple passengers in the cabin. The period of data collection
matches with the enforced COVID-19 restrictions (2+2 rule and facial mask
mandate), which affects the available number of travels as well as the ability
of the SES to differentiate between known travellers through facial recognition
(no data used in this study is personalized). In addition, the ICT-building was
partially closed for students due to the pandemics, and we also noticed that
people preferred stairs over elevator. Travels performed by the test passenger for
the ground truth study have been excluded. Table 2 characterizes the used data.

5.1 RQ1: Preferred Standing Positions

The first question to consider is the most preferred standing location while trav-
elling alone or in a crowded elevator cabin. To answer RQ1 we look at all track
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Table 2. Smart elevator passenger data used for the behaviour analysis.

# Travels # Tracks ntpavg* davg**

Total (count) 11, 731 1, 414, 740 120 24

Travelling alone in cabin (count) 7, 790 1, 034, 162 130 26

Travelling in a crowded cabin (count) 3, 761 380, 578 101 20

* Avg. tracks per travel per passenger. ** Avg. travel duration per passenger [s].

data on passengers’ position in two groups: travels with one passenger in the
cabin (single), and travels with more than one passenger in the cabin (crowded),
in two categories: (i) coordinate-based positioning into sections of the analysis
model for the whole travel, and (ii) travel-based standing position, i.e., the most
occupied section is deemed the standing position of the travel. The analysis
for RQ1 is based on all the available data for all the passengers during the
study period regardless whether they had an existing profile or not. The data is
analysed according to the location analysis model and the method described in
Sect. 4, according to which for each track coordinate a section (1–9) is identified.

The analysis (Fig. 6) reveals that for single travels in most cases passengers
tend to stand in the middle of the elevator (Section 9). Whenever there are fellow
passengers in the elevator, distance is kept and the central location is chosen only
in fifth of the cases, having a dramatic drop of two times compared to single travel.
The least desirable position to stand is in front of the facial recognition camera
(Section 8). The passengers are four times more likely to stand next to the door
on the closing side (Section 1) when travelling in a crowded elevator than travel-
ling alone. There is almost no difference in standing in front of the doors on the
opening side (Section 5). Also, we notice that passengers prefer to stand on the
opposite side to the button panel and level indicator above it (compare Sections 2
& 3 to Sections 6 & 7). We believe this is due to have a better view over the travel
status from the floor indicator but also not to block the (de-)boarding passengers.
Figure 7 presents the location density maps for passenger locations in the category
of coordinate-based positioning through all track data.
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Fig. 6. Preferred standing positions according to the section model for single and
crowded cabin travel situation: based on all coordinates of a travel (left), the most
occupied section during a travel (right).



14 K. Basov et al.

Fig. 7. Density maps for elevator passengers positions in cabin trough travels: single
passenger in cabin (left), multiple passengers in cabin (right).

We acknowledge that these findings apply to this particular elevator cabin
type with the floor buttons located in the middle of one of the sidewalls. However,
in many larger elevators the buttons are doubled on both sides of the elevator
doors, and doors open to both sides, which is likely to change the favourable
standing positions layout. It would be interesting to carry out this experiment on
different elevator layouts, equipment permitted, to explore whether the general
findings, e.g., for single travel the centre of elevator is preferred, hold or not.

5.2 RQ2: Preferred Standing Position for Successive Travels

The second question we consider is the likelihood of a passenger to choose the
same standing location in the elevator cabin for re-occurring travels, i.e., do pas-
sengers have their favourite spots to stand in the elevator cabin. To answer RQ2,
we analyse only the track data of known (profiled) passengers by their travels.
These profiles are created and identified by the smart elevator system automat-
ically using the implemented face recognition system [18,23] with an identifica-
tion success rate 98.2%. Unfortunately, during the study Covid-19 restrictions
(including mask mandate) were effective, which significantly reduced the travel
data available for profiled passengers – the SES was unable to recognise all known
passengers. We obtain only 793 travels with 305 distinct profiles, which we once
again separate into two groups: travelling alone (single: 30.0%) or in a crowded
cabin (two passengers: 42.1%, three: 21.7%, four and more: 5.9%). We reject any
profile that has less than three travels associated. Further, we organize travels
of each profile in chronological order and split the set into two and use the first
2/3 to determine the preferred standing position, and the last 1/3 to verify the
hypothesis of choosing mostly the same standing location. This leaves us with
361 travels (46%), 83 as single, and 278 as crowded cabin travels, with 17 and
60 profiles correspondingly. To determine the preferred location we apply the
same approach as for RQ1 based on the location analysis model, determining
the preferred standing position as one of the nine sections. For each passenger
we find over her travels a list of standing positions (Section 1–9) in a decreasing
order, and use the top two items as the most likely standing positions as Top
1 and Top 2 of this list. We then compare these to the remaining 1/3 of data
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(Table 3). Based on the little data we have, we see that while travelling alone in
the cabin, passengers tend to choose the same standing locations as previously,
while in the situation of crowded cabin, no favourable position is chosen, and a
random open spot is occupied.

Table 3. Probability of choosing the same standing position for re-occurring travels.

Cabin situation group # Profiles # Travels Top 1 Top 2 Top 1 or Top 2

Single travel 17 83 60% 31% 91%

Crowded travel 60 278 26% 9% 35%

5.3 RQ3: Recurring Movement Flow Patterns

The last question we address when studying passenger in-cabin behaviour is
whether passengers tend to follow the same movement path through the cabin
during their travels. To answer RQ3 we analyse the successive travels of profiled
passengers (single travel only) and use the same dataset as for RQ2. From RQ2
we already know that passengers tend to choose the same standing location in
60% of cases when travelling alone. We decide not to analyse movement routes
while travelling in a crowded elevator as the route would greatly depend on the
occupancy of the elevator cabin and locations of the other passengers.

For each travel associated with a profile, we construct a movement path based
on the sections the traveller has been found to be present in (passing or standing)
using the method described in Sect. 4.4, producing a path (e.g., 5−6−9−1−5)
for each travel of a profiled passenger. Table 4 characterises the movement paths
for the 83 single travels available for 17 profiled passengers.

Based on the small sample of data we were able to collect, we do not find that
passengers would in an identifiable way follow the same movement path when
entering, standing, and exiting the elevator for travelling in between floors. The
average path consists of four to eight sections of movement with a maximum of
11 sections. The same path is followed only in 13% of travels observed. However,
for two profiled travellers we notice the exact path match to be 75% and 67%.
Analysing the first three positions of a path, we interestingly find that the same

Table 4. Characterisation of constructed movement paths and re-occurrence match.

# Travels/profile Lpath* Lpax−path** M*** [%] Mpartial**** [%]

Avg 5 ± 2 6 6,4 ± 1,0 13% 62,3%

Min 3 3 5,2 ± 1,3 75% 100,0%

Max 12 11 7,8 ± 1,4 0% 0%

* Path length over all travels. ** Avg. path length per passenger.
*** Exact path match rate. **** Partial path match rate on the first three
positions.
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passenger who had the exact match rate at 75% had a movement path match
by first three positions at 100%, whereas the general rate for all single-travelling
profiled passengers was at 62%. This is somewhat expected, as passengers usually
enter from Section 5, move to Section 6 to press a floor button, and then to
Section 9 to stand in the middle of the elevator cabin. With a larger set of data
available and for a longer duration, there might be some interesting findings in
the future.

6 Conclusions

With the advancement of technology, smart elevators as CP(S)S are increasingly
becoming a reality. These smart elevators provide an excellent platform to study
passengers behaviour – once used to be possible only with surveillance cameras
and manual work – to improve elevator systems, quality of provided service and
passenger experience, and further enhance the concept of a smart elevators.

In this paper we established an elevator passenger location analysis model,
formulated a method to evaluate passengers movement behaviour, benchmarked
it against the smart elevator positioning service, and investigated elevator pas-
senger in-cabin behaviour using an existing smart elevator platform. Although
our study was only limited to one type of an elevator cabin, the established
zone-based location analysis model and method could be applied to any other
elevator type able to carry more than 10 persons at a time and being therefore
large enough by floor area. Such elevators are typically found in large commer-
cial buildings, shopping malls, hotels, hospitals etc. With the model, method
and experiments we also fill the gap in existing literature regarding studies of
human behavioural patterns in the context of elevator travels. The results can be
used for (smart) elevator cabin layout design, including sensors, but also improv-
ing the quality of service by knowing how the passengers take advantage of the
existing elevator in real-life situations – all in all, little things matter!

As for the movement behaviour studies, we first explored whether there are
favourable standing places for elevator passengers in general. The study showed
that passengers tend to prefer to stand in the middle of the elevator while being
the only occupant of the elevator cabin, which is not the case for crowded cabin
situation, where a random open spot is occupied. Further, we advantaged from
the smart elevator system profiling capabilities to identify repeatedly travelling
passengers to investigate whether passengers tend to have personal preferred
standing locations and if they follow certain movement path in the cabin. The
analysis revealed that passengers tend to choose the same standing location quite
often (60%) in case they are the only occupant of the cabin. We however failed
to find confident results that passengers would always follow the same movement
path while entering, travelling and exiting the elevator. The small sample of data
we collected due to covid-restrictions intervening our study was not sufficient to
draw any confirmatory conclusions. Thereby, once the situation normalizes and
all the technical capabilities of the smart elevator can again be efficiently used,
we plan for a larger long-term study on passenger in-cabin behaviour.
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Abstract. In urban areas, the number of parking spaces is limited and takes up
valuable space that is also needed for other purposes. Demand-driven and system-
atic utilisation of parking spaces can help to gain the most out of available space.
We propose a probability-based approach to control access to off-street parking
lots. Our approach takes into account distinct offerings for different customer seg-
ments. Registered customers, who pay a monthly fee and have a guarantee of a
free parking space at all times, and public customers, who pay according to their
parking time. The latter is more profitable and needs to be maximized. We test our
approach in a case study with a historic dataset and compare our results with the
original control of access. Over two months, we could release on critical periods
approximately 22% more parking spaces for public customers.

Keywords: Parking management · Demand forecast · Smart city

1 Introduction

In densely populated urban areas, space is a valuable asset and is in high demand for
multiple purposes such as housing, retail, business, and infrastructure. A significant part
of land use in cities is due to parking.Manville and Shoup [1] state, that car parking space
accounts for 23% of the total land in Munich; in Frankfurt am Main it even amounts
to as much as 38%. These numbers emphasise that parking takes up a large part of the
limited space in urban areas.

Urban land used for parking must be managed efficiently. A private parking space
can increase the housing prices in urban areas by 6 to 13% [2]. This could be reduced, by
better utilisation of existing parking lots. For example, Cai et al. [3] proposed to make
unused parking space of public buildings available to private persons. A similar initiative
is underway to utilise unused parking lots of companies [4]. Furthermore, some cities
are striving to reduce traffic and the number of cars in inner cities [5]. This often comes
with a planned reduction and deconstruction of car parks [6]. The remaining parking
space must then be managed all the better.
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Predicting the availability and occupancy of parking spaces is an important instru-
ment for doing so. It enables efficient management of valuable urban space. In addition,
the search for free parking spaces, which typically increases air pollution by 25–40% at
peak times, can be shortened [7].

Parking forecasts have been investigated for different purposes using a variety of
methods. Machine learning approaches e.g. support vector machines or neural networks
have frequently been used to predict the number of free parking lots at a given time [7,
8].Within those studies often the influence of variables such as weather, day of the week,
holidays or traffic flow was examined. Other research uses queuing models to simulate
driver behaviour by accounting e.g. currently available parking lots, distance, traffic
congestions and price [9]. The typical goal of such investigations are recommendations
and parking guidance for drivers. Further work is aimed at supporting car park operators.
For example, dynamic pricing and revenue management methods have been used to
maximise the expected revenue for parking managers [10].

It was pointed out by Caicedo et al. [11], that the management of parking lots needs
to accommodate the needs of different customer segments, e.g. monthly payers with
reservations and short-term parkers without reservations. In a very specific context, dif-
ferent customer types were considered in the work of Cai et al. [3]. They have developed
a method for allocating the parking spaces of five public buildings that are shared by
users of these buildings and private individuals. The underlying demand for parking
space for the two customer groups was randomly generated.

We are extending existing research by developing an approach to control access to
parking spaces in car parks. As it is common in many parking garages, we consider
two different types of customers: Firstly, there are registered customers (RCs) with
reservations, who pay a monthly fee and can park at any time. The second type are
public customers (PCs) without reservations. These can park depending on parking lot
availability and pay according to parking time.While there has to be always enough space
for RCs, PCs are more profitable. Our approach allows the parking manager to maximise
the number of PCs. For this purpose, we estimate the future demand of RCs and derive
the number of PCs that will be admitted. In this way, we try to guarantee a parking space
for arriving RCs. Our solution is based on a time-dependent model for parking demand
and uses real-world data to predict the number of inbound and outbound customers of
both types as well as their parking time. Real-time deviations from the forecast parking
occupancy are continuously adjusted. We test our solution in a case study using data
from a car park in a German city. At peak times, when the demand for parking is high,
our approach results in approximately 22%more parking space being available for PCs.

The paper is organised as follows: Related work is presented in Sect. 2. In Sect. 3
we derive our approach for parking demand. The case study follows in Sect. 4. Finally,
we close with concluding remarks and an outlook.

2 Related Work

Predictions of car park occupancy were investigated for different objectives. A vari-
ety of scenarios were studied and different methods were applied. Several approaches
investigate the dependence of parking forecasts for specific points in time on external
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variables, such as weather, holidays or traffic flow (see e.g. [7–9]). Typically, the impact
of the considered variables on prediction accuracy is evaluated within different models.
Off-street [7] and on-street [8] scenarios are addressed. Distinctions between different
types of offers, e.g. for short- and long-term parking, or different pricing schemes were
not in focus. For modelling, machine learning approaches with e.g. neural networks are
commonly used in this domain.

Some studies focus on efficiently guiding drivers to free parking spaces. They often
deal with predictions for parking availability and web applications for driver routing
(see e.g. [12, 13]). Reducing traffic congestions, saving fuel, time and reduction of
air pollution as well as stress are the main motivations for this type of research. Most
data on historic parking space occupancy, locations of parking lots and cars as well as
traffic congestion are used as input data. Also in these studies, only one type of parking
offer is considered. Use is made of machine learning approaches [7, 12, 13] or queuing
models with e.g. Markov chains [9, 14, 15]. Results are usually evaluated using data
from real-world settings [15] or via simulations covering high and low traffic situations
[9].

The approaches discussed above often focus on driver support. They are not neces-
sarily suitable for parking garage management. Maximising revenue is the typical goal
of car park operators. For this purpose, revenue management techniques are applied
in e.g. [10, 16, 17]. They usually include dynamic pricing depending on demand, i.e.
expected arrivals and the number of free parking spaces (see e.g. [17]) as key variables.

In real-world settings, it is often important to consider the link between parking
availability and reservations, as pointed out by Caicedo et al. [11]. For example, car
parks often block parking spots for regular customers paying monthly fees. In addition
to corresponding offers for reservations, almost all car parks provide ad-hoc parking too.
The challenge is to find a balance between the two types of offers to maximise the use
of available space and increase profit.

A first study in this direction was conducted by Cai et al. [3]. They have considered
the usage of parking lots in public buildings by people visiting and working in those
buildings as well as by private individuals. While parking space should be reserved for
the first type of user, this is not necessary for the second type. To efficiently allocate
parking space between these two groups of customers, a parking allocation method has
been developed. It uses a genetic algorithm to optimise parking fees and the share of
private parking in specific time windows. Randomly generated demand for parking is
used as the main input. The resulting algorithm is evaluated in a scenario with five
parking garages for public buildings and compared to a traditional “all time all space”
parking strategy, where everyone is allowed to park everywhere at any time.

A general concept that helps car park operators to efficiently manage the occupancy
of parking spaces in a typical environment, where both customers with and without
reservations are served, is still lacking. Our approach presented in this paper addresses
this gap.

3 Approach for Data-Driven Control of Parking Lots

In our approach, we consider customers with reservations, RCs, and customers without
reservations, referred to as PCs. Garages control the number of cars that are allowed
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to park by capacities CapRC and CapPC . Once a capacity is reached vehicles of that
customer type are not allowed to enter the facility unless a vehicle of the same customer
type leaves the garage. Our goal is, to find the maximum capacity CapPC that can be
assigned to PCs in a time interval tk ≤ t ≤ tk+1 which we denote by Δk, k+1. The
constraint is that parking spaces must always be available for incoming RCs within the
total capacity Captot of the garage.

In a first step, we derive a probability-based description of upcoming departures. We
then outline our approach for calculating the maximum capacity for PCs.

3.1 Estimate of Departures

The average number of cars entering the garage during the time intervalΔE
i, i+1 ranging

from ti until ti+1 with fixed external conditions f 1, …, f n is denoted by:

E
(
�E

i, i+1|f1 . . . fn
)

(1)

Typical external conditions or features fi are time, weekday, weather, public holiday, or
events. In practice,E can be obtained in different ways, e.g., by an average of appropriate
data from the past, or through machine learning approaches (see e.g. [7]). Similarly, the
average number of cars leaving the parking facility during the time interval ΔL after
having entered during the time interval ΔE is:

L
(
�L

j, j+1,�
E
i, i+1|f1 . . . fn

)
(2)

with j ≥ i. The ratio

P
(
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j, j+1,�
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)
=

L
(
�L
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(
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i, i+1|f1 . . . fn
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can then be interpreted as the probability of cars leaving the garage during ΔL
j, j+1 after

having entered during ΔE
i, i+1, assuming that E and L are normally distributed.

The observed number of cars leaving the garage at a certain time usually differs
from the average number described by the function L. Consequently, onemust constantly
adjust the expected number of departures in response to the observed number of vehicles
that have already left. For this purpose, we denote the observed number of cars leaving
the garage during the time interval ΔL after entering during the time interval ΔE as:

O
(
�L

j, j+1,�
E
i, i+1|f1 . . . fn

)
(4)

Then the total number of cars that have left the garage by time tk with k > i is:

∑k−1

j=i
O(�L

j, j+1, �E
i, i+1|f1 . . . fn) (5)

This observation until t = tk determines the adjustment of the expected number of cars
leaving the garage at a time interval ΔL

l, l+1, with l > k, after having entered at ΔE
i, i+1.
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It is given by the number of cars remaining in the garage and the recalculated probability
Pk for cars leaving during ΔL

l, l+1:

Lk
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3.2 Capacity of Parking Lots for Public Customers

Our goal is, to maximise the parking space that can be opened for PCs while meeting
RC’s incoming demand. To do so, we start by predicting the demand of parking space
for RCs. Consider the situation at t = tk . At this point in time, the number of vehicles
Cob

RC/PC (tk | f 1…f n) of RC and PC in the car park is known by observation.
The predicted number Cpr

RC(tk+1 | f 1…f n) of RC cars in the parking garage at the
time tk+1 results from the number of observed cars at t = tk , plus the predicted number
Epr

RC of cars entering the garage during the time span ΔE
k, k+1 that do not leave during

the same time interval. In addition, one must correct for the vehicles LkRC that entered
before tk and are expected to depart during the time interval ΔL

k, k+1:

CRC
pr (tk+1 |f1 . . . fn) = CRC

ob (tk |f1 . . . fn) + ERC
pr

(
�E

k, k+1|f1 . . . fn
)

∗
[
1 − PRC

(
�L

k, k+1,�
E
k, k+1|f1 . . . fn

)]

−
k−1∑
i=0

LRCk

(
�L

k, k+1,�
E
i, i+1|f1 . . . fn

) (8)

Similarly, one can obtain the predicted number of cars at a later point in time, e.g. at t
= tk+2:
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Focusing on the demand for RCs within the time interval Δk, k+1, the total parking
capacity available for PCs during this time span is:

CapPCk, k+1

(
�k, k+1|f1 . . . fn

) = Captot − Max
(
CRC
pr (t |f1 . . . fn), with tk ≤ t ≤ tk+1

)
(10)

given by the difference of Captot , the total capacity of the parking garage, and the
maximum of the predicted parking demand for RCs in the considered time interval.
Since at time tk the number Cob

PC of PCs is observed and known, the additional space
EPC

k, k+1 that is available for PCs during Δk, k+1 is:
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)
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However, PCs that are allowed to enter the parking garage during the time intervalΔk, k+1

have also to meet the demand of RCs at a later time. In this way, one obtains further
conditions on the additional space EPC . For example, considering the demand for RCs
within the time interval tk+1 ≤ t ≤ tk+2 one gets:
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Here one has to take into account that PCs entering within the time interval ΔE
k, k+1

will leave the garage with probability PPC during ΔL
k+1, k+2. Adjustments must also be

made for PCs that depart in the same time interval while having entered before tk , as
described by the term LkPC .

Similarly, further constraints on the additional capacity EPC for PCs are obtained
from RC demands for later time intervals tk+i ≤ t ≤ tk+i+1. In the end, the total available
capacity for PCs during the time interval Δk, k+1 is obtained by the most restrictive
constraint, which is equivalent to the minimum of the corresponding capacities:

CapPC
(
�k, k+1| f1 · · · fn

) = Min
(
CapPCk+i, k+i+1

(
�k, k+1|f1 · · · fn

))

= CPC
ob (tk |f1 · · · fn)

+Min
(
EPC
k+i, k+i+1

(
�k, k+1|f1 . . . fn

))
, with i ≥ 0

(13)

In practice, the range for i should cover the typical parking time of PCs.

4 Case Study

Our approach is now applied to the management of parking space in a car park of a
city in Germany. The car park offers the two services described in the previous section:
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Parking for RCs and parking for PCs without reservations. A RC pays a monthly fee
and should be able to park at any time while a PC may park if space is available and pay
according to parking time. RCs provide a basic income and have to be supported due to
municipal contracts. On the other hand, PCs are more profitable. Therefore, the goal of
the car park operator is to provide as much space as possible for PCs while still meeting
RC’s demand.

For our case study, we use parking data covering three months from December 2019
to February 2020 with 39576 records. The data records for parked vehicles describe the
time of entry, the time of departure, and the customer segment, i.e. PC or RC. In addition,
we use data describing the maximum available capacity of PCs and RCs vehicles on the
days of our study.

In total, the car park, which is located in an urban area, offers 245 parking spots.
Peak times for occupancy are primarily on weekdays around midday, between 11 am
and 2 pm.

4.1 Unused Parking Space

The number of vehicles of customer groups RC and PC that can enter the car park is
controlled by capacities: At the beginning of each full hour an operator sets the capacity
for RC and PC for vehicles in the garage, which are then valid for the next hour. Once a
capacity limit is reached, no additional RC or PC vehicles are allowed to enter unless a
vehicle from the same customer group exits. The capacities are manually selected by a
staff member and are based on her or his experience. This brings many challenges, such
as a late and unsystematic adjustment of capacity to actual demand. Inefficient use of
the available parking space is the result.

Fig. 1. Amount of cars and capacity for RCs and PCs for a typical case

Figure 1 illustrates a typical case from January 31st, 2020: Between 6 am and 2 pm
the capacity for PCs has been set to 72. The number of vehicles of PCs in the garage
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reached this limit around 11 am. From now on until 2 pm PCs could only enter the garage
if a PC’s vehicle had left the garage beforehand. During the same period, i.e. from 11
am to 2 pm, the number of RC vehicles did not reach the capacity for RCs of 173. On
average, 37 parking spaces that could be used for PCs remained unoccupied during this
time, as indicated by the shaded area in Fig. 1. This example underlines the need for
demand-driven and systematic capacity management for RCs and PCs.

4.2 Implementation

To implement the approach for data-driven control of parking lots from Sect. 3, we
proceed as follows: At peak times, which we are investigating, the parking time of most
vehicles is not less than one hour. Therefore, in a first simple approach, we consider
the parking situation in time intervals of one hour. Starting at a particular hour, we
always look at the parking situation for the next 24 h. As input, we calculate the average
number of RC and PC cars entering and leaving, E and L from Eqs. (1, 2) respectively,
during December 2019. As features f i, we currently use weekday only. We obtain from
Eq. (3) the probabilitiesP of cars leaving the garage. For this purpose, we assume normal
distributions, which turn out to be well justified at times of high parking demand.

Taking the values for E, and L from the last four previous similar day and hour
combinations as input for January and February 2020, we can determine CapPC , a car
park operator should set for PC vehicles at a specific day and time tk , for the next hour.
For this purpose, we use the parking data from these twomonths to determine the number
of cars leaving the garage on a specific day until the time tk . This enables the calculation
of Lk from Eq. (6). It describes the number of vehicles leaving the car park after tk ,
taking into account earlier departures.

We then need to calculate the expected number of RC cars in the garage, i.e. Cpr
RC

from Eqs. (8, 9). It has been found that it is sufficient to do this for 5 h, i.e. until t = tk+5.
Finally, we obtain the capacity CapPC from Eqs. (10–13). To this end, we use in Eqs.
(8, 9) values for the predicted number of RC vehicles at the end of the time intervals
considered.

4.3 Results

With our approach, we obtain at each hour the capacity CapPC , which is valid for the
then following hour. If the parking operator sets this limit at the beginning of an hour,
it determines the number of PC vehicles, which can enter the garage during this hour,
taking into account PCcars being already in the garage or leaving the garage.We compare
CapPC with the capacities manually set by the operator and the actual number of cars in
the garage during January and February 2020.

Figure 2 illustrates our results for the example already discussed above (see Fig. 1):
In the early hours of the day, demand for RCs increases steadily due to daily parking
patterns. In comparison, the predicted capacity for PCs drops more sharply until 6 am.
This is because the usual parking time of PCs arriving at this time is around 8 to 10 h.
It is taken into account to avoid scenarios where space is used by PCs who leave the
garage after the said space is needed for RC demand. Therefore, there is a decrease in the
predicted capacity for PCs. The average parking time of PCs arriving at 6 am contrasts
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with around 4 to 5 h. Therefore, additional PCs may enter, resulting in a higher predicted
capacity for PCs. A further increase in RC demand leads to a decreasing capacity for
PCs in the following hours.

The operator has set the capacity for PCs manually to 72 from 6 am to 2 pm. During
the period from 11 am until 2 pm the number of PCs hit the capacity limit – although
space is still available as shown in Fig. 1. On the other hand, the suggested capacity
from our approach, CapPC , is considerably higher than the manual one, set to 97 at 11
am. This opens up significantly more space for PCs as indicated by the shaded area in
Fig. 2.

Fig. 2. Amount of cars and capacities on a typical case

To assess the potential of our approach, we look at the parking data from January and
February 2020 for periods when manually set PC capacity was utilised by vehicles up to
more than 95%. In these critical periods, our approach allowed to release 734 additional
hours of parking for PCs. 9 h of parking time were lost when CapPC was lower than the
limit set manually even though there was space. In these few cases, the predictions for
the upcoming demand for RC vehicles were slightly higher than the actual demand and
the expected parking time for PCs was marginally overestimated.

Table 1. Case study results

Comparison with manual capacity control Parking hours

Additional parking lot hours for PCs with our approach 734

Parking lot hours for PCs where our approach provided less parking lots 9

Parking lot hours where capacity for PCs exceeds potential RC demand 49

Hours where RCs could not enter (manual vs. current approach) 12 vs. 8
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If the calculated capacityCapPC overestimates thepotentially available parking space
for PCs, it can happen that RC vehicles do not find free parking lots. In our simulation,
this risk existed for 49 parking lot hours within two months. This value is quite low. The
reason for it is a deviation of the predicted demand of RCs from the observed demand,
which occurred in a few hours. This risk however only materialises if all parking spaces
that can be occupied by PCs have been used by them. In practice, one can minimise this
risk further by introducing a small capacity buffer. On the other hand, during the two
months of our study parking space was not available for RCs for 12 h. The approach
presented in this paper would have reduced this to 8 h. In Table 1 these results are
summarised.

Figure 3 shows the distribution of additional parking hours from our approach
depending on the time of day. Only critical periods were considered in which the parking
capacity was utilised up to 95%. It can be seen that our approach can provide additional
parking space for PCs, especially during the midday hours. For example, the proposed
approach could have provided 332 additional parking hours for PCs from 11–12 am on
11 days in January and February 2020.

Fig. 3. Aggregated additional parking hours for PCs depending on the time of day. Also indicated
is the number of single days where additional parking capacity for PCs could have been provided.

5 Summary and Outlook

We proposed an approach to control access to an off-street parking lot with two different
customer offers. RCs who pay a monthly fee and always have to be provided with a free
parking space, while PCs are more profitable and therefore should be maximised. Our
approach achieves this, by reserving only as many parking spaces as necessary to meet
RC demand of upcoming hours.
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The proposed demand-driven approach is tested in a case study with a historical data
set. Compared to the original control by the parking operator, our approach released
significantly more parking spaces for PCs during the period of the case study.

While the results speak for themselves, there is still room for improvement. The input
parameters of our approach are dependent onweekdays. In a future study, an extension to
a wider range of features such as holidays or weather is planned. Then machine learning
approaches will be used to train the corresponding probability distributions e.g. neural
networks.
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Abstract. Quality of service (QoS) is a concept that has been widely explored
over the last decade to characterize Web Services (WS) from a non-functional
perspective. However, QoS of WS is dynamic, different for each user, and com-
plex by its nature; therefore, it is challenging to determine. Nevertheless, various
authors have proposed different approaches for QoS finding. However, there is a
gap in knowing how different QoS determining approaches affect QoS value and
what is the relationship between the obtained QoS values. This paper presents
the QoS value finding and analysis approach, which allows us to investigate the
relationship between the applied methods and evaluate the correlation of results.
The experiments were conducted by applying a fuzzy control system (FCS) and
multi-criteria decision-making methods TOPSIS and WASPAS to determine QoS
values and find the relationship between the obtained QoS values. The obtained
results show that there is a strong positive linear relationship between QoS val-
ues obtained by WASPAS and TOPSIS, WASPAS and FCS, a very strong posi-
tive linear relationship between TOPSIS and FCS, and a very strong monotonic
relationship between WASPAS and TOPSIS, WASPAS and FCS, and TOPSIS
and FCS. Consequently, the three analysed QoS determining approaches can be
successfully applied as alternatives.

Keywords: Web service · Quality of service · Fuzzy control system · Multi
criteria decision making · WASPAS · TOPSIS · Correlation

1 Introduction

Nowadays, Web Services (WS) with the same functionality are compared considering
their non-functional attributes that may impact the quality of service offered by WS [1],
collectively named as Quality of Service (QoS). Based onQoS, a number of authors have
proposedWS selection and ranking [2, 3], service planning [4], service composition [5–
7], service discovery [8], service recommendation [9–11], etc.However,QoS is dynamic,
different for each user, and complex by its nature [1]. Therefore, it is challenging to
determine QoS in WS domain.
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Ghafouri et al. [1] have reviewed memory-based, model-based and context-aware
methods for QoS prediction. Memory-based methods apply statistical equations to cal-
culate QoS values by the values of similar users or services. Model-based methods use
a particular dataset to develop and train a model. The QoS value is then predicted based
on the obtained model. Context-aware methods use context information of a user or a
service, such as the user geographical data, service invocation time, etc., to improve QoS
value prediction.

In the WS selection and ranking context, authors apply a particular multi-criteria
decision making (MCDM) method to determine the QoS value [2, 3] according to the
predefined attributes, such as response time, availability, throughput, etc. Based on these
attributes, the QoS value for each alternative WS is calculated, and further, these values
are compared.

In all the cases described above, the QoS determining approaches depending on the
task to be solved are presented. They all use similar or the same attributes (i.e., non-
functional attributes, context attributes, etc.) to obtain the QoS value, but those QoS
determining approaches differ in the model for obtaining the QoS value.

Therefore, the questions arise as follows: 1)howdifferent approaches for determining
QoS affect QoS value? and 2) what is the relationship between QoS values obtained
using different approaches?. We aim to investigate these two questions by presenting
the QoS performance determining and analysis approach, which allows us to explore
the relationship between applied methods and evaluate the correlation of results.

This study contributes to the body of knowledge on WS quality by investigating the
impact of the usedQoSdetermining approaches on the obtainedQoSvalues that affect the
WS selection during the business process implementation and the WS recommendation
in practice. The main contributions of this paper can be summarized as follows:

1. We propose an approach for investigating the effect of the used QoS performance
determining approaches on the obtained QoS performance values.

2. We have applied statistical analysis to investigate the relationship between the QoS
performance determining approaches.

3. The results of our experiments with 2 506 WS confirm that the three analysed
approaches for determining QoS values are correlating with each other.

4. The practical contribution is that the three analysed approaches for determining
the QoS performance can be successfully applied as alternatives in the practice
depending on the context of WS used.

The rest of this paper is structured as follows. Section 2 introduces related works on
QoS determining methods and approaches. Section 3 presents the proposed approach of
the research. Section 4 describes the case study and shows the obtained results. Section 5
discusses the results obtained in the paper. Finally, Sect. 6 concludes the paper.

2 Related Work

Based on [1], existing approaches on WS QoS prediction are classified as follows:
memory-based, model-based, and context-aware.
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Memory-based approaches or neighbourhood-based approaches apply statistical
equations to calculate WS QoS values for a user using the values of similar users or
similar web services known as neighbours. First, they calculate similarities and, second,
predict unknownWS QoS value by the value of similar users or web services. Although
memory-based approaches have a high perceptual capability, easy implementable, and
have acceptable accuracy, they suffer from data sparsity (i.e., users have used a small
amount of available WS), cold-start (i.e., when a new WS/user is introduced, there are
no neighbours for them, since new WS have not been used by any user or new users
have not used any WS), scalability (i.e., in case of high number of users/WS, the cost
of computing neighbours is also high), trust (the prediction of WS QoS values strongly
depend on the users’ shared values).

Model-Based Approaches. Using a particular dataset, amodel is designed and trained
using training data. ThenWSQoS value prediction is made based on the obtainedmodel.
Different learning techniques, like clustering (fuzzy C-means [12], etc.), matrix factor-
ization (based on the user-service matrix) [13], time series (presenting time-dependent
values of properties) [14] andmachine learning [10, 11], are popular. Themain limitation
of model-based approaches is high computation time [1].

Context-aware approaches use context information of a user or WS to improve
QoS value prediction. The important context information employed here is the user’s
geographical data, WS invocation time and trustworthiness of data. Since using context-
based approaches additional parameters are set, additional calculation, which increases
computation time, is necessary.

In this research, we are going to use classical fuzzy controller [15, 16] (i.e., model-
based method) to predict WS QoS value based on the chosen WS QoS dataset.

In MCDM field, we can find plenty of works proposing WS selection based on their
QoS attributes [2, 3, 17]. Regarding the multiple conflicting qualitative and quantitative
criteria, which should be taken into consideration to predict WS QoS value, MCDM
methods are suitable for solving this task [2, 18–20]. In MCDM, the WS QoS value is
calculated by applying a particular utility function (Multiple Attribute Utility Theory
(MAUT) method [21], Analytic Hierarchy Process (AHP) [22], Weighted Sum Method
(WSM) [22], Weighted Product Method (WPM) [22, 23], VIKOR [24]), the distance
measure (the Technique for Order Preference by Similarity to Ideal Solution (TOPSIS)
[25–27], EDAS [28]), priority scores (COPRAS [29, 30], etc.).

In this research, we are going to use TOPSIS andWASPAS to obtainWSQoS values.
TOPSIS solves multi-dimensional problems, where each attribute can be associated with
different units of measure and each attribute have tendency of monotonically increasing
or decreasing utility. The main advantage of TOPSIS is that it ranks different alternatives
measuring their relative distances to ideal positive and negative solutions, providing
a meaningful performance measurement for each candidate [31]. Its employment has
been proven to be robust in dealing withMCDM problems in different application areas.
Finally, a number of its extensions were developed, like fuzzy TOPSIS [31–33], grey
TOPSIS [34], etc.

The weighted aggregated sum product assessment (WASPAS) [35] method is a com-
bination of WSM and WPM. It has advantages of both WSM and WPM [36]. WASPAS
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validates a final performance scores of alternatives using a linear relation and power and
multiplication aggregation [35].

3 Determining QoS Performance Values

In this section, we describe the approach (Fig. 1) used to investigate how different
approaches for determining QoS affect QoS values and what is the relationship between
obtained QoS values using different approaches.

Defining QoS 
Performance 

model

QoS Performance 
prediction using 

FCS

Forming decision 
making space

Determining QoS 
Performance by

TOPSIS

Determining QoS 
Performance by 

WASPAS

Defining FCS 
parameters

Analyzing obtained 
QoS Performance 

values

Fig. 1. The reference schema of the QoS performance determining approach.

This schema is universal and QoS determining methods can be changed if necessary.

3.1 QoS Performance Model

QoS values depend on different attributes [1, 37]. Based on [1, 38–40], QoS performance
model is presented in Fig. 2.

QoS

Availability

Performance Response time

Accessibility

Throughput

Reliability

Servability

Scalability

Capacity

Operational time

Latency
Queue delay time

Execution time

Transaction time

Fig. 2. The QoS performance tree

QoS attributes may vary depending on the application domain, user categories, and
WS usage context. A more complete list of QoS attributes can be found in [1, 38], and
the tree of QoS attributes considering various quality factors such as reputation, security,
correctness, monetary, etc. is presented in [39]. In this research, we are concentrating
on the QoS performance.
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3.2 Fuzzy Control System for QoS Performance Value Prediction

According to [15, 41], a classical fuzzy control system (FCS) consists of the following
components (Fig. 3):

• Fuzzification – converts crisp input values into fuzzy values using a particular fuzzifi-
cation method. This method presents a way of determining the degree to which input
variables belong to each of the appropriate fuzzy sets using membership functions
(MFs).

• Fuzzy Inference – simulates human thinking applying fuzzy rules from theKnowledge
Base. Based on the fuzzy inference model applied in FCS, they are Mamdani [41],
Takagi-Sugeno [16], etc.

• Defuzzification – converts fuzzy values got from Fuzzy Inference to crisp values using
a particular defuzzification method.

• Knowledge Base stores fuzzification methods and their parameters, fuzzy rules for
inferencing, and defuzzification methods and their parameters.

FCS
Knowledge 

base

Fuzzification

Fuzzy 
Inference 

Defuzzification

Fuzzy outputFuzzy input

Crisp Input 
Dataset

Crisp 
Output

Fig. 3. The reference schema of FCS (used from [15])

In this research, we use FCS to predict QoS values.

3.3 Forming Decision-Making Space

A decision-making space consists of assessed alternatives, attributes and their weights
as follows:

• a set of alternatives A = {Ai|i = 1, . . . , n}, where n is a number of alternatives;
• a set of attributes X = {xj|j = 1, . . . ,m}, where m is a number of attributes;
• a set of weights W = {wj|j = 1, . . . ,m}, where each wj denotes the weight of
importance of the j-th criterion. The sum of the weights values should be equal to 1.

Consequently, the decision making matrix (DMM) is as follows: X = {
wjxij

}
, where xij

is a normalized attribute value. The normalization techniques are described below with
the applied MCDM methods WASPAS and TOPSIS.
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3.4 WASPAS for Determining QoS Performance

The Weighted Aggregated Sum Product Assessment (WASPAS) method is proposed in
[42] and is based on three criteria of optimality.

The first criterion of optimality is based on WSM (Eq. (1)):

Q(1)
i =

∑n

j=1
xijwj, (1)

where normalization of initial criteria values is performed as follows in Eq. (2), if max
i

xij

is preferable:

xij = xij
max
i

xij
, (2)

or Eq. (3), if min
i

xij is preferable:

xij =
min
i

xij

xij
. (3)

The second criterion of optimality is based on WPM (Eq. (4)):

Q(2)
i =

∏n

j=1

(
xij

)wj . (4)

The third joint generalized criterion of WASPAS is determined using Eq. (5):

Qi = λQ(1)
i + (1 − λ)Q(2)

i , λ ∈ [0, 1]. (5)

When λ = 0, WASPAS becomes WPM; when λ = 1, WASPAS becomes WSM. In our
case, we use λ = 0, 5 to find QoS Performance values byWASPAS. Therefore, the final
equation of the third joint generalized criterion of WASPAS looks as in Eq. (6):

Qi = 0, 5Q(1)
i + 0, 5Q(2)

i . (6)

The best alternative will have the highest Qi value [35].

3.5 TOPSIS for Determining QoS Performance

The main idea of the TOPSIS method, proposed in [43], is that the selected alternative
should be the most similar to the best alternative and the least similar to the worst
alternative [22]. The normalized DMM is developed using explanations in Sect. 3.3 and
Eq. (7) for normalization of attributes:

xij = xij√∑n
i=0 x

2
ij

. (7)
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The best alternative, denoted as A+, and the worst alternative, denoted as A−, are
calculated as presented in Eq. (8) and (9):

A+ = {
a+
i , i = 0, n

} =
{[(

max
i

xij|j ∈ J

)
,

(
min
i

xij|j ∈ J ′
)]

, i = 0, n

}
, (8)

A− = {
a−
i , i = 0, n

} =
{[(

min
i

xij|j ∈ J

)
,

(
max
i

xij|j ∈ J ′
)]

, i = 0, n

}
, (9)

where J = {j = 1, . . . ,m and j is associated with benefit criteria}; J ′ = {j = 1, . . . ,m
and j is associated with loss criteria}.

Next, the n-dimensional Euclidian distance method is applied to measure the sep-
aration distances of each alternative from the positive-ideal solution (Eq. (10)) and
negative-ideal solution (Eq. (11)) [22].

S+
i =

√
∑m

j=1

(
xij − a+

j

)2
, (10)

S−
i =

√
∑m

j=1

(
xij − a−

j

)2
. (11)

The relative closeness to the optimal solution is calculated as in Eq. (12):

K∗
i = S−

i

S+
i + S−

i

, i = 0,mK∗
i ∈ [0, 1]. (12)

The option with Ki
* closest to one is closest to the optimal solution. Obviously,

K∗
i = 1, if Ai = A+, and K∗

i = 0, if Ai = A−. Consequently, the higher K∗
i is closest to

the optimal solution.

3.6 Determining Correlation

Finally, the QoS Performance values obtained by applying FCS, TOPSIS and WASPAS
are analysed using the Pearson’s (Eq. (13)) [44] and the Spearman’s [44] correlation
coefficients, which are the most popular to measure linear and non-linear relationships
respectively.

rPearsxy =
∑n

i=1(xi − x)(yi − y)
√∑n

i=1(xi − x)2
√∑n

i=1(yi − y)2
, (13)

where n is a sample size, xi and yi are the compared i-th variables; x and y are the sample
means of two samples respectively.

The Spearman’s rank correlation coefficient [44] is calculated using the same equa-
tion (Eq. (13)), but instead of variables xi and yi, we use the ranks Rxi and Ryi of those
variables, and the mean ranks RX and RY instead of x and y respectively.
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4 Case Study and Results

For the case study, we used a real-world QWS dataset [45, 46] consisting of 13 attributes
values for 2 506 WS. For our research, we have chosen only benefit or cost attributes,
which are not correlating (i.e., the Pearson’s correlation coefficient is less than 0,5),
since inclusion of correlating attributes may lead to skewed or misleading results and
the standard error of the coefficients will increase [47].

Table 1. Attributes to find the QoS Performance values.

Attributes Description Units Weights (wj)

Response Time (x1) Time taken to send a request and
receive a response

ms 0,35

Availability (x2) Number of successful invocations/total
invocations

% 0,22

Throughput (x3) Total Number of invocations for a given
period of time

invokes/second 0,14

Reliability (x4) Ratio of the number of error messages
to total messages

% 0,085

Compliance (x5) The extent to which a WSDL document
follows WSDL specification

% 0,155

Documentation (x6) Measure of documentation (i.e.
description tags) in WSDL

% 0,05

The attribute weights, which influence the preferences on WS and have an impact
on the whole QoS performance of WS, are determined using [48, 49].

For determining QoS performance values, we used the whole dataset. Only the main
results, which sufficiently reflect the entire sample, are presented below.

4.1 QoS Performance Value Prediction Using FCS

A FCS for QoS performance value prediction was implemented into the prototype for
evaluation using the MATLAB/Simulink 2021 software.

The input parameters of the FCS correspond to attributes from Table 1. Each of them
was partitioned into five linguistic terms (i.e., very high, high, moderate, low, and very
low), using the grid partition method in the Fuzzification component (see Fig. 3). An
example of partitioning the most significant input attributes Response Time (x1) and
Availability (x2) are presented in Fig. 4 and Fig. 5.
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Fig. 4. The MFs of response time.

Fig. 5. The MFs of availability.

The predefined output of QoS performance is also partitioned into five MFs (Fig. 6).
Note that Availability and Response Time are benefit and cost attributes respectively.

Fig. 6. The MFs of QoS performance.
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Using combinatorial and rule consolidation approaches, a set of 235 fuzzy rules
was generated and used in the Fuzzy Inference component (see Fig. 3), which uses
the Takagi-Sugeno fuzzy model. The general structure is presented in Eq. (14), and an
example of one fuzzy rule from our used Fuzzy Inference component is presented in
Eq. (15).

IF input_term is A AND input_term is B THENZ = f (x, y) (14)

IF is VeryHigh AND is VeryHigh AND is VeryHigh AND is VeryHigh AND is Moderate

AND is Moderate THENZ is VeryHigh
(15)

where Z = f(x, y) presents the output obtained after applying a particular fuzzy rule. In
this research, we have used the aggregate sum function for f(x, y).

The snapshot of the obtained QoS performance values using the FCS is presented in
Table 2 (column FCS).

Fig. 7. The dependency between inputs and output QoS Performance.

The relationships between two inputs, which have the highest weights (Response
Time and Availability) and the output QoS Performance is presented by the 3-D plot in
Fig. 7. How the output depends on the inputs is determined by the fuzzy rules, which
are stored in the Knowledge Base (see Fig. 3).

4.2 Determining QoS Performance Values by FCS, WASPAS and TOPSIS

Below in Table 2, we have presented the initial DMM and QoS performance values
obtained using FCS, WASPAS and TOPSIS.

Figure 8 presents distribution of 101 QoS performance values obtained by FCS,
WASPAS (Qi) and TOPSIS (K∗

i ). We can see from the figure that there is a certain
dependence between the obtained QoS Performance values. The correlation analysis is
provided below.
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Table 2. Initial DMM and QoS performance values by FCS, WASPAS and TOPSIS.

Attributes QoS performance values

x1 x2 x3 x4 x5 x6 WASPAS (Qi) TOPSIS (K∗
i ) FCS

wj 0,35 0,22 0,14 0,085 0,155 0,05

a1 41 97 43,1 73 100 5 0,819 0,958 0,909

a2 48,35 10 14,9 67 78 4 0,434 0,857 0,675

a3 62,75 56 7,8 83 89 10 0,499 0,850 0,529

a4 71,54 18 4,3 60 78 9 0,364 0,830 0,664

a5 105,92 9 9,3 67 89 11 0,315 0,840 0,706

a6 255,08 12 8,1 53 78 62 0,269 0,832 0,711

a7 524 94 22,5 67 89 65 0,420 0,868 0,852

a8 541 91 20,3 73 100 35 0,404 0,858 0,863

a9 573,81 11 3,5 67 78 11 0,181 0,790 0,647

a10 1387,5 78 3,5 73 78 4 0,249 0,687 0,551

a11 1471,92 61 2,1 73 67 96 0,242 0,671 0,334

a12 2150 83 7,4 73 89 1 0,261 0,560 0,512

a13 3157,61 23 1,3 78 89 5 0,155 0,359 0,451

a14 3768,33 63 1,4 83 50 56 0,188 0,246 0,246

a15 4989,67 93 1,6 73 100 5 0,249 0,090 0,517

Note that for experimentation we have used values of all 2 506 WS. Table 2 presents results of 15
WS, which sufficiently reflect the entire sample.

Fig. 8. The distribution of QoS Performance values by FCS, WASPAS and TOPSIS.
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Table 3. The Pearson’s/Spearman’s correlation of QoS performance values.

WASPAS (Qi) TOPSIS (K∗
i ) FCS

WASPAS (Qi) 1/1 0,643/0,926 0,696/0,746

TOPSIS (K∗
i ) 0,643/0,926 1/1 0,733/0,713

FCS 0,696/0,746 0,733/0,713 1/1

Table 3 presents the Pearson’s/Spearman’s correlation coefficient of QoS perfor-
mance values obtained by FCS, WASPAS and TOPSIS.

The Pearson’s correlation coefficients showed a strong positive linear relationship
between QoS performance values obtained by WASPAS and TOPSIS, WASPAS and
FCS, a very strong positive linear relationship between TOPSIS and FCS.

The obtained Spearman’s correlation coefficients showed a very strong monotonic
relationship between QoS performance values obtained by WASPAS and TOPSIS,
WASPAS and FCS, and TOPSIS and FCS.

Comparing the obtained Pearson’s and Spearman’s correlation coefficients, the
Spearman’s correlation coefficients have higher values that means a stronger monotonic
relationship than the linear relationship.

5 Discussion

In the beginning of the research, we have defined two questions – how different
approaches for determining QoS affect QoS value? and what is the relationship between
QoS values obtained using different approaches?. After performing the research, we can
answer these questions.

First, we have presented an approach for analysing the effect of QoS determining
approaches on the obtained QoS values, which is based on the statistical comparison
of the found QoS performance values. For the experiment, we have chosen WASPAS,
TOPSIS and FCS. While WASPAS and TOPSIS belong to the same class of tasks to be
solved, i.e., MCDM, and use a strictly defined mathematical formalism to calculate QoS
values, FCS is based on the fuzzy set theory and developed to predict unknown values
applying fuzzy inferencing model.

Second, the real-world QWS dataset was used to conduct the experiment and to
obtain QoS performance values applying WASPAS, TOPSIS and FCS. The correlation
analysis of the obtained results showed a strong positive linear relationship between QoS
performance values obtained byWASPAS and TOPSIS (rPearsxy = 0, 643), WASPAS and

FCS (rPearsxy = 0, 696), and a very strong positive linear relationship between TOPSIS

and FCS (rPearsxy = 0, 733). A very strong monotonic relationship exists between QoS

performance values obtained byWASPAS and TOPSIS (rSpearxy = 0, 926), WASPAS and

FCS (rSpearxy = 0, 746), and TOPSIS and FCS (rSpearxy = 0, 713).
Those results can be understand as follows. The relationship between WASPAS and

TOPSIS should exist, since they solve the same task. However, the strength of that rela-
tionship may vary because it depends on the difference of the mathematical formalisms
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used in theMCDMmethods. The main question was raised about a relationship between
the QoS performance values obtained by FCS andMCDMmethods, since they differ by
their nature and are addressed to solve different tasks. This research proves the existence
of a strong positive linear relationship and a very strong monotonic relationship between
those methods. Consequently, we have learned that the analysed three approaches for
determining QoS performance can be successfully applied as alternatives in the practice
depending on the context of WS used.

The main limitation of the current research is the limited number of methods anal-
ysed. In futureworks,we are going to extend the set of analysedmethods and conduct new
and more complex experiments. Those researches provide a better understanding of the
relationship between QoS performance values obtained applying different approaches.
Moreover, based on those results, recommendations can be developed for the use of
different QoS performance determining approaches.

In addition,we plan to performan analysis of the efficiency ofmethods used for deter-
mining QoS performance values. This research allows us to determine which approach
for determining QoS performance is the most appropriate under certain conditions. For
example, which approach for determining WS QoS performance values is more appro-
priate for devices with limited resources? or which approach has less computational
complexity?

Finally, we found that additional tuning of fuzzy rules is necessary to improve the
performance of FCS. This research allows us to develop a more accurate FCS, and,
consequently, investigate more closely the relationship between QoS values obtained
using different approaches.

6 Conclusions

The analysis of the related works revealed that there is a plenty of approaches for deter-
mining QoS based on similar or the same attributes (i.e., non-functional attributes, con-
text attributes, etc.), but they differ in how the QoS value is obtained. However, there is
a knowledge gap how different approaches for determining QoS affect QoS value, and
what is the relationship between QoS values obtained using different approaches.

The approach for the determining of the QoS performance value that is proposed
in this paper allows us to investigate the relationship between the applied approaches
and evaluate the correlation of results. The main advantage of the proposed approach is
that it allows us to perform statistical analysis of the QoS performance values obtained
applying different QoS determining approaches.

The found relationships between the analysed QoS performance determining
approaches allow us to state that they can be successfully applied as alternatives in
the practice depending on the context of WS used.

In summary, the benefit of this study is that researchers and practitioners become
familiar to the relationships that exist between different QoS performance determining
approaches, regardless of their purpose in addressing different tasks.
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46 D. Kalibatienė and J. Miliauskaitė
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Abstract. The progress in the majority of socioeconomic processes (Processes)
can usually be characterized by some headline indicator/index that is compliant
with the essence of the Process. The Process develops by performing various
process-driving actions; thereby a large amount of data is generated, which forms
specific indicators that are more or less distinctive for the Process and its headline
indicator. No Process management can really perform all the relevant actions to
achieve progress of the whole set of indicators. Hence, prioritization of the action
lines and determination of the key performance indicators (KPIs) has become an
essential factor. Unfortunately, KPIs and their weighting are still largely subjec-
tively defined and there is a lack of qualitative and quantitative justifications for
choices. The article describes the universal methodology developed for objec-
tive mathematical computation of KPIs of the Processes and determining their
weighting. By means of the regression analysis algorithms for statistically signifi-
cant KPIs are computed and mathematical expression has been obtained showing
the impact of each selected KPI on the headline indicator. The methodology has
been tested in several Processes, achieving convincing results; applying it to vari-
ety of Processes requires mediocre programming skills only. Process management
can put the methodology into practice to monitor the achieved development level
of the Process in statics and dynamics, to observe progress and deficiencies in
separate aspects, to take these into account when making the sustainable planning
and strategic decisions.

Keywords: Socioeconomic process · Key performance indicators ·
Mathematical modelling

1 Introduction. More Data is Better, But is It All Significant?

The ongoing digital transformation of a wide range of socioeconomic processes (Pro-
cesses), together with the direct benefits, also provides an increase in the availability of
various generated data which is collected in public and private data bases. There are two
kinds of new data. Part of them only increases the amount of data in the existing data
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series, which are the basis for indicators that describe various aspects of the respective
Process. However, this quantitative change sometimes can generate a qualitative effect;
the data of time series is a convincing example (e.g., [1]).

Another part of new data creates new data series (indicators) that can qualitatively
improve the description of the Process and its progress; they emerge or lose their rele-
vance as the Process evolves. Comparing the sets of indicators forming Digital Economy
and Society Index (DESI) [2, 3] and European Innovation Scoreboard (EIS) [4] in 2016
and 2021, it can be seen that the indicators, which have lost their significance as a result
of sociotechnical development, have been replaced by more advanced ones. Thus, the
indicators reflecting the effect of digital transformation and green course on innovation
are added to the set of EIS indicators; the innovation performance currently is assessed
against 32 indicators, while in 2016 – only against 25 indicators (for more details on the
evolution of DESI see Sects. 3.3 and 3.5).

Academic discussions demonstrate benefits generated by the use of large amounts
of data (e.g., [5, 6]). Developing new indicators is proposed with a view to improve the
assessment of Processes in different sectors: economy [7–9], ecology [10], social sectors
[11], etc. Radically increasing number of indicators is also used to create various national
and municipal scale indicator sets and composite indices. Hence, the Global Compet-
itiveness Index (GCI) is composed of 103 different national-size indicators [12]; 141
indicators are approved by Saeima (the parliament of Latvia) to evaluate implementation
of the National Development Plan of Latvia for 2021–2027 [13].

Clearly, in many cases national, sectoral or local management cannot perform all the
activities to achieve progress in all the indicators, due to the insufficient capacity and
inability to invest simultaneously in all action lines. The same relates to businesses,which
apparently are carefully considering the pay-back of the required investment. Many of
the indicators could be insignificant, but which ones? The prioritization of the indicators
(and hence, the related action lines) has become an essential, sometimes – even critical
factor.

This encourages analysts to create methods that determine which indicators from
the large data set are decisive Process drivers, the key performance indicators (KPIs).
Discussion papers are published [14, 15] to reflect this issue, presenting the advantages,
as well as the disadvantages of large data sets [16]. Various procedures for selection of
KPIs are proposed in a variety of sectors, including economy [17–19], social services,
[20, 21], environment [22], etc.

It is still popular to rely on the experts’ subjective choices in the KPI selection
procedure [22–25]. In a number of cases, experts directly subjectively carry out the
weighting of the selectedKPIs too [11, 13]. In other cases, variousmathematicalmethods
are additionally used for processing expert assessments, for example, fuzzy analytical
hierarchical process [19], decision making method DEMATEL [20], qualitative scoring
method and analytical hierarchical process [17]. The results of these calculations, of
course, maintain the subjectivity of the experts’ assessments.

However, somemethodologies, which aim at obtaining as objective as possible selec-
tion of KPIs, have also been proposed, involving mathematical tools. Weighting calcu-
lations can also be performed at the same time. There are applied data envelop and
correlative analyses [18], ontologies [26], machine learning algorithms [27], regression
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analysis [21, 28]. Unfortunately, the methodologies proposing the application of mathe-
matical tools for selection of KPIs are not opened in referred publications, which make
their re-apply for similar tasks practically impossible.

The aim of this study is development of universal transparent methodology for math-
ematical computation of KPIs of the socioeconomic processes and determining their
weighting. Objective computation of KPIs from the set of Process indicators is impor-
tant for the creation of high-quality Process models, enabling the correct reflection of
the impact of key drivers in the model. The actual KPIs are the basis for a model that is
accurate as possible and at the same time simple and understandable to its users – non-IT
professionals. Furthermore, a transparent KPI computing methodology is one of the key
aspects for trust in the model. Therefore, only the application of mathematical tools for
determination of KPIs has been considered acceptable.

Selection of the appropriate mathematical tool is described in Sect. 2, while the
Sect. 3 is devoted to the methodology itself. Section 4 discusses the results obtained and
provides conclusions.

2 Regression Analysis: A Suitable Mathematical Tool

To achieve the stated aim, a working hypothesis was put forward: let us consider that
any Process contains k static units of observation, at which the achieved level of the
Process development is indicated by the characteristic headline indicator (Yk), the value
of which depends on values of n KPIs (p1k, p2k,….pnk). Then the Process as a whole
can be described by the mathematical model of the Process, where the achieved level of
the Process development is described by target/dependent variable (Y) that is a multi-
parameter function (f) from the set of KPIs (p1, p2,….pn):

Y = f
(
p1, p2, . . . .pn

)
(1)

Changes in the value of (Y) reflect the progress achieved. Each KPI pn shows progress
in some aspect of the Process that has been achieved due to the performance of relevant
action lines. Thus, the identification of KPIs will also mean the identification of related
action lines, which performance is a priority for the Process development, whereas
determination of KPIs weighting will show the impact of a specific KPI on the Process.

Today, no direct theoretical calculation is possible for the function (f) and the subse-
quent measurement of progress in the Process. However, there are several data mining
technologies that are suitable for studying cause and effect relationships between x
input/independent variables (i1, i2, …, ix) and target variable (Y) without exploring the
internal aspects of the Process (black box principle).

Various data mining procedures could be used to simulate socioeconomic processes.
The adaptation of the data processing methods for the selection of KPIs is an inno-
vative approach that provides significant benefits, which are shown in the following
sections. The regression analysis was chosen as the most preferable mathematical tool.
It is directly focused on the revealing causalities between several independent variables
and the dependent variable. Most of regression analysis algorithms do not require nor-
malization of indicators’ data; although normalization is widespread and is performed
by maintaining the ratio of data point values for a particular indicator, the choice of



50 G. Karnitis et al.

min/max values affects the inter-indicator comparison. The obtained modelling result is
a decoded mathematical expression (1); it is understandable and convincing for non-IT
professionals too. The procedures of analysis are relatively easy to apply.

The authors have modeled several Processes over the years: regularities of EU
economies [29], the impact of digitalization on economic growth [30], priority actions
for urban sustainable development [31], and the efficiency of district heating networks
[32]. For the control of stability and sustainability, a computation of KPIs for the digi-
talization process was also performed, using highly modified in 2021 set of indicators
for recalculated DESI 2019–2020 (for greater detail see Sects. 3.3 and 3.5). By means
of regression analysis algorithms we have disclosed and extracted the most significant
indicators, i.e., the KPIs, reducing a large number of potential Process drivers (n<< x).
The practice of applying regression analysis shows its suitability for the analysis of the
status quo and for revealing causal relationships between the independent and dependent
variables, as well as for forecasting.

Specific assumptions to be considered when using regression analysis:

• The model cannot be an abstract representation of the data scope. Respectively, the
analyst, using observational data, must carefully justify if and why a relationship
between two variables has a causal interpretation, or why the existing relationships
have a predictive power for a new content.

• A full data set (values of independent variables and target variable in observation
points) is necessary to determinate causalities.

• An impact of external factors on all observation points should be similar.

Applying mutually absolutely independent modelling tools very different mathe-
matical expressions of the Process model can be obtained, but they usually give very
comparable qualitative results, as shown by the usage of different modelling procedures
for the same task [33, 34]. Thus, Fig. 1 shows an excellent coincidence of both the
nonlinear regression and neural network models of heat transmission costs.

Fig. 1. The mutual coincidence of the neuron network model Ctr(neur) and the nonlinear
regression model Ctr(nonlin) of heat transmission costs.



Universal Methodology for Objective Determination of Key Performance Indicators 51

3 Methodology: Sequential Steps

The methodology consists of 5 sequential steps (Fig. 2). The single target (dependent)
variable (Y) should be determined in the first step of the modelling procedure. Indicators
(independent variables) that describe the target variable as comprehensively as possible
from different aspects are selected in the step 2. Computing of KPIs is taking place in
the third step by the multistage linear regression procedures. In the step 4, the KPIs
weights are specified by adding nonlinearity at the level of KPIs and/or the level of the
mathematical expression of the model. Varied application-related tests can be applied in
the step 5 to check stability and sustainability of the models.

Step 2. Selection of 
independent variables

Step 3. 
Linear 

modelling: KPIs 
computing

Socioeconomic process

Output/resul�ng 
indicators

Input
indicators

Step 1. Determination 
of the target variable 

Step 4.
Adding nonlinearity: 
specification of KPIs 

weighting

Step 5.
Stability and 
sustainability 

testing

The Model
Correla�on test

Fig. 2. Design of the methodology.

3.1 Determination of the Target Variable

The most complete and comprehensive headline indicator of the Process is usually
used as the target variable to reflect a progress toward the set strategic goal. Result-
oriented indicators are preferable, in addition to describing the development process, they
characterize the achieved result. Determining the target variable is a critical step toward
obtaining a reliable result. If the target variable is determined incorrectly (inaccurately),
KPIs will also be selected incorrectly.

So, if the Process relates to the national economy, Gross Domestic Product (GDP)
or its derivatives can be used. Similarly, the level of the socioeconomic development
is generally described by the Human Development Index (HDI) [35]. Both indicators
are accepted by experts and politicians. Success of the business activities could be
characterized by the profit obtained, performance of the health care system – by treatable
mortality, level of education – by years of schooling, efficiency of services at a defined
quality/performance – by price (tariff), etc.

If there is no corresponding comprehensive indicator, in individual cases it is nec-
essary and possible to create one. For instance, there was no indicator to show the
sustainable development (SD) level achieved by countries according to the UN globally
accepted SD paradigm – integrity and balance of the economic, social and environmental
dimensions. Therefore the appropriate indicator – an Advanced Human Development
Index (AHDI) was created to use it as a target variable in modelling the SD process [31]
(Fig. 3).

A targeted analysis to this end opened several aspects that were considerably taken
into account: heredity and simplicity of the target variable, authority of the HDI cal-
culation methodology, the need to use an already accepted comprehensive headline
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environment indicator. AHDI was created by supplementing HDI with the comprehen-
sive Environmental Performance Index (EPI), which provides an incomparably wider
coverage of the environmental aspects in comparison with that of the other options. HDI
calculation methodology was precisely adapted to obtain the mathematical expression
of the AHDI and to use it as target variable for modelling.

Fig. 3. Design of the AHDI.

3.2 Selection of Independent Variables

Sometimes the set of independent variables (indicators) that characterize the Process
is already defined (e.g., [30]), at other times one’s own has to be created. So, for
many-sided reflection of the growth of EU economies, and their gradual transforma-
tion on innovation-driven growth path, the indicator set of the EIS was supplemented
by DESI and energy productivity indices [29]. The set of the sustainable development
goals (SDGs) have detailed the UN’s understanding on the urban SD format, therefore,
selected independent indicators (i1, i2, …, ix) should associate with one of the 13 SDGs
related to city-level performance [31]; 49 selected indicators were grouped in 13 separate
groups related to one of the SDGs. The existence and availability of data sometimes is
a constraint on the set formation (this was the case when modelling heat transmission
[32]).

The need to compile themost comprehensive set of independent variables sometimes
may lead to contradiction. To obtain reliable modelling results based on the causal
relationships between the x independent variables and the dependent variable (Y) and to
exclude individual deviations, a number of observation points k >> x is required. The
stronger this inequality, the more accurate causal relationship (from the point of view of
general causality) can be created. If k ≤ x, we could certainly find several relationships
that perfectly reflect all the points of observation, but without the possibility of further
generalization (which is needed for prediction and forecasting).

In cases with an insufficient number of observation points, an individual innova-
tive approach is needed to overcome this shortage. So, using the fact that the DESI
methodology had not been changed for several years, the data on EU countries for four
years (2014–2017) were combined, thus virtually quadrupling the number of observa-
tion points [30]. For modelling SD [31], a combined multi-stage modelling process was
developed, dividing the indicators into separate modelling procedures under specific
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conditions (more than 1.7 million procedures were performed in total), and combining
a common computation of KPIs. The general algorithms and standard software package
had to be adapted and supplemented to perform these specific tasks.

3.3 Linear Modelling: KPI Computing

The choice of the optimalmodellingmethod canbedeterminedby the requirements set by
the task to be solved: (1) the mode and tool of modelling should allow easy repeatability
of the modelling if data and/or indicators change, and (2) the model should be imple-
mentable, recomputable and adaptable to a specific task by a person with mediocre
programming skills. The multiple linear regression algorithm was chosen as the first
option, because (1) it is mathematically the simplest method, (2) the obtained model
is a linear expression, there is a simple and clear interpretation of the model, (3) basic
knowledge in mathematics and programming is sufficient for model computation, and
(4) using the mathematical expression of the model it can be easily calculated by spread-
sheet or even by calculator. The linear regression presents the model in the form of a
simple linear equation that shows well the effect of each KPI on the dependent variable,
which characterizes the overall process.

Several general and specialized programming languages are suitable for our task.
We used the well-developed and user-friendlyR statistics environment, and a connected
development environmentRStudio. Amodelling result includes the estimatedweighting
and p-value for each indicator. The coefficient of determination R2 is serving as a quality
criterion during the modelling.

The first modelling procedure is performed including all indicators ix. Using a linear
algorithm, the general mathematical function (f) is expanded in linear expression:

Ym1 = ∝ +β1 × i1 + β2 × i2 + · · · + βx × ix (2)

where α is the intercept and βx is the modelled weight of the indicator ix in the linear
model.

The post-modelling selection of statistically significant indicators (KPIs) can be done
either manually or by supplementing the standard modelling procedure; it is based on
two features:

• The KPI is by definition the driver of the function Ym1; so, the indicators ix should be
selected, for which the coefficient βx has a sign that drives the progress of Ym1: a (+)
sign if the increase of ix promotes an increase of Ym1, but a (–) sign if the increase of
Ym1 is promoted by a decrease of ix.

• Indicators ix should be selected, for which the p-value is less than a certain cut-off
value; usually 0.05 or 0.1 is used as a threshold. It should be noted that other values
also may be used.

Modelling procedure is repeated with only those indicators that have both features;
the others relate to factors that are insignificant and even burdensome for the progress of
Process. It is possible that in this narrower set of indicators some of them have lost statis-
tical significance. They can be discarded and the next modelling procedure performed.
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After repeating themodelling procedure several times, we obtain an expression of result-
ing Ymlin, in which p-values of all indicators are small, while correlation between the
(Ymlin) and (Y) remains strong (e.g., outputs of three-stage linear modelling of DESI
2019–2020 are shown in the Table 1; indicators’ symbols comply with [3]). High statis-
tical significance of these indicators shows their decisive role in the model’s regularity;
it clearly means that they are the sought-for KPIs (p1, p2,….pn). Action lines, which
lead to progress in these KPIs, can be recommended to provide the overall progress
of Process. Impact of other indicators on target variable (resp., progress of Process) is
insignificant, even random.

Table 1. Output data inDESI 2019–2020multistage linearmodelling. Significance codes: 0 ‘***’
0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘’1

1st modelling procedure 2nd modelling procedure 3rd modelling procedure

Indic. Estimate p-value Indic. Estimate p-value Indic. Estimate p-value

1a1 2.254e−03 0.350947*** 1b1 0.0074910 0.02474* 1b1 0.0094988 0.00276**

1a2 −3.105e−04 0.732016 2b1 0.0006251 0.03654* 2b1 0.0007550 0.00530**

1a3 −7.071e−04 0.758560 3b2 0.0006766 0.10212 3b3 0.0016639 0.00647**

1b1 1.809e−02 0.008904** 3b3 0.0012171 0.05697. 4a1 0.0005243 0.00772**

1b2 7.449e−04 0.371116 3b7 0.0001773 0.34889 4a5 0.0968844 2.19e−05***

1b3 −1.958e−04 0.666097 4a1 0.0004773 0.01450*

1b4 −6.329e−03 0.008443** 4a5 0.0770913 0.00122**

2a1 −3.410e−04 0.457984

2a2 3.999e−04 0.147012

2a3 8.261e−04 0.440479

2b1 8.462e−04 0.010701*

2b2 −2.153e−04 0.048438*

2c1 −4.064e−03 0.090427.

2c2 6.483e−05 0.631385

2c3 NA NA

2c4 −2.749e−04 0.586070

2d1 −6.899e−05 0.848519

3a1 −5.490e−05 0.941947

3b1 −7.426e−04 0.071429.

3b2 1.311e−03 0.001997**

3b3 2.456e−03 0.000141***

3b4 −3.193e−03 0.000178***

3b5 −4.795e−04 0.216064

3b6 −3.079e−04 0.411530

3b7 7.587e−04 0.004916**

3c1 1.574e−03 0.118141

(continued)

https://doi.org/10.1007/978-3-031-09850-5_1
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Table 1. (continued)

1st modelling procedure 2nd modelling procedure 3rd modelling procedure

Indic. Estimate p-value Indic. Estimate p-value Indic. Estimate p-value

3c2 5.645e−04 0.642668

3c3 2.141e−04 0.854528

4a1 4.479e−04 0.054915.

4a2 −1.628e−04 0.487793

4a3 4.841e−04 0.142318

4a4 −5.864e−04 0.105467

4a5 8.120e−02 0.001513**

3.4 Adding Nonlinearity: Specification of KPIs Weighting

High numerical characteristics have been achieved creating linear models. Nevertheless
sometimes a detailed post-modelling analysis of residuals points toward an incomplete
compliance of the actual data with the linear model. R diagnostic plots (frequency of
residuals, residuals vs fitted, Q-Q, etc.) can show that the linear model does not fully
capture the existing nonlinear relationship between the target variable and KPIs. E.g.,
the R diagnostic plot of the linear urban SD model [31] (Fig. 4a) shows that residuals
are not relatively evenly spread around a horizontal zero line.

Fig. 4. Residual characteristic of the urban SD (a) linear model, (b) final non-linear model.

It is possible to improve the model by adding nonlinearity to obtain the stronger
causality and to specify the impact of KPIs on the target variable, i.e., KPIs weighting.
This can be done both at the level of KPIs and the level of the mathematical expression
of the model. We used the RStudio NLS function, which determines the nonlinear
(weighted) least-squares estimates of the parameters of the nonlinear model.

The individual causal relationships between each KPI (pn) and the target variable
(Y) were checked to process the level of KPIs. The real impact of specific KPI on (Y)
is, of course, different from the individual regularity (e.g., due to some mutual impact
of KPIs). Nevertheless, the strong qualitative difference of some individual (e.g., p2)
causal relationship from the optimum linear one indicates a reduced quality of the linear
model.
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E.g., the strongly nonlinear data set p2 was tested by several relative nonlinear rela-
tionships, finding the fN(p2), which provides the strongest possible correlation between
the modified Np2 = fN(p2) and Y. By repeating the linear modelling, a corrected version
of the expression (2) was obtained:

Ym1 =∝ +β1 × p1 + β2 × fN
(
p2

) + · · · + βn × pn (3)

In this way in the case of urban SD the G6.2 data set (Fig. 5a) was transformed into a
new data set GN6.2, achieving a stronger linear relationship between GN6.2 and AHDI.
The strongest correlation (Fig. 5b)was achieved bymodelling the inverse proportionality
expression.

Fig. 5. (a) Regularity G6.2. vs AHDI and (b) regularity GN6.2 vs AHDI.

To process the level of the mathematical expression of the model the causal relation-
ship between the Ymlin and the target variable (Y) was checked. It needs to be clarified
whether the linear trendline provides the highest possible correlation, or whether there is
some nonlinear function fP that improves the correlation. If so, the quantitative parame-
ters of the model can be refined by modifying expression (3) accordingly, obtaining the
final nonlinear expression of the model (Ym):

Ym = fP(∝ +β1 × p1 + β2 × fN
(
p2

) + · · · + βn × pn) (4)

Thus, a corresponding scatterplot in [31] shows that the linear trendline of the data
points is slightly skewed with respect to the axis of symmetry in case of urban SD. As
a result, smaller fitted values of AHDIlin are generally slightly above the corresponding
AHDI values, while large fitted values are below them. Such shifts indicate that the
sigmoidal function is best-suited for improving the model. Several S-shaped functions
were checked to decrease the aforementioned offset.

The R plot of the final nonlinear model (Fig. 4b) shows an improvement of the
model quality in comparison with the one depicted in Fig. 3a due to adding nonlinearity.
Thereby, a more exact weighting of KPIs has been achieved.

3.5 Stability and Sustainability Testing

As each Process evolves, the numerical values of KPIs are changing in observation
points. In addition to these justified changes, data holders are typically revising and
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updating the raw data repeatedly in order to reflect reality more accurately. We checked
if and how these data changes affect the Process model, with respect to whether the
model is stable against such data variability.

The model of EU economies was created for 2008–2015, that was a period of hard
economic crisis, post-crisis recovery and return to sustainable growth [29]; there were
very different preconditions for the progress in particular years of the period. Calcula-
tions, which were made for each year using the created joint regularity, show a gradual
increasing of correlation (Fig. 6a); it reflects the sustainability of both EU innovation-
driven economic policy and the model, as well as an increasing convergence of the EU
economics on the innovation-driven growth strategy. The fact that a single functional
regularity could be used for years of such diversity, even that the regularity of deep crisis
year 2008 could be used for growth year 2014 (Fig. 6b), attests to the universality and
sustainability of the model.

Fig. 6. (a) Correlations of fitted GDP pc models 2008–2015 and (b) coincidence of GDP pc 2014
vs model 2008.

To quantify the stability of the urban SD model [31] several AHDIm5% control
models were computed using the modified data, with 5% chosen as the maximum level
of random variability of the input data; 5% is close to the median change in EU27
data over the previous 3 years. Of course, these changes have a corresponding effect on
the modelled assessment of each individual country; however, the shift using models
AHDIm and AHDIm5% does not exceed 0.2% across the EU27 countries.

Both cases clearly show that for practical applications annual calibration of models
is not necessary.

European Commission in 2021 strongly adjusted the approach to DESI to reflect
technological developments and the major political initiatives that impact sustainable
digital transformation of EU countries, namely, Green Deal, Recovery and Resilience
Facility and the 2030 Digital Decade Compass. The target function is extended from
economic to socioeconomic development. An increased number of indicators is concen-
trated around four principal and interconnected policy areas: human capital, connectivity,
integration of digital technology and digital public services. It was worth to repeat DESI
modelling according to the updated indicator set and to compare the KPI selection with
2014–2017 for aforementioned policy areas; the data of 2019–2020 was used to avoid a
possible Covid-19 impact in 2021.

Inclusion of the indicator “ICT specialists” in both KPI scopes clearly indicates that
a lot of skilled ICT workers are necessary for socioeconomic development. As in 2017,
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the deficiency of ICT workforce remains a pan-European long-term problem. On the
other hand, Internet use in 2020 in the EU27 countries has already become a common
practice in society and therefore it has lost its statistical significance.

The connectivity to broadband networks (BB) should be evaluated as very valuable
driver of digital development. Both our models recognized fixed BB as a key technology,
but technological development is reflected: overall fixed BB coverage was important in
2014–2017, while fast BB (NGA and VHCN) coverage in particular became essential
in 2021. Despite the good availability of spectrum and stable y-o-y growth of the mobile
data traffic, mobile BB still has a small weight in total broadband. 5G is still a technology
of the future that has no significant impact on socioeconomic development today.

Both the big data (large data massifs) and open data (general availability of data)
reflect the principles that have become strong enablers of any application and service in
both private and public sectors. They are a basis for business transactions, they determine
the current rapid spread of e-governance. Their selection justifies the exclusion of the
narrower parameter “Electronic information sharing” from the set of indicators at the
current level of development.

In general, despite the drastic changes in the set of indicators, the heritability of the
choice of KPIs is visible; they represent all four policy areas in DESI 2021 approach.

4 Results and Conclusions

The achieved accuracy of the Processes’ linear models, excellent correlations with the
real Processes and microscopic p-values of the models (Table 2) clearly demonstrate the
correctness of the trend of the current study and practical perspective of obtained results
and conclusions. Statistical significance of mathematically selected KPIs confirms that
these KPIs are the real drivers of the Processes.

Table 2. Parameters of the processes’ models.

Model
type

Parameter GDP pc
2008–2015

DESI
2014–2017

Heat
transmission
costs 2017

CSDI
2019

DESI
2019–2020

Indicators (x) 25 31 5 49 33

KPIs (n) 3 7 2 6 5

Linear Coefficient of
determination R2

0.9305 0.766 0.9636 0.9421 0.7506

p-value <2.2E−16 <2.2E−16 5.9E−13 2.5E−11 2.1E−13

Non-linear Coefficient of
determination R2

0.9747 0.9638

p-value 7.9E−16 <2.2E−16
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Table 3. Numerical characteristics of linear and non-linear urban SD models.

Model R2 p-value Residual standard
error

Number of residuals, whose
value

>2.5% 1.5–2.5% <1.5%

Linear 0.9421 2.5 × 10–11 0.01472 2 8 17

Non-linear 0.9638 <2.2 × 10–16 0.01042 0 3 24

Of course, an always linear causal relationship between the KPI and the process
variable cannot be expected; the location of the residuals in the R diagnostic plots is
a reliable indicator that model can be further refined, reducing the effect of existing
nonlinear causalities. One can see that by adding nonlinearity in the model numerical
characteristics are further improved (Table 3); the nonlinear model coincides better with
the actual values of target indicator in comparison with the linear one. Thus, a more
exact weighting of KPIs has been achieved.

Varied tests show stability and sustainability of themodels. For practical applications
annual update of the KPI set due to technological and/or economic development is not
necessary; this needs to be done with significant changes of the set of indicators ix (e.g.,
due to differences in DESI 2015 and DESI 2020 methodologies).

Thedevelopeduniversalmethodology is a reasonable compromise between accuracy,
stability, and simplicity, which is a strong advantage for the practical applications. KPIs
and their weighting, found in this way, are mathematically computed, and modelling
quality (accuracy) is quantifiable. Likewise modelling takes into account the compli-
cated crosslinks between KPIs, as well as the integrity and interplay of separate action
lines. Despite of the small number of selected KPIs that are the key drivers of the cor-
responding Process, the correlations between the modelled and the actual values of the
target indicator are very, even extremely strong. The convincing results have obtained
applying the mathematical calculation of KPIs; it shows a huge advantage over the
methodologies using the voluntarily selected set of indicators and their weighting.

The popular Pareto principle, which over time has even been called “universal truth”,
states that typically 20%of inputs determine 80%of outputs. The computed pilot projects
show that the described universal KPI computation methodology provides an even better
outcome. While the average number of KPIs is around 20% of number of independent
indicators (Table 2), the average degree of variability in the target variables that is
explained by the KPIs (i.e., R2) is close to 0.9.

The methodology is applicable for variety of Processes; currently we are working
on creation of models of the urban heating system for its management and renovation
programs to reduce CO2 emissions and to achieve the climate goals, set by EU package
“Fit for 55”.

Only mediocre programming skills are needed for the application of the methodol-
ogy. Its transparency, detailed description and open access to mathematical expressions
computed for reported cases provide an opportunity for Process management to put
the methodology into practice in order to monitor the achieved development level of
the Process in statics and dynamics, to see progress and backwardness in particular
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aspects. It should be mentioned that KPIs reflect relevant action lines. This can be taken
into account in strategic planning and decision-making; it will undoubtedly constitute a
significant contribution to the Process development and management.

Based on the results of the study, the answer to the introductory question can be
formulated, as follows: yes, it is always desirable to obtain more data that provide
new data series for a comprehensive description of a particular Process from different
aspects and for increasing the number of observation points. For the practical use of
large amounts of data, it is recommended to find the KPIs driving the Process, using a
mathematical algorithm that provides an objective choice of KPIs. The larger the amount
of input data, the more accurate is the computation of KPIs and their weighting.

Acknowledgment. The study has been supported by the Latvian Council of Science project lzp-
2021/1-0108 “Sustainable management of the urban heating system under EU Fit for 55 package:
research and development of the methodology and tool”.
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Abstract. Automatic speech recognition (ASR) technologies can pro-
vide significant efficiency gains in the health sector, by saving time and
financial resources, allowing specialists to shift more time to high-value
activities.

Creating customized ASR models requires domain- and task-related
transcribed speech data. Unfortunately, producing such data usually
is too expensive for medical institutions: it requires a lot of financial,
human resources, and expertise. Consequently, his paper explores a semi-
supervised medical domain adaptation method for the Latvian language
that benefits from the untranscribed speech recordings. For the initial
model, we use the currently available general-purpose hybrid ASR sys-
tem with the core of a lattice-free maximum mutual information method
used to train its acoustic model. The initial system is applied to the
domain-related untranscribed data to extract sequences of pseudo-labels.
Such automatic transcriptions are later added to the supervised and used
together to update the acoustic model. To improve our ASR system fur-
ther, we have also updated its language model with additional in-domain
texts.

We have achieved significant improvements in the quality of speech
recognition on all evaluation datasets. On the epicrises, psychiatry, and
radiology datasets word error rate (WER) decreased by 39%, 27%–29%,
and 21%, respectively.

Keywords: Hybrid ASR · Semi-supervised · Medical domain · Health
sector · Latvian language

1 Introduction

Specialists working in the health sector face the daily need to have lots of written
information (patient surveys, history of illnesses, descriptions of examinations and
analyzes, descriptions of medical and rehabilitative processes, referrals, reports,
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etc.). In most cases, the material is recorded on audio first and only then manually
transcribed to have all it in the textual format. Even a relatively small medical
institution produces thousands of hours of recordings a year, therefore the level of
demand for such an automatic transcription system is unquestionable.

State-of-the-art automatic speech recognition (ASR) technologies that auto-
matically convert spoken content into written form can provide significant effi-
ciency gains: it would save time, financial resources, and would allow medics to
dedicate time to their main high-value activities.

Despite there being a general-purpose hybrid ASR created for the Latvian
language, high-quality speech recognition requires customization and adapta-
tion to this specific medical domain. The improvement of such a system can
be performed in two directions: by improving its acoustic and language models.
The acoustic model (AM) adaptation involves the learning of the acoustic envi-
ronment and user speaking manners related to the targeted domain. While the
language model (LM) adaptation learns the language and terms of the target
domain from the medical textual data.

Creating customized supervised machine learning models requires precise
speech transcriptions (not only some of recording parts or summaries made by
medics), therefore this vital training data almost does not exist. Despite there
being plenty of audio recordings, their manual transcription is a slow, expen-
sive and complicated process, which medical institutions usually do not have
the resources and expertise to perform. As the solution to it, we use the semi-
supervised ASR training approach to benefit from the very small transcribed
and large untranscribed speech data. Besides, we interpolate the existing gen-
eral domain LM with domain-specific LMs trained on the automatic ASR tran-
scripts (obtained from medical domain-related recordings) and the additionally
collected domain-related texts.

2 Related Work

The most crucial thing when creating a modern ASR system is the training data:
the supervised system’s accuracy mostly depends on its amount, diversity, and
orientation towards the targeted domain. Unfortunately, transcribed data is rare
and its preparation process is expensive and time-consuming. Not surprisingly
so many researchers put their efforts into collecting necessary data in different
ways.

The most advanced approach to this problem is semi-supervised train-
ing, especially knowing its superiority over the strongest data-augmentation or
weakly-supervised techniques [17]. During the semi-supervised training, the addi-
tional training data are obtained by decoding the typically much larger untran-
scribed dataset with initial ASR trained on the smaller transcribed dataset.

It is important to notice, that end-to-end (E2E) ASR systems are much
more sensitive to the quality of the “seed” ASR systems. The experimental
investigation proves that improvements can be achieved only if starting from
relatively good initial models (i.e., models trained on the large amounts of tran-
scriptions) [1,6]. Whereas semi-supervised training of the hybrid ASR systems
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can boost its performance even starting with relatively small supervised train-
ing resources. Besides, almost all forces for the creation of the semi-supervised
hybrid ASR system are directed towards the improvement of the AM, because
the domain-related training data for the LM is much easier to get.

The lattice-free maximum mutual information (LF-MMI) objective used
to train AMs in hybrid supervised ASR systems was transferred to a semi-
supervised scenario [9]. The offered LF-MMI ASR system has effective solu-
tions to deal with the unsupervised data: lattices obtained during decoding
are rescored with the strong LM. Unfortunately, the traditional LF-MMI app-
roach has its weak spot: its performance degrades if applied on small or limited
in-domain datasets. To address this issue, the authors in [16] offer two error
detection-driven semi-supervised AM training approaches. Error detectors (used
to modify the supervision lattice/best-path hypothesis) effectively control the
supervision provided for learning from unlabeled datasets.

Not all semi-supervised ASR training approaches limit to one iteration. There
are different so-called scheduling strategies how to assure even larger improve-
ments. The authors in [7] offer an LM-MMI-based AM training approach in which
the unlabeled dataset is split into multiple subsets that are processed incremen-
tally. With each subset, the previous AM becomes the “seed” for the next one.
The authors report significant improvements on English, Lithuanian and Bul-
garian datasets. Despite semi-supervised training being focused on obtaining
the transcribed data, the importance of LM (in hybrid ASR systems) cannot be
underestimated. The comprehensive investigation (including variations of ini-
tial systems, quantities of transcribed data, etc.) [22] of various semi-supervised
approaches for the AM in hybrid ASR systems proves that having a good (e.g.,
domain-related, task-related) LM, the initial AM quality becomes far less impor-
tant and can be effectively boosted via semi-supervised training.

Overall, semi-supervised approaches that use pseudo labels created by the
existing ASR system have been shown to be very effective in general domain
speech recognition settings and achieve state-of-the-art performance [18]. While
untranscribed datasets are typically much larger than the available transcribed
dataset, some research [16] shows that such an approach also works in the oppo-
site case: performance of a model trained of a large amount of transcribed out-
of-domain data can be improved by adding a smaller amount of untranscribed
in-domain data.

The aim of this research is the ASR system accurately performing on the
medical domain in the Latvian language. It is important to notice, that we do
not have to start from scratch: there is a rather accurate hybrid general purpose
ASR for the Latvian language. However, the availability of in-domain data is the
big problem, we have only a moderate amount of raw in-domain audio recordings
and in-domain texts.

The topic of automatic speech recognition for radiology examination reports
in Latvian only recently has gained some attention [4]. Researchers focused
more on the adaptation of language and pronunciation models using supervised
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datasets of much larger size (30h of speech, 135M tokens of text data), while
this work takes advantage of untranscribed data and a much smaller amount
of text data is available. Moreover, radiology is only one of 3 domains that we
worked on.

The contribution of our research is two-fold: 1) we are creating multiple ASR
systems adapted to the medical subdomains for the Latvian language; 2) we
show that significant improvements in ASR quality are possible by using semi-
supervised method (as presented in [16]) even on moderate amounts (hundreds
of hours) of available in-domain data.

3 Method

This section describes the automatic speech recognition system used in this
paper, collected data from medical domain and methods used for adaptation of
ASR models to medical target using collected untranscribed speech data.

3.1 Semi-supervised Training of ASR with Error Detection

Most of the approaches to semi-supervised AM training generate an automatic
transcription of speech data using a seed ASR model trained from supervised
(transcribed) speech data. Typical approaches processes select new speech-
transcription pairs based on different filtering schemes (see [9] for relevant ref-
erences).

This work adopts semi-supervised speech recognition training with the error
detection module [16] to train domain-adapted acoustic and language models.
The idea of this method is to use a small amount of manually transcribed data
to train the error detection model which can later mark errors in automatically
transcribed data.

This method has been chosen for the following reasons:

– Modern ASR error detectors [2,8,19] are more powerful than the lattice
posterior-based confidence scores used to weight per-frame gradients [9] or to
discard erroneous words [20,21] or utterances [3,23] in most semi-supervised
neural AM training studies;

– Transcripts obtained by this method can also be used for LM training and
adaptation;

– We have already had a positive experience with this method in other domains.

Our idea is that this method can be used to improve speech recognition qual-
ity of medical speech by adapting both AM and LM. In this case, untranscribed
speech data from medical domain is transcribed by baseline unadapted ASR
and processed by error detector. Words marked as incorrect are replaced with
the special token “<unk>”. Next, both baseline and automatically transcribed
datasets are concatenated and used to re-train the AM. This means that only
words marked as incorrect are discarded and all remaining further used in train-
ing. The same transcripts with “<unk>” token are also used for LM training
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and adaptation. In both cases, after training “<unk>” token is removed from
the ASR vocabulary preventing the system to output this token instead of real
hypotheses.

3.2 Speech Recognition

The Kaldi toolkit was used to train both general-purpose initial (baseline) and
customized (medical domain-adapted) speech recognition AMs [12], which deal
with the raw audio waveforms of human speech, predicting what phoneme each
waveform corresponds to, at the character or subword level. The architecture of
AM used in this paper is the TDNN deep neural network trained with the LF-
MMI loss function [13]. In this work, the only difference between the baseline and
adapted models is the training data. Adapted models take advantage of auto-
matically transcribed in-domain medical data obtained using method described
in previous section.

N-gram LMs were trained with the KenLM tool [5] and RNN neural network
LMs trained with the Kaldi RNNLM tool. All models are trained on a 40M
sentence general domain text corpus collected from web news portals. Word
n-gram models are used for semi-supervised adaptation because the method
used in this study does not support the subword LMs. Generation of automatic
transcripts was done in two steps:

– a pruned 2-gram model was used during decoding to create lattices that
contain multiple hypotheses;

– lattices were rescored, LM weights were refined with larger and more accurate
3-gram models.

In turn, after training the AMs, BPE [15] subword LMs were used to eval-
uate them. Such an approach allows to use the RNNLM LM and achieve much
better WER (word error rate) and CER (character error rate). Recognition was
performed in three steps:

– a pruned 4-gram model is used during decoding to create lattices that contain
multiple hypotheses;

– lattices were rescored, LM weights were refined with larger and more accurate
6-gram models;

– rescored lattices were rescored again, hypotheses were evaluated with
RNNLM models, new costs were combined with costs from the 6-gram model.

The speech recognition quality was assessed by calculating WER and CER
using the following formula:

WER/CER =
S + D + I

N

where S is the number of substitutions, D is the number of deletions, I is the
number of insertions, N is the number of words or characters in the reference.
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3.3 Language Model Adaptation

As mentioned in Sect. 3.1, pseudo-labels obtained by the initial ASR can also
be used for adapting the LM to the target domain. The following steps were
performed to train domain-adapted LMs:

– Transcripts of untranscribed adaptation data were obtained using the initial
ASR system;

– Transcripts were split into BPE subwords and the 6-gram LM was trained;
– ASR error token “<unk>” was filtered out from the vocabulary of the trained

LM;
– The similar 6-gram subword LM was trained on real in-domain texts;
– A small held-out set was created from real transcripts of in-domain data;
– Both LMs were interpolated with a general domain 6-gram LM using a held-

out set to optimize interpolation weights.

3.4 Data

The following datasets were used for training of the general domain ASR AMs:

– 100 h Latvian Speech Recognition Corpus [10];
– 8 h Latvian Dictation Speech corpus [11];
– 180 h the Saeima speech corpus which was created automatically [14];

For the AM adaptation, audio recordings were collected from 4 medical sub-
domains (see Table 1). Some of these recordings have been collected from hospital
dictaphone centers (8 kHz sample rate, telephone call quality), while some have
been re-recorded from real transcripts using mobile devices (16 kHz sample and
high quality). Such diversity is valuable because allows assessing the effect of adap-
tations on the recognition quality with both high-quality and low-quality audios.

Table 1. Collected untranscribed data

Domain Source Size

Epicrises Dictaphone center 1964 recordings, 140 h

Pediatrics Dictaphone center 3024 recordings, 188 h

Psychiatry Mobile devices 56 recordings, 14 h

Dictaphone center 1162 recordings, 90 h

Radiology Mobile devices 244 recordings, 19 h

Dictaphone center 841 recordings, 49 h

To ensure the anonymity of the collected data by the dictaphone centers, the
beginning of each audio recording was cut off because it contains a personal code
and other information that could allow identifying the patient. Re-recording was
performed by the authorized medical personnel who were additionally instructed
to omit sensitive information.
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Audio recordings were collected separately for each subdomain (epicrises,
pediatrics, psychiatry, radiology) and automatically divided into segments
(utterances) by pauses. Subsets of randomly chosen utterances from each sub-
domain were manually transcribed. As a result of it, several evaluation datasets
were created (see Table 2). Unfortunately, due to time constraints, the transcrip-
tion of the pediatrics evaluation set was not completed.

Table 2. Evaluation data

Domain Source Size

Epicrises Dictaphone center 2293 utterances, 2.5 h

Psychiatry Mobile devices 2000 utterances, 3 h

Dictaphone center 1626 utterances, 1.6 h

Radiology Mobile devices 3423 utterances, 3 h

In addition, a development dataset was created, consisting of 2,314 utterances
(≈2 h) from recordings of the epicrises subdomain. This set was used for the
training of the error detection model.

For training the adapted LMs, related medical texts were collected from
psychiatry, radiology, and epicrises subdomains (see Table 3). Collected texts
were also split into sentences and shuffled. Unfortunately, we were not able to
collect a sufficient amount of texts from the pediatrics subdomain. Only narrative
or descriptive parts were copied from medical information systems, omitting the
information that could identify patients.

Table 3. Text data

Domain Sentences Words

Epicrises 14M 118M

Psychiatry 0.2M 2.8M

Radiology 0.2M 2.4M

4 Results

Using above described methods separate domain-adapted ASR systems were
developed for each subdomain. Detailed adaptations and evaluation results for
each subdomain are described in the following subsections.

4.1 Adaptation to the Epicrises Domain

A significant amount of audio recordings performed in the health sector belong
to the epicrises domain. For the adaptation of the AM, 140 h of audio record-
ings of epicrises were processed using the semi-supervised method mentioned in
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Sect. 3.1. The resulting audio transcripts were added to the generic training data
and a new adapted AM was trained.

The evaluation was performed on two evaluation sets for:

– Psychiatry (dictaphone center), to check if adaptations improve the quality
of speech recognition for audio in other domains.

– Epicrises, to test the effectiveness of adaptation on target domain data.

The results are summarized in Table 4. After adaptation to the epicrises
domain, WER decreased from 41.1% to 37.8% (8% relative improvement) and
CER from 18.2% to 15.7% (14% relative improvement). The quality of ASR
hasn’t changed on audio recordings from the psychiatry domain.

Table 4. AM adaptation to the epicrises domain

Psychiatry (dictaphones) Epicrises

WER, % CER, % WER, % CER, %

Baseline 28.5 11.9 41.1 18.2

Adapted AM 28.5 11.9 37.8 15.7

The results suggest that a semi-supervised adaptation method can improve
the quality of ASR in the target domain, but although both evaluation sets are
from the medical field, there is no improvement on the records in the other psy-
chiatry subdomain. This could mean that the method is sensitive to a particular
subdomain of the adaptation data.

Finally, a LM adaptation was performed. Separate subword n-gram LMs were
trained on collected texts and automatically generated transcripts of adaptation
data. These models were interpolated with the general domain subword n-gram
LM.

Table 5. LM adaptation to the epicrises domain

AM LM adaptation texts WER, % CER, %

Baseline No adaptation 41.1 18.2

Adapted No adaptation 37.8 15.7

Adapted Automatic transcripts 33.8 14.1

Adapted Collected texts and automatic transcripts 25.7 10.1

Adapted Collected texts only 25.2 10.3

As expected (see Table 5) LM adaptation significantly improves both WER
and CER. Results show that, if no in-domain texts are available, automatic
transcripts can be used instead. However, using real in-domain texts will yield a
significantly better result. It is not clear if interpolation of LMs trained on real
and automatic texts improves ASR quality, results show simultaneous WER
degradation and CER improvement (both - statistically significant).
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4.2 Adaptation to Psychiatry Domain

In psychiatry (more than in other specialties), medical records are based on
long narratives, entering such long texts is time-consuming. Also, an important
part of the treatment process in psychiatry is the establishment of therapeutic
contact with the patient/family. The entry of electronic documentation during
the visit significantly interferes with the establishment of therapeutic contact (in
fact, makes it impossible).

As before, the first experiments were performed on the following two evalu-
ation sets:

– Psychiatry (dictaphone center), to test the effectiveness of adaptation on
target domain data.

– Epicrises, to check if adaptations improve the quality of speech recognition
for audio in other domains.

Table 6 summarizes the results of the first experiments. It can be seen that
it is important that the audio quality of the adaptation data coincides with the
data quality of the target subdomain evaluation. Using high-quality psychiatry
domain audio for semi-supervised adaptation, no improvement in WER and CER
was observed.

Table 6. AM adaptation to the psychiatry domain. Evaluation on low-quality data

Adaptation data Psychiatry (dictaphones) Epicrises

WER, % CER, % WER, % CER, %

No adaptation 28.5 11.9 42.6 18.8

Psychiatry data (mobile) 28.5 11.9 42.6 18.8

Psychiatry and radiology (mobile) 28.4 11.7 42.0 18.0

Downsampled psychiatry data (mobile) 28.1 11.5 42.9 18.3

Psychiatry data (dictaphone) 25.3 10.6 42.7 18.6

Combining all above 23.6 10.0 40.2 17.9

Attempts were made to use data from another subdomain, radiology, in addi-
tion to psychiatric data. Although the data come from a different subdomain,
minimal improvement in WER and CER was found. Downsampling high-quality
adaptation data to an 8 kHz sampling rate (which matches the recording quality
of the dictaphone center) shows a greater improvement (WER from 28.5% to
28.1%, CER from 11.9% to 11.5%). On the other hand, performing ASR adap-
tation on psychiatry data from dictaphone center, an improvement in WER to
25.3% (11% relative improvement) and an improvement in CER to 10.6% (11%
relative improvement) can be seen.

Finally, combining all the above achieved the best results and a significant
improvement in the quality of speech recognition. WER improved to 23.6% (17%
relative improvement) and CER to 10.0% (16% relative improvement).
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The improvement is also visible on the evaluation data from another subdo-
main (epicrises). This could suggest that extending the scope of the adaptation
data could lead to an improvement in the quality of ASR on multiple domains.
However, the WER and CER are still higher than using adaptation data from
the corresponding domain (40.2% vs. 37.8% and 17.9% vs. 15.7%; see Table 4).

The effectiveness of the adaptation was also tested on psychiatry domain
evaluation data of high audio quality. Two adapted ASR models were evaluated:

– The best model adapted using only high-quality audio data;
– The model that achieved the best result on the evaluation data from the

dictaphone center.

The results in Table 7 semi-supervised adaptation on high-quality data pro-
vides a significant improvement compared to the previous experiment (where
the evaluation was performed on dictaphone center data). This again shows the
importance of the adaptation data to match the target domain. WER improved
from 17.5% to 16.1% (8% relative improvement) and CER from 6.6% to 6.0%
(9% relative improvement).

However, the best result was achieved with the model adapted on combined
data, which also achieved the best result on the data of the dictaphone center.
WER improved to 14.0% (20% relative improvement) and CER to 5.5% (17%
relative improvement).

Table 7. AM adaptation to the psychiatry domain. Evaluation on high-quality data

Adaptation data WER, % CER, %

No adaptation 17.5 6.6

Psychiatry and radiology (mobile) 16.1 6.0

Combined (see Table 6) 14.0 5.5

Finally, a LM adaptation was performed. As before separate subword n-gram,
LMs were trained on collected texts and automatically generated transcripts of
adaptation data. These models were interpolated with general domain n-gram
LM.

Table 8. LM adaptation to the psychiatry domain

Psychiatry (dictaphones) Psychiatry (mobile)

WER, % CER, % WER, % CER, %

Baseline AM and LM 28.5 11.9 17.5 6.6

Best adapted AM + baseline LM 23.6 10.0 14.0 5.5

Best adapted AM + adapted LM 20.7 8.5 12.4 5.0

Results in Table 8 show improvements in WER and CER on both evaluation
sets. Compared with the baseline unadapted system, WER improved by 27%
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relative on the dictaphone quality data and by 29% on mobile devices, while
CER improved by 29% and 24%.

4.3 Adaptation to the Radiology Domain

Radiology uses the services of the dictaphone center quite intensively, the
descriptions are long and often non-standard. Therefore, radiology was chosen
as the next domain for adaptations.

Collected audio recordings from radiology (both dictaphone center and
mobile recordings), psychiatry, and pediatrics were used for the semi-supervised
adaptation of the AM. The results are summarized in Table 9.

Despite the radiology evaluation set consisting of high-quality audio, both
the WER and CER of the systems tested are very high. This result shows that
radiology is much more complex for the ASR. We believe it can be explained
with a complex specific language with many terms, foreign words, numbers, and
abbreviations.

The largest improvement in WER was achieved through semi-supervised
adaptation with audio data from radiology (mobile devices only). WER was
reduced from 46.6% to 44.2% (5% relative improvement). CER, on the other
hand, rose from 18.1% to 21.1%. By supplementing training data with psychi-
atric audio (high quality), the WER remains the same, but the CER increases
to 21.5%. Adaptation with radiological audio recordings from the dictaphone
center increases both WER and CER.

Table 9. AM adaptation to the radiology domain

Adaptation data WER, % CER, %

No adaptation 46.6 18.1

Radiology (mobile) 44.2 21.1

Radiology and psychiatry (mobile) 44.2 21.5

Radiology (dictaphone) 47.0 18.3

Radiology (all) 44.4 21.7

Radiology, psychiatry, epicrises, pediatrics (all) 44.8 23.0

Data Vocabulary. While analyzing previous results, we hypothesized that a
small improvement in WER could be due to a mismatch between evaluation
and adaptation data (obtained by the semi-supervised method). To test this, a
comparison of vocabularies between general domain data, adaptation data, and
evaluation data was made:

– vocabularies of all unique words were retrieved from each data set;
– vocabularies were transformed into vectors;
– by calculating the cosine similarity between these vectors, the correspondence

of the vocabularies was measured.
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The results (see Table 10) show that the adaptation data are textually consis-
tent with the evaluation data (cosine similarity - 0.7526), while general domain
data is quite different. Adding adaptation data to the general domain data brings
it closer to the target domain and significantly reduces OOV from 25% to 11%.
Therefore, it can be concluded that the hypothesis was not confirmed.

Table 10. Correspondence of vocabularies between adaptation and evaluation data

Transcript Cosine similarity OOV, %

General domain 0.4291 25%

Radiology 0.7526 17%

Combined 0.4346 11%

Improving Seed LM. A small improvement in WER could also be due to the
high WER of the seed ASR system, which limits the quality of automatic tran-
scription and degrades the performance of the semi-supervision transcription.
To test this hypothesis, seed LM in semi-supervised training was replaced with
an adapted radiology LM (as literature [22] seem to indicate that having better
seed LM is more important than AM). This model is a 3-gram model that was
trained on collected radiology texts. The results of the experiment (see Table 11)
do not allow to draw of unambiguous conclusions. Although the WER improved
to 40.7% (13% relative to baseline and 8% relative to the previous best), the
CER increased to 25% (38% relative). Such a result could indicate overfitting of
the ASR to specific words (word forms), ignoring what was actually said.

Table 11. Adaptation to the radiology domain using improved seed LM

Adaptation data WER, % CER, %

No adaptation 46.6 18.1

Radiology (mobile) 44.2 21.1

Radiology (all) + improved seed LM 40.7 25.0

Radiology LM. Finally, a LM adaptation was performed using both automat-
ically generated transcripts and real in-domain texts.

The results (see Table 12) adaptation of the LM is an effective way to improve
WER on the radiology recordings. With baseline AM adapted LM adaptation
improves WER from 46.6% to 37.0% (22% relative), and CER from 18.1% to
14.3% (21% relative). However, combining with AM adaptations does not pro-
vide an unambiguous improvement. While WER slightly improved to 36.6%, the
CER significantly degraded to 17.5%.
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Table 12. LM adaptation to the radiology domain

AM LM WER, % CER, %

No adaptation No adaptation 46.6 18.1

Best adapted No adaptation 40.7 25.0

No adaptation Adapted 37.0 14.3

Best adapted Adapted 36.6 17.5

5 Conclusion and Future Work

In this paper, we investigated the adaptation of speech recognition models to the
medical sector for the Latvian language by using untranscribed audio recordings
and in-domain texts. To tackle this problem we 1) have applied a semi-supervised
training method with the error detector [16] to adapt the AM and 2) performed
LM adaptation using in-domain texts.

The semi-supervised method was applied to the transcribed audio recordings
covering multiple subdomains (epicrises, psychiatry, pediatrics, and radiology).
A small part of the collected data was transcribed for evaluation and training of
the error detection model.

The obtained evaluation results are promising: significant speech recognition
quality improvements were achieved on each evaluation dataset. The largest
WER improvement by 39% was observed on the epicrises domain (which had
the largest text and audio data available for adaptation, so there could be a corre-
lation). WER improved by 27% and 29% on evaluation sets from the psychiatry
domain. The smallest 21% WER improvement was obtained in the radiology
domain.

From our experience WER has to be lower than 25% for ASR system to be
usable. Therefore, the achieved promising results allow us to assume that ASR
system for psychiatry domain can already be applied in practice (especially with
high-quality audio inputs). However, the radiology and epicrises ASR systems
still need improvements and therefore becomes our important future direction.

Our experimental investigation also reveals the necessity of targeted domain
data. Unfortunately, the data from another medical subdomain demonstrates
very little or even no improvement.

However, the demand for ASR systems coming from the medical sector is
huge. It encourages us not only to adapt and improve the ASR systems for the
subdomains targeted in this paper but also to expand to other subdomains. We
also believe that these findings can be generalized to any other language.
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Abstract. Banduke tables are a traditional Japanese mean of commu-
nicating rankings and other organisation charts. They are well-known in
Japan especially thanks to their continued usage to announce details of
sumo wrestling competitions. Such tables were also used in earlier cen-
turies for instance to publish the names of the wealthiest individuals in
the country. Traditional banduke tables feature a characteristic, visually
impacting design which is difficult to reproduce on computer systems.
And, the automatisation of the generation of such a chart is even more
challenging. In this paper, in order to keep this cultural heritage alive, we
investigate this automatisation issue and propose a system which gener-
ates banduke tables. The obtained results are very promising in that the
charts that can be produced by our proposal look very realistic. Besides,
we have also quantitatively evaluated the generated tables by comparing
them to original documents, some of which were obtained with the help
of museums of Japanese history.

Keywords: Digitalisation · Cultural heritage · Japan · Character ·
Language

1 Introduction

Traditionally, Japan has relied on organisation charts, called banduke (IPA:
[banz mke]), to make public, written announcements with respect to various pur-
poses. For instance, and it is now one of the most well-known usage example of
banduke tables, all the parties involved in sumo wrestling competitions, starting
with wrestlers themselves, are detailed on such an organisation chart. Names
and ranks are central to such documents.

Banduke tables are however not restricted to this characteristic sportive
usage: such charts can be found in archives of libraries and museums, listing
for example the wealthiest individuals in the country – such tables are typically
called 長者 chōja “wealthy person” either 集 shū “list” [8], 鑑 kagami “exam-
ple” [5] or番付 banduke “organisation chart”, literally “order assignment” [3,6].
This second sample usage seems also to be characteristic of banduke tables. A
part of such an organisation chart is illustrated in Fig. 1.
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Fig. 1. A part of a banduke table (cropped from a photograph of [8]). The “crowded”
aspect is characteristic of such organisation charts.

Although characteristic of the Japanese society of the previous centuries,
such listings remain part of the Japanese culture and some are thus still edited
in our modern society. For example, H. Kikuchi authored a few years ago a book
on post-war Japanese billionaires which is in the form of a banduke chart, albeit
modern [6]. That is, its content conforms to that of a traditional banduke, but not
its format: in order to benefit from facilitated editing as provided by mainstream
word processing software and facilitated printing and commercial distribution,
such modern editions are edited as regular books and have thus lost the typical
design of banduke tables, and thus part of their appeal. An exception is made
for sumo wrestling organisation charts [3], which retain the traditional, visually
impacting design of ancient tables (e.g. [5,8]).

The objective of this research is thus to enable automatic generation of a
banduke table that retains their traditional, characteristic style in order to keep
this cultural heritage alive for the current and next generations. In other words,
we investigate and measure whether it is feasible and practical to supersede the
arguably bland typesetting of modern banduke table editions without having to
resort to manual typesetting.

The rest of this paper is organised as follows: the basic structure and core
properties of a banduke table are reviewed in Sect. 2. The proposed automatic
generation system is described in Sect. 3 and experimentally evaluated in Sect. 4.
Finally, Sect. 5 concludes this paper.

2 Preliminary Analysis of Banduke Tables

In this section, we briefly recall essential properties of the considered writing
system, Japanese, before describing in detail the structure of a typical banduke
table.

2.1 Writing System

First and foremost, we make a recall about the elements of the Japanese writing
system. It is based on three main categories of characters: Chinese characters,
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called kanji, which represent the vast majority of the characters of the Japanese
writing system, and the kana characters of the two syllabaries hiragana and
katakana. Chinese characters are logograms, each having at least one reading
and one meaning (yet often several) whereas the kana characters are used only
for their readings and thus convey no semantic information [1].

In most cases, these characters are stacked vertically: in the Japanese writing
system, characters traditionally flow from top to bottom and such character
columns are positioned on the page from right to left [7]. And in some particular
situations, such as titles or shop signs, characters can also be found stacked
horizontally from right to left. This latter scenario is almost exclusively restricted
to single line phrases though. (This is to be compared with the writing systems
of Latin cultures: characters are stacked horizontally from left to right, with such
character rows positioned on the page from top to bottom.) So, in the case of
banduke tables, most text is typeset vertically and from right to left, with some
exceptions, usually single lines, such as for titles which are typeset horizontally
and from right to left.

2.2 Table Content and Structure

We next make several observations regarding the structure of a typical banduke
table. These are obviously general guidelines which are more or less followed
by banduke authors. We mostly relied on the three tables [4,5,8] which are of
different origins and periods.

Such a chart can be typeset in both portrait or landscape mode, and it usually
consists in five or six layers of persons’ names. Layers are stacked vertically. They
include lists of names written vertically from right to left, thus in accordance
with traditional Japanese writings. The table is horizontally split at the centre
to separate two sets of such layers: the left layers, called the “west”, and the
right layers, called the “east”. East and west layers are separated by a vertical
column at the centre which spans the entire table height and which includes
additional information such as table details and sponsor information. A banduke
table can have a title which spans its width or height, although some have no
such title: they only rely on the middle column text to provide such information.

The typical ranks found in a banduke table are as follows (in descending order
of importance):横綱 yokoduna,大関 ōzeki,関脇 sekiwake,小結 komusubi and
前頭 maegashira. It can be noticed that other, lower ranks do exist, for example
十両 jūryō and幕下 makushita for sumo wrestling, but the corresponding titles
are usually not explicitly displayed in the main, printed organisation charts (refer
to Fig. 6a).

We now detail the structure of these five to six table layers. As explained, a
layer is a list of entries, such as persons’ names. Each entry of a layer usually
consists of three parts: the rank, at the top, the location (e.g. prefecture, district),
at the middle, and the name, at the bottom. So, each layer usually consists of
three rows: the rank row, the location row and the name row. There may be of
course slight variations; for instance, the rank row is abbreviated for the lower
layers of [8].
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Regarding the topmost layer, say layer 1, each entry is fully detailed: ranks
are written without any abbreviation, locations are repeated even if appearing
for two consecutive entries. See Fig. 1.

Regarding the next layer (i.e. the layer below layer 1), say layer 2, typically
the rank of the first entry (i.e. the rightmost one) is fully written but that of
the subsequent entries is abbreviated to only the character同 “same”. Similarly,
when the location of several consecutive entries is identical, the first location is
fully written and the succeeding ones are abbreviated to only that same kanji
character 同.

The next layer, say layer 3, typically either completely omits ranks and abbre-
viates repeated consecutive locations with an even simpler glyph such as 、、 or
冂、 (which corresponds to 同), or slightly abbreviates the rank of the first entry,
for example 前頭 becomes simply 前, and succeeding ranks are denoted by 冂、,
just as repeated consecutive locations.

Layer 4 can be similar to the previous layer or can be even more abbreviated:
for instance, repeated consecutive locations become the simple glyph 、. The
remaining layers are typeset on a par with the fourth layer.

A typical banduke table structure is illustrated in Fig. 2. This figure shows
two such organisation charts side by side (banduke tables taken from [12]) so as
to clearly designate the various table elements, without overlapping. The reader
can also refer to the generated table given in appendix for an illustration (Fig. 7).

Fig. 2. Structure of a typical banduke table: the major elements are labelled. Two such
organisation charts are here shown side by side (banduke tables from [12]) so as to
clearly designate the various table elements.
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Finally, it is important to mention that some glyphs used inside banduke
tables are characteristic of such organisation charts and thus not present in
conventional character encodings, such as Unicode [11], even with support for
the ideographic variation database (IVD).

3 Methodology

Our implementation has been realised with the Scheme-based Racket program-
ming language and framework [2].

3.1 Character Rendering

Two aspects are essential in our approach: a traditional banduke table is visually
appealing first and foremost because of the font it uses and tightly spaced char-
acters (sometimes even overlapping). So, no satisfactory result could be obtained
without an appropriate font. To this end, we have selected a font that is similar
to the one used to typeset banduke tables for sumo wrestling competitions [3].
It should be noted that the proposed system enables to seamlessly change fonts,
which is obviously a significant improvement over manual production. Font selec-
tion is easily done in Racket with, for instance, the make-font procedure, which
we use.

Second, for the realised digitalisation method to achieve optimal graphical
rendering quality, notably when printing is required, the produced output needs
to be based on vector graphics, and not raster graphics (i.e. bitmap). Vector
graphics can be easily obtained in Racket by using, for instance, a PDF drawing
context (pdf-dc%); we relied on this solution. Another advantage of our approach
is that it induces a high accessibility since it retains character (string) informa-
tion (e.g. the text is selectable, and thus searchable inside, say, the generated
PDF document), which is key for instance to the text-to-speech accessibility
feature [9]. Furthermore, accessibility is increased thanks to vector graphics as
detailed in [10]. Finally, we would like to insist on this vector graphics feature
since a banduke table could perhaps be more easily produced with bitmap graph-
ics, that is using raster renderers, filters and so on.

3.2 Character Stretching and Kerning

The key issue of the character output routine is to stretch characters so that
they fit into their destination area, but at the same time enforcing a maximum
stretch ratio so that characters remain humanly readable, obviously. So, while
kerning (i.e. the space between two consecutive characters) is set to the value
provided as parameter, this value is in fact treated as the minimum kerning:
when a stretching factor that is larger than the maximum tolerated stretch ratio
would be required to make the character string fit its destination area, characters
are stretched according to the maximum tolerated stretch ratio and kerning is



On the Automatisation of the Realisation of a Banduke Table 85

automatically adjusted between characters so that they perfectly fit into their
destination area.

The first task is to calculate the bounding box of each character, that is,
to retrieve the precise width and height of each glyph. The get-text-extent
method of the drawing context of the window canvas did not return satisfac-
tory results. The best solution was to first retrieve the outline of the charac-
ter as a path with the text-outline method of the dc-path% class and then
retrieve the corresponding bounding box. The get-path-bounding-box method
did not produce satisfactory results, although they were significantly better than
those obtained with the above first method. Satisfactory results were eventu-
ally obtained by relying instead on the get-bounding-box method, which was
applied to the result of text-outline.

The successive results are illustrated in Fig. 3, the red frame showing the cal-
culated bounding box for the sample character日 “day” (typeset with the system
default Japanese font), and the acceptable method is detailed in Listing 1.1 (the
source code has been simplified for the sake of clarity); the dc variable represents
therein the drawing context that is used for graphical rendering.

Fig. 3. The result of each of the three bounding box (red frame) calculation solutions
for the sample character 日 “day”: (a) with the get-text-extent method; then with
the text-outline method combined with (b) the get-path-bounding-box method and
with (c) the get-bounding-box method. (Color figure online)

Listing 1.1. Calculation of the bounding box of each character with the
get-bounding-box method.

1 (let ([path-dc (new dc-path%)])

2 (send path-dc text-outline (send dc get-font) "日" 0 0)

3 (let-values ([(left top width height)

4 (send path-dc get-bounding-box)])

5 (list left top width height))) ; return the bounding box

Then, this bounding box calculation method is applied to each character
of the string to print out in order to calculate the dimensions (i.e. width and
height) of the entire string. To this end, kerning that we call “manual” since
manually specified (constant) in the program is added between every two con-
secutive characters of the string. There is no need to adjust such parameter: the
default value is satisfactory.
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Then, we deduce the tentative scaling factors (i.e. horizontal and vertical)
from the specified destination area and the calculated string dimensions. These
obtained scaling factors remain tentative: it is indeed possible to setup a max-
imum stretch ratio m, which acts as a threshold to determine whether kerning
should be automatic or manual. If the tentative scaling factors do not induce
a stretch ratio which goes beyond this threshold, then the scaling factors are
fixed. Otherwise, that is the tentative scaling factors would overly stretch char-
acters, the constant kerning value is discarded in favour of an automatic one
which satisfies the threshold; in practice, the scaling factors are calculated so
that character stretching equals the maximum stretch ratio, and space is evenly
distributed between consecutive characters.

Let us consider vertical typesetting, which is the vast majority of the char-
acter strings of a banduke table. The horizontal scaling factor is directly fixed
to sh = wr/ws, with wr the width of the destination rectangle and ws the
aggregated width of the character string (i.e. the width of the largest charac-
ter since a vertical character string). The vertical scaling factor is tentatively
set to sv = hr/hs, with hr the height of the destination rectangle and hs the
aggregated height of the character string. If sv/sh > m holds, the vertical scaling
factor s′

v is fixed to m×sh, and otherwise to sv. Then, the “smart” kerning value
calculation described above when sv/sh > m holds is detailed in Listing 1.2 (the
source code has been simplified for the sake of clarity). The bounding-boxes
list contains the bounding box of each character of the string to print out.

Listing 1.2. Calculation of the automatic kerning value between consecutive charac-
ters. The value s′

v is the calculated vertical scaling factor.

1 (let ([remaining-space ; remaining space inside destination rectangle

2 (- rect-height ; height of the destination rectangle

3 (foldl (lambda (box current-height)

4 (let ([height (* (fourth box) s′
v)])

5 (+ height current-height)))

6 0 bounding-boxes))])

7 (/ remaining-space (sub1 (length characters)) s′
v))

A sample vertical typesetting output in the case of manual kerning only
and in the case of automatic kerning are given in Figs. 4a and 4b, respectively.
In this example, the manual kerning method overly stretches characters, and
this is corrected with the automatic kerning method: space is evenly distributed
between consecutive characters so as to satisfy here a maximum stretch ratio
vertical:horizontal of 2:1. (This ratio is of course a sample value: any maximum
ratio can be specified.)
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Fig. 4. (a) Manual kerning induces overly stretched characters. (b) Automatic kerning
evenly distributes space between consecutive characters so as to satisfy here a maximum
stretch ratio of 2:1.

3.3 Character String Filling and Margins

Then, such character string fitting is automatically repeated in order to fill in
large zones of the banduke table. This step is thus about the automatic calcula-
tion of the position and dimensions of numerous destination areas, one for each
entry of the chart. It also requires to take into account the margin value to be
inserted between two consecutive character strings; such margin can be set to a
negative value to reproduce the “crowded” aspect of banduke tables. Although
rather tedious, such calculations are omitted here for the sake of conciseness.
The adjustment of this margin setting is illustrated in Figs. 5a and 5b: a positive
and a negative margin, respectively.

4 Experimental Evaluation

We have quantitatively evaluated the results obtained from the proposed gener-
ation system. This is detailed next.

4.1 Experimental Conditions and Results

An illustration of a generated sample banduke table is given in appendix (Fig. 7);
the results are very promising in that the produced chart looks very realistic.
Now, in an attempt to quantitatively evaluate the proposal, we have generated
a banduke table with the proposed automatised generation system (Fig. 6b) and
we have compared the obtained chart with two existing ones: an organisation
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Fig. 5. An illustration of the margin setting between consecutive character strings: (a)
a positive margin, (b) a negative margin, with thus character string bounding boxes
overlapping.

chart for a sumo wrestling competition (Fig. 6a) and that of [8] (Fig. 6c). Then,
after shearing and resizing these two original tables so that their dimensions
very roughly match those of the generated table, we have applied several filters
to the obtained images in order to more easily visualise the difference between
the generated table and original ones.

Precisely, we have calculated the difference between images, then converted
the result to a monochrome image and, finally, we have pixelized the result (8×8
pixels) to better identify similarities and differences with the original banduke
tables of Figs. 6a and 6c. The obtained results are shown in Figs. 6d and 6e,
respectively.

4.2 Discussion of the Results

The result of the calculated image difference should be understood as follows:
black pixels (black areas) designate similarity between the original and generated
charts. And white areas accordingly emphasise dissimilarities between the two
images.

The first result (Fig. 6d), that is the difference between a banduke table for
sumo wrestling competition and the generated one, reveals larger similarities in
the bottom half of the chart. It should be noted that the table generated with
the proposed system has been filled with generic, mostly Japanese names, that
is, not the same names that appear on the sumo wrestling table so as to avoid
any possible copyright infringement.
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Fig. 6. The difference between original banduke tables and the generated one has been
calculated and emphasised with pixelization. (a) is a photograph of [4], (b) is the
generated table and (c) is a photograph of [8].

This first result induces a similarity rate of approximately 37%. One should
note that this value is only given for reference: it could be easily increased by
adjusting the table content so as to match the original. Rather than focusing
on the exact similarity value, the purpose of this experiment is to identify areas
inside the generated chart where improvements could be made in an attempt to
reproduce such a banduke table with a higher fidelity.

On the other hand, the second result (Fig. 6e), that is the difference between
a banduke table which lists wealthy individuals and the generated one, reveals
larger similarities in the top and bottom third of the chart. This second result
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induces a similarity rate of approximately 40%. These results also show how
much of each table we have considered to define the proposed automatic gener-
ation system.

5 Conclusions

Banduke tables are traditional Japanese organisation charts which are used for
various purposes. Well-known usage examples include sumo wrestling compe-
tition tables and national wealth rankings. Due to their complex layout, so as
to benefit from computer technologies the produced modern charts are mostly
uncharacteristic, mere lists such as those published in books. In this paper, we
have investigated the feasibility of automatising the creation of banduke tables
while, importantly, retaining their characteristic design. The obtained results are
very promising: the generated organisation chart looks very realistic. In addition,
we have quantitatively measured the results in an attempt to identify high and
low similarity areas in the output.

Regarding future works, some properties of vertical typography, which is an
inherent part of the Japanese writing system, such as the rotation of several
glyphs, remain to be implemented. In addition, an interface could be realised to
facilitate the usage of this banduke table generator.

Acknowledgements. The author is grateful towards the Miyazaki Prefectural
Museum of Nature and History (Japan) for providing and granting permission to use
the banduke table of [8] for this study. The banduke tables included in this paper are
copyright of their respective authors and owners.

A Complete Sample Output

We reproduce the generated sample banduke table of Fig. 6b in a full-page sized
version in Fig. 7 to allow for a more precise inspection. It be noted that this
table has been realised for research purposes only: names are entirely ficti-
tious; any similarity to actual persons, organisations or other entities is purely
coincidental.
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Fig. 7. Generated sample banduke table; names are entirely fictitious.
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( ). Bunsankan Shoten, Tokyo, Japan, April 1923. https://
doi.org/10.11501/1185061. National Diet Library of Japan (identifier no.
info:ndljp/pid/1185061)

https://doi.org/10.1145/2063176.2063195
https://www3.nhk.or.jp/sports/story/13400/index.html
https://www3.nhk.or.jp/sports/story/13400/index.html
https://doi.org/10.1007/978-3-540-27817-7_108
https://doi.org/10.1007/978-3-540-27817-7_108
https://doi.org/10.11501/1185061
https://doi.org/10.11501/1185061


Improved Content Model in Personalized
Adaptive E-Learning System

Vija Vagale1(B) , Laila Niedrite2 , Andris Vagalis1 , and Svetlana Ignatjeva1

1 Daugavpils University, Vienibas 13 Street, Daugavpils, Latvia
vija.vagale@gmail.com, {andris.vagalis,svetlana.ignatjeva}@du.lv

2 Faculty of Computing, University of Latvia, Raina boulv.19, Riga, Latvia
laila.niedrite@lu.lv

Abstract. The article proposes an analysis of a personalized adaptive e-learning
system LMPAELS, and an adaptation of a content model of this system to the
trends of digital transformation in education and new pedagogical innovations.
This research includes a survey on (i) students’ attitude towards the need for
independent work and its novelty, (ii) types and resources of independent work
used in a learning process, and (iii) risks/factors that are most often encountered
during the independent work. Trends in educational transformation and results of
the survey demonstrated a need to improve the existing LMPAELS content model.
Subjects of the survey were students from three Latvian universities. As a result,
following attributes were added to the course described in the content model:
competence, preconditions, and outcomes. Attributes included in a description
of a learning object were – skills, knowledge, deadline, and learning time. The
improved content model gives an opportunity to create different types of learning
objects depending on the deadline, including organizing independent study hours.
Introduction of a deadline and learning time for learning objects allows a learner
to plan and control their own learning process. The use of different learning object
types allows a more detailed description of the learning process components, and
improves the adaptation offered by the system.

Keywords: Digital transformation · Moodle · Independent study · Personalized
adaptive system · E-learning

1 Introduction

Society is constantly shaken by various adversities that affect both the economy and
education. On the one hand, education is the main driver of the country’s economic and
social development [15]. On the other hand, education is still one of the most vulnerable
areas [14]. Recently, the digitalization of education or the creation of a digital learning
space has become very important [4, 9, 11, 16].

The development of computers and the Internet has driven a trend towards digital
transformation in education and digitalization of educational processes relatively early.
Although, until recently, it had a relatively low pace, as there were no external factors
accelerating these processes. However, with the onset of the COVID-19 pandemic in
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March 2020, a forced lockdown was introduced in many countries. That lead to people
searching for new forms of work in all areas, including education [3, 4]. In 2020, a global
pandemic led to a rapid shift of learning process from a physical classroom to a virtual
classroom (digital space) [21]. Researchers in many countries have conducted studies
analyzing the progress of this transition, and its successes and failures, such as Indonesia
[3], Norway [4], and Saudi Arabia [1].

Higher education was one of the first to adapt quickly and transform the learning
process by moving it to the digital environment. In many parts of the world, universities
resumed a full-fledged study process in the digital environment within 1–2 weeks. This
was possible because of the existing developments in the digitalization of education [4].
Additionally, teaching in a virtual classroom anticipates new teaching and learning activ-
ities and interaction models [21]. During this pandemic, also the amount of independent
work in the learning process increased significantly [3].

However, despite the success stories, there have also been some failures when incor-
porating digital transformation in education. Some factors slowing down this process
are insufficient technological and pedagogical support, lack of competence and experi-
ence in digital use, new requirements for the digital competencies of both teachers and
students, and the difference between the levels of digital competencies of teachers and
students [16, 21]. This gave rise to a need to improve and complement existing digital
tools, such as learning management systems (LMS) to make them more efficient in the
digital and online environment.

In the organization of the learning process, there is a constant search for ways to
ensure and improve the quality of the education, considering the needs and requirements
of modern society. Some recent tendencies in educational transformation are distance
learning, lifelong learning, inclusive education, competence-based learning of the con-
tent [24], student-centered approach to organizing the learning and teaching process [18,
24], embracing flexible learning paths [24], learning “based on the desired learning out-
comes for students and the workload required to achieve them” and considering students
as active participants in their learning process [22].

To adapt the LMS to the specific needs of each individual as much as possible,
the personalization and adaptation aspects of e-learning systems are important. For
experimental purposes, a learner model based personalized adaptive e-learning system
(LMPAELS) is used at Daugavpils University [18].

The above-mentioned technological and pedagogical innovations promoted the need
to assess the pertinence of the LMPAELS e-learning system for current educational
trends. An emphasis here is put on the competences, knowledge, skills, outcomes, and
independent work of the learner, which is an integral part of any course learning process.

The research object here is a learner model based personalized adaptive e-learning
system LMPAELS. The aim is to analyze the personalized adaptive e-learning system
LMPAELS and to adapt the system content model to the trends of modern information
technology and digital transformation in education.

First, the use of digitalization and the latest pedagogical tendencies in educationwere
analyzed, with an emphasis on the use of an independent work in the learning process.
Then, a detailed literature review on the importance of independent work in the learning
process was performed in [7, 12, 17]. Next, a questionnaire for students was developed
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based on the aforementioned review articles. In the survey, students indicated their
attitude toward the need for independent work and its novelty; the types and resources of
independent work used in the learning process; and risks and factors that are most often
encountered during a self-study. Students from three Latvian universities took part in the
survey. The survey results were analyzed using descriptive and inferential statistics [8].
The results showed students are aware that they must actively take part in the learning
process. Students also understand the role and importance of independent work in the
learning process. The performance of the independent work is often influenced by factors
and risks associated with a lack of time and resources.

Based on pedagogical tendencies and the results of the survey analysis, new attributes
were added in the content model of LMPAELS: (i) to the course (competence, precon-
ditions, and outcomes), and (ii) to the learning object (LO) (skills, knowledge, deadline,
and learning time). LOs were divided into two groups – (i) in-class and (ii) outside the
class LO. In addition, the latter was divided into two other groups – (i) graded and (ii)
not graded LO. Introducing deadline and learning time for LO enables the learner to
plan and control their learning process better. Using the LO type allows to describe the
components of the learning process in more detail and improve the adaptation offered
by the system.

The paper is organized as follows. Section 2 presents an explanation of the concepts
related to the digitalization of education. Section 3 describes the personalized adaptive
e-learning system LMPAELS used in the study. Section 4 describes the evaluation of the
LMPAELS. The experiment is described in Sect. 5. Section 6 covers the improvement
of LMPAELS content model. Section 7 lays out related works. Finally, conclusions and
future work are discussed in Sect. 8.

2 Definitions and Assumptions

In this research, one of the tasks was to elucidate the concepts “digitalization” and
“digital transformation” to understand the essence of these concepts and identify their
impact on the object of research - LMPAELS.

2.1 Digitalization

The analysis of the use of the term “digitalization” in scientific publications has identified
three interpretations of this term.

In the first, simplest case, the term “digitalization” means the same that the terms
“digitalize”. It refers to converting paper materials into a format used on a computer. For
example, in education, the digitalization of learning materials [1, 11] and curriculum [6]
as well as the storage of digital materials are mentioned.

Second, the broader term “digitalization” refers to transferring infrastructure and
various processes to digital platforms [16]. For example, in [4], an attempt to digitalize
followed two parallel tracks (dual digitalization): (i) digitalization of educational solu-
tions such as LMS, MOOCs, library systems, and websites that are implemented and
supported by IT specialists, and (ii) digitalization of learning subjects by academic staff.
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Thirdly, “digitalization” can be interpreted as high digital technology and equipment
accessibility for everyone involved in the learning process. This approach is typical for
the Nordic educational system. For example, the Swedish education system is one of the
most digitized in the European Union [21]. Most schools have at least one computer or
tablet per student.

Digitalization promotes a paradigm shift and improves productivity in all areaswhere
it is used [16]. This can also apply to education.

The combination of these three interpretations makes it possible to create a united
digital learning space. It is a space in which learning activities take place physically,
socially and epistemically (relating to knowledge and cognition), i.e. by students and
teachers [9]. In the digital learning space, the learner’s learning process (activities) is
influenced by (i) set tasks, (ii) available tools and resources, and (iii) actions of people
around.

2.2 Digital Transformation

The scientific literature review elucidates two interpretations of the “digital transforma-
tion” term.

Firstly, the development of an integrated learning space is called education digital
transformation (DT) [4]. In such case, digital transformation means the change and
transfer of educational processes to digital platforms and learning environments, also
changing the approach to the organization of the learning process.

Secondly, DT is defined as the coordinated movement of culture, employees and
technology towards a new model of education and operation that changes business pro-
cesses, development directions and values [10]. In this interpretation, digital transfor-
mation means that digital use, besides improving and supporting traditional methods,
fosters new forms of innovation and creativity in both business and society. DT is appli-
cable in various, such as government, education, global communications, health, art, and
science.

In this paper, the term “digitalization of education” refers to the use of various
technological tools and IT solutions at different levels and fields of education to ensure
the learning process [11]. The “digital transformation” of education refers to a transfer
of traditional educational processes to digital educational spaces and a paradigm shift
in the organization of the learning process, adapting to modern requirements.

3 Background

A learner model-based personalized adaptive e-learning system (LMPAELS) is used at
Daugavpils University for experimental purposes. LMPAELS is based on the learning
management system Moodle. Additional functionality has been added to Moodle for
personalization and customization of the learning process [18]. This section considers
the LMPAELS from the perspective of models. The system comprises three models: a
learner model, a content model, and an adaptation model.
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3.1 Learner Model

LMPAELS adapts the learning process based on the learner’s characteristics and needs.
Data characterizing the learner are described in the learner model (LM). Based on the
data lifetime in the model, all learner-characterizing data are divided into three groups:
basic data, additional data, and learning process data (see Fig. 1).

Learner Model Content Model

Adaptation Model

Course Structure Type

Pre-knowledge:
-Yes
- No

Learning style:
- Visual
- Aural
- Read
- Visual-Aural
- Kinaesthetic

Difficulty level:
- Low
- Medium
- High 

Course Content

Learning Topic Sequence

Theoretical course LO parts:
- Description
- Theory
- Assessment 

Practical course LO parts:
- Description
- Theory
- Practical
- Assessment

Teacher TS parameters:
- Links between topics
- Teacher's experience

Learner TS parameters:
- Links between topics
- Learner's choice

Recommended TS parameters:
- Links between topics
- Topics grades
- Topics complexity
- Topics importance

Basic Data Learning process dataAdditional Data

Courses

Topics Learning Objects Resources

Activities

Fig. 1. Description of the LMPAELS system models.

Figure 1 shows the structure of LMPAELS models based on the data types used. In
the figure, models are highlighted in grey. Arrows indicate the data types used.

Basic data have the longest lifespan, as they do not change at all or change rarely.
This group includes data that describe the learner’s personal data. Examples of included
personal information about the learner are name, surname, email, gender, age, etc.

The personality of the learner is characterized by the additional data. They describe
the learner’s individual features (e.g. learning style), pedagogical data (e.g. courses,
topics, topics sequences), preference data (e.g. language, presentation format), device
data (e.g. hardware, screen resolution), and training system’s usage experience. Values
of these data change over time.

Learning process data describe the learning process of the learner. These data include
learning history data and knowledge data at the current moment.

The developed LM contains data based on the data lifecycle, and can also be used in
the lifelong learning learner profile. Data lifecycle indicates how long this data is valid
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in the system. The above-mentioned data types, their acquisition, and data lifecycle are
described in more detail in the paper [19].

3.2 Adaptation Model

Types of adaptation in the LMPAELS are described by the adaptation model. There are
three ways a system performs adaptation, based on: (i) the course structure type, (ii) the
course content, and (iii) the topic learning sequence (see Fig. 1).

Based on the structure, it is possible to create two types of study courses in the
learning system: theoretical and practical. The practical course comprises four parts: a
description of the topic, a theory, a practical part, and an assessment. In the theoretical
course, the practical part is omitted. More on this is explained in the description of the
content model in Sect. 3.3.

The system is able to customize the study course content based on learner’s (i) pre-
knowledge (yes, no) in the study course, (ii) learning style (visual, aural, read, kinesthetic,
the combination of visual and aural), and (iii) chosen difficulty level (low,medium, high).

Three topic sequences (TS) have been implemented in the course: teacher’s TS
(TTS), learner’s TS (LTS), and recommended TS (RTS). At the beginning of the study
course, the learner must choose the order in which the system offers topics for the
course. TTS is set by default. All three TSs are based on links between topics. At the
beginning of the course, the teacher defines links between the topics according to the
skills required to acquire each subsequent topic. When choosing the TTS, in addition
to the links between topics, the teacher’s experience is also considered. As for the LTS,
the learner can assemble the sequence of the topics, based on the links between these
topics.

When developing the RTS, it was initially named the optimal topic sequence. It
was based on the links between the topics and the grades obtained in these topics. This
topic sequence was later refined and improved [18]. The newest addition to the existing
parameters in the RTS are topic complexity and importance that are considered when
creating an RTS. Topic complexity characterizes the topic’s level of learning difficulty
compared to the rest of the topics in the course. Topic importance shows the topic’s
position on the list of all course topics.

It is possible to change the topic learning sequence anytime during the learning
process. A transfer to another TS is describedwithmore details in [20]. A full description
of the personalized adaptive system architecture used in the experiment can be found in
[18].

3.3 Content Model

The learning content in the LMPAELS is described using the content model (CM). CM is
based on the concept of learning object (LO). In LMPAELS, the definition of LO is based
on the one used in [2]. A LO represents a unit of learning content with a theoretical part,
a practical part, and an assessment, which are all used to achieve one goal. In the system,
additionally to the aforementioned LO parts, a description part has been added (see
Fig. 1). A LMPAELS study course comprises one or several topics. Each topic consists
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of one or more LO. Each part of the LO contains resources or activities depending on
the learner’s pre-knowledge, learning style, and chosen difficulty level [19].

4 Evaluation of the E-Learning System LMPAELS

In this section, an evaluation of the LMPAELS was performed to find out its compli-
ance with the modern and educational digital transformation (paradigm shift following
modern requirements) trends. The transfer of traditional educational processes to the
digital education space determines the paradigm shift in the organization of the learn-
ing process following modern requirements. The main factors influencing the quality of
education are student-centered learning, competence-based approach, lifelong learning,
and inclusive learning.

Student-centered learning means that learners can plan their learning paths based
on clear information to acquire knowledge, skills, and competences that meet both their
personal goals and the needs of society [18, 22]. The LMPAELS adaptation model (AM)
provides a student-centered approach where the learner can be active in the learning
process. The AM takes into consideration several factors about the learner. It permits
adapting the course content according to the learner’s pre-knowledge level, the level
of learning complexity, and the learning style. Besides the teacher’s and recommended
topic sequences, the system offers the learner to choose topics sequence on his/her own.

Acompetence-based approach in educationmeans that the learner’s achievements are
described through competences. Competence is a set of knowledge, skills, and attitudes
[23]. Moodle has also realized competencies but with a broader meaning. This term
refers to both competence, knowledge, and skills. In a Moodle course, a teacher is not
allowed to manage the list of Moodle competencies. It is allowed to use only theMoodle
competencies pre-defined by the administrator. This approach does not allow the teacher
to define knowledge, skills, competences, and learning outcomes within one course.

Learning outcomes are described by competence, knowledge and skills that are not
included in specific competence [23]. Outcomes describe exactly what the learner will
accomplish measurably. Over one measurable outcome, knowledge, and skill can be
defined for each competence. Course prerequisites describe the knowledge and skills
required to complete a course. In the course description, course prerequisites are used
to indicate the location of the course throughout the curriculum. In LMPAELS, learning
outcomes and course prerequisites are not implemented.

Competence-based education includes practical activities that help to strengthen the
acquired knowledge and improve its understanding. The amount of practical work in
class within the study course is limited. Therefore, in order to develop competences, it
is necessary to determine the amount of independent work. Universities in their study
course descriptions include a recommended amount of independent study hours (ISH).
In the Latvian educational system, the amount of ISH is not defined. However, such
requirements exist in other countries, under other names such as a self-managed directed
study, and self-managed independent study [25]. Self-managed directed study (SMDS)
refers to activities that take place outside the class as a continuation or preparation for
the learning process. In the SMDS, resources or activities that need to be evaluated, such
as homework, are used. Self-managed independent study (SMIS) includes activities
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defined by the students themselves without direct instructions from the teacher. These
are called “topic activities”. These activities are based on the learner’s initiative and
improve his/her knowledge of the topic. For example, reading specialized literature or
developing practical skills. These activities are not being evaluated. Independent study
hours in the LMPAELS content model are not implemented.

The first column of Table 1 summarizes the main issues that are important in the
training process nowadays. The second column describes how each specific issue refers
to LMPAELS.

Table 1. Analysis of the possibility of using pedagogical trends in the LMPAELS.

Issues Implementation in LMPAELS

Student-centered approach In LMPAELS, the learner manages his/her own learning process;
the system offers content adaptation according to the learner’s
characteristics (provided by AM)

Lifelong learning LM contains data that can be used for the user profile in lifelong
learning

Learning path Three TS for course acquisition (TTS, LTS, RTS) are
implemented in AM

Competences Implemented partially

Knowledge Implemented partially

Skills Implemented partially

Learning outcomes Not implemented

Course preconditions Not implemented

Independent work Not implemented

5 Experiment and Data Analysis

To find out how students evaluate the independent work and study materials included
in the teaching process, a questionnaire was developed, and an anonymous survey was
organized. The survey took place in the spring semester of the academic year 2021/2022.

5.1 Survey Description

A questionnaire consists of seven parts: (i) “Characteristics of respondents” (9 ques-
tions), (ii) “Evaluation of the attitude towards independent work” (18 questions), (iii)
“Assessment of the independent work novelty” (18 questions), (iv) “Assessment of the
available resource quality “ (9 questions), (v) “Assessment of the independent work
types” (5 questions), (vi) “Assessment of the negative factor impact on the independent
work performance” (9 questions), and (vii) “Assessment of the risks connected with the
performance of independent work” (11 questions).
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Likert scale, ranging from 1 to 5, was used to assess the questionnaires from parts
2–7. In the last part, respondents had to assess the probability (percentage) of the risk
factor related to performing independent work. Therefore, in part 7, Likert scale values
correspond to the following percentage: value 1 corresponds to 0–20%, 2 to 21–40%, 3
to 41–60%, 4 to 61–80%, and 5 to 81–100%.

5.2 Respondents Description

To get a more accurate picture of the situation regarding the importance of independent
work and teaching materials used, the survey was conducted for respondents with the
widest possible range of characteristics.

119 respondents from 3 Latvian universities took part in the survey. 95 respondents
(79.8%of the total number of respondents)were fromDaugavpilsUniversity, 15 (12.6%)
from the University of Latvia, and 9 (7.6%) from the Ventspils University of Applied
Sciences.

98 (82.4%) respondents are aged 18 to 25, 14 (11.8%) aged 26 to 35, 6 (5%) aged
36 to 45 and the rest over 46 years old. 39 (58%) respondents are men and 50 (42%) are
women.

Analyzing the enrolled level of education, 107 (89.9%) respondents are currently
students of academic or professional bachelor’s study programs, 7 (5.9%) are students
of the first level professional higher education program, and 5 (4.2%) are currently in a
master’s study program.

The questionnaire attempted to cover different study programs. The most respon-
dents – 57 (47.9%) study the “Information technology” program, followed by 20 (16.8%)
in the “Design” program, 19 (16%) – “Computer science”, 8 (6.7%) – “Education
science and teacher”, 5 (4.2%) – “Art management”, 5 (4.2%) – “Psychology”, 3
(2.5%) – “Economics”, and 1 (0.8%) in “Math” and “Electronics Engineer” each (see
Fig. 2a).

Fig. 2. Distribution of respondents based on study program (a) and study years (b).

Analyzing the study year of the respondents, 37 (31.1%) are in the 1st year, 26
(21.8%) – 2nd year, 51 (42.9%) - 3rd year, and 5 (4.2%) – 4th year (see Fig. 1b). 63
(52.9%) students of the total number also work in parallel to their studies. The analysis
of the students’ skills to study independently shows that 87 (73.1%) respondents have a
previous experience in studying online courses (see Fig. 2b).
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5.3 Results

The analysis of the survey data was performed with the help of the SPSS software. In
this chapter, “independent study hours” (ISH) correspond to the description introduced
in Sect. 4. According to the structure of the questionnaire, six indicators were identified:
(i) attitudes towards ISH, (ii) ISH novelty, (iii) quality of ISH resources, (iv) types of
ISH work, (v) ISH factors, and (vi) ISH risks. Due to the limitation of the article, only
the most relevant results of this study are described below.

Attitudes towards ISH. Respondents rated 18 statements where they expressed their
views on ISH. When analyzing the ratings, the mean scores (x̄) for each statement were
calculated. The following five statements received the highest rating: (i) “the student
must actively take part in the acquisition of knowledge” (x̄ = 4.26), (ii) “high-quality
independent work allows to receive a higher grade in the respective study course” (x̄ =
4.21), (iii) “ISH strengthens the knowledge and skills gained in the lessons “(x̄ = 4.21),
(iv) “ISH promotes the ability to be aware of the student’s level of knowledge “(x̄ =
4.07) and (v) “ISH promotes the ability to form independent judgments and conclusions
“(x̄ = 3.99).

ISH novelty. The statements about the “attitudes towards ISH” were used to assess
the relevance of these statements to the respondent. For the “ISH novelty” indicator, the
four highest-rated statements are ranked in the same order as for the “attitudes towards
ISH” indicator. However, in the case of “ISH novelty”, the statements are rated lower
than the statements of the indicator “attitude towards ISH”. An exception is the rating
of the statement “completion of ISH raises the level of professional competence”. With
attitudes towards ISH x̄ = 3.61, however, with the ISH novelty, the average of the
evaluation is higher, x̄ = 3.73. This means that respondents in ISH play an important
role in their professional development.

The Paired Samples Correlations method found that there were positive, statistically
significant correlations between all scores for the two indicators mentioned above. This
means that the assessment of respondents’ attitudes towards ISH is directly related to
the novelty of ISH and vice versa. The Paired Samples Test method was used to deter-
mine differences between samples. The analysis demonstrated a significant correlation
among three statements: “ISH promotes the ability to form independent judgments and
conclusions” (p = 0.032 ≤ 0.05), “personalized learning trajectories can be used in ISH
performance” (p = 0.035 ≤ 0.05), and “for students must actively participate in the
acquisition of knowledge “(p = 0.023 ≤ 0.05). This means that the assessments of these
claims can be applied not only to this sample but to the whole population, meaning to
all learners.

ISH work types. Respondents rated five types of ISH work. The following three
statements were evaluated highest: (i) “ISH is a homework” (x̄ = 3.77), (ii) “ISH is a
group work on a project that mimics real professional activity” (x̄ = 3.62), (iii) “ISH is
used to learn new topics that have not yet been mastered”(x̄ = 3.46).

ISH factors. Respondents assessed nine factors that could negatively affect ISH.
According to the respondents, the following five key factors are mentioned below: (i)
“insufficiently developed criteria for ISH assessment” (x̄ = 3.57), (ii) “lack of resources
to perform ISH work on time” (x̄ = 3.52), (iii) “ignoring students’ level of knowledge
and learning abilities” (x̄ = 3.43), (iv) “limited time resources that a student can devote
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to ISH” (x̄ = 3.36), (v) “ignoring students’ achievements and changes in the learning
process “(x̄ = 3.25).

ISH risks. Respondents assessed eleven risk factors that could arise during the exe-
cution of ISH. Based on the results of the survey, the risk factors were ranked in the
following order from highest to lowest: (i) “lack of motivation to do ISH” (x̄ = 3.55),
(ii) “incorrect ISH planning by the student” (x̄ = 3.24), (iii) “fear of failure, incorrect
assessment of one’s abilities” (x̄ = 3.23), (iv) “there is a risk of spending time studying
incorrectly chosen study material” (x̄ = 3.01), (v) “incorrect choice of informative sup-
port by the student” (x̄ = 3.01), (vi) “incorrectly chosen and incorrectly formulated goal
for ISH” (x̄= 3.00), (vii) “mismatch between what the teacher expects and the student’s
real abilities” (x̄ = 3.00), (viii) “the result does not justify the time spent on learning” (x̄
= 2.92), (ix) “perfectionism, incorrect optimization during ISH execution” (x̄ = 2.90),
(x)” choice of materials for ISH execution according to the level of knowledge and skills
“(x̄ = 2.87), (xi) “incorrect time limits specified for ISH execution” (x̄ = 2.72).

5.4 Evaluation of the Results

The results of the survey showed the respondents understand that the learner should
actively take part in the acquisition of knowledge. This was the highest-rated statement
for both the indicator “attitudes towards ISH” and “ISH novelty”. Respondents are aware
of the importance of ISH. They believe ISH strengthens the knowledge and skills gained
in the lessons, promotes the student’s level of knowledge, and promotes the ability to
make independent judgments and conclusions. This became the basis to include of ISH
in the LMPAELS. ISH implementation can be done by implementing LO types in the
content model.

Several factors and risks affecting ISH are related to time planning. For example,
respondents noted that there is a limited amount of time a student can devote to done
ISH; there is a risk of spending time learning the wrongly chosen study material; the
obtained result does not justify the time spent on acquisition; incorrect time limits for
ISH completion are indicated; and there is a lack of resources for timely execution of
ISH work according to the planned time schedule. A solution is to describe properties
such as deadline and learning time for the learning object in the LMPAELS. Deadline
indicates a date when the LOmust be completed/mastered. Learning time allows to plan
and control the learning process. LO deadline and learning time are specified by the
course teacher.

6 Improved Content Model

The analysis of the results of the LMPAELS evaluation (see Sect. 4) and the survey data
(see Sect. 5.4) lead to a decision to improve the existing content model (CM) in the
LMPAELS. The original version of it is described in Sect. 3.3. Several additions to the
CM were introduced concerning the learning object.

An improved structure of the content model is shown in Fig. 3 by a class diagram.
The classes that have not been modified are shown in white. The classes which have
been supplemented with new attributes are visualized in grey. Attributes added to the
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“Course” class are: “preconditions”, “competence” and “outcomes”. Attributes added
to the “LO” class are: “deadline”, “learningTime”, “skills” and “knowledge”.

CourseMetaData

Topic

LOMetadata

ResourceResourcesType

Description
-contentType

Theory

Part

-activityType

Practice
-activityType

Assessment

Activity

LOType

1

1..*

0..*
1
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1

ICLO OCLO

SMDS SMIS

1

1..*

1

1

-competence
-preconditions
-outcomes

Course
1 1..* -deadline

-learningTime
-skills
-knowledge

LO
1 1..* 1 1

1
3..4

Fig. 3. An improved content model class diagram of the LMPAELS.

In Fig. 3, a dark grey color demonstrates the newly added classes to the CM. “LO-
Type” describes the type of the LO depending on the application. Based on LO type
they can be divided into two classes: (i) “ICLO” (in-class LO) and (ii) “OCLO” (out-
side class LO). ICLO represents the learning objects that are meant for studying in the
classroom. While OCLO includes ISH activities that can be divided into two types: (i)
SMDS (self-managed directed study) and (ii) SMIS (self-managed independent study)
(see. Sect 4). SMDS learning objects contain activities that require assessment/grading.
While no evaluation is required for SMIS activities and resources.

7 Related Work

This section gives an overview of studies that include learning time in their LOs. The
paper [13] offers an approach to maximize learner’s scores for a course while satis-
fying their time constraints. The curriculum is proposed based on the available time
and knowledge background. Similar to the LMPAELS, the study course offered by the
authors consists of topics which, in turn, contain learning objects. The authors use a
two-layer study course graph, where the upper layer contains topics and the lower layer
contains corresponding LOs. Each LO is given a duration to complete, and scores to
obtain. First, the Depth First Search (DFS) algorithm finds all topic sequences that start
with the selected topic. A learning time for each topic and a number of points to be
obtained are used as criteria. The output of the DFS is an LO sequence that meets a cer-
tain time limit and maximizes scores. Path generation takes place after each successfully
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mastered topic. If the topic was not mastered, auxiliary LOs are offered that were not
there the first time.

Article [5] describes the design of the adaptive educational hypermedia system. The
system evaluates the learner’s achievements and pays attention to the complete studying
process. The authors describe a system model that offers learners a learning path by
analyzing learner parameters, such as the best test performance, the time performance,
and the reviewed topics. These parameters indicate the level of learning achieved by the
learner and determine whether the learners are ready for the next lesson, and whether
they need more support in this part of the learning phase. The learner model contains
information about learner’s learning style, background knowledge and preferences such
as learning resource type preferred by the learner, the Internet connection type, the level
of interactivity with the learning resource, the level of readiness of the learner and the
time the learner spends studying. For each LO, a teacher has attached the required time
and grade. At the end of LO accomplishment, it is assessed how the learner has mastered
the current LO and how much time has been spent on it. The obtained time and grading
are compared with the ones defined by the teacher. If the LO is mastered, the next LO
is offered. Otherwise, the same content is offered again, however, with a lower level of
complexity.

Studies [13] and [5] use theLO learning time forLO.However, learners have different
learning pace. We propose to introduce a deadline for learning the subject for each LO.
The learner is able to control their own pace of learning, identify the current situation
about following the planned schedule, allow the teacher to evaluate their learning pace in
relation to the pace of the group and, if necessary, make adjustments to the curriculum.

8 Conclusions

This study has evaluated the possibilities of the personalized adaptive e-learning system
LMPAELS based on the user model in connection with the rapid transformation of
digitalization in e-learning and new pedagogical trends.

In this research, a survey among students was conducted with 119 students from
three higher education institutions in Latvia taking part in the survey. The results of the
survey demonstrated learners are aware of their role in the educational process, that is,
they need to play an active role in it. Respondents also recognize the importance and
role of independent study hours in the learning process. According to the respondents,
the main benefits of ISH are that: it promotes the strengthening of knowledge and skills
gained in classes; ISH helps the respondent to realize the actual level of one’s knowledge;
and, finally, ISH promotes the ability to form independent judgments and conclusions.
The most common forms of ISH are homework and group work. The factors and risks
affecting ISH are most often related to time planning and lack of resources.

Based on the results of the analysis of the digital transformation process of education
and the survey conducted, it was decided to improve the contentmodel of the LMPAELS.
Two existing CM classes were expandedwith new attributes. The new attributes added to
the course descriptionwere competence, preconditions, and outcomes.Description of the
learning object was expanded with new attributes, such as skills, knowledge, deadline,
and learning time. The LO description was also supplemented with learning type, which
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describes the place of LO in the course topic depending on the deadline. In this research,
the LO to be studied in the classroom (ICLO) and the LO characterizing independent
work were also described (OCLO). Based on the independent study hours used in higher
education, OCLOs were divided into two types: graded LO (SMDS) and LO without
grade (SMIS). These additions to the CM allow a more precise description of the entities
used in the learning process, such as course, topic, and learning object. By introducing
the “deadline” and “type” attributes in the LO, we expanded the possibilities of LO
application. This allows the LMPAELS to develop different types of LOs depending
on deadline, including the organization of independent study hours. Introduction of
deadline and learning time in the LMPAELS learning objects links the learning process
of the system with the learning process taking place in-class, where the acquisition of
the current topic must end before starting the next topic.

Future work directions include approbation of the improved LMPAELS content
model and the development of additional learning resources, with the possibility to
implement them as ISH.
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Abstract. Enterprise Resource Planning (ERP) systems and Business Process
Management Suites (BPMS) are implemented in the organization to increase effi-
ciency, reduce costs, and increase profits. In the case of the implementation of
traditionally managed business processes, the scopes of operation of both classes
of systems overlap. ERP systems allow for the standardization and improvement
of the implementation of repetitive, standardized business processes, and BPMS
enables the identification, redesigning, implementation, and monitoring of pro-
cesses execution. But does the latter still have an application in Industry 4.0 and
Industry 5.0, where processes are more complex and diverse? This discussion
paper provides an overview of the current state and the direction of development
of two classes of information systems (IS) crucial for the management of modern
organizations – ERP and BPMS – and compares the critical success factors (CSFs)
of both system classes. Based on this comparison, the direction of development
of both classes of systems from the point of view of business requirements is
determined.

Keywords: Enterprise Resource Planning system · Business Process
Management System · Business Process Management Suite · Critical Success
Factor · Industry 4.0 · Industry 5.0

1 Introduction

Enterprise Resource Planning (ERP) and Business Process Management Suites (BPMS)
are the two classes of information systems (IS) crucial for the management of modern
organizations. Both for vendors who create systems and for their users, it is extremely
important how both IS classes will develop. The vast majority of organizations that
already use ERP systems have to decide whether or not and to what extent BPMS should
be implemented or whether their ERP system should be changed to a process-based one.
ERP vendors are faced with even more fateful decisions. They have to decide whether
to build “process” functionalities into the existing ERP system with a view to prepar-
ing integration mechanisms enabling on-demand addition of BPMS elements, including
selected hyperautomation techniques, such as process mining, robotic process automa-
tion (RPA), or artificial intelligence (AI). For both groups, these are strategic decisions
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that are difficult to change, essential for the competitive ability of the organization, and
involve long-term significant key human resources. As the literature review conducted
by the authors has shown, there are no studies showing comparatively the development
directions of both IS classes and containing practical recommendations. Thus, this study
aims to answer the research question: “Which choice is better for the future: process
ERP systems or the flexible, open integration of ERP and BPMS systems?” (In other
words: Is the future a single unified class of “process” ERP systems or two separate
classes of systems with standardized integration principles?).

The article begins with a discussion on the work methodology. Then, the authors
present the results of the literature review relating to the current status and development
trends ofERPandBPMS.Section 5 compares the requirements, goals and critical success
factors (CSFs) of both system classes. The last part presents conclusions and practical
recommendations resulting from the identified business requirements and comparative
analysis.

2 Methodology

This discussion paper provides an overview of the current status and development trends
of ERP and BPMS and compares the CSFs of both IS classes. The methodology used for
the purposes of this paper is the theoretical review, which builds on existing conceptual
and empirical research to provide context for identifying, describing, and transferring
selected concepts, constructs, or relationships to a higher level (Pare et al. 2015). This
type of literature review brings together differentwork streams (in this case academic and
professional) in order to effectively organize previous research, analyze their interrela-
tionships in depth, and identify patterns or similarities that will facilitate the development
of new theories (Webster andWatson 2002). Thus, in the next two sections the evolution
of the ERP andBPM systemswill be presented. In Sect. 5, authors will compare the goals
and CSFs for the implementation of ERP and BPMS. Based on that, future development
scenarios for both systems will be defined.

3 Enterprise Resources Planning Systems

The use of IS in business beganwith simple programs or rather record-keeping databases.
In a short time, it turned out that they can be successfully used to keep records of not
only materials, but also other types of resources, e.g. money, devices, or people. The
next step was to extend them with modules for recording operations specific to a given
type of resource, e.g. receipts, issues, purchases, sales, employment, or dismissals. This
allowed IS to support and monitor various areas of enterprise operation by indepen-
dent, unrelated area programs, e.g. warehouse, human resources, payroll, or financial
accounting programs. The next natural step was to extend the use of IS for material
requirements planning (MRP), and then for material resources planning (MRPII) (Katuu
2020). Already at this stage, there was a need for the internal integration of various areas
of IS operation, which became the basic distinguishing feature of the next generation
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Table 1. ERP systems evolution timetable. Source: Authors own elaboration, based on Katuu
2020, and Rashid et al. 2002.

Date Class of systems Characteristics

1950+ Inventory software – databases Unchanging database tailored to specific user needs.
Usually dedicated to inventory

1960 Domain-specific software Software dedicated to particular functional domains.
Operational logic embedded in the software code

1970 Material Requirements
Planning (MRP)

Software dedicated to material requirements
planning for production purposes. Usually
integrating the fields of production, supply, and
warehouse management. Operational logic
embedded in software code

1980 Material Resource Planning
(MRPII)

Software dedicated to planning production and the
resources required therefor. Usually integrating data
from several functional areas. Limited possibilities
of configuring the operational logic

1995 Enterprise Resource Planning
(ERP)

Integrated systems supporting the management of
the entire organization, consisting of multiple
strictly interconnected modules. The possibility to
configure the operational logic by way of
configuring the system itself

2005 postmodern ERP (Enterprise
Resource Planning II)

Integrated solutions supporting the management of
the entire organization, consisting of multiple
modules integrated within a main ERP system. The
possibility to select modules from multiple vendors,
configure their operational logic (e.g. by defining
the business processes, the integration of activities
among many entities) and the scope of the
processed information. The possibility to select the
principles of licensing and using a given model (e.g.
the cloud, mobile devices)

of IS – Enterprise Resource Planning (ERP) systems – enabling consistent manage-
ment not only of production resources, but also the resources of the entire organization
(Table 1) (Gartner IT Glossary – ERP n.d.; Katuu 2020).

Initially, ERP systems, like their predecessors, were monolithic systems with inte-
gration mechanisms for elements of various areas rigidly built into the architecture and
the IS database (Katuu 2020). In the 1990s and early 2000s, ERP software became the
standard and the basis of the organization’s systems architecture. But already in the
mid-2000s, the weaknesses of this solution began to become increasingly more visible,
such as the lack of flexibility, the user’s dependence on one supplier, high purchase and
use price of the solution, and difficulties in adapting to the user’s business processes
(Haddara et al. 2015). Business pressure and the emerging technological opportunities
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resulted in the evolution of ERP systems towards a modular structure with a clearly sep-
arated module responsible for consistent integration and data flow between individual
modules (Lupeikiene et al. 2014). This opened the possibility of usingmodules provided
by different vendors within one company, and at the same time reduced the dependence
of users on one vendor. Recognizing this change, Gartner proposed the introduction of
a new class of IS known as “postmodern ERP” (Gartner 2019a; Hardcastle 2014). Their
feature is a departure from the monolithic structure of the system in favor of “loosely
coupled decentralization” of the administrative and operational modules (Gartner IT
Glossary – postmodern ERP n.d.). The goal of a postmodern ERP strategy is to use the
best possible applications in each particular area, while ensuring that they adequately
integratewith each otherwhen necessary. This approach allowed users not only to choose
the best among traditional ERP system modules such as finance, production, or human
resources, but also to incorporate many of the hyperautomation technologies not offered
by ERP system vendors into the solutions used. Integration with IoT, OCR of texts,
reading QR codes, speech recognition, the use of software robots, or decision support by
artificial intelligence provided by the best companies in this rapidly developing part of
the IT industry are just some of the technologies that can be used as part of postmodern
ERP (Gartner 2019b).

According to consulting companies following the development of the ERP systems
market, the next step in the evolution of such systems will be the possibility of creating
solutions from components integrated according to the needs, with the possibility of
combining components provided by different suppliers in one solution (Gartner 2022).
This will allow users to choose the best modules available on the market and to quickly
expand or adapt their solutions in accordance with the needs of customers and new
opportunities offered by vendors (Forrester 2020; Gartner 2021).

Conceptually, ERP systems include the integration of business processes in an orga-
nization (Nazemi et al. 2012). However, in practice, even postmodern ERPs remain
transactional systems today, i.e. systems for recording andmonitoring transactions (oper-
ations), and not systems meant to design and execute end-to-end business processes
(Gartner 2019b). Recognizing the importance of this limitation, ERP system providers
make attempts to integrate with business process management by adding an internal
business process modeler (e.g. Dynamics AX –Microsoft or Xpetris – Asseco Business
Solutions) or the ability to load and operationalize business process models using the
opportunities offered by Business Process Model and Notation from version 2.0 (e.g.
SAP).

4 Business Process Management Suites

In the 1990s, it was widely expected that workflowmanagement systems would become
the next step in supporting office work, after other tools such as database management
systems, spreadsheets, and email systems (van der Aalst et al. 1994). This turned out
to be true – workflow management (WFM) and document management (DM) systems
work well in organizing people and documents and in automating specific stages of
the process, especially in small and medium-sized companies. However, these systems
focused on automating selected, fully repeatableworkflowswith little support for process
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analysis and optimization or end-to-end processmanagement. The answer to the need for
holistic management and greater flexibility of support for implemented processes were
Business ProcessManagement Suites (BPMS),which combined information technology
and knowledge from management sciences and applied both to operational business
processes (van der Aalst 2022; Gartner IT Glossary - BPMS n.d.). BPMS can be defined
as an application infrastructure supporting BPM projects and programs. They support
the entire execution and improvement life cycle process, from process identification,
through modelling, design, implementation and analysis, to continuous improvement
(Szelągowski 2019; Dumas et al. 2018).

Business Process Management Suits (BPMS) are being adopted in organizations
to increase business process agility across a diverse application landscape (Koopman
and Seymour 2020). Their main advantage is the visibility and transparency of the
process and the simplified enforcement of organizational rules and principles. Another
advantageof implementingBPMS is lowerworkload in the organization, becauseprocess
coordination is automated. Countless IT systems are flexibly integrated with a view
to supporting work in the organization (Dumas et al. 2018). According to Capgemini
(2012), as many as 96% of enterprises that decided to implement business process
optimization systems, achieved a significant return on investment, which in the case of
55% of them reached at least 200%. On the other hand, according to the BPTrends report
(Harmon and Garcia 2020), 93% of companies are involved in many activities aimed at
improving their processes, but only 52% of the companies using BPM software reported
that they were satisfied with their specific tool.

BPMS has reached its limits, as it was unable to work with the growing volume of
data or the complex decision-making process in real time. With the advent of Industry
4.0, traditional business processes, the management of which assumes the identifica-
tion, design, implementation, and then implementation thereof in accordance with the
optimal model, were systematically replaced by dynamic processes – partially struc-
tured (structured processes with ad hoc and unstructured exceptions with predefined
fragments) and fully unstructured (where the exact steps to be taken to achieve the goal
cannot be defined) (Szelągowski 2019; Kemsley 2011). Organizations must implement
an extensive company strategy, coordinate interactions in departments throughout the
organization (as well as in external systems), and integrate various platforms such as
customer relationship management (CRM), enterprise content management (ECM), and
other applications, with a view to facilitating management of different departments, pro-
cesses, and people. This task is especially important in the era of digital transformation
and Industry 4.0, when business processes run through many departments and systems
or even organizations, which requires a new approach to their management. Business
Process Management Systems, also known as Business Process Management Suites
or Business Process Management Software, come in handy here. All these and other
challenges have been resolved by the intelligent BPMS (iBPMS) (Gartner 2012).

The evolution of BPM support software systems began with two opposing assump-
tions:

• case management systems (CMS) – support for processes with an unpredictable flow
and a not entirely known, but potentially high intensity of knowledge;
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• traditional BPMS – support for processes of known and strictly repeated nature thanks
to having all the knowledge necessary to perform the processes prior to execution. It
strives to support all process groups, irrespective of their nature, unpredictability, and
knowledge intensity (Di Ciccio et al. 2014).

The analysis of the main capabilities of iBPMS and dynamic CMS showed a trend
towards a constantly increasing number of overlapping features. At the end of the con-
sidered period, both classes of systems enabled the dynamic execution of processes;
their adaptation to the operational context; integration with rules processing; access to
different sources of data to derive informed decisions in real time; and support of pro-
cess redesign that emphasizes automation and digitization (Szelągowski and Lupeikiene
2020).

An iBPMS is a type of high-productivity (low-code/no-code) application develop-
ment platform.An iBPMSenables dynamic changes in operatingmodels and procedures,
documented as models, directly driving the execution of business operations. In turn,
business users make frequent (or ad hoc) process changes to their operations indepen-
dently of IT-managed technical assets such as integration with external systems and
security administration (Gartner 2015). iBPMS typically include advanced capabilities
like enterprise document management, business rules, case management, advanced inte-
gration features on a Service-Oriented Architecture (SOA), cloud computing, as well as
social collaboration features and responsive mobile user interface (Cheng 2012). Gart-
ner defines the iBPMS market as the group of vendors offering an integrated set of
technologies that coordinate people, machines, and things. An iBPMS allows “citizen
developers” – most commonly business analysts, but also business end users – and pro-
fessional developers to collaborate on the improvement and transformation of business
processes. Products provide capabilities to optimize business outcomes in real time for a
specific piece of work. They also allow new, emergent practices to quickly scale across
a function or enterprise. The critical capabilities of the iBPMS platforms are based on
six primary use cases (Gartner 2019c):

• composition of intelligent process-centered applications;
• continuous process improvement;
• business transformation;
• digitized processes;
• citizen developer application composition;
• adaptive case management.

BPMS is developing and will probably continue to develop in line with the changing
requirements of the business environment. While intelligent business process manage-
ment platforms take into account aspects of business transformation and digitization,
technological improvements and the drive for digital transformation are pushing the
evolution of BPM software further (Belev 2018). The aim of the changes is to provide a
tool enabling the present effective competition and building a competitive position in the
future. In practice, Industry 4.0 and emerging Industry 5.0 require close connection of
BPMwith the use of various ICT technologies implemented as stand-alone, point-based
applications, but increasingly often as elements of comprehensive BPMS packages (van
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der Aalst et al. 2016). The differentiation of user requirements depending on the nature
and context of business processes requires the flexibility of BPMS to integrate vari-
ous technologies and devices in order to ensure the achievement of the organization’s
business goals.

5 Goals and CSFs for the Implementation of ERP and BPMS

Conceptually, ERP systems involve the integration of business processes within an orga-
nization, with improved order management and control, accurate information on inven-
tory, improved workflow, supply chain management (SCM), and better standardization
of business and best practices (Nazemi et al. 2012).

Organizations operating in Industry 4.0 and entering Industry 5.0 use both ERP
and BPMS. As recently as 10–15 years ago, the purposes for using these two classes
of systems were different. ERP was used to manage the organization’s resources and
BPMS (or before it, WFM) – to support the implementation of business processes. The
requirements and the resulting drivers for the development and architecture of both
classes of systems were also different.

Under the digital transformation, the measure of success of an organization is its
ongoing efficiency and the development potential of its products and services, as well
as the capability to use and develop its own intellectual capital (Nahavandi 2019). Just
10 years ago, themeasure of success for implementingBPMaccording toDabaghkashani
et al. (2012, 727) simply pertained to the simplicity, quality, and flexibility of the busi-
ness processes in the organization. Industry 5.0 has lessened the emphasis on technol-
ogy and assumed that the true potential for development is rooted in the collaboration
between humans and machines. This approach allows for usage of the rapidly expanding
capabilities of machines in conjunction with better-trained experts to support efficient,
sustainable and safe production. In the study on the CSFs of implementing ERP systems
held by Leyh and Sander (2015), among the 320 respondents, 50% pointed to:

• top management support and involvement (202);
• project management (172);
• user training (167).

In the literature from the last 10 years, there existmultiple publications on the require-
ments of and CSFs for BPMS. All point to the fact that the success of implementing
CSF or BPMS is dependent not on a single system, but on the synergy of several, or
even several dozen CSFs (Rosemann and vom Brocke 2015, 110–112). Table 2 contains
a comparison of CSFs for both classes of systems. In cases when CSFs with overlap-
ping definitions received different names in particular publications, the “Critical Success
Factors” column of Table 2 provides the most common name variant.

The strategic goals of implementing and using ERP and BPMS are unmistakably
identical. However, the scopes of use and particular detailed goals, as well as the result-
ing requirements and CSFs, were different for both classes of systems in the 90’s and
2000’s. Another differentiating factor were technological limitations, such as the lack of
flexibility with respect to internal system integration. The technological changes under
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Table 2. Critical Success Factors for ERP and BPM systems.

Core element Critical success factor ERP system BPMS

Strategic
alignment

Strategic alignment Zendehdel Nobari et al.
2022

Bosilj et al. 2018;
Gabryelczyk and
Roztocki 2018; Syed
et al. 2018; Ubaid and
Dweiri 2020; Castro et al.
2020; Koopman and
Seymour 2020

Business plan & vision Gavali and Halder 2020 Kraljić and Kraljić 2017;
Syed et al. 2018;
Koopman and Seymour
2020

Business process
effectiveness

Hasan et al. 2019;
Cieciora et al. 2020

Bosilj et al. 2018;
Gabryelczyk and
Roztocki 2018; Ubaid
and Dweiri 2020

Governance Top management
support

Esteves et al. 2006;
Ganesh et al. 2014;
Kapur et al. 2014;
Nagpal et al. 2017;
Hasan et al. 2019;
Gavali and Halder
2020; Vargas and
Comuzzi 2020

Kraljić and Krallić 2017;
Bosilj et al. 2018; Syed
et al. 2018; Ubaid and
Dweiri 2020; Castro et al.
2020

Effective
organizational change
management

Ganesh et al. 2014;
Kapur et al. 2014;
Nagpal et al. 2017;
Zendehdel Nobari et al.
2022; Vanani and
Sohrabi 2020; Vargas
and Comuzzi 2020

Kraljić and Kraljić 2017;
Gabryelczyk and
Roztocki 2018; Syed
et al. 2018; Ubaid and
Dweiri 2020

Business process
improvements
implemented

Ganesh et al. 2014;
Kapur et al. 2014;
Nagpal et al. 2017;
Zendehdel Nobari et al.
2022

Kraljić and Kraljić 2017;
Brkic et al. 2020

Continuous monitoring
and improvement
system

Hasan et al. 2019 Castro et al. 2020; Ubaid
and Dweiri 2020

(continued)
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Table 2. (continued)

Core element Critical success factor ERP system BPMS

Methods Awareness and
understanding of BPM

Kapur et al. 2014;
Nagpal et al. 2017;
Gavali and Halder
2020; Vargas and
Comuzzi 2020

Syed et al. 2018; Brkic
et al. 2020

Adequate
implementation
strategy

Esteves et al. 2006;
Ganesh et al. 2014;
Vargas and Comuzzi
2020;

Appropriate project
management

Ganesh et al. 2014;
Kapur et al. 2014;
Nagpal et al. 2017;
Hasan et al. 2019;
Gavali and Halder
2020; Zendehdel
Nobari et al. 2022;
Vanani and Sohrabi
2020; Vargas and
Comuzzi 2020

Kraljić and Kraljić 2017;
Bosilj et al. 2018; Syed
et al. 2018; Castro et al.
2020

Information
technology

Realistic consideration
of the capabilities and
the limitations of the
technology to be used

Ganesh et al. 2014;
Zendehdel Nobari et al.
2022

Syed et al. 2018

Architecture
(especially flexibility
and integration
opportunities)

Kapur et al. 2014;
Nagpal et al. 2017;
Gavali and Halder 2020

Kraljić and Kraljić 2017;
Koopman and Seymour
2020

Data management (data
analysis and
conversion)

Ganesh et al. 2014;
Kapur et al. 2014;
Nagpal et al. 2017;
Gavali and Halder
2020; Cieciora et al.
2020; Vargas and
Comuzzi 2020

Kraljić and Kraljić 2017;
Koopman and Seymour
2020

Careful
package/module
selection

Ganesh et al. 2014;
Kapur et al. 2014;
Nagpal et al. 2017;
Cieciora et al. 2020;
Vargas and Comuzzi
2020

Kraljić and Kraljić 2017

(continued)
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Table 2. (continued)

Core element Critical success factor ERP system BPMS

People Empowerment Syed et al. 2018; Ubaid
and Dweiri 2020;

Professional level of
employees (project
team)

Ganesh et al. 2014;
Vargas and Comuzzi
2020

Castro et al. 2020;
Koopman and Seymour
2020

User involvement and
participation

Esteves et al. 2006;
Ganesh et al. 2014;
Vanani and Sohrabi
2020; Vargas and
Comuzzi 2020

Syed et al. 2018; Ubaid
and Dweiri 2020

Culture Ogranization culture Ganesh et al. 2014;
Vargas and Comuzzi
2020

Bosilj et al. 2018;
Gabryelczyk and
Roztocki 2018; Ubaid
and Dweiri 2020

Interdepartmental
(inter-parties)
communication and
collaboration
(especially between
business and IT)

Ganesh et al. 2014;
Kapur et al. 2014;
Nagpal et al. 2017;
Hasan et al. 2019;
Gavali and Halder
2020; Vargas and
Comuzzi 2020

Kraljić and Kraljić 2017;
Gabryelczyk and
Roztocki 2018; Syed
et al. 2018; Koopman and
Seymour 2020

the digital transformation and, first and foremost, changes to the nature of the business
processes creating value for the client, including the growing significance of processes
requiring dynamic management, have led to changes in the requirements to and CSFs
of the use of both classes of systems. From the perspective of management, the imple-
mentation of an ERP system will be considered successful, provided that it reduces
the workload, costs, and time, as well as raises quality and the flexibility of executing
business processes which create value for the client. At the same time, managers expect
implementations of BPMS and its included hyperautomation technologies to ensure the
fluidity and flexibility of information exchange and the execution of production-oriented
or service-oriented processes, the reduction of the workload, in part thanks to roboti-
zation and automation, as well as thanks to providing detailed reporting data analytical
information within a set time-frame (Karimi et al. 2007). The difference that is imper-
ceptible to the user in the way of using hyperautomation elements in both classes of
systems is that in iBPMS they are a native part of the system, and in postmodernERP
they still require integration as an external solution. But from a business point of view, it
can be said that the requirements for both classes of systems are the same and probably
no one would notice if we changed the names of the functional descriptions of both
classes of systems! Therefore, their artificial division and development as systems of
two different classes is becoming increasingly meaningless.
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The analysis of the CSFs for each of the 6 core elements in Table 2 leads to similar
conclusions. In literature from the last 10 years, requirements for both classes of systems
are described with the use of the exact same CSFs. Perhaps because of the theoretical
approach of BPM, the CSF “Strategic alignment” is more often found in literature
devoted to BPMS. And perhaps because of the traditional engineering roots of ERP
systems, the CSF “Appropriate project management” is more often mentioned in the
context of ERP/postmodern ERP. However, from the perspective of virtually all of the
core elements, both classes of systems are described by a single, shared group of CSFs.

6 Conclusions

IS are widely used in the management of organizations to increase their efficiency, speed
up operations, and enable simultaneous operations inmany places (Katuu 2020). Current
user requirements and solutions implemented by IS vendors are fully subordinated to
these goals. CSFs allow for detailed analysis and measurement of the degree of comple-
tion of these goals. This discussion paper aimed to provide an overview of the current
state and the direction of the development of two classes of IS crucial for the manage-
ment of modern organizations – ERP and BPMS – and to compare from a business point
of view the critical success factors of both classes of systems.

As shown, business sets exactly the same goals for both IS classes and their com-
pletion is measured by the same CSFs. Until now, the choice of an ERP or BPMS was
mainly determined by the size of the organization. But regardless of their size, com-
panies are still in the process of transformation (including digital transformation) and,
consequently, require change management, risk management, knowledge management,
etc. and they have to manage increasingly dynamic business processes (Szelągowski
2019). As a result of digital transformation, this choice is dictated rather by the nature of
business processes and the opportunities offered by information technologies. For this
reason, a full answer to the posed study question requires further in-depth research from
us to research the possibilities of combining the functionalities of ERP with holistic and
dynamic business process management supported by ICT solutions. The overlapping
nature of the goals and CSFs of both classes of systems points rather to the emergence
of a single class of systems combining in line with the requirements of business as
part of the composite architecture the transaction capabilities of ERP systems with the
flexibility of iBPMS.

A limitation of this study rests in its theoretical nature and the fact that it focuses
only on the requirements of business users. In the course of further studies, the authors
intend to broaden their research with an analysis of the architecture of both classes of
systems, as well as interviews with the key vendors of both classes of solutions. This
will enable them to formulate the final answer to the question on the future of ERP and
BPMS.
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Abstract. Identifying, understanding and developing a suitable IT solution that
fits business domain is the aim of any enterprise approaching digital transforma-
tion. Activities an enterprise performs can be viewed as a sequence of events and
responses to them.Event-driven solutions have emerged to emphasize event-driven
architecture and management as one of the aspects of the enterprise to capture
events and respond accordingly by triggering other events. However, to propose
conforming solution is not a trivial task and understanding a problem domain
first is important. To understand the problem domain, we consider formalism of
Topological Functioning Model which analyses an enterprise from computation
independent viewpoint and holistically represents both structural and functional
aspects of an enterprise. By using case study approach the paper discusses how
using Topological Functioning Model can contribute to obtaining an event-driven
solutionwhich conformswith the problem domain of an enterprise and thus fosters
its digitalization processes.

Keywords: Event-driven solution · Event-driven architecture · Problem domain
analysis · Topological Functioning Model · Computation independent viewpoint

1 Introduction

Information technology systems and enterprises can be viewed as event-driven and real-
time. The IT system can be perceived as a sequence of events and responses to them. An
event, for example, is a change of state of an object in a system.When an event occurs, it
triggers other components or events in the system. As modern IT systems of enterprises
to gain value are increasingly using real-time analysis, the notations and methods for
producing effective event-driven solutions are in demand [1, 2].

Over timemanymethodswere developed for software design using variousmodeling
languages [3]. Though Unified Modeling Language (UML) is one of finest to design,
document, visualize and specify artifacts of a software system, however it lacks in
representing problem domain from a computation independent viewpoint [4]. This was
one of the reasons for the development of Topological UML based on formalism of
Topological FunctioningModel. Topological FunctioningModel (TFM) helps to analyze
a problem domain (e.g., an enterprise as a system) from the computation independent
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viewpoint. It specifies the functionality of a system in the form of topological space,
where functional features of the system are shown in the form of directed graph with
cause-and-effect relations among these functional features. By using case study approach
the paper discusses how theknowledgeof the system’s functioning representedwithTFM
can contribute to obtaining an event-driven solution which conforms with the problem
domain of an enterprise and thus fosters its digitalization processes.

The paper is organized as follows. Section 2 introduces principle of TFM and
event-driven solutions. Section 3 describes a case study and discusses proposed map-
pings between elements of TFM and elements of event-driven solution. Section 4 dis-
cusses related works of TFM transformations to and from other models. Finally, Sect. 5
concludes the paper summarizing main contributions.

2 Topological Functioning Model and Event-Driven Solutions

2.1 Topological Functioning Model

Understanding the problem domain and developing the conforming solution is a primary
goal for any software developer [4]. However, often accurate analysis of the problem
domain is not performed carefully in software development. Analysis describes what
the solution should be with respect to the problem domain, but the design specified, for
example, by UML models show how artifacts of the solution should be implemented.
As identified in [4] and [5], UML diagrams are not tailored for analyzing a problem
domain from computation independent viewpoint (i.e., the system before the solution).
To overcome this, a profile to the UMLwas developed in which Topological Functioning
Model was added and called Topological UML [4].

TFM was originally introduced in 1969 by Jānis Osis with the goal to represent
system’s functionality in a holistic manner by emphasizing topological (connectedness,
closure, neighborhood and continuous mapping) and functional (cause-and-effect rela-
tions, cycle structure, inputs and outputs) characteristics. Over the years, due to its
fundamental idea, TFM also has been applied to complex systems diagnostics, mecha-
tronics and embedded systems, model-driven software engineering and problem domain
modeling [4–6].

Formally, TFM of a system is defined in the form of a topological space [4]:

G = (X, �) (1)

In the Eq. (1), X represents a finite set of functional features Xid, whereas � represents
the topology that satisfies topological characteristics between functional features of a
system.A functional feature represents system’s functional characteristic, e.g., a process,
a function, a task, an action, an activity. Visually, TFM of a system is represented as
a graph where nodes represent the functional features, while arcs correspond to the
cause-and-effect relations among them.

A topological spaceZ represents the functioning of the systemwhich is split into setN
torepresentthesystem’sinnerfunctionalfeaturesandsetMtorepresentexternalfunctional
features that the system interacts with, or which affect system’s environment [4]:

Z = N ∪ M (2)
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Toconstruct the topological spaceZ, the information is obtained fromvarious documents,
interviews, use cases, ontology and other sources that are related to the problem domain
(an enterprise, an organization, etc.). The separation of the system from the topological
spaceZ isdonebyperformingaclosureoperationwhich isdoneonasetof inner functional
features N [4]:

X = [N] = ∪n
ρ=1Xρ (3)

Xρ is the adherence point of set N and capacity of X is the number of adherence points of
N [4]. An adherence point of the set N is a point, each neighborhood of which includes at
least one point from the set N.

Every functional feature Xid is defined as a tuple containing the necessary elements
needed during the construction of TFM [4]:

Xid = <Id, A, Op, R, O, Cl, St, PreCond, PostCond, E, Es, S> (4)

where:

• Id – Unique identifier
• A – Action of the object O
• Op – Operation that provides functionality defined by the action A
• R – Result of the action A
• O – Object that receives the result or that is used in the action A
• Cl – Class who represents the object O in static viewpoint of the system
• St – the state of the object O after the action A
• PreCond – Set of preconditions
• PostCond – Set of postconditions
• E – Entity responsible for performing the action A
• Es – Indicates if execution of the action A can be automated by software
• S – Subordination (i.e., inner or external functional feature)

However, it is not required that all these fields are used in a particular case.

2.2 Event-Driven Solutions

An event, for example, is a change of a state of an object or in a system. In the world
everything can be related to events and its consequences [1, 2]. Most IT systems of
enterprises to gain value are transforming to be event-driven and real-time. We are all
surrounded by events. Everything we do or plan is connected to events surrounding us.
For example, in an elevator one presses destination floor number, and the elevator takes
one to the selected floor. Pressing the desired floor number is a simple event one is per-
forming, and the rest happenswithout one’s intervention or knowledge about functioning
of elevators. When an event occurs, it brings changes or triggers other components or
events in the system to react accordingly. Events are things/processes/steps that trigger
a change in the system [7].

The event can be processed in several styles, however, the question is how to under-
stand exactly what type and number of events to consider for a given problem domain,
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so that the solution performs accordingly to the requirements and restrictions set by the
problem domain.

Wechose theSolacePubSub+Platform todemonstratepossible theevent-driven solu-
tion design, how events flow within the solution, how they are visualized, what events
need to be published, what events should be subscribed and how events are managed [7].
This platform can be used to manage event streams and technologies to design and visu-
alize event-driven solutions. An event mesh which supports their respective cloud then is
built.Aftermapping events to applications, one can analyze the IT architecture, the events
whicharemostusedandwhichare rarelyused,andmodel them.Onecan importandexport
application domainfiles that definebusiness areas in the system into the platform.Writing
payload schema to the events, the JSON format is used along with the source file and can
be understood and easily written by software developer or non-technical user.

3 Case Study

Using a case study approach in the context of State Traffic Department problem domain,
we demonstrate an event-driven solution development by using TFM as a source model.

3.1 Problem Domain Description, Analysis and Creation of Topological
Functioning Model

Let’s assume the following description of a problem domain of traffic violation
prevention management:

When a vehicle driver is causing a traffic rules violation, a cameramounted near the
traffic light records the picture of the license plate number. From the license plate
number, details of the vehicle owner are gathered, which includes phone number,
postal and email address. Then by State Traffic Department an information request
form is sent to the owner with the details of the violation – place, type and time.
State Traffic Department also asks for confirmation whether the driver causing
traffic rules violation was the owner, friend or relative. The owner fills-in the
information request form and sends it back to State Traffic Department which is
documented for future use.

Then past violations are checked for the driver. If there is none, a new complaint
is opened, and the information about possible fines is sent to the driver. If there
already is a violation, then a fine is imposed and information about it is sent
to the registered phone number and email address of the driver providing the
instructions on how to pay on an Online Payment Portal within deadline. If the
violations happened more than twice or the payment were not made within the
deadline, then an invitation is sent to the driver for a traffic awareness course on
safe driving and about paying a fine.

We assume that in this domain there already are present software applications like
camera and object recognition system, and there are applications which are necessary
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to be built for the solution. They are Safety Driving Application, Online Payment Portal
and State Traffic Department Application. When a driver driving a vehicle causes traffic
rules violation, camera and object recognition system captures the license plate number
of the vehicle issuing a traffic violation record which contains details of the location,
type and time of violation along with the license plate number. From the traffic violation
record, State Traffic Department Application gathers details about the registered owner,
owner’s phone number, email and postal address.

State Traffic Department sends an information request form to the vehicle owner,
where the location, time and type of violation information is attached and confirmation
about the driver is asked in the form. The owner fills-in the form and sends it back to
State Traffic Department. The filled-in information request form also contains informa-
tion about the driver causing traffic rules violation – owner, friend or relative. Personal
Profile Management application stores the information about the driver. This applica-
tion contains all the information and all the future correspondence between the driver
causing traffic rules violation and State Traffic Department will take place through this
application.

Information request form is documented by State Traffic Department Application
for future use. State Traffic Department checks for the past violation record where all
the information about the driver’s past violations is noted and submits the past violations
record to the Safety Driving Application. Safety Driving Application contains all the
information about fines, type of violation and how much fine is imposed. By opening
new complaint, all the information regarding driver safety is published through this
application. After checking the past violation record received from the State Traffic
Department, if the violation happens for the first time, Safety Driving Application opens
a new complaint, sends a notification about the violation, and informs the driver about
fines if the violation will repeat. If the violation happens more than one time, then based
on the type of violation, Safety Driving Application imposes fine and sets a deadline for
the driver to pay. If it happensmore than two times or if the payment were not paid within
the deadline, Safety Driving Application sends invitation for a traffic awareness course
to the driver along with the fine. Along with the fines, Safety Driving Application also
sends instructions about how to pay the imposed fine through Online Payment Portal.
The driver follows the instructions and pays the imposed fine and once the fine is paid,
the driver closes Online Payment Portal.

The problem domain analysis identified 14 functional features as shown in Table 1.
By analyzing cause-and-effect relations between them, the topology has been introduced
and the TFM has been created as shown in Fig. 1. Bold lines between nodes 4-7-8-9-10-
4 represent the main cycle of functioning. Solid lines between nodes 4-7-8-9-12-16-4
represent fine payment sub-cycle. Nodes 1, 2, 5, 6, 14, 15, 17 and 18 represent the
external functional features and are connected by dashed lines.

3.2 Transformation from Topological Functioning Model to Event-Driven
Solution

Table 2 summarizes proposed mappings between the elements of TFM and the event-
driven solution. A functional feature in TFM forms an event in an event-driven solution.
It is because the event, which is referenced by the application, triggers components
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Table 1. The specification of TFM functional features for State Traffic Department system.

Id Functional feature Action Result Object Precondition Executor Subord.*

1 Causing traffic rules
violation

Cause Traffic rules
violation

Traffic violation record Driver E

2 Capturing license plate
number of the vehicle

Capture License
plate
number of
the vehicle

Camera & Object
recognition device

Traffic rules are violated Camera &
Object
recognition
system

E

3 Gathering details about
the vehicle owner

Gather Owner
details from
license
plate
number

Registered vehicle owner Traffic rules are violated
and images are captured

State
Traffic
Department

I

4 Requesting information Request Information
request
form

Information request form The owner details are
gathered

State
Traffic
Department

I

5 Receiving information
request form

Receive Information
request
form

Information request form If traffic rules are
violated

Owner E

6 Filling-in and
submitting information
request form

Filling Information
request
form

Information request form The Information request
form is received

Owner E

7 Documenting
information request
form

Documenting Information
request
form

Documented information
request form of the driver

The information request
form is filled-in and
submitted

State
Traffic
Department

I

8 Checking information
on past violations

Check Violations Past violations record of
the driver

The traffic rules
violation is caused

State
Traffic
Department

I

9 Submitting information
on past violations

Submit Violations Past violations record of
the driver

Past traffic rules
violations are checked

State
Traffic
Department

I

10 Opening a new
complaint

Open New
complaint

Personal Profile
Management

The driver has no
previous violations

Safety
Driving
Application

I

11 Sending warning
notification about
possible fines if
violation will repeat

Send Information
about
possible
fines

Personal Profile
Management

The traffic rules
violation happens for
the first time

Safety
Driving
Application

I

12 Imposing fine and
sending instructions

Impose and
send

Fine Personal Profile
Management

The driver has more than
one violation

Safety
Driving
Application

I

13 Sending invitation to
traffic awareness course
on safe driving

Send Traffic
Awareness
course

Personal Profile
Management

The violation is done
more than twice or the
payment is not made in
time

Safety
Driving
Application

I

14 Receiving instructions Receive Instructions Personal Messenger The traffic rules
violation is caused more
than once

Driver E

15 Paying fine Pay Fine
payment

Online Payment Portal The fine is imposed Driver E

16 Receiving payment and
closing complaint

Receive
and close

Payment
received
and close
complaint

Personal Profile
Management

The payment is made State
Traffic
Department

I

17 Receiving warning
notification

Receive Warning
notification

Personal Messenger The traffic rules
violation happens for
the first time

Driver E

18 Receiving invitation Receive Invitation
link

Invitation record The violation is done
more than twice or the
payment is not made in
time

Driver E

* I – Inner, E – external.
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1. Causing 
traffic rules 
violation by the 
driver

2. Capturing license 
plate number of the 
vehicle

3. Gathering details about 
the vehicle owner by the 
State Traffic Department

4. Requesting information 
by State Traffic Department

6. Filling-in 
information request 
form and submitting 
by the owner

9. Submitting information 
on past violations to Safety 
Driving Application

8. Checking information 
on past violations of the 
driver by State Traffic 
Department

7. Documenting information 
request form of the driver 
causing traffic violation for 
future use

11. Sending warning 
notification about 
possible fines if 
violation will repeat

10. Opening new 
complaint by Safety 
driving application

12. Imposing fine and sending 
instructions on how to pay on 
Online Payment Portal by Safety 
Driving Application

16. Receiving 
payment and 
closing complaint

15. Paying 
fine by the 
driver

13. Sending invitation 
to the driver for traffic 
awareness course on 
safe driving by Safety 
Driving Application

5. Receiving 
information 
request form by 
the owner

18. Receiving 
invitation by 
the driver

17. Receiving 
warning 
notification by 
the driver

14. Receiving 
instructions by 
the driver

Fig. 1. The Topological Functioning Model of the State Traffic Department problem domain.
nodes represent functional features while arrows represent cause-and-effect relations.

and events in other applications. The functional feature also triggers related functional
features in TFM. The name of the functional feature forms the name of the event. The
event description is the most important element as it represents the main reason or the
cause that provides necessary condition to trigger the event. The event description is
formed by a physical or business functional feature specification in TFM.

These mappings can be substantiated with the following arguments. An application
in the event-driven solution comes from an executor in functional feature. The executor
in TFM performs or executes the necessary action with the object. The application in the
event-driven solution contains required events which trigger the required action to bring
the necessary changes in the system. Cause-and-effect relation in TFM forms publish
and subscribe event where one application subscribes or publishes events.

Event schema comes from an object of a functional feature performing the action.
Event schemas come from the object of the functional feature. In the case of State Traffic
Department: traffic rules violation record, information request form, past violations
record. Event schema is specification written inside the object which flows internally to
trigger the event. The event schema can be written in several formats – plain text, JSON
or binary.

Applying the transformations to TFM shown in Fig. 1 resulting event-driven solution
with applications, events, event flows is shown in Fig. 2. In the Solace PubSub+ Plat-
form larger concentric circled nodes represent applications, while smaller green nodes
represent events. Event path shows the direction of event flows from one application to
another and are shown as directed arcs.

Event flow forms a relationship between the functional features. Logical event mesh
is an event mesh where all the events are joined logically and are associated in an event-
driven solution. A topological space where all the functional features are logically joined
corresponds to the logical event mesh in the event-driven solution.
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Table 2. Mappings between elements of event-driven solution and TFM.

TFM element Event-driven solution element

Functional feature Event

Name of the functional feature Event name

A physical or business functional feature specification Event description

An executor of the functional feature Application

A cause functional feature in cause-and-effect relation where
functional features with different executors take part

Publish event

An effect functional feature in cause-and-effect relation where
functional features with different executors take part

Subscribe event

An object or a result of a functional feature Schema

Cause-and-effect relation between functional features Event flow

A topological space where functional features are logically
joined

Logical event mesh

Objects associated with a particular executor of functional
feature

Event tags

An indicator to which functional feature an object belongs Event topic address

Fine imposed and 
instructions sent 
on how to pay

Safety Driving 
Application

Camera and Object 
recognition system

Personal Profile 
Management

Invitation to attend 
traffic awareness 

course sent

A new 
complaint 

opened

Traffic 
rules violation 

caused

State Traffic 
Department

Information on past 
violations submitted

Details of the 
owner gathered

License plate number 
of the vehicle captured

State Traffic 
Department
Application

Information on past 
violations checked

Information request 
form documented

Information request 
form sent

Information request 
form filled and 

submitted

Online Payment 
Portal

Fine paid

Payment 
received

Warning notification 
received

Personal Messenger

Invitation 
received 

Instructions received 

Information request form

Warning 
notification about 
possible fines sent

Application Event

Legend:

Event flow

Fig. 2. Event-driven solution with applications, events and their interactions for the state traffic
department system.
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Event tags are formed as the topological space where the same executor is set for all
functional features. Events need to be addressable and should be routable to different
applications so that enterprises can reuse events and event-driven applications.

Addressing of an event is done with the help of an event topic. The event topic is
information for the systems for making decisions to route particular event. The topic
address element in event-driven solution comes from an object of the functional feature
in TFM.

There also are elements in the event-driven solution (e.g., version and application
type) which doesn’t have corresponding mapping elements in TFM and are ignored.

Figure 3 demonstrates the fragment of the TFM how Safety Driving Application
receives the driver’s past violations record from State Traffic Department Application
and then sends notification about opening a new complaint and about possible fines if
violations will repeat, and how the fines are imposed, or other activities, which will be
sent to the Personal Profile Management Application.

In Fig. 3 the mapping A traces to the executor of the functional feature, the mapping
B refers to the event in the event-driven solution tracing to the functional feature. Finally,
the mapping C represents the flow of the events in the event-driven solution tracing to
the cause-and-effect relation between two functional features.

9. Submitting information 
on past violations to Safety 
Driving Application

8. Checking information 
on past violations of the 
driver by State Traffic 
Department

Precondition: The driver has no 
previous violations
10. Opening new complaint by 
Safety Driving Application                    

Precondition: The driver has more 
than one violation
12. Imposing fine and sending 
instructions on how to pay by 
Safety Driving Application

Precondition: The violation is 
done more than twice, or the 
payment is not made in time
13. Sending invitation to 
owner for traffic awareness 
course on safe driving by 
Safety Driving Application

A

B

C

Information on past 
violations submitted

Invitation to attend traffic 
awareness course sent

A new complaint opened

Safety Driving 
Application

Personal Profile 
Management

Fine imposed and 
instructions sent 
on how to pay

Fragment of the 
Topological Functioning 

Model

Fragment of the 
Event-Driven 

Solution

Fig. 3. Mappings from the TFM elements to event-driven solution elements. In the functional
features the executors are shown in bold.
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4 Related Works

There are several research which involve the use of TFM as a source or destination for
transformation to and from other models. For example, the transformation to UML state
machine for formal analysis of state changes [8] and the verification of BPMN functional
completeness using [9].

In [8] theUML state transitions are analyzed by the functional characteristics of TFM
and mappings from TFM elements to the UML state machine elements are proposed.
In their approach functional feature object’s state is mapped to the state element while
the cause-and-effect relation is mapped to the transition of the state machine. Action of
the functional feature is mapped to the event, entry or exit action of the state machine.
Pre- and postconditions are mapped to guard conditions. Finally, logical relationship
between functional features is mapped to fork and join element of the state machine.
Later it has been integrated in Topological UML [4].

The authors of [9] verify the completeness of a BPMN model functional complete-
ness. To do this, the BPMN model is transformed to TFM for further analysis. An
example is taken and mappings from BPMN elements to TFM elements are introduced,
and the completeness of the BPMN model is discussed. The mapping of BPMN ele-
ments to other formal notations is not a new concept and also has been mapped to such
formal notations like Petri nets, Prolog, Communicating sequential processes, etc. It is
concluded that those mappings were limited to deadlocks, thread correctness and data
flows. By using TFM, the system’s functionality and completeness can be determined
holistically. They explain how the functional feature is executed after a trigger. If the trig-
ger is successful, then its termination leads to a successful trigger of the effect functional
feature.

In contrast to BPMN, TFM contains just a few however fundamental modeling con-
structs [9]. BPMN elements are elicited and TFM elements are identified, and mappings
between TFM elements and BPMN elements are listed. For example, tasks, events and
data come from a functional feature tuple. All elements which have corresponding notion
in TFMaremapped, and thosewhich don’t have them are ignored. For example, elements
like text annotation and conversation link doesn’t have corresponding mapping element
in TFM. Results of transformation are observed for verification whether the elements
follow TFM properties as it is checked for the presence of topological and functional
properties. TFM is considered valid if it has no isolated vertices and has a functioning
cycle in addition to inputs and outputs, continuous mapping, and all cause-and-effect
relations are necessary and sufficient to trigger subsequent functional features [5]. The
functioning cycle must contain functional aspects with respect to problem domain. All
transformations were done manually, and functioning cycle identification were consid-
ered the hardest part as it was not evident how to identify and when to use output and
input events.

5 Conclusions

As many industries and enterprises are opting for event-driven solutions to support
digitalization processes and there was no prior research on transformation to event-
driven solutions from TFM, the paper provided a contribution that ensures solution’s
conformance with the problem domain.
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TFM was chosen as it can represent the functioning of the problem domain (e.g., an
enterprise as a system) holistically by emphasizing computation independent viewpoint.
TFM allows to capture and emphasize cause-and-effect relations between functional
characteristics of the problem domain.

To propose an event-driven solution, a use case approach was considered for a
selected problem domain. Functional features were identified, and cause-and-effect rela-
tions were identified. TFM was constructed and the event-driven solution was designed
in the Solace PubSub+ Platform.

Proposed mappings between TFM elements and event-driven solution elements
demonstrate that they contribute to obtaining an event-driven solution which con-
forms with the problem domain of an enterprise. The scope for future work includes
development of automated transformations of proposed mappings to support advanced
implementations of event-driven solutions.
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Abstract. In this work we focus on practical aspects of test automation, namely
reducing the model creation effort for model-based testing by exploiting the
multi-view contract paradigm. We take into account explicitly the design views
of the system and develop dedicated system test models by views in an incre-
mental manner. The test models formalized as Uppaal Timed Automata refine
the requirements of the views and are verified against the view contracts spec-
ified in Timed Computation Tree logic. As a novel theoretical contribution we
extend the notion of assume/guarantee contracts by introducing temporal modal-
ities. As a second contribution, we demonstrate the feasibility of the approach on
an industrial climate control system testing case study. The improvement of test-
ing process productivity is compared to that of developing a monolithic model
empirically without extracting views. Finally, we discuss the usability aspects of
the method in test development and outline the challenges.

Keywords: Model-checking · Model-based testing · Contract-based design

1 Introduction

Automation in industry has not attained the level of maturity required for a reliable and
economically feasible integration testing of cyber-physical systems (CPS). The main-
stream methods used in industry for test automation fail to address the complex dynam-
ics caused by the co-existence of multiple aspects of the system like functionality, tim-
ing constraints, security and safety requirements, etc. [14]. This demands a method
powerful enough to address various design aspects and their integration to produce
conclusive result that can assure high standard of quality. Current industrial practice in
software assurance still relies on manual testing or limited forms of automated testing,
e.g., running test scripts as part of continuous integration process [1,12]. These methods
depend on ad-hoc scenarios that test engineers can design depending on their creativity
and in many cases incomplete and ambiguous information in the specification. The tools
used for automated tests often execute randomly chosen scenarios using scripts based
on combinations of input data. These test scenarios are limited in scope as they fail
to achieve thorough test coverage in terms of parameters like execution paths, range
of inputs, timing properties, security properties, etc. These parameters have gained
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importance over time especially in complex CPSs because of the increasing depend-
ability requirements of these systems.

Applying formal verification as an alternative to manual testing is a well-known
approach to attain the level of rigour that current CPS development demands. The
method we have chosen for verification in this work is Model-Based Testing (MBT)
which is one of the approaches for automatically generating test cases from a model of
the system under test (SUT) [15]. However, the main obstacle for the widespread indus-
trial adoption of MBT is the effort required to develop the models. In order to facilitate
this process, the methodology demonstrated in this paper employs the Contract-based
Design (CBD) principle [7] to modularize the specification and provide more tractable
and efficient MBT. Additionally, enhanced performance is attained in the verification
of the properties of the system as formalized in Uppaal Timed Automata (Uppaal TA)
formalism and its specification language Timed Computation Tree Logic (TCTL) [6].
These properties of test model comprise properties of completeness relative to view
contracts and compliance with the specification under test. As a novel theoretical con-
tribution we extend the notion of assume/guarantee contracts by introducing temporal
modalities expressible in TCTL, because temporal and real-time requirements are often
the source of misinterpretation and erroneous implementation and need explicit speci-
fication in the contracts [6]. As a second contribution, we demonstrate the feasibility of
the approach on an industrial climate control system testing case study. The improve-
ment in productivity of the testing process is revealed by comparing to that attained by
developing a monolithic model in a non-modular manner without extracting views. This
resulted in higher complexity of the model due to the loss of clear structure that, in turn,
led to reduced efficiency in the modeling process and its verification. Finally, we discuss
the usability aspects of the method in test development and outline the challenges.

2 Climate Control System

The climate control system used inside premises has four components. Two of them
implement user interfaces (UI) - Wall Mount Panel and Mobile application. The third
unit, Controller, regulates the climate based on the settings provided by the user via the
UI and sensor readings. The fourth component, Server, adds cloud access to the system
by providing server supervisor control services for the controller and mobile applica-
tion. As shown in Fig. 1 the Controller interacts directly with the Server and the Wall
Mount Panel. The controller hardware consists of sensors and the climate unit to inter-
act with the physical environment. The user is in the loop via the UI components. The
Server which is the System Under Test (SUT) communicates with multiple controllers
distributed over various locations forming a distributed CPS. It comprises two server
programs. One of them serves the Mobile application over HTTP and the other serves
the Controllers over a proprietary protocol using TCP sockets. The case study focuses
on testing a part of the Server-Controller communication.

The message interchange between the components has a request-response format.
The protocol specification not only covers functional behaviour of the component but
also incorporates time constraints. Each controller can initiate the session independently
of others after a successful TCP connection is established with the server. This is fol-
lowed by exchanging five messages to complete the connection procedure. The protocol
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also supports a number of commands to accomplish various tasks. The five messages
that are exchanged between the server and controller consist of header and data fields.
The values of data fields must correspond to the protocol specification. The sequence of
the message exchange for the connection procedure is: 1) Controller initiates by sending
client_hello, 2) Server responds with server_hello, 3) Controller sends init, 4) Server
sends ack_init, 5) Controller responds with ack.

In addition to timing constraints, the server enforces certain fault-tolerance require-
ments. After successful execution of the connection procedure the components continue
the session by exchanging data messages. The key requirements for the test develop-
ment demonstrated in the paper are - R1) The server disconnects from the client if it
fails to receive client_hello within first ITO seconds after successful connection. This
is a timing requirement. R2) The server disconnects from the client if the client_hello
message data fields have incorrect values. This is a fault-tolerance requirement and
does not involve any timing constraints. R3) The server shall wait for the first Mh bytes
from the client for ITO seconds after the TCP connection is established. The client must
be able to send Mh bytes in parts within ITO seconds where Mh is as specified in the
system specification. R4) The connection procedure shall successfully complete if all
aforementioned requirements are satisfied. The next sections provide an account of the
approach used to apply the testing method to the system.

3 Preliminaries

3.1 Model-Based Testing

Model-based testing requires a formal model of the SUT composed from system spec-
ification. Typically in MBT, the SUT is considered as a black-box which accepts a set
of inputs and produces corresponding observable outputs as per the specification [15].
MBT provides the test verdict based on the conformance relation between the observ-
able behaviour of SUT and its model. The test fails when the behaviours of SUT and
the model do not match. The test inputs are generated using assumptions on environ-
ment that correspond to pre-specified use cases. Typically MBT focuses on input-output
conformance (IOCO) testing. However, since CPS requirements generally refer also to
timing constraints, stronger conformance relation that covers also timing, namely RTI-
OCO [13] relation, is applied in this study. Besides the expressive power another criteria

Fig. 1. Components of the climate control system.
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of choosing MBT formalism is its relevance for test generation. Model-checking [5] is
generally used to generate test cases while the coverage criteria are expressed in terms
of properties whose validity is verified at first by model-checker and witness traces used
thereafter as symbolic test sequences. The coverage properties can refer to model struc-
tural elements such as states and transitions, branching conditions or path expressions.

In general, the coverage properties are extracted from system requirements and
expressed in a logic language like TCTL. The model-checking witness traces are used
as symbolic test sequences while satisfying the verified property. Executable test cases
can be extracted from these symbolic traces and instantiated with explicit tests data val-
ues to cover the test goals. This method is called offline test generation because it does
not require the SUT to be running when test sequences are generated. Converting sym-
bolic traces to executable can also be done online by executing the model in random
walk mode, which presumes compilation of traces to some test scripting language, e.g.,
TTCN-3, or running the model against SUT via test adapters. The latter, employed also
in our approach, requires transforming symbolic test inputs of traces to executable input
format of SUT and the outputs of SUT back to symbolic form for conformance check.

3.2 Uppaal Timed Automata

The time constraints of the SUT advocate the use of Uppaal TA as the preferred mod-
eling formalism. Uppaal TA [6] are defined as a closed network of extended timed
automata that are called processes. The processes are combined into a single system
by synchronous parallel composition. The nodes of the automata graph are called loca-
tions and directed arcs between locations are called edges. The state of an automaton
consists of its current location and valuation of all variables, including clocks. Synchro-
nization of processes is defined using constructs called channels. A channel ch relates
a pair of transitions in parallel processes where synchronised edges are labelled with
synchronizing input and output actions, e.g., denoted ch? and ch!, respectively.

Formally, an Uppaal TA is given as the tuple (L, E, V , CL, Init, Inv, TL), where L
is a finite set of locations, E is the set of edges defined by E ⊆ L×G(CL,V )×Sync×
Act × L, where G(CL,V ) is the conjunction of enabling constraints, Sync is a set of
synchronisation actions over channels and Act is a set of assignments with integer and
boolean expressions and clock resets. V denotes the set of variables of boolean and
integer type and arrays of those. CL denotes the set of real-valued clocks (CL ∩ V =
/0). Init ⊆ Act is a set of initializing assignments to variables and clocks. Inv : L →
I(CL,V ) maps locations to the set of invariants over clocksCL and variablesV . TL : L→
{ordinary,urgent,committed} maps location types to locations. In urgent locations an
outgoing edge will be executed immediately when its guard holds. Committed locations
are useful for creating sequences of actions executed atomically without time passing.

Uppaal TA Requirement Specification Language The requirement specification lan-
guage (in short, query language) of Uppaal TA, used to specify properties to be model-
checked, is a subset of TCTL [6]. The query language consists of path formulae and
state formulae. State formulae describe individual states, whereas path formulae quan-
tify over execution paths of the model and can be classified into reachability, safety and
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liveness [6]. For example, safety properties are specified with formula A�ϕ stating that
first order state formula ϕ should be true in all reachable states expressed with the pair
of modalities A�.

For real-time applications, time bounded reachability is one of the most fundamen-
tal properties. In Uppaal TA, the reachability of a state which satisfies formula ϕ from
model initial state is expressible using TCTL formula pattern A♦ϕ && Clock � TB,
for time bound TB. A special case of time bounded reachability is the reachability of a
state when it is considered relative to some other preceding state of the model. This is
expressed in TCTL using the “leads to” operator as ts�TB rs, for preceding state ts and
reachable from this state rs. In this paper we use time bounded reachability to introduce
temporality to formulas of assume/guarantee contracts.

3.3 Contract-Based Design

The CBD paradigm has proven essential for the development of complex systems with
many parallel and heterogeneous components adhering to various safety and timing
constraints in addition to their basic functionality [7]. Contracts handle components’
interface properties representing the assumptions on their environment and the guar-
antees (regarding output) of the component under these assumptions. The main advan-
tage of CBD is the explicit identification of responsibilities of the individual compo-
nents within a complex system. This facilitates component reuse and scalability while
addressing correctness and system complexity through components’ and their services’
operations. The complexity of CPSs requires separation of design concerns by intro-
ducing multi-view contracts to support compositional design, testing and verification.

The meta-theory of contracts introduced by Benveniste et al. [7] defines interface
contracts as abstraction subject to contract algebra. A contractC can be defined in terms
of an environment in which it operates and of a component that implements it. A con-
tract is said to be consistent if there is a component implementing it and compatible if
there is an environment in which the contract can operate.

For the case study in this paper we are concerned with two main contract opera-
tors complementing each other. The first one, the composition operator between two
contracts, denoted by ⊗, is a partial function on contracts involving a compatibil-
ity criterion. Two contracts C and C′ are compatible if their shared variable types
match and if there exists an environment in which the two contracts properly interact.
Working with Assume/Guarantee (A/G) contracts being pairs (A,G), the composition
C1 ⊗C2 = (AC1⊗C2 ,GC1⊗C2) of two contracts C1 = (AC1 ,GC1) and C2 = (AC2 ,GC2) is
defined as follows:

GC1⊗C2 = GC1 ∧GC2 , AC1⊗C2 = max
{
A
∣∣∣A∧GC1 ⇒ AC2

A∧GC2 ⇒ AC1

(1)

where “max” refers to the order of predicates by implication and AC1⊗C2 is the weakest
assumption such that the two referred implications hold. The two contracts C1 and C2

are compatible if the assumption computed as above differs from false.
The second contract operator required when merging different view contracts is the

conjunction operator. Conjunction (denoted ∧) of contracts is complementary to com-
position. Full specification of a component can be a conjunction of multiple viewpoints,
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each covering a specific aspect (behavioural, timing, safety, etc.) of the intended design
and specified by an individual contract.

4 Temporal Multi-view Contracts

For the work in this paper we consider the contracts to be in saturated form [7] where
the assumptions imply the guarantee.

Asat = A, Gsat = A ⇒ G (2)

However the contracts of form (2) express static view of functionality without distin-
guishing different states of the component. To make the temporal aspects explicit we
extend the above to a temporal saturated contract where:

Asat = A, Gsat = A � G (3)

When the explicit timing aspects need to be expressed in the contracts then the “leads
to” in (3) is strengthened to time-bounded leads to (�TB) and we get formula (4) where
both A and G can be expressed in TCTL.

Atsat = A, Gtsat = A �TB G (4)

For contract composition with saturated contracts, the guarantees of each component
are explicitly the assumptions of the other:

GC1⊗C2 = GC1 ∧GC2 , AC1⊗C2 = (GC1 ⇒ AC2)∧ (GC2 ⇒ AC1) (5)

In our approach, since we need the contracts to express also temporal and timing prop-
erties, we extend the saturated contract composition formula (5) to temporal saturated
contract formula (6) by substituting the implication “⇒” with leads to “�”.

GC1⊗C2 = GC1 ∧GC2 , AC1⊗C2 = (GC1 � AC2)∧ (GC2 � AC1) (6)

However, this extension does not come for free. Since the distribution law of ∧ and �
does not hold in temporal contract, formula (6) is not linearly extendable. Nevertheless,
extension of formula (5) with “leads to” allows compositional verification by checking
the individual conjuncts of (6) independently.

Regarding contract conjunction with saturated contracts, assume a contract C ≡
∧i=1,nCi comprising views each of them characterised with its own subcontract Ci ≡
ACi � GCi . Proving conjunction correctness means then proving formula ∧i=1,nCi in
an incremental, pairwise multi-view manner after proving correctness of each conjunct
separately. The operators’ applications are exemplified in Sect. 6.
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Fig. 2. Uppaal TA empirical model of the Server component - SUT

5 Empirical Approach to Model-Based Test Generation

To demonstrate the advantages of multi-view contracts-based test development com-
pared with empirical approach we present, at first, empirical in this section and multi-
view approach in Sect. 6. Figure 2 shows the Uppaal TA model of the server, the SUT of
our case study. Due to the space limit the server model captures only the session initial-
ization procedure where different design views manifest themselves clearly. In addition
to the i/o behaviour of SUT, the model also introduces some additional channels that do
not influence SUT i/o behaviour but assist the testing process.

The SUT model represents behaviours that cover requirements R1-R4 identified in
Sect. 2. Location Cnctd is reached when the server has established TCP connection
with the controller. The outgoing edges from Cnctd model the four scenarios being
subject to requirements. The transition to location DC occurs when the controller fails to
send the client_hello message within ITO seconds after socket connection is established.
Location BH is reached if the client_hello message is received with incorrect values in
its fields. The edge to location PH is taken in case of partial reception of client_hello
message. Finally, the edges to location Hello are taken when the client_hello message
is received successfully by the server. Test case generation step introduces the four
corresponding environment models each to test one of these scenarios.

The four test scenarios based on the requirements R1–R4 are implemented at first
empirically as separate environment model. In the empirical approach the environ-
ment models1 trigger the scenarios corresponding to four outgoing edges from localtion
Cnctd of the SUT in a cyclic manner. On completion of each scenario the controller dis-
connects from the server and the test case selection cycle repeats with same or different
scenario. Thus, in each cycle a scenario is selected randomly for execution.

6 Test Model Modularization by Multi-view Design Contracts

This section elaborates modularization principles that allow one to split the large
monolithic test models into smaller and conceptually more homogeneous parts.

1 https://www.dropbox.com/sh/22ds5wurmfz3cb9/AABaJGvIlf6MTqbajGyanu7Da?dl=0.

https://www.dropbox.com/sh/22ds5wurmfz3cb9/AABaJGvIlf6MTqbajGyanu7Da?dl=0
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Table 1. Symbols

Symbol Description

id Identifier of a controller

Scl(id) State of the controller with identifier id

ITO Connection timeout for the hello message

Mh Number of bytes in hello message

Scon(id) State of the dedicated connection on the server side to the controller(id)

data_error(id) Value denoting occurence of error in the data exchanged with controller(id)

Acon Set of active connections between server and controllers

I f Time alloted for fast connection retries

Is Short periodicity for faster connection attempts

Il Long periodicity for connection attempts

Namely, we apply the multi-view approach by formalizing requirements as view con-
tracts and build the test models by each view individually. This allows compositional
verification to assure that each test model representing a view satisfies the view contract
and then by merging the view models their conjunction correctness is proved. Further-
more, due to the view contracts partiality their implementation models have generally
smaller size compared with holistic non-modular models. Relying on this consideration
we introduce design view oriented contracts as an intermediate step to guide the modu-
larization of requirements specification and construction of test models. The derivation
of contracts is done in two steps, firstly, a set of requirements is derived from the tex-
tual specification and, secondly, a set of view contracts are formulated based on those
requirements. This process is manual and does not guarantee a strict bijective relation
between the requirements and contracts but provides a traceable relation between their
groups. For requirement traceability both the requirement and the contract specifying
it, are shown in Tables 2 and 3. Due to space limitations the detailed requirements and
contracts2 are not shown in the paper. The views exemplified in the rest of the paper are
behavioural, timing and fault-tolerance.

6.1 Behavioural View

The behavioural view highlights the functional requirements extracted from the system
specification. In order to encode these requirements in the form of contracts, symbols
are used to denote certain concepts as described in Table 1.

Contract Bc
1 in Table 3 asserts that if the controller, identified by id, is not connected

to server, id /∈ Acon, where Acon represents the list of connections, then it moves to a
state attempting to connect to server, Scl(id) = connecting. Bc

1 corresponds to require-
ment Rb

1 in Table 2 - “When controller is not connected, it tries to connect”. Contract
Bs

1 denotes the counter part of this transaction on the server side. It states that given
the controller is connecting to server, Scl(id) = connecting, a transition is made by
the server from a connectionless state, id /∈ Acon, to a connected state, id ∈ Acon ∧

2 https://www.dropbox.com/sh/22ds5wurmfz3cb9/AABaJGvIlf6MTqbajGyanu7Da?dl=0.

https://www.dropbox.com/sh/22ds5wurmfz3cb9/AABaJGvIlf6MTqbajGyanu7Da?dl=0
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Table 2. Requirements

Ref. Description

Rb
1 When controller is not connected, it tries to connect

Rb
2 When controller is connected, it sends clear text client_hello message

Rb
3 After receiving a valid client_hello, server responds with server_hello message

Rf
1 Controller retries to connect if disconnected

Rf
2 Server disconnects if data received is invalid

Rt1 The connection is retried every Is minutes for I f minutes

Rt2 The connection is retried every Il minutes after I f minutes

Rt4 Server waits for ITO seconds to receive Mh bytes of client_hello message

Table 3. Contracts

R. Id C. Id Assume Guarantee

Rb
1 Bc

1 id /∈ Acon id /∈ Acon � Scl (id) = connecting

(Rb
1) Bs

1 Scl(id) = connecting id /∈ Acon � id ∈ Acon ∧Scon(id) = connected

Rb
2 Bc

2 Scon(id) = connected Scl(id) = connected � Scl(id) = chello_sent

Rb
3 Bs

2 Scl(id) = chello_sent Scon(id) = chello_recv � Scon(id) = shello_sent

R f
2 Fs

4 Scl(id) = chello_sent Scon(id) = chello_recv �
∧ data_error(id) id /∈ Acon

Rt2 Tc
3 Cg > I f Scl(id) = wait �=Il Scl(id) = connecting

Rb
2,(R

t
4) Tc

4 Scon(id) = connected Scl(id) = connected �<ITO Scl(id) = chello_sent

Rb
3 T s

3 Scl(id) = chello_sent Scon(id) = chello_recv

∧ ¬data_error(id)∧ Ch < ITO � Scon(id) = shello_sent

Scon(id) = connected, where Scon(id) represents the state of the dedicated connection
from server to controller(id). The other behavioural contracts formulated in the tables
capture the remaining functional requirements. The timing and fault-tolerance aspects
of the specification are not considered in this view. However, the contracts reflect the
causality aspect of the system which is expressed by the temporal operator “leads to”
(�). In behavioural view contracts ideal lossless communication is assumed, therefore,
sent and receive predicates of the same message are counted logically identical.

Behavioural ViewModel. The behavioural view model is presented in Fig. 3. The con-
troller automaton is on the left of the figure while the server automaton is in the middle.
On the right, the automaton that models the connection protocol is depicted. In this view,
the server just responds positively to the controller connection requests, i.e., connection
loss and data corruption are abstracted away from this view. The states of the corre-
sponding view contracts are encoded as locations in the automata and communication
actions between the components are represented with channels. State names follow a
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Fig. 3. The behavioural view model of the climate control system.

shorthanded notation in the model. For example, controller state “Scl(id) = chello_sent”
maps to location name “CHSent” in the controller model.

Behavioural View Model Verification. In order to verify the model against the spec-
ified contracts, we map the contracts to TCTL queries and apply the UPPAAL model-
checker. This process is exemplified next with a corresponding pair of contracts for the
controller and the server. Contract Bc

2 is mapped to TCTL query:

(Con.Cnctd and C.Cnctd) −−>C.CHSent (7)

stating that when the connection is established, this leads to the state where the con-
troller has sent the client_hello message. Contract Bs

2 is mapped to query:

(C.CHSent and Con.CHRecv) −−>Con.SHSent (8)

stating that the server will send the hello message after receiving the hello message
from the controller. Both these queries are satisfied, as well as all other contract queries
for this view. Notice the saturated temporal contract composition where the guarantee
of contract Bc

2 is the assumption of contract Bs
2:

GBc2⊗Bs2
= ...GBc2

∧GBs2
...,ABc2⊗Bs2

= ...(GBc2
� ABs2

)∧ (GBs2
� ABc3

)... (9)

Thus, contract composition compatibility and consistency verification requires model-
checking the satisfiability of GBc2⊗Bs2

and ABc2⊗Bs2
by the model where both SUT and

environment corresponding view models are composed. Recall that contract assumption
strengthens the left hand side of the leads to. This does not violate the contract semantics
under given modelling assumption - ideal communication.

6.2 Fault-Tolerance View

The climate control system requirements also address scenarios of faulty communica-
tion between controller and server. The connection procedure specification as described
in Sect. 2 refers to faults related to network link and data fields. Like in behavioural
view, the contracts for fault-tolerance view are extracted from requirements. The main
difference is that server component’s environment is set of controllers that communi-
cate with server via non-ideal media, i.e., the effect of lossy links and data corruption
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Fig. 4. The fault-tolerance view model of the climate control system.

should be explicitly reflected in the assumptions of the server contracts. Requirement
Rf

1 specifies that the controller must retry to connect in the event of disconnection. The

event may occur due to network failure or transmission of invalid data. Rf
1 in effect

is the same as requirement Rb
1 from the point of view of the controller, i.e., when the

controller is disconnected it tries to connect. Since the contract Bc
1 maps the reqirement

Rb
1 for controller and therefore Rf

1 , the fault-tolerance view of the component remains

unchanged. Rf
2 is relevant for the server and augments the server behavioural view with

information pertinent to fault-tolerance.

Fault-Tolerance View Model. The fault-tolerance view model is shown in Fig. 4. In
addition to the behavioural view model there is an environment component (middle up)
which affects, first, how the server (middle low) responds to the controller in case of
connection error and, secondly, how the later stages of the connection proceed regard-
ing data error. The controller (left) and connection (right) models are enriched with
transitions to handle these fault cases.

Fault-Tolerance View Model Verification. Alike the behavioural view, the fault-
tolerance view contract verification is exemplified next with one pair of corresponding
contracts for the interacting components. Contract Fs

4 is mapped to TCTL query:

(C.CHSent and data_error and Con.CHRecv) −−> !cnctd (10)

stating that when the controller has sent the hello message and the server has received it
with data error, this leads to the server disconnecting. Contract Bc

1 is mapped to query:

!cnctd −−>C.Cnctng (11)

stating that when the controller is not connected, it tries to connect.

6.3 Timing View

The timing view of the climate control system addresses scenarios influenced by timing
requirements. Timing requirements concern frequency at which the controller retries
connections with the server, resetting the clock, and waiting times. Rt

1 specifies that the
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Fig. 5. The timing view model of the climate control system.

controller must retry to connect every Is minutes for the first I f minutes after discon-
nection or start up and Rt

2 complements the requirement by stating that connections is
retried every Il minutes thereafter. Rt

1 and Rt
2 are mapped to contracts Tc

3 and Tc
4 respec-

tively. The contracts extracted from the timing requirements in addition to those from
other views, together provide a set of contracts for the system.

Timing View Model. The timing view model is shown in Fig. 5. Since timing is not
orthogonal with other views it can be merged with both behavioural and fault-tolerance
view in separate. Since fault-tolerance view is already built upon the behavioural view
we superimpose the timing straight on the fault-tolerance view. The timing additions
can be seen on the controller (left) and connection (right) model. The rest of the model
remains the same. The connection might time out before the controller has sent the
client_hello message. This is modelled with the upper transitions of both the controller
and the connection automaton. In case connection error occurs initially, there is new
dedicated part in the controller model involving locations “Wait”, “W1” and “W2” han-
dling explicitly the timing requirements for the connection retrials. The rest of the tim-
ing requirements are about the time bounded completion of the connection protocol
modelled with the clock invariant and clock guards in the lower transitions of the con-
troller and connection automata.

Timing View Model Verification. The timing view contract verification is exempli-
fied next with one pair of related contracts for the interacting components. Controller
contract Tc

4 is mapped to query:

(Con.Cnctd and C.Cnctd and ch== 0) −−> (C.CHSent and ch< ITO) (12)

stating that when the connection has been established this leads to the controller sending
the hello message in less than ITO seconds. Server contract T s

3 maps to query:

(C.CHSent and !data_error and ch< ITO and Con.CHRecv) −−>Con.SHSent (13)

stating that when the controller has sent the hello message without data error in less
than ITO seconds, this leads to the hello message sent by the server. All contracts for
this view are satisfied with the UPPAAL verifier.
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6.4 Consistency of Multi-view Contracts

While in general the multi-view contracts consistency has to be verified taking the con-
junction of all view contracts, in the incremental approach it suffices verifying only the
contract of the last increment that is the strongest, and that entails all the contracts of
all preceding increments. Let us show this with an instance of a view contract for the
server that was specified for the behavioural view, then was refined to the fault-tolerance
view and finally supplemented with timing constraints. Behavioural view contract Bs

2 is
conjoined with fault-tolerance view contract Fs

3 and with timing view contract T s
3 :

C.CHSent ∧ Con.CHRecv �Con.SHSent

∧C.CHSent ∧ Con.CHRecv ∧ ¬data_error � Con.SHSent

∧C.CHSent ∧ Con.CHRecv ∧¬data_error ∧ ch< ITO � Con.SHSent

(14)

The consistency of the rest of the multi-view contracts was verified in the same manner.

7 Comparison of Empirical and Multi-view Contract-Based
Testing

In this section, the usability aspects of the test model development method proposed in
Sect. 6 is compared with that of empirical approach (Sect. 5). The comparison is based
on the experience gathered by practical application of both testing methods on the cli-
mate control system (cf. Sect. 2). The following criteria are used for comparison: Test
model construction effort, test model correctness verification effort, test deployment
effort, test execution effort, and root cause analysis effort. The comparison results pre-
sented in this section are also in line with the identified benefits of the CBD in general
when coping with complex systems [7].

Although the empirical MBT approach proves to be useful (defects were found),
incorporating large fragments of system behaviour in one monolithic test model
increases the effort needed for model construction and validation. In terms of Test model
construction effort, the CBD approach incorporates an intermediate structuring step to
facilitate the creation of models by strictly following the view contracts that guide sys-
tematic step-wise model construction. Model development starts with a simple model
that is enriched thereafter incrementally with design view specific information. Thus,
the modelling is closely driven by the requirements via contracts unlike the text spec-
ification of the first approach. Although the system views presented in the case study
are incremental, orthogonal views could also be incorporated in the process. e.g., user
authentication view could be conjuncted at the beginning of each of the developed
views before the controller-server connection protocol is started. The Test model cor-
rectness verification effort is reduced in the CBD approach because only limited amount
of information is added in the view model and this requires verifying only the effects
introduced by the model increments. Since newly introduced features include also exist-
ing ones, the correctness queries of new features are strengthened each time, meaning
satisfiability of later query implies also satisfiability of earlier ones, as exemplified in
Subsect. 6.4. In case the model includes orthogonal views, the correctness checking
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is done by applying the conjunction operator in a pairwise manner for scalability [2].
The CBD model verification effort was in average 83 and 98% more efficient com-
pared to the empirical model regarding model-checking time and memory consumed
respectively when checking queries corresponding to the main system requirements.

Test deployment effort considers primarily the development of test adapter to assist
running the model againt the SUT. The simplicity of the model in the contract-based
approach has benefits not only regarding test model development but also in reducing
the size of test I/O-alphabet to be implemented in adapters. Our experience has shown
that the incremental development of the adapter improves the overall testing efficiency
by shortening the adapter development time almost exponentially in the size of sym-
bolic test I/O-alphabet. The testing tool DTRON [3] used in this approach requires only
minor changes in time scaling parameter settings to adjust the test execution to physi-
cal latency conditions. In terms of the Test execution effort, the traces generated from
the Uppaal model properties show that the view model properties generate 23% shorter
traces in average than the empirical model for the same set of requirements. This has
promising implication on the regression test efficiency and testing effort for large set
of tests. Due to the incremental nature of building test cases each view related test set
incorporates also the tests of the earlier tested views. Beside the validity checking of
view implementation correctness, this allows detecting if any of earlier tested features
gets corrupted due to newly introduced view features (feature interaction testing). Such
feature interaction bugs are usually most difficult to find.

Both testing approaches show that the climate control server fails to comply with
requirements R1-R3 (stated in Sect. 2). The results show: (i) As opposed to R1, the
server remains connected even if client_hello message is received later than ITO seconds
after TCP connection is established. (ii) The server fails to disconnect after receiving
a client_hello message with an incorrect value in one of its field in contrary to R2.
(iii) In a scenario where the client_hello is sent in parts, the server disconnects the
controller before receiving the complete message as opposed to R3. Though the error
detection capabilities of applied techniques have shown to be equivalent on the case
study, the view contract-based test cases address the violated requirements more clearly.
This enlightens the back tracing to what requirements and how they have been violated
based on the views, and thus, improving the Root cause analysis effort. Error debugging
in the code becomes even more straightforward when the code is based on the same
design view contracts like the test model.

8 Related Work

The integration of assume/guarantee-based reasoning with automata-based formalisms
has aimed at efficient verification through compositional reasoning. Compared to some
influential works in the field [10,11], we use an existing and widely accepted automata-
based formalism for verification of real-time systems without technically extending it.
We elaborate on how the contract meta-theory [7] corresponds to Uppaal TA via the
mapping of system requirements to informal A/G contract patterns and then to TCTL
properties that formalize these patterns as temporal saturated contracts. As a new con-
tribution, we also elaborate on temporal multi-view contracts and show how our design
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multi-view approach covers the two main operators, composition and conjunction. Fur-
ther, we adopt a more natural contract-based encoding of assumptions and guarantees,
while the above works encode the assumptions and guarantees on the models directly.

Specifically, A/G-based testing of software was proposed in [8] where testing was
performed on code generated from LTS models. The main difference compared to our
work is that we use more expressive Uppaal TA formalism for representing SUT and
verifying it against multi-view contracts. More recently, Boudhiba et al. applied MBT
with contracts on program call level [9]. Instead, our approach can be applied at any
system development phase provided the test interface is well-defined and accessible
to test adapters. A MBT approach similar to ours is presented in [2]. The authors pro-
posed the requirement interfaces formalism to model the different views of synchronous
data-flow systems. Similar to our approach, they apply an incremental test generation
procedure targeting a single system view at a time. Main differences compared to our
approach are: 1) Direct encoding of contract assumptions and guarantees on the model,
like in [10,11]; 2) usage of different formalisms targeting different system domains
while we apply only Uppaal TA relying on its relevant expressive power regarding
CPS; and 3) the use of single modelling formalism instead of multiple domain specific
languages allows us to limit to a single tool set, namely UPPAAL, that provides support
to almost all required test development steps.

9 Conclusion

The work explores two approaches to MBT used in system verification. In the empir-
ical approach the model is created directly from unstructured requirements specifica-
tion. The other method exploits contracts as an intermediate step from requirements to
models. The merits of the contract-based approach are evident as it makes the model
creation and its verification process more structured and reduces the debugging effort
due to the incremental nature and explicit correctness conditions expressed in design
view contracts. The usability of second approach has been validated on an industrial
climate control system testing case study where DTRON tool is used to develop the test
adapters. The result of the case study shows the feasibility of this approach in practically
all test development phases. One challenge however is the creation of contracts itself
from the requirements. As a future work a solution can be explored to reduce the effort
by using specification patterns [4] for formulating the contract from requirements.
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Abstract. Digital transformation of industrial areas resulted in new products and
services that build upon innovative technologies and enable new kinds of busi-
ness models. Quantified products (QP) are such a kind of new product category
that exploits data of on-board sensors. A quantified product is a product whose
instances collect data about themselves that can be measured, or, by design, leave
traces of data. This paper aims at contributing to a better understanding what
design dependencies exist between product, service and ecosystem. For this pur-
pose, we combine the analysis of features of QP potentially affecting design with
an analysis of QP case studies for validating the suitability and pertinence of the
features. Main contributions of this paper are (1) two case studies showing QP
development, (2) a set of features of QPs derived from the cases and (3) a feature
model showing design dependencies of these feature.

Keywords: Quantified products · Feature modelling · Design implications ·
Design dependencies

1 Introduction

Digital transformation of many industrial areas has resulted in new products and ser-
vices that build upon innovative technologies, as for example Internet-of-Things (IoT),
machine learning (ML) and high-speed near real-time data transfer on mobile networks
(5G). These new products/services enable new kinds of business models [1] by exploit-
ing data from product operations and data-driven services. In this context, the specific
focus of this paper is on innovations related to physical products as data sources and
basis of new services. Many physical products, like manufacturing machinery, vehicles
or household devices, are equipped with control units, sensors and actuators that capture
and provide access to relevant data.

In previous work, we proposed the concept of quantified products as sub-category of
smart connected products (see Sect. 3). A quantified product is a product whose instances
collect data about themselves that can be measured, or, by design, leave traces of data
(cf. Sect. 3.1). One example for a quantified product are quantified vehicles [2].

Quantified product design, development and operation has been found to include
three different aspects: physical product, data-driven services and ecosystems manage-
ment. This paper aims at contributing to a better understandingwhat design dependencies
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exist between product, service and ecosystem. The research question for this paper is:
In the context of QP development, what are relevant features to consider during design
and what dependencies between these features must be taken into account?

For this purpose, we combine the analysis of features of QP potentially affecting
design with an analysis of QP case studies for validating the suitability and pertinence
of the features. Main contributions of this paper are (1) two case studies showing QP
development, (2) a set of features of QPs derived from the cases and (3) a feature model
showing design dependencies of these feature.

Section 2 describes our research approach. Section 3 covers the theoretical back-
ground and related work. Section 4 presents the first industrial case study to motivate
our work and to identify features affecting QP design. The validation of the features is
subject of Sect. 5 and based on the second industrial case. This section also discusses
design implications. Section 6 summarizes the findings.

2 Research Method

This paper is part of a research project aiming at technological and methodical support
for quantified product design and development. It follows the paradigm of design science
research [3] and concerns the requirements analysis and first steps towards designing
the envisioned artefact, a methodology integrating the lifecycles of physical product,
data-driven services and ecosystems services. This paper builds on previous research
on QP lifecycle management [4] and addresses the research question presented in the
introduction.

The research approach used is a combination of descriptive case study and conceptual
modelling. Themotivation for using case studies as empirical basis is the lack of scientific
work on quantified products. In previous work [4], we conducted a systematic literature
analysis with the conclusion that hardly any work consists in the field. Literature search
in Scopus, IEEE Xplore, AISeL and ACM DL when preparing this paper confirmed
this finding. Thus, we need to explore the nature and phenomenon of QP in real-world
environments designing and developing QP, which is possible in case studies.

Based on the research question, we identified industrial case studies suitable to shed
light on QP development. The analysis of the first case study follows the intention to
provide a hypothesis of features relevant for design. A second case study is used to
validate the identified features and lead to a second version of the set of features. By
modelling the identified features with the technique of feature modelling, we contribute
to structuring them and finding dependencies. According to [5] the case studies in this
paper are exploratory, as they are used to explore development approaches and design
features of QP.

3 Background and Previous Work

3.1 Quantified Products (QP)

Work on QP is related to various research streams of the past years with a focus on
turning data into value. Service sectors start to “collect data on everything” [6] to achieve
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automation and increased efficiency. Smart connected products (SCP) are not only a
category of IoT products but also represent a business model category characterized by
IT- and data-based services [7]. In individual lifestyle the term of Quantified Self [8] is
used when people collect physical and biometric data to “quantify” their life. The term
quantified vehicle adapts this idea for the automotive industry as a complete ecosystem
for using data for data-driven services [9].

Products are often equipped with sensors, e.g., for capturing geographic positions,
energy consumption, usage profiles or other information pertinent to operation andmain-
tenance of the product. Such products also collect additional data, which could be of
interest for third parties. For instance, suppliers want to know how their components
are used in the field [10]. In case of cars, insurance companies want to know how the
insured person drives [11] and traffic planners how roads are used by vehicles [12].

For the definition of the term quantified product, we differentiate between product
data traditionally captured during product lifecycle management (PLM) and data col-
lected by manufactured individual copies of a product, which we refer to as product
instances: “A Quantified Product is a product whose instances collect data about them-
selves that can be measured, or, by design, leave traces of data, including operational,
physical, behavioural, or environmental information for the purpose of data analysis and
(optional) data sharing and services.” [4]

Often enterprises quantify the products by (a) collecting data not only from a single
device but the entire fleet of products operating in the field, (b) using this data for
monitoring and real-time control in a management system for the fleet, and (c) offering
aggregated data on marketplaces.

Implementation of QP is accompanied by substantial changes in the companies’
PLM of QP, as different kinds of products and their lifecycles have to be coordinated:

• the actual physical product,
• services built upon data from connected physical products and services exploiting
data from a complete fleet of products,

• data-driven services using the fleet data for ecosystem services, possibly in combina-
tion with other services.

Coordination of these different lifecycles requires both organizational, structural, and
technical solutions.

3.2 Variability Modelling and Feature Models

Variability modelling has its origin in software product line research and generative pro-
gramming [19]. Complex software systems offer a rich set of functions and features to
their users, but cause challenge to their developers: how to provide high flexibility with
many possible variants for different application contexts and at the same time restrict the
systems’ complexity in order to achieve maintainability? Variability modelling offers a
contribution to control the variety of the variants of systems by capturing and visual-
izing commonalities and dependencies between features and between the components
providing feature implementations. Since more than 20 years, variability modelling is
frequently used in the area of complex software systems and technical systems. Among
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the variability modelling approaches, feature models are considered as in particular
relevant for QPs.

A feature is a “distinctive and user-visible aspect, quality, or characteristic of a soft-
ware system or systems” [13]. The purpose of a feature model is to capture, structure
and visualize the commonality and variability of a domain or a set of products. Com-
monalities are the properties of products shared among all the products in a set, placing
the products in the same category or family. Variability are the elements of the prod-
ucts that differentiate and show the configuration options, choices and variation points
that are possible between variants of the product, aimed to satisfy customer needs and
requirements. The variability and commonality are modelled as features and organized
into a hierarchy of features and sub-features, sometimes called feature tree, in the feature
model. The hierarchy and other properties of the feature model are visualized in a feature
diagram. Feature diagrams express the relation between features with the relation types
mandatory, optional, alternative, required and mutually-exclusive.

Different methodical approaches in the field and the exact syntax of feature diagrams
were analysed and compared in [14] and an overview to methods for feature model
development is provided in [21]. Both papers show a focus on notations and approaches
specialized for certain application fields, i.e., there is no generally accepted featuremodel
development method.

3.3 Data-Driven Services and Ecosystems

In general, the utilization of data and data analysis is expected to offer new ways for
growth and competitive advantage in many industrial and service sectors [15]. The
increasing data availability opens opportunities for the creation of entirely new services
[16], data-driven business models and possibilities of data analytics [17]. In the context
of QPs, data-driven services exploit sensor and operational data provided by instances
of products or entire product fleets, i.e., the data transmitted to a data-driven service,
for example via an IoT platform. This data has its own value on data marketplaces and
data-focused business models. Data marketplaces are expected to transform the data
economy by providing an infrastructure for trading data and data-related services” [18].

A digital ecosystem “is an interdependent group of enterprises, people and/or things
that share standardized digital platforms for a mutually beneficial purpose” [20]. Thus,
data-driven service ecosystems are shaped by organizations involved in service delivery
and their mutual relationships. Such ecosystems use sensor and context data from QPs
in an integrated manner for enabling new business models.

4 Case Study A

During the last five years, we actively participated in several industrial projects that
aimed at introducing new kinds of products and services in manufacturing enterprises.
Several of these projects resulted in solutions that can be regarded as QPs, including
SCP and data-driven services. One of these cases is described in this section (case study
A); another case in Sect. 5 (case study B). In both case studies, we collected documents,
field notes taken during work with the companies, minutes of meetings and interviews
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with company representatives, models of processes, information structures and business
models, and other relevant information.

4.1 Case Study Description

Case A originates from a research project conducted together with a leading producer of
outdoor and garden products for the end-consumer and business market (lawn mowers,
chainsaws, robotic lawn mowers, garden tractors, trimmers, watering systems). The
research project was positioned in the business line “outdoor products” and focused
the shift from conventional products (without connectivity to the Internet) to networked
ones (QPs). The aim of the business line was to create an ecosystem of products and
services that is based on a joint application architecture and service infrastructure. The
ecosystem is expected to support different profit centres within the business line with
their services and products, as well as services from external partners.

Fig. 1. Simplified IT and service architecture of case A.

Most products have built-in electronics or embedded systems and networking and
communication capabilities based on a common services architecture and infrastructure
(see Fig. 1). The built-in electronics and connected infrastructure services are usually
used for controlling mechatronic components and collecting data when the product is in
use. This includes, e.g., performance parameters, status information of product compo-
nents, information from the product’s application environment or service information.
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The integration into the infrastructure is used for communicating usage statistics, license
information, information about maintenance needs or location data to product owner
and/or vendor’s back-office.

Table 1. Data collected by the QP “automower”

Attribute Accuracy/Resolution Description

GPS coordinate 16 ft accuracy, recorded every
minute

Position of the mower robot

Start and end of charging Day, hour, minute, seconds Charging duration

Start and end of operation Day, hour, minute, seconds Operation time

Battery level Recorded every 10 s Battery level development

Speed of the mower In km/h, recorded every 10 s Speed differs based on quality
requirements of the cutting

Rotation speed of cutting
device

Rotations/second with same
energy supply

Basis for calculation resistance
of grass type

Vertical and horizontal
position

recorded every 10 s Basis for calculation of
“pollution” of grass area

One of the QPs in the business line is a robotic lawnmower called “automower”. The
automower of an end-consumer provides operations data to a base station (see Table 1 for
examples) and receives software updates or schedules from it. The base station is cloud-
based through the customer’s Internet. Business customers, such as housing companies
or garden service providers, often operate a fleet of robotic mowers, sometimes with
additional products, such as trimmers or garden tractors. In this case, fleet management
functionality offers that even workers can be equipped with devices capturing their
working hours and routes. The case company offers the required fleet management
services and data collection for their business customers through a cloud-based platform,
e.g. operating, supervising and planning garden and park maintenance.

Sincemany of the products require similar networking and communication function-
ality, the process of QP development included the design and implementation of reusable
services and infrastructure components of both, the “quantified” product and the (fleet
management) back-office. One of the development steps was an alignment between dif-
ferent product lines in terms of networking functionality, communication, and service
provision. This resulted in the service architecture and infrastructure depicted in Fig. 1.
Another step consisted of the definition of domain services and integration services for
preparing an ecosystem architecture. Integration services offer a middleware for fleets
of devices in the field with event processing, push messages, API to common services
and other integration possibilities. Based on the integration services, specific services
for domains, such as fleet management or workforce management, can be implemented.
Ecosystem services provide functionality to other services in the ecosystem based on
the domain and common services.
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As for the data-driven services, there are device-level services (e.g. theft protection
of automower for end consumer) and fleet-level services (e.g. fleet management for
housing companies), and additional shared services for other divisions of the enterprise.
This creates an enterprise-internal ecosystem approach.

4.2 Feature Identification

The process of developing a feature model has to start by exactly defining the application
field or system under consideration (scoping). In case A we started to analyse the case
material guided by the question what features, i.e., distinctive user-visible characteristics
(see Sect. 3.2), a quantified product needs to have. “Users” in caseAwould be the internal
product managers for the QP in the case company and external customers supposed to
use the QP, data from the QP or services built upon these data.

The next stepwas the identification of the actual features that characterize the defined
scope, which in our case are the features of the QPs visible in case A. All features have
to be made explicit and were noted down with a short description documenting there
meaning. Before looking at dependencies of features, for each feature we captured the
components used to implement the features. These implementations for each feature
helped to identify dependencies and additional characteristics for the particular feature.

In case A, we have to distinguish between use of data collected during operation of
individual product instances (device-level services), and also on aggregation level across
all instances (fleet-level services). Device-level services target the operators or owners of
the device, whereas fleet-level services in addition also include data-driven services for
third parties that often abstracted from device-level and only offer aggregations, combi-
nation or selection of the data. On device-level, information can be captured regarding
the actual device (like battery level, energy consumption of certain components, mowing
speed) and regarding the “context” of the device (like temperature, weather conditions or
the terrain). The context information also is of interest on fleet level and some third-party
services.

In the final step,we documented the dependencies between features visible in the pre-
vious step and the inter-relations between components and implementations implicated
by the features. Table 2 summarizes the identified features on device-level, fleet-level
and data-driven service level.

Table 2. Identified Features of QP

Device-level Fleet-level Service-level

Access to real-time
information of individual
device

Access to real-time
information aggregated for
fleet

Definition of services tailored
to application domain

Recording of information
during operations

Recording of fleet
information during operations

Fleet and device-level
visualization of recorded data

Configure what information to
be captured (real-time or
recorded)

Configure fleet information to
be captured (real-time or
recorded)

Fleet and device-level
visualization of real-time data

(continued)
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Table 2. (continued)

Device-level Fleet-level Service-level

Modify sensors on device Access to context information
aggregated for fleet

Fleet and device-level
visualization of context data

Access to context information Recording of context
information

Recording of context
information

5 Case Study B

The objective of this section is to validate the features of QP identified in case study A,
modify them if necessary and investigate their implications for QP design. Section 5.1
introduces the case study B as such, Sect. 5.2 addresses validation of the features and
Sect. 5.3 the implications for design.

5.1 Case Study Description

The second QP case study is an industrial case from air conditioning and cleanroom
technologies (ACT). The case study company, a medium-sized enterprise from North-
ern Germany, is designing, developing, installing and operating large ACT facilities.
For energy optimization purposes and as a basis for predictive maintenance, additional
sensors and control systems have to be integrated into the ACT facilities and connected
to a network. This results in an IoT solution that also offers the opportunity of new
business services. Complexity and size of such facilities for industrial and public build-
ings are growing more and more. Inspections of air handling units in operation often
reveal significant deviations from the planed energy consumption in the design phase.
Furthermore, in the course of automation, the amount of data is increasing strongly. The
direct and indirect processes of air handling units can no longer be operated in an energy-
efficient or optimal way without intelligent data processing. The need for solutions with
self-optimization based on machine learning and intelligent control of the facilities is
therefore high.

The envisioned IoT solution in case study B is supposed to implement diagnosis
support of possible optimizations in air handling units as well as for the operational
processes of the case study company. This requires processing of large amounts of time-
series data from different sources in the facility. The IoT solution has to be integrated
into the case company’s operational processes to support new types of services.

In an ACT facility, different technical devices are combined that are integrated into
a control flow and together provide the desired AC functionality. Examples for such
devices are ventilators, recuperators, humidifiers, heating or cooling units, and air fil-
ters. Some of the devices are by design equipped with sensors for capturing energy
consumption, temperature, revolution speed or other relevant parameters; other devices
have to be equipped with additional sensors during the development of the IoT solution.
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These sensors provide information that is evaluated on facility-level to determine energy
consumption, anomalies or error situations.

ACT facilities can be grouped according to their functionality, which often corre-
sponds to the type of buildings they were designed for and are installed in. The ACT
groups relevant for the case study company are hospitals, manufacturing buildings, shop-
ping centres and educational organizations. For all ACT facilities within a group, evalua-
tion of the collected facility-level information is relevant during planning and operations,
for example for dimension planning, i.e., deciding on the required performance class.

5.2 Feature Identification

The identification of features for case study B followed the same steps as for case A
(Sect. 4.2). Comparing case A and B, the first observation is that the features in case B
also can be sorted into levels, but the levels have to be named differently if we follow the
terminology used by the companies in their different application domains: the device-
level in case A corresponds to the facility-level in case B. Furthermore, the fleet-level
in case A corresponds to the group-level in case B. To normalize the terminology in
an application-independent way, we propose to use “product instance level” (instead of
device or facility) and “product class level” (instead of fleet or group).

On product instance level all features from case study A also are relevant for case
study B, which is illustrated in Table 3.

Table 3. Product instance-level feature comparison

Feature Application in case A Application in Case B

Access to real-time information
of individual device

GPS position of automower
for anti-theft protection

Energy consumption of
ventilation for anomaly
detection

Recording of information during
operations

Energy consumption and
other values for predictive
maintenance

Air flow, temperatures and
other values for predictive
maintenance

Configure what information to be
captured (real-time or recorded)

Adapt to differences of
customer types

Adapt to differences of
ACT type

Modify sensors on device Finer granularity for
professional product group

Lower resolution for ACT
with modern control units

Access to context information Temperature, weather, terrain Outdoor temperature

Recording of context information Analysis of energy
consumption of ACT in
different terrains

Analysis of energy
consumption of ACT in
outdoor temperature
conditions
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5.3 Implications of Features on QP Design

The implementation of a feature requires certain technical functionality on product
instance or product class level. On product instance level, this functionality has to be
taken into account during the design phase of the physical product development, as it
can affect the weight, material, size or components to be used in the product. In this
paper, we will focus on the components only, not on all design parameters.

There usually is no one to one match between a feature and the component imple-
menting it as one feature might require several technical functionalities implemented by
different components and components also depend on each other. For the two case stud-
ies, we started from the common set of features and analysed how these features were
technically implemented in the cases. We found components in both cases with similar
or even identical functionality, but completely different implementation. An example
is the communication unit allowing for transmitting data from product instances to the
cloud. In case study A there is a WIFI module connecting to the base station and in case
study B there is a LoRaWAN module for connecting the ACT facility with the cloud.
As the term “component” usually is associated with a concrete implementation, we use
the term “building block” instead. Building blocks are providing a defined functionality,
possibly in different variants, contributing to implement features.

Fig. 2. Feature model excerpt

Our analysis resulted in a featuremodel identifying the relationship between features
(blue boxes) and building blocks (white boxes) and the dependencies between building
blocks (see Fig. 2). And it also resulted in a list of building blocks common for both
cases with their required variants (see Table 4).
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Table 4. Building blocks for implementing QP features

No Building block Possible variants

1 On-board sensors Fixed set; fixed + configurable set;
dynamic set

2 Context sensors Depending on required functionality.
Example: temperature, position, other
connected devices

3 Communication unit Cable-based interface; wireless, low
range; wireless, high range

4 On-board sensor integration approach Wireless; internal bus; direct (system on
chip)

5 On-board sensor information computing Adaptive; fixed; none

6 Battery constraints High capacity; extended capacity;
regular capacity

7 Reliability of sensors High (double sensors); normal

8 On-board computing memory (defined in storage size)

9 On-board storage capacity (defined in storage size)

10 Heartbeat required Yes/no

11 Firmware update Yes/no

12 On-board computing power (defined in performance metrics´, e.g.
MIPS)

6 Summary and Discussion

The paper aimed at contributing to the field of QP by analysing features of QP, the
implications of these features for product design and the dependencies between features
and building blocks for their implementation. We identified such building blocks for the
physical products and prepared future work into this direction addressing the product
class level and the data-driven service level.

The biggest limitation of our work is the empirical basis in only two case studies.
Although the case studieswere carefully selected to represent the construct under investi-
gation, QP features and design, we cannot assume completeness or general applicability
of our work. Future research will have to address this shortcoming by conducting more
case study and empirical research.
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Abstract. Top-end image classifiers cannot predict with sufficient accu-
racy in some domains due to variety of reasons: too many classes,
unevenly distributed classes, frequently changing classes, too few train-
ing samples. On the other hand, predicting a cluster of a few similar
classes is often acceptable in applications, such as retail self-checkout
picklist assistant or entire species kingdom classification in random envi-
ronments such as Google Lens.

This article investigates strategies for predicting clusters of similar
classes. The main research topic is to compare classification-into-clusters
metrics of individual class classifier vs. classifiers trained on clustered
classes.

Public datasets representative of food retail store self-checkout area do
not exist to the best of authors’ knowledge; performance of well known
computer vision algorithms on self-checkout images in unknown. This
study attempts to fill the gap: it was performed on self-collected image
set of barcodeless products from a retail store.

This article compares different ways to measure image class similarity,
which drives the order of grouping classes into clusters. Authors measure
class similarity using Self Organizing Maps (SOM) cluster purity, dis-
tance between samples embeddings of a classifier neural network, error
contribution in a confusion matrix. Authors compare classifiers trained
on individual-class-labelled data and cluster-labelled data. All the com-
parisons measure metrics (accuracy, f-score) of classifying into clusters.

The main finding of this article is that having determined clusters of
similar classes, it is not worthy training on cluster-labelled data. Instead,
classifiers trained on individual classes perform better when classifying
into clusters-of-similar-classes.
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1 Introduction

Visually similar classes present a challenge and an opportunity in computer
vision tasks. The classes being similar usually results in more errors between
these classes in a confusion matrix of a multi-class classifier that negatively
affects the model accuracy. In some domains, where class similarity is high and/or
data for training is limited, predicting a Top 1 class is unpractical due to lower
boundary on accuracy drawn by applications.

Some applications do not always require the exact class to be recognized as
a top 1, but often narrowing down the list of possible classes to a few similar
ones is good enough. For example, in retail self-checkouts a picklist assistant can
narrow down a list of products to choose from to a few similar ones. This is
even desirable by retailers provided the accuracy of several presented products
to choose from exceeds the accuracy of showing the top 1 product.

Often taxonomy of classes is unknown, or class similarity has little correlation
with class proximity in taxonomic hierarchy. For example, among retail self-
checkout products, red apples are more similar to tomatoes than red apples
are to green apples, even though red apples and green apples might be in the
same product category. Different candy sorts differ among themselves as much
as they differ from other product categories: candies similarity to other products
is mostly determined by the wrapping paper.

When classification of individual classes in unpractical, one must find a way
to find class “clusters” - groups of classes such that classes within clusters are
more similar than classes in different clusters. Resulting class clusters become
labels for classifying images into these clusters. The class assignment to clusters
must be done in a way to maximize accuracy of image classification into these
“class clusters”.

The goal of this research is investigate “class clustering” mechanism such that
metrics of classification into these “class clusters” are maximized. This research
investigates two aspects of classifying into “class clusters”: first, determining
class similarity; second, whether it is beneficial to train “cluster” classifiers.

Determining class similarity drives the order of class assignment into clusters.
As opposed to classic clustering tasks that produce “data clusters”, grouping
classes into clusters cannot be achieved by using such clustering techniques as
K-means or similar. Once classes are grouped into clusters, there is no metric
(such as purity) to measure the quality of the clusters. Authors of this paper
measure quality of data classification into these “class clusters”.

The second aspect of this research is to investigate usefulness of training
cluster classifiers - classifiers that predict class clusters instead of individual
classes. Cluster classifiers are trained on data labelled with cluster ID rather
than individual class. Authors compare performance of cluster classifiers with
performance of individual class classifiers.

Drawing upper boundary on number of classes, merged into a cluster, depends
on application. For example, a self-checkout picklist assistant may display 3–
10 items for a customer to choose from. Authors of this research refrain from
optimizing number of clusters.
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The findings of this research applies to domains where 1) Top 1 image classi-
fication accuracy does not meet minimum requirements and 2) predicting a few
similar classes is useful. One example is retail self-checkout picklist assistant for
barcodeless products. Another example is species classification of entire animal
or plant kingdom in random environments, such as Google Lens.

The following terms are used throughout the article:

– Class cluster - a group of individual classes (1 or more) that are deemed
similar by one of the similarity techniques; a target category in a cluster
classifier; each individual class is assigned to one and only one class cluster.

– Group of classes - used as a synonym for “class cluster”.
– Individual Class - a target category in a classifier, representing a single prod-

uct offered by a retailer. Examples: plum tomatoes, big oranges, persimmons,
bananas. Used interchangeably with terms “Class”, “Product”.

– Metrics hypothetically merged - given an individual class classifier and similar
class clusters, evaluate accuracy, f-score as if classification errors between
classes in the same cluster were correct predictions.

– Metrics actually merged - given class clusters, and dataset labelled with indi-
vidual class ID, change labels to cluster ID and train a classifier. Evaluate
accuracy, f-score of classifier-into clusters.

– Taxonomic hierarchy - a pickist menu tree in retailers’ self-checkout menu for
selection of barcodeless products. Menu tree usually represents biological hier-
archy. E.g. individual product category “plum tomatoes” is a leaf of category
“all tomatoes”, which is a branch of a higher-level category “Vegetables”.

– Taxonomic Proximity - number of steps required to traverse between 2 prod-
ucts in Taxonomic hierarchy graph.

This article is structured as follows: Methods section describes techniques
used to determine class similarity, details for constructing cluster classifiers;
Results section shows statistics of inter-class similarity, compares the classifi-
cation performance of various similarity techniques and individual vs. cluster
classifiers; Conclusions section summarizes the main findings of this article.

2 Literature Review

Image similarity. Ranking technique in [14] learns image similarity by training
a network on triplets that consist of 3 images: query, positive (similar) and
negative (dissimilar). It relies on a self-created dataset, where similar candidates
are google image search results. It then calculates image pairwise similarity using
an extensive list of features among images of the same search query results,
whereas similarity of images between different query results is set to 0. Using this
method for our research presents an issue: since we are trying to learn inter-class
similarity, it does not make sense to label pairwise similarity of images of different
classes to be 0. Image similarity is drawn from image description in [12]. Such
a description is not available in self-checkout image sets. Concept of similarity
descriptor is presented in [15]. It uses pre-trained famous classifiers to draw
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feature maps of deep layers. The authors first train a neural network in order to
choose the most proper deep layer to use as a feature set for image similarity.
Then feature map histograms are used to measure image similarity by calculating
Earth Mover’s distance. We also use pre-trained classifier to draw feature maps
for further comparison. Instead of building a complex network to choose the
deep layer, we use the pre-last dense layer: the cited paper shows little difference
in performance by using different layers of classifiers. Using convolutional layer
intensity histograms for comparison helps to eliminate proximity dimension. We
have the proximity element eliminated already by using pre-last fully connected
layer.

Determining class similarity requires some generalization based on similarity
of image samples. Average of all samples of a given class is used to calculate a
“class vector” in [8]. Cosine similarity between class vectors is used as a measure
for class similarity. They use linear discriminant analysis (LDA) to come up with
a feature space for calculating class vectors. We realize that samples within the
same class may be quite different (e.g. a “Snickers” candy has 2 views depending
whether it’s put front side up or down), therefore calculating a class average may
not be representative of a class. Instead, we use sample-to-sample comparison.
Like the authors of the cited paper, we use cosine similarity between embeddings.
To come up with a lower-dimensional space of image embeddings, we use pre-
last fully connected layer instead of LDA: we do not consider this a significant
difference as long as class-specific information is preserved within embeddings. A
technique proposed in [9] is for class-to-image comparison by training a Siamese-
like network that takes extracted class and image features. Although a promising
technique to identify if an image belongs to a specific class, it doesn’t provide a
way to compare how similar 2 classes are.

Image clustering techniques in [3,11,13] group images by exploiting some
deep layer’s embeddings. The resulting image clusters, however, do not map into
groups of classes (“class clusters”): clusters usually contain images from multi-
tude classes, and images of a class are dispersed over multitude clusters. This
means that image clustering cannot be used directly to measure class proximity,
but may be used as the first step following by some post processing to deter-
mine class similarity. Clustering categorical datasets usually use purity metric to
determine quality of clusters; subsequently cluster purity improvement by merg-
ing classes can be measured to determine class proximity. Self Organizing Maps
(SOM) [5] is a clustering technique that preserves inter-cluster proximity: data
points that are close in high dimensional spaces are assigned to cluster centroids
that are close in 2D space. Since our paper investigates inter-class proximity, we
choose SOM to be one of the alternatives to group classes into clusters.

Hierarchical classification tasks present a challenge of picking the right clas-
sification strategy. Two ubiquitous strategies are local classifiers and multilabel
classifiers. Local classifiers in [10] can be split into classifiers-per-level (LCL),
classifiers-per-parent-node (LCPN) and binary classifiers-per-node (LCN). Each
local classifier strategy requires multiple classifiers to be trained and used during
inference - a potential obstacle for not so powerful devices, such as self-checkout
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computers. Our task can be thought of as a hierarchical classification task of
2 levels, where leaf nodes are groups of products; therefore, the task converges
to a classic multi-class classification problem. Multilabel classification tasks such
as [1,6,16] use multiple labels for every data point - one label per hierarchy level.
Loss function of multilabel classifiers requires setting weights between levels. Our
task can be thought of as a multilabel classification task of 3 levels - root level,
class group level and individual product level - where weight of leaf (individual
products) level is 0, and weight of class group level is 1.

Specifics in retail self-checkout images include unevenly distributed classes,
many images containing poorly visible products due to semi-transparent bags,
etc. It’s discussed in detail in [2].

3 Methods

3.1 Experiment Design

The dataset used in this experiment (Fig. 1, Individual Products Data Set) is
a collection of product images collected in a food retail store at self-checkout
by a camera placed above the self-checkout scales area. Photos were taken by
exploiting a self-checkout event of having the scales settled (usually, one prod-
uct is placed on scales at that time). The set consists of 26,637 images that
belong to 194 classes. The classes are products not labelled with barcodes sold
in retail stores: various vegetables (tomatoes, carrots), fruits (bananas, oranges),
candies. Distribution of images among classes is extremely uneven: the biggest
classes contain 3282 (bananas), 2760 (carrots), 2181 (lemons) samples, whereas
the smallest classes (rarely purchased candies) contain only 3 samples.

Fig. 1. Comparing Actual vs. Hypothetical metrics of merged similar classes
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This research presumes existence of an individual class classifier trained on
the dataset described above (Fig. 1, Classifier - Individual Products). Authors
made a classifier using architecture described in Fig. 4 (detailed description in [2])
and got preliminary results: 83.0% accuracy and 55.4% f-score on the test set of
the above dataset.

Inter-class similarity is determined using three different methods (details
below in this chapter): “Error contribution”, “Embeddings distance”, and “SOM
purity”. Based on class similarity using each of the 3 methods, an agglomerative
clustering scheme is produced - that is the order of how classes are merged into
clusters by similarity (Fig. 1, Product Merge Order).

Datasets labelled with cluster ID (Fig. 1, Merged Products Data Sets) are pro-
duced from the initial dataset of individual products using agglomerative clus-
tering schemes of class similarity. Although a separate cluster-labelled dataset
can be produced for each number of clusters in the range [2;n-1] (n - number of
individual classes), but the authors limit number of cluster-labelled datasets for
performance reasons. The logic behind choosing the number of clusters to train
classifiers on is discussed later in this section.

Using datasets labelled with cluster IDs, classifiers are trained (Fig. 1, Classi-
fiers - Merged Products) that predict cluster of classes that the image belongs to.
The architecture of all the classifiers is identical except for the last softmax layer
(which differs in number of neurons only). The cluster classifier architecture is
also identical to the individual product classifier.

Fig. 2. Calculating confusion matrix based on hypothetical class merge

Metrics - hypothetically merged. Individual product classifier’s Top 1 predic-
tions are the basis for individual classifier’s confusion matrix (Fig. 2, Left). Given
class clusters (In Fig. 2, classes I, J belong to cluster X), confusion matrix of clas-
sification into clusters (Fig. 2, Right), row/column X is produced by summing
rows/columns that represent classes [I, J]. Essentially, this treats Top 1 predic-
tions of either class [I, J] of individual classifier as correct if true class is either
of classes [I, J], and incorrect otherwise. Confusion matrix of classification into
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clusters (Fig. 2, Right) is the basis for other metrics of hypothetically merged
classes: accuracy, f-score.

Metrics - actually merged. Given class clusters, images of classes that belong
to the same cluster, are merged into the same folder before training (essentially
labelling the dataset with cluster IDs instead of individual class ID). Cluster
classifier is trained on dataset labelled with cluster ID. Confusion matrix of a
cluster classifier in the basis for other metrics of actually merged classes: accu-
racy, f-score.

Authors compared metrics for classification-into-clusters of:

– A) individual products classifier (Fig. 1, Metrics - hypothetically merged);
– B) cluster classifiers (Fig. 1, Metrics - actually merged).

3.2 Inter-class Similarity

Class merge order is determined by class similarity: more similar classes are
merged earlier. However, similarity between classes is subjective: measuring class
similarity using different techniques yields different results. Authors chose 3 dis-
tinct ways to measure similarity between classes, later used to determine class
merge order:

Fig. 3. Representative samples of the biggest error-contributing class-pairs in a confu-
sion matrix

– Biggest error contributors;
– Self-Organizing Maps (SOM) purity improvement;
– Embeddings distance.
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Biggest error contributors. Higher number of errors between two classes in
a classifier’s confusion matrix implies these classes are more similar. Authors
used validation set’s confusion matrix to determine inter-class similarity. Figure 3
shows representative samples of the Top-3 most similar class-pairs using “biggest
error contributors” method. These class-pairs indeed seem similar to the
human eye: different size tangerines, oranges and persimmons, different sorts of
tomatoes.

Embeddings distance. Measuring image similarity by direct pixel comparison
is unpractical due to high dimensionality of image data. In addition, even slight
variation in object’s position yields high difference between pixels in two images.
Instead of direct pixel comparison, any higher-level, lower-dimensional features is
preferable for comparing images. Authors used their own classifier - that yielded
83% accuracy - to extract higher-level features. The high accuracy of the classifier
implies that enough information about classes is carried in all the layers of the
classifier network.

Authors chose pre-last dense layer for comparing image similarity for sev-
eral reasons. First, deeper layers in sequential networks carry higher-level fea-
ture information. Second, deeper dense layers usually have lower dimensionality,
which is preferred for performance reasons. Third, last layer (softmax) carries
individual class probabilities, which implies that using last layer embeddings
of an ideal classifier would yield equal similarity between any pair of classes
- that contradicts to our goal of measuring inter-class similarity. Single image
embeddings vector took shape:

embeddings ∈ R
128

Figure 4 depicts how image embeddings were extracted from the classifier for
inter-class similarity measurement.

Fig. 4. Embeddings for inter-class distance measurement [2]

Authors used cosine distance to measure similarity between image embed-
dings. Using other distance types (Euclidean, Manhattan) showed very simi-
lar results, therefore authors settled for a single distance type (cosine) for all
experiments.
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Mat Emb Disti,j =
1

mi ∗ mj

mi∑

k=1

mj∑

l=1

distCosine(Ek, El) (1)

where:

Mat Emb Dist ∈ R
n∗n

n – number of classes in the dataset
mi – number of samples in the class i
Mat Emb Disti,j – Mean distance between all samples in class i and class j

Finally, mean distances between all class pairs were calculated by averaging
distance between all images in class A and all images in class B (where A �=B), as
shown in Formula 1. This resulted in a half-matrix of mean distances among all
classes. Figure 5 shows top 3 class pairs that have the lowest inter-class distance.

Fig. 5. Representative samples of smallest mean distance between image embeddings
having class pairs

SOM purity improvement. SOM is a clustering technique that groups similar
data points together; as opposed to other clustering techniques, SOM preserves
an inter-cluster grid, where nearby cluster centroids imply more similar data
points attached to them - an important factor in our investigation of class simi-
larity. Ideal SOM trained on an image set of various classes should result in a)
images of the same classes falling under the same cluster; b) images of different
classes falling under different clusters, provided there are at least as many clus-
ters as there are classes. Although training SOM on real data rarely results in
such clusters, but images of similar classes tend to fall under the same clusters
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more frequently than images of dissimilar classes. Therefore, merging two simi-
lar classes should result in bigger cluster purity (Formula 2) improvement than
merging two classes that are not similar.

Purity =
1
N

k∑

i=1

maxj |ci ∩ tj | (2)

where:

N – number of samples in the dataset
k – number of SOM clusters
ci – i-th cluster
tj – classification which has the max count for cluster ci formula defined in [7]

Training SOM on an image set requires a few hyper-parameters. First, input
data should be decided on: like for most clustering techniques, direct cluster-
ing of image pixels of high dimnesionality (d = 256 × 256 ≈ 64K) is irrele-
vant performance-wise and data-quantity-wise. Instead of image pixel clustering,
authors chose the classifier embeddings from Fig. 4 as input to train SOM. Sec-
ond, SOM grid size should be selected. In order for different class images to fall
under different cluster, at least as many clusters as there are classes must exist.
Authors chose grid size of 15 × 15, making ∼225 clusters (a little less if hexagon
grid cells are used), which exceeded the number of classes (194). Top-3 pairs’
representative samples using “SOM purity improvement” similarity measure are
shown in Fig. 6.

Fig. 6. Representative samples of the class-pairs that improve SOM purity the most if
merged
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3.3 Choosing Number of Clusters

Drawing upper bound on number of classes within a cluster usually depends on
applications and is not part of this research. However, investigating performance
of classifiers trained on “class clusters” requires choosing number of clusters.
Although it is possible to train cluster classifiers on each number of merged
classes in the range [2;n − 1] (n = number of classes), but such a task requires
enormous amount of resources. Since the goal was to investigate in what order
merged classes yield the best classification results, it makes sense to choose
number of clusters to be at the intersection points of important metrics using
hypothetical classification results. Authors chose these metrics to be accuracy
and f-score. It also makes sense to choose local maxima points of f-score - meaning
that smaller number of classes from local maxima yields lower f-score, making
the classifier of next-smaller number of classes inferior in terms of both f-score
and number of classes.

All the class grouping experiments were followed by training cluster clas-
sifiers. Authors measured both accuracy and f-score (accuracy represents the
real-world class disbalance in the self-checkout domain).

Authors used Nvidia GeForce GTX 1080 GPU and 64 GB RAM having com-
puter for all the experiments. The deep learning frameworks were Keras 2.4.1-tf,
CUDA 11.2. Authors trained all models for 100 epochs unless validation accu-
racy did not improve for the last 10 epochs. Adam [4] optimizer was used with
learning rate 1e−3.

4 Results

This section has two parts: first, the findings of using various techniques for
class similarity are presented; second, classification-into-clusters is summarized
for different techniques of similarity and for individual vs. cluster classifiers.

Table 1. Top 5 class pairs having most errors in a confusion matrix

Class A Class B Errors %

Tangerines Big tangerines 6.5%

Oranges Persimmons 5.1%

Tomatoes Plum tomatoes 3.0%

Bananas Apples golden 2.6%

Bananas Lemons 2.5%

Most errors contributing class pairs are depicted in Table 1. The column
“Errors %” represents false predictions both ways (Class A instead of class B
and vice versa) as a percentage of total errors in a confusion matrix. Almost 20%
of all errors are caused by 5 class-pairs - a significant percentage in a confusion
matrix of size 194× 194 (194 - class count in self-checkout dataset).
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Table 2. Top 5 class pairs having the lowest inter-class mean distance between image
embeddings

Class A Class B Normalized similarity

Candies “Minky” Candies “Crazy bee” 8.3

Bean sprouts Green grapes 6.8

Candies “Vkusia” Candies “Lokys” 6.7

Candies “Murkiny” Candies “Verze” 5.9

Candies “Murkiny” Candies “Kregzdute” 5.7

Embeddings distance similarity technique is summarized in Table 2: it shows
the top 5 class-pairs that have the lowest mean inter-class distance (i.e. highest
inter-class similarity, where similarity = 1

distance ).
SOM purity improvement technique suggested the class pairs that improve

cluster purity the most when merged. Original (before merging) SOM cluster
structure is shown in Fig. 7. Circle sizes are proportional to the number of sam-
ples in those clusters. The biggest class of every cluster is shown in blue, whereas
every color within a cluster represents a different class. Color angle is propor-
tional to class’ number of samples in a cluster. Although most clusters contain

Fig. 7. SOM cluster structure. Circle size represents number of samples. Colors indicate
different classes within clusters, blue being the most-frequent class (Color figure online)
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mostly images of a single class, but the biggest clusters appear to consist of
multitude classes.

All three similarity techniques - biggest error contributors (Fig. 3), small-
est mean distance between embeddings (Fig. 5), most SOM purity improvement
(Fig. 6) - suggested the most similar pairs to appear similar to the human eye,
although all three techniques suggested different class pairs in the top of the
similarity list.

Authors limited number cluster-classifiers as described in the Methods
section. Figure 8 depicts the choice for number of clusters using accuracy inter-
section point (top-left), f-score intersection points (top-right) and f-score local
maxima (bottom).

Fig. 8. Choosing number of merged classes in 3 ways: intersection of accuracy, f-score,
and local f-score maxima

The main result of this research is comparing the following:

– Different techniques to determine visual class similarity. Based on similarity,
classes are merged into “class clusters” and classification metrics are mea-
sured;

– Classifiers trained on individual classes vs. classifiers trained on “class clus-
ters”, where classes are merged into clusters by similarity.
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Table 3. Accuracy using various methods
for merging classes into clusters

Table 4. F-score using various methods
for merging classes into clusters

Table 3 compares accuracy of classification into “class clusters”. Best accu-
racy is achieved using “SOM purity” merging technique for smaller number of
“class clusters”, but “Embeddings distance” merging technique outperforms the
rest when number of classes is high (>160). In all cases except one, individual
class classifiers outperformed “class cluster” classifiers.

Table 4 compares f-score of “class cluster” classification. In all cases except
one, “Error contribution” merging technique outperformed the rest. Individual
classifiers always performed better that “class cluster” classifiers.

Figure 9 shows the margin between various methods of merging classes into
clusters (different colors); between individual classifiers (lines) and “class cluster”
classifiers (dots); accuracy (left) and f-score (right). Merging classes using “SOM
purity” technique generally outperforms other methods when accuracy optimiza-
tion is key (e.g. in retail self-checkouts, where class distribution is uneven). Merg-
ing classes using “Error contribution” technique generally outperforms other
methods when f-score optimization is key.

Individual classifiers outperform “class cluster” classifiers with few exceptions
(lines above same-colored dots).

In addition to 3 techniques of merging classes described in this article,
authors present results of individual classifier using “barcode structure” class
merging (red line in Fig. 9). This merging technique underperforms all other
proposed merging techniques. This suggests that higher-level category (e.g. all
apples; fruits) predictors in retail stores would not work as well as predictors of
similarity-based class clusters.
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Fig. 9. Actual vs. Hypothetical metrics by merging similar classes (dots represent
metrics of actually merged datasets)

Application of trained classifiers in retail stores. Inference of trained clas-
sifiers was tested on a self-checkout-like computer with 2 GB RAM, no GPU,
2 GHz CPU. Inference of an image took up to 100 ms, having the classifier
model pre-loaded into RAM. A single classifier model takes less than 50 MB
of disk space and requires to be placed on an inference computer. These require-
ments are acceptable for most self-checkout computers. Class similarity analysis
and choosing the upper limit for number of classes, followed by creating clus-
ters of similar classes, should be done outside of store computers, similar to our
described infrastructure.

5 Conclusions

The results of this research apply to domains where training individual class
classifiers and using them to predict a single class does not achieve required
accuracy, such as where image class similarity is high, or there is insufficient
training data.

The experiments in this research showed inconclusive results for the class sim-
ilarity method to be used when merging classes into clusters. The best similarity
measure depends on count of “class clusters” and on performance metric used
(accuracy vs. f-score). Using “Error contribution” similarity method improved
f-score by 9.9% ± 9.1% over “SOM purity” and 7.8%± 6.4% over “Embeddings
distance”. Although “SOM purity” similarity method generally improved accu-
racy by 1.2± 1.5%, its significance waned having higher number of clusters.

Authors of this paper have experimentally shown that classifiers trained
on individual classes that predict “class cluster” usually outperform classifiers
trained on “class clusters”. Accuracy of individual classifiers was 1.8%± 1.5%,
f-score was 10.3% ± 9.0% higher than of cluster-classifiers. Average retail self-
checkout computers are powerful enough to run trained classifiers for inference.
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Abstract. The development of new digital technologies and their omnipresence
impact the everyday life of people and intend to contribute to a so-called Smart
Life. Numerous Smart Life applications and technologies relate directly to indi-
viduals and their life (Smart health, Smart buildings, Smart cities, etc.), but also
indirectly through professional applications (Smart manufacturing, Smart grids,
Smart farming, etc.). We assert that these applications have common foundations,
and several designprinciples couldbe established to contextualize the development
of Smart Life applications, thus, to introduce the field of Smart Life Engineering.
We foresee the domain of Smart Life and Smart Life Engineering as an indepen-
dent research domain that would contribute to the sharing or reuse of efforts to
develop and maintain Smart applications. However, there is no common agree-
ment on the concept of Smart Life and the associated methods and technologies.
Thus, this paper provides a systematic view of the existing literature on Smart
Life and its decomposition into sub-domains using systematic mapping study and
presents a research agenda for Smart Life and Smart Life Engineering.

Keywords: Smart life · Smart life engineering · Smart technologies · Systematic
mapping study · Research agenda

1 Introduction

The term Smart is an old English word that originated in the 13–14th century with the
meaning quick, active, and clever in relation to sharp humor or words [1]. Since then,
it became a synonym for intelligent, quick, and fashionable [2]. In the early 1970s, the
adjective Smart began to be used to mean devices that behaved as if they were guided
by intelligence. With the emergence of ubiquitous wireless computing, we can really
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speak of smartification in many domains [3]: all kinds of devices and human activity get
equipped with computational and intelligent features: Smart phone, Smart city, Smart
energy, Smart car, and Smart manufacturing.

The rise of Smart applications and technologies in different scientific domains artic-
ulates a need for a more encompassing understanding of Smart that can function as a
fundamental theoretical concept: what does it mean? And also, what does it not mean?
The concept of Smart object was already introduced in 1998 by Kallman and Thalmann
[4]. Recently all these terms seem to be bundled under the umbrella topic of Smart Life.
However, there is no precise definition of what Smart Life entails. Many papers exist
and contribute to expanding the knowledge about parts of this field, but there is still no
clear explanation of what it is called exactly Smart Life and, by extension, what can then
be called Smart Life Engineering (SLE). Engineering of Smart Life applications is now
widespread in many domains. But the extent to which the engineering of Smart Life
applications differs from regular information systems remains not investigated.

Numerous works exist to present research agendas in Smart-related fields. For
instance, Smart cities future research is given in [5–8], but the whole number of the
related research papers is about 40. The same for Smart grids, Smart home, and many
other Smart fields.

The main research goal is to define and characterize Smart Life and Smart Life
Engineering and to summarize the existing work on this topic. Smart Life is a concept
emerging from a plethora of studies on Smart cities, Smart devices, Smart energy, and so
on. However, there is no real consensus about the scope and contents of this new domain.
In [9], we suggested a taxonomy of contemporary Smart applications and analyzed their
evolution. In this work, on top of a clear definition of Smart Life, we will identify
research topics, methods, and technologies used in this domain to describe and delineate
the different elements of SLE. In addition, we define a Smart Life research agenda to
identify the key issues remaining in this field.

We present our research method mainly based on a Systematic Mapping Study
methodology in Sect. 2, and in Sects. 3 and 4 we detail and discuss the obtained findings
with regards to the Smart Life definition, Smart Life topics, and technologies used in
this field. We end the paper with a set of research directions in a Smart Life and Smart
Life Engineering research agenda in Sect. 5, and we conclude the paper in Sect. 6 with
prospects of our research.

2 Research Method

The lack of a theoretical framing in the domain of Smart Life motivated us to conduct a
SystematicMapping Study (SMS) [10]. SMS relies onwell-defined and evaluated review
protocols to extract, analyze, and document results. We selected this type of research
methodology as it is a useful product to describe the existing research in a particular
field of study and allow the identification of knowledge gaps, which will help in the
definition of a specific research agenda for this new field of study. We follow the process
presented in [10]with a five-step review that includes the definition of research questions,
the conducting search for primary studies, the screening of papers, the keywording of
abstract, and finally the data extraction and mapping of studies. The review is completed
by an evaluation of each step’s outcome.
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Step 1: Definition of research questions. The goal of a systematic mapping study
is to provide an overview of a particular research area. The need for this review has been
outlined in the introduction and we identify the research questions to help in shaping the
review protocol.

Our research goal is to systematize the existing work about Smart Life and char-
acterize Smart Life and Smart Life Engineering. To attain the main research goal, we
defined three following research questions (RQ):

RQ1. How can Smart Life be defined?

RQ2. What are the different topics in application domains covered by Smart Life?

RQ3.Whatmethods and technologies are used for various Smart Life applications?

Step 2: Conducting a search for primary studies. This step is composed of the
selection of the primary studies with the identification of search key terms, guided by the
main research question. In order to avoid excluding any studies in this emerging context,
we only used the search string TITLE-ABS-KEY(“Smart Life”), thus the search term
“Smart Life” applied on title, abstract, and keywords. We extracted initially 121 studies
from the years 2011 to 2021 (incl.) from the Scopus API (which includes databases from
Elsevier, Springer, ACM, IEEE, etc.). The year 2011 was chosen as the term “smart life”
began to appear more often in the literature at that time. Seven papers were identified as
secondary sources and were used to describe the existing state of the art on Smart Life.

Steps 3 and 4: Screening of Papers and Keywording of Abstract. Since we used
our primary search criteria on title and abstract, this resulted in the selection of some
irrelevant studies (primarily in the health domain) which we then deleted from our
dataset, using our inclusion/exclusion criteria, which led us to use 71 sources in our
SMS1. The inclusion and exclusion criteria are presented in Table 1.

To complete the answer to RQ2, we conducted another study to obtain the largest
set of Smart topics and their evolution. As the number of papers in Scopus with the
keyword “Smart” is more than 126 000, we reduced the search to the state-of-the-art-
and research agenda-related articles to obtain 2410 sources with DOIs. Based on the title
and, if needed, on the abstract, we excluded 69 sources not relevant to Smart Life topics
papers, obtaining 2341 papers2. Table 2 presents the inclusion and exclusion criteria for
this additional study.

Step 5: Data extraction and Mapping of studies. In this last step of the SMS
study, we analyze the results obtained, answer the research questions, and draw some
conclusions about Smart Life (see Sect. 3). Firstly, we analyzed the obtained sources
according to years, paper type, and field of science. For RQ1, we checked the papers to
discover the existing definitions of Smart Life and summarized the found concepts. For
RQ2, we identified Smart topics and classified them. During the additional study, we
identified topics for all papers and classified them into macro-topics regarding to their

1 The complete list of the papers of this SMS is given in Appendix A, available at http://cri-
dist.univ-paris1.fr/smart-life/Appendix%20A%20-%20SMS%20on%20Smart%20Life.pdf.
All sources from this list have their references starting with “A”.

2 The complete list of these papers is available at http://cri-dist.univ-paris1.fr/smart-life/App
endix%20B%20-%20Smart%20SoA%20and%20Research%20Agenda%20by%20topic.pdf.

http://cri-dist.univ-paris1.fr/smart-life/Appendix%20A%20-%20SMS%20on%20Smart%20Life.pdf
http://cri-dist.univ-paris1.fr/smart-life/Appendix%20B%20-%20Smart%20SoA%20and%20Research%20Agenda%20by%20topic.pdf
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Table 1. Inclusion/exclusion criteria for the study on Smart Life.

Selection criteria Criteria description

Inclusion criteria Title/Abstract/keywords include key term “smart life”: Search string
TITLE-ABS-KEY(“smart life”)
The paper is published after 2011
From the abstract it is clear that a contribution towards Smart Life is made

Exclusion criteria The source is not a research paper (blog, presentation, etc.)
The source is secondary (literature review only)
The source is not in English or French

Table 2. Inclusion/exclusion criteria for the study on Smart topics.

Selection criteria Criteria description

Inclusion criteria Title includes the term “smart” and at least one of the terms “research
agenda”, “state-of-the-art”, “review”, or “survey”: Search string:
TITLE(smart) AND (TITLE(“research agenda”) OR
TITLE(“State-of-the-art”) OR TITLE(review) OR TITLE(survey))

Exclusion criteria The source is not a research paper (erratum, retracted, etc.)
The source is related to an abbreviation SMART, like, for instance,
SMART (stroke-like migraine attacks after radiation therapy) syndrome
The source mentions the term «Smart», which is used in its ordinary sense,
like “working smart and hard”

nature. For RQ3, we extracted the used technologies and methods in the field of Smart
Life.

In order to minimize the impact of the validity threats that could affect our study, we
present them with the corresponding mitigation actions, as preconized in [11]:

Descriptive Validity: It seeks to ensure that observations are objectively and accurately
described. At this end, we unified the concepts and criteria we used in the study, and
we structured the information to be collected with a data extraction form to support a
uniform recording of data and to objectify the data extraction process.

Theoretical Validity: It depends on the ability to get the information that it is intended
to capture. We started with a search string and applied it to a library including the
most popular digital libraries on computer sciences and software engineering online
databases. A set of inclusion and exclusion criteria have been defined. Two researchers
studied the papers. They were working independently but with an overlap of studies to
identify potential analysis differences. We combined two different search methods: an
automatic search and a manual search (backward and forward snowballing), to diminish
the risk of not finding all the available evidence. The choice of English sources should
be of minimal impact concerning the discard of other languages.
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Generalizability: This validity is concerned with the ability to generalize the results
to the whole domain. Our set of research questions is general enough to identify and
classify the findings on Smart Life, its topics, and technologies.

Interpretive Validity: This validity is achieved when the conclusions are reasonable
given the data. To this end, at least two researchers validated every conclusion.

Repeatability: The research process must be detailed enough in order to ensure it can
be exhaustively repeated. We detailed this protocol sufficiently to allow us to repeat the
followed process. The protocol as well as the results of the study are presented in this
paper, so other researchers can replicate the process and corroborate the results.

3 Results of the Systematic Mapping Study

In this section, we sum up the results obtained during SMS. The initial study of the
relevant sources on Smart Life shows the growing interest in this topic. We can observe
the almost continual increase since 2011 and completely regular progression since 2016
of the number of papers on Smart Life (See Fig. 1).

0
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2
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5
6
7
8
9

10
11
12
13
14
15
16

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

Fig. 1. Growth of the number of papers on Smart Life (without 8 papers for the first half of 2021
for data consistency).

Paper Type. We categorized these papers according to the type of research approaches
introduced byWieringa et al. [12] (See Table 3). We can see that a third of the papers are
validation research papers (35,2%), presenting novel techniques with an experimental
setup. Another third represents philosophical papers (32,39%) dealing with new ways
of looking at existing things by structuring the field in one way or another. The last third
contains all the other types of research, with a good representation of solution proposals
and very few evaluation, opinion, or experience papers.

Fields of Science. We characterized the papers with regards to the fields of science
publishing on Smart Life. For this purpose, we used the classification FOS (Fields
of Science and Technology) of OCDE [13] as the most recognized classification of
the scientific fields. When dealing with multi-disciplinary journals or conferences, we
picked the field based on the paper content. The results are given in Table 4.
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Table 3. Categorization in paper contribution types.

Research
approach type

Number
of papers

Ratio (%) References

Validation
research

25 35,2% [A12][A13][A15][A16][A19][A21][A27][A28][A31]
[A35][A38][A40][A41][A43][A44][A45][A51][A56]
[A58][A6][A64][A65][A69][A70][A9]

Evaluation
research

2 2,81% [A10][A29]

Solution
proposal

16 22,53% [A1][A11][A17][A25][A26][A3][A4][A49][A54]
[A57][A60][A62][A63][A66][A68]

Philosophical
papers

23 32,39 [A14][A18][A2][A20][A22][A23][A30][A32][A33]
[A34][A39][A46][A48][A5][A50][A52][A53][A55]
[A59][A61][A67][A7][A71]

Opinion
papers

4 5,63% [A24][A36][A42][A47]

Experience
papers

1 1,4% [A37]

The most published research works in the area of Smart Life are fields related to
ICT (computer and information science and information engineering). However, other
fields are also interested in this research topic. During the characterization, we observed
that the current Field of Study and Technology categorization does not take several new
technologies into account. For instance, sensors appear in this classification only with
relation to medical fields, however, sensors are now omnipresent and are used in civil
engineering, agricultural sciences, psychology, and so on.

Smart Topics. Smart Topics. Several topics were extracted from the first SMS (see
Table 5). Some topics appear several times but absolutely none of them stand out of this
set with a spectacular proportion of references. We can then conclude that this domain
covers many fields of research and is still evolving with new terms appearing regularly.

Existing State-of-the-Art Works. To analyze the state-of-the-art of this domain, we
first studied the seven secondary research papers. Most of them mention smart life but
focus on different sub-topics of this field. In [14], the authors present a systematic
literature review on Internet-of-Things (IoT) application for energy consumption and
discuss future research directions. [15] details a state-of-the-art perspective on Security
in IoT. The third work [16] contains a state-of-the-art overview of IoT usage for Smart
cities and classification of smart technologies that were applied. [17] presents a thorough
catalog of computer technologies from the viewpoint of artificial intelligence. In [18],
the concept of machine to machine (M2M) is studied to define the current research on
this field, describe its technical features and present the key aspects under which M2M
technologies can function. The last paper specifies an integrative study about IoT, an
operational view, their benefits, and corresponding problems [19].
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Table 4. Fields of science and technology.

Field of science and technology Number
of
papers

Percentage References

Natural sciences 34 47,9%

Biological sciences 1 1,4% [A22]

Computer and information
science

30 42,3% [A1][A3][A4][A5][A7][9]][A12]
[A14][A15][A17][A24][A25][A29]
[A30][A32][A33][A35][A36][A39]
[A43][A44][A49][A55][A57][A58]
[A64][A65][A66][A67][A70]

Mathematics 1 1,4% [A11]

Physical science 2 2,8% [A48][A6]

Engineering and technology 30 42,3%

Electrical engineering, Electronic
engineering, information
engineering

20 28,2% [A8][A10][A16][A18][A19][A20]
[A23][A26][A27][A28][A37][A40]
[A41][A45][A52][A54][A56][A60]
[A68][A69]

Environmental engineering 3 4,2% [A2][A51][A59]

Material engineering 5 7,0% [A13][A21][A31][A34][A42]

Mechanical engineering 2 2,9% [A46][A61]

Medical and Health sciences 1 1,4%

Medical biotechnology 1 1,4% [A50]

Social sciences 6 8,4%

Economies and business 2 2,8% [A53][A63]

Media and communication 4 5,6% [A38][A47][A62][A71]

Only one retrieved paper [20], entitled “Smart Technologies for Smart Life”, deals
with a problem corresponding to our purpose. In this paper, the author describes a
state-of-the-art synopsis focused on Smart technologies. She gives several definitions,
lists different concepts related to Smart technologies by year, and suggests a classifica-
tion of Smart technologies in general. From the additional study on Smart topics, we
then identified a systematic literature review on Smart systems [21]. In this work, the
authors concentrate on the concept of smartness, enumerate several related definitions,
and provide a set of primary characteristics of Smart systems.

So summarizing, we may truthfully state that none of the existing works focuses on
the definition, systematic review, or future trends in the field of Smart Life.

4 Findings

We detail the findings in the following sub-sections according to the defined RQ.
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Table 5. Topics identified from smart life related literature.

Number of references Topics

6 Smart home [A22][A41][A43][A44][A57][A8]

5 Smart HCI [A15][A19][A35][A38][A70], Smart city
[A17][A20][A55][A59] [A67], Smart communication
[A1][A11][A50][A64][A7]

4 Smart service [A30][A32][A46][A49], Smart device
[A23][A31][A4][A56]

3 Smart localization [A12][A6][A66], Smart application
[A14][A39][A62]

2 Smart appliance [A25][A42], Smart environment [A21][A69], Smart
health [A36][A60], Smart manufacturing [A10][A53], Smart
monitoring [A40][A63], Smart sensor [A13][A51], Smart transport
[A48][A52], Smart vehicle [A18] [A26], Smart object [A33][A58]

1 Smart assistant [A68], Smart bin [A27], Smart building [A2], Smart
carpet [A3], Smart family [A71], Smart farming [A37], Smart life
cycle management [A61], Smart luggage [A54], Smart market [A28],
Smart mirror [A45], Smart product [A16], Smart project [A47], Smart
sound [A65], Smart system [A24], Smart textile [A34], Smart
university [A29], Smart web [A5], Smart navigation [A9]

4.1 Smart Life Definition

In the existing literature, the concept of Smart Life is often linked to the Internet of Things
(IoT). IoT has made revolutionary changes in human life and enables the exchanges of
information in awide variety of applications such as Smart buildings, Smart health, Smart
transport, and so on, which can be unified into a single entity referred to as Smart Life
[15, 22]. A step beyond is in [23], where this new entity of IoT is characterized as a new
lifestyle. Smart Life connects all IoT microdevices and microsensors under wireless
communication grids [24]. This widely spread idea of a connection of all embedded
devices around us to the internet has the potential to change our lives and the world, to
enable us to live a Smart Life in a Smart world [19]. IoT then becomes an indispensable
technology to improve the quality of life for human beings [25, 26] and people want to
live a Smart Life [27].

However, Smart Life is not reduced to IoT. The key concept of Smart Life is the data
use and processing to improve our living. Each artefact processing data is smart even
if it is not connected. In addition, “Being smart” should not be confused with “being
digital” as infrastructures and technologies are the means, not the end, enabling a set of
services that affect deeply life [28]. IoT objects and devices collect every possible data
about a user, but their final goal is to make intelligent use of such data to support this
user [29]. These intelligent devices will drive people into Smart Life, becoming the new
innovative direction of the internet [30].

In a thorough analysis of the studied literature, we did not find any consistent defi-
nition of Smart Life. Even the notion of smart is understood rather differently between
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sub-fields and even inside fields. For instance, different notions of Smart object could
be found in [31, 32], but there is no common agreement on the notion of Smart object.
In this paper, we try to overcome this drawback by analyzing the development of the
notion of Smart Life with regards to its structure and the definition of different smartness
degrees to better specify the concept of Smart.

Smart Life Structure. From the structure point of view,we foreseeSmart Life using the
systemic approach [33]. The core element of Smart Life is a so-called Smart Artefact,
the term we selected to avoid intermingling with already established terms such as a
Smart object or Smart thing. Smart artefacts correspond to any standalone device with a
program and a capability to store and process data. Smart artefacts of the same or similar
functional usage form a Smart Application. Smart applications could be identified at
different levels of granularity from detailed and concrete (e.g., a Smart lighting system
including several sensors about the home environment and people positions in a home) to
more global ones (such as a Smart home application covering different aspects: lighting,
heating, windows management, and so on). Smart artefacts could belong to two or more
Smart applications, like Smart lighting systems could be found in Smart home, Smart
factory, or Smart city. Each Smart application is a systemof Smart artefacts, whichmeans
that it should have at least one emergent property [34]. Emergent properties correspond
to features of thewhole system and that system elements do not have, like all components
of a car should be put together in a certain manner so this car could run. Smart life, in its
turn, is composed of various Smart applications, thus Smart Life is a system of systems.
In its simplest form, Smart Life is a combination of at least two Smart applications,
that requires coordination based on the input and analysis of emergent properties. This
system-oriented vision of Smart Life is illustrated in Fig. 2.

Smart Home

Smart 
window

Smart Transportation

Smart 
car 

Smart 
ship

Smart 
…

Smart City

Smart 
…

Smart 
Artefacts

Smart 
Applications

Smart Life

Smart 
Lighting
System Smart 

parkingSmart 
…

Fig. 2. System-oriented vision of smart life.
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Smartness Degree. To understand better the nature of Smart Life, we go in deep into
the definition of the term “Smart”. We define the degree of smartness depending on data
integration and processing type. The first axis reflects different levels of consideration of
data coming from the environment and users. Data complexity varies from the embedded
sensors data (immediate environment) to data from the distant environment in addition
to the sensors data, and, finally, to data on users’ well-being and state. The second axis
showshowdata are processed fromnon-AI processors toAI basedprocessors (expressing
the processor complexity). We distinguish three degrees of smartness: smart, intelligent,
and sentient.

• Degree 1 of Smartness – Smart: is a capability to process data and to adapt its
functioning.

• Degree 2 of Smartness – Intelligent: is a capability to process data and to adapt its
functioning with the usage of AI (smart + AI).

• Degree 3 of Smartness – Sentient: is a capability to process data coming from users
about his/her feelings, emotions, physical state, and so on. The notion of sentience
came from the field of animals’ rights protection and is quite new to the field of ICT.
It is already used to qualify the evolution of artificial intelligence of machines [35]
or to introduce requirements for human-aware information systems and technologies
[36].

To illustrate this proposal, we position the smartness degrees according to the two
axes (data complexity and processing complexity) and give some examples (Fig. 3).

Smart & Connected
& Sentient

Ex: Smart insulin pen detecting 
the state, defining the dose and 

injection duration.

Intelligent & Connected
& Sentient

Ex: Robot dancing with 
disabled people.

Smart & Connected
Ex: Connected fridge ordering 

lacking food.

Intelligent & Connected
Ex: Smart home energy device 
connected to distributed grid 

storing electricity and 
optimizing its consumption.

Smart
Ex: Vacuum cleaner robot 

adapting its drive depending on 
the flat configuration.

Intelligent
Ex: Air conditioner adapting the 

temperature depending on 
people and environment.

Data about 
users' well-
being and 
state

Data from
the distant 
environment

Data from
the immediate
environment

Non-AI Processor AI-based Processor

Processor Complexity

Data 
Complexity

Fig. 3. Smartness degrees according to data and processor complexity.

We can summarize the main definitions of our proposal as follows:
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• Smart Artefact is any autonomous and stand-alone artefact provided with a data
processor when data is obtained, stored, processed, and used to trigger actions of the
artefact in the environment. A Smart artefact could be connected or not. For example,
a Smart artefact can be a Smart watch, Smart window, Smart toy, Smart antenna, and
so on.

• Smart Application is a system of connected Smart artefacts, and possibly other
Smart applications. Thus, it corresponds to a set of artefacts with a common goal. For
instance, a Smart city application can be composed of a Smart parking application, a
Smart energy application, and so on. A Smart home can be composed of a Smart TV,
a Smart fridge, a Smart assistant, and so on. A Smart application should contain at
least two Smart artefacts.

• Smart Life is defined as the domain that embraces all Smart applications and Smart
artefacts for the purpose of an enriched experience from the personal, societal, envi-
ronmental and enterprise perspectives [9]. Smart Life can be seen as a societal domain
that unifies all in initiatives to apply Smart artefacts and applications in any setting.
We also use the term of Smart Life as a comprehensive scientific research domain
that includes all research areas with studies into Smart technology, artefacts, and
applications.

• Smart Life Engineering as the use of scientific principles to design, build, implement
and evolve Smart Life applications. SLE can therefore be seen as overlapping with
the domain of Information Systems Engineering, but it also has a broad set of links
with research domains inWireless Network Technology, Artificial Intelligence, Urban
Geography, Logistics, Medical Technology, etc.

Note, that in these definitions, the perspective of the distributed ownership or multi-
stakeholder arrangements does not appear. Smart Life usually deals with a variety of
technologies, a variety of development approaches, a multitude of modeling and cod-
ing. Furthermore, the individual or human perspective is not included. We relate these
viewpoints in Sect. 5 when describing the research agenda.

4.2 Smart Life Topics

A set of topics was considered on the 71 SMSpapers. The “smart” term is used for a lot of
many different things, but our study was not including enough papers to be consistent on
this specific question. As a result, we made another study to identify which are exactly
the “smart” topics, not restraining ourselves only to the Smart Life topics but more
generally to the “smart” term. Based on the titles analyses, we identified 775 different
formulations of Smart topics quite detailed like Smart grid, Smart energy, Smart energy
system, Smart energy management system, etc. To deal with this huge number of topics,
we grouped them bymacro-topics (i.e., we grouped the above-mentioned energy-related
topics with several others within a macro-topic “Smart grid, Smart microgrid, Smart
energy, Smart meter”. Another example is “Smart transportation, Smart road, Smart
bridge, Smart mobility, Smart vehicle” including Smart airport, Smart train, Smart ship,
etc. The evolution of Smart macro-topics is shown in Table 6.

As a reminder, this additional study contains papers only on state-of-the-arts and
research agendas, thus, the current quantity and growth of these research themes are
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impressive. As we can see, the most popular topics are Smart energy-, Smart city-, and
Smart home-related. This study allowed us to identify very specific emerging Smart
artefacts, like Smart toys, Smart socks, Smart guns, but also Smart applications like
Smart earth, Smart space exploration, Smart fishery, Smart pest management, and so on.

The situation presented in Table 6 drastically confirms a need for a systematization
of knowledge in order to make life smarter.

4.3 Smart Life Technologies

As IoT is the core of Smart Life, a lot of diverse technologies are used in this field. Smart
objects of course (devices, sensors, and so on), but also some single-board computers.
Networks are envisioned in different ways to improve the data communicationwithGPS,
5G, or even NFC protocol. Sometimes the data collection is handled on social media
instead of Smart objects and some specific software can help in the process. Table 7
shows the repartition of these technologies in our study papers.

Different kinds of deep learning or machine learning techniques are used, such
as regression algorithms [A17] [A60], standardization methods [A48], neural networks
[A35], clustering [A57], HiddenMarkovmodels [A69], recommendation systems [A65]
or decision support tools [A58] to cite the widely known ones.

Table 7. Smart technologies.

Type References

Smart objects and sensors Smart phones [A35][A21][A65][A10][A68][A12]; Devices
[A62][A56][A49][A26]; Specific sensors [A3][A39][A6]
[A51][A54][A27][A41]; Bluetooth beacons [A66][A12];
Cameras and robot sensors [A9][A15]; RFID [A38]

Single-board computers (arduino
and raspberry)

[A21][A45][A41][A9]

Networks and protocols 5G [A50]; Wireless sensor network [A8]; GPS
[A66][A62][A12]; NFC [A66][A12][A8]

Social media / Social networks Social media [A60][A8]; Context [A65][A8]

Software Applications [A14][A62][A68][A43]; Blockchain [A7]

5 Smart Life and Smart Life Engineering Research Agenda

In the research agenda, we define four perspectives for Smart Life and Smart Life
Engineering research: technological, methodological, organizational, and societal (See
Fig. 4). Different research agendas in particular Smart technologies or applications can
be found in other works, for instance [5, 5] for Smart cities, e.g.

Technological Challenges. Smart applications generate all sorts of data that is of inter-
est to other applications (it does not make sense to build a central data archive). The
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necessity to manage a huge amount of data implies multiple issues: How can secure
and privacy-aware access to data be granted and obtained for various applications? How
can high-level information wishes be expressed in distributed queries over a variety of
applications? An appropriate distributed infrastructure should be defined accordingly.

In addition, Smart applications require devices, resources, and energy, which are
scarce and need careful implementation and a recycling perspective. Thus, other ques-
tions should be highlighted: Canwe identify Smart Lifemethods for Green IT and ensure
sustainable development?

Thus, we define the following SLE technological challenges: developing shared but
secure and privacy-aware access to data, developing efficient distributed infrastructure,
considering Green IT, considering sustainability, and so on.

Methodological Challenges. Smart Life is already applied in a lot of projects, some-
times successfully, sometimes not. The Information Systems Engineering field has
brought about many strong conceptual modeling techniques (class diagrams, process
models, object-orientation, state-transaction graphs). What conceptual modeling tech-
niques provide the most effective modeling of Smart applications? Situational Method
Engineering [37] focuses on formalizing the use of methods for systems construc-
tion using organization-, project-specific and context-awaremethodological approaches.
Would these approaches be suitable for Smart Life applications? Would it be possible
to use these methods to provide a real-time adaptation of Smart Life applications?

Next to scientific reporting, a huge variety of application projects have been reported
in the popular press and industrial magazines. What are the key factors of success? How
can we objectively obtain the essential contributions of contextual factors in different
cases? Early estimations of explicit and implicit values of Smart applications projects
are often vague and debatable. How different value-modeling techniques can assist in
Smart Life projects quantification?

In this manner, a first list of methodological challenges for SLE comprises: defining
common methods for SLE, defining quality criteria and value models, providing context
awareness of SLE, providing real time adaptation, etc.

Organizational Challenges. When multiple Smart applications build up a large-
scale Smart Life experience, there is a variety of stakeholder groups (e.g., citizens,
entrepreneurs, city officials) that have different interests in the data, products, and ser-
vices sharing. How can multi-stakeholder policies be organized and communicated?
How can governmental and democratic representations assist in the elicitation of views
and strategies for the future?

Smart artefacts and applications in real-life settings are usually owned by different
stakeholders, who have their own budgets, plans, and Information and Communica-
tion Technologies infrastructures. Bringing these parties together in various Smart Life
projects requires careful communication and planning across organizations. How agile
engineering approaches can engage distributed owners in a SLE project? How invest-
ments in facilities and resources can be shared in complex beneficiary dependencies,
where long-term costs and benefits are not balanced among stakeholders?

We then define the following preliminary set of organizational challenges for SLE:
defining policies for smart applications governance, defining policies for distributed
ownership engagement, defining policies for data, products, and services sharing, etc.
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Societal Challenges. The propagation of Smart Life applications raises questions
related to ethics and well-being issues. The issue of system accessibility is becom-
ing critical. While organizations are promoting guidelines for making some websites
more usable by people with disabilities, almost no attention is being paid to other types
of smart products and embedded systems. How can we build Smart systems that will
reason coherently over the type of ethical dilemmas that we humans have to deal with?

Engineering of Smart Life artefacts and applications should not only provide means
to attain their main functional purposes, but also contribute to users’ well-being. Many
current technologies cause addiction or depression, for instance, social media induce the
FOMO (Fear Of Missing Out) syndrome (discussed in [38]) which could increase the
risk of becoming depressive. How the well-being of users can be considered during all
engineering phases starting from requirements elicitation?

The most important SLE societal challenges include ensuring machine ethics, devel-
oping Smart Life applications consciousness, providing sentient systems, providing
system accessibility, and so on.

Technological
Challenges

Methodological
Challenges

Organizational
Challenges

Societal
Challenges

- Developing shared but 
secure and privacy-
aware access to data 

- Developing efficient 
distributed 
infrastructure

- Considering Green IT
- Considering 

sustainability
- …

- Defining common 
methods for SLE

- Defining quality criteria 
and value models

- Providing context 
awareness of SLE

- Providing real time 
adaptation

- …

- Defining policies for 
smart applications 
governance

- Defining policies for 
distributed ownership 
engagement

- Defining policies for 
data sharing

- …

- Ensuring machine ethics
- Developing 

consciousness
- Providing sentient 

systems
- Providing system 

accessibility
- …

Fig. 4. Research agenda for smart life and smart life engineering.

6 Conclusion and Future Works

In this paper, we studied the existing literature on Smart Life using the Systematic
Mapping Study methodology and we investigated this field in order to systematize the
existing knowledge. We discovered a very large, and continuously growing, set of Smart
topics ranging from very established (like Smart energy, Smart material, Smart city, and
so on) to emerging ones (like Smart airport, Smart toy, or Smart gun) and from very
practical (like Smart waste bin system and Smart self-power generating streetlight) to
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more conceptual (like Smart earth and Smart world). We believe that a huge scientific
effort should be made to optimize these fields to make life smarter. For us, this effort
should be done through the definition of commonmethods, techniques, and tools, thus by
the development of a new field, Smart Life Engineering. Thus, we elaborated a research
agenda towards this field.

In our future research, we foresee focusing on methodological aspects of SLE. Our
first goal will be to identify different opportunities for optimizing the research effort
between different fields and sub-fields of Smart Life.
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Abstract. We propose a software architecture where SAT solvers act
as a shared network resource for distributed business applications. There
can be multiple parallel SAT solvers running either on dedicated hard-
ware (a multi-processor system or a system with a specific GPU) or in
the cloud. In order to avoid complex message passing between network
nodes, we introduce a novel concept of the shared SAT memory, which
can be accessed (in the read/write mode) from multiple different SAT
solvers and modules implementing the business logic. As a result, our
architecture allows for the easy generation, diversification, and solving of
SAT instances from existing high-level programming languages without
the need to think about the network. We demonstrate our architecture
on the use case of transforming the integer factorization problem to SAT.

Keywords: SAT · Distributed applications · Software architecture ·
Integer factorization

1 Introduction

The Boolean satisfiability problem (SAT)1 problem has many practical applica-
tions such as circuit design, model generation and verification, planning, software
package management, program analysis, and other constraint satisfaction prob-
lems [7,9,13,22]. SAT is a problem within the NP complexity class, since for
every satisfiable Boolean formula there is a proof verifiable in polynomial time.2

A problem X is called NP-complete if it is in NP, and every other prob-
lem from NP can be reduced to X in polynomial time. SAT is known to be NP-
complete. Thus, SAT is a “silver bullet” for solving all problems of the NP class.
However, finding the most direct low-degree polynomial reduction to SAT can be a
challenge. Even if some problem from NP is not known to be NP-complete (such as
integer factorization or graph isomorphism), reducing it to SAT can be a reason-
able temporary measure until a specific efficient algorithm is found (if it exists).
1 Given a Boolean formula F , determine whether there exists an assignment for all

Boolean variables used in F such that F evaluates to true.
2 For SAT, the proof could consist of assignments for the variables and a polynomial

algorithm for evaluating the SAT formula.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Ivanovic et al. (Eds.): Baltic DB&IS 2022, CCIS 1598, pp. 201–216, 2022.
https://doi.org/10.1007/978-3-031-09850-5_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-09850-5_14&domain=pdf
https://doi.org/10.1007/978-3-031-09850-5_14
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While no polynomial algorithm is known for SAT, and we do not know
whether it exists (the P = NP problem), numerous techniques have been pro-
posed to solve SAT efficiently. They include heuristics, conflict-driven clause
learning, backjumping, random restarts, message passing, and machine learn-
ing [6,18,19]. As a result, state-of-the-art SAT solvers are able to find variable
assignments for SAT instances with tens of thousands of variables and clauses,
meaning that many practical SAT applications are now tractable.

While some solvers are optimized to run on a single-core CPU (e.g., Glusoce
and GSAT), others take advantage specific of hardware, e.g., HordeSAT uti-
lizes multiple CPU cores [3,4,11]. At IMCS3, we have developed our own solver
QuerySAT, which uses graph neural networks internally and requires a GPU4

for better performance [21].
Solvers that use branching (e.g., MapleSAT5 and Lingeling6) can be used

together with parallel solvers that can diversify a single SAT instance into mul-
tiple subtasks to be executed in parallel. Besides, multiple different solvers can
be launched in parallel on the same SAT instance, hoping that one of them
will find the solution faster. Furthermore, we can combine solvers, resulting in
hybrid ones, e.g., we can replace the query mechanism in our QuerySAT with a
third-party solver.

Since SAT solvers are computationally intense and often require specific hard-
ware, we consider the task of making SAT solvers available as a shared resource
deployed either to the dedicated on-premise hardware on to the cloud servers.
In this paper, we cover the following tasks:

1. Integrating SAT solvers (as a shared resource) into distributed business
software.

2. Optimizing the communication between multiple parallel SAT solvers (e.g.,
for diversification and learned clause exchange).

Our idea is to introduce the shared SAT memory, which can be accessed from
all involved modules (SAT solvers and business software components).

The following section provides the terminology and introduces the web kernel
concept, an OS kernel analog for distributed applications. The web kernel will
act as the communication broker between SAT solvers, business logic units, and
SAT memory. We continue by providing essential implementation details. In
particular, we show how to implement SAT memory and manage SAT solvers on
multiple shared hardware units. In Sect. 5, we provide a usage scenario based on
integer factorization. Finally, we discuss related work and sketch further research
directions.

3 Institute of Mathematics and Computer Science, University of Latvia.
4 Such as Nvidia T4 16 GB GPU (used in our experiments).
5 MapleSAT has multiple configurations. It is based on MiniSAT [10]; see https://

sites.google.com/a/gsd.uwaterloo.ca/maplesat/maplesat.
6 https://github.com/arminbiere/lingeling.

https://sites.google.com/a/gsd.uwaterloo.ca/maplesat/maplesat
https://sites.google.com/a/gsd.uwaterloo.ca/maplesat/maplesat
https://github.com/arminbiere/lingeling
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2 Definitions

A distributed application is a program that runs on more than one
autonomous computer that communicate over a network. Usually, it consists
of two separate programs: the back-end (server-side software) and the front-end
(client-side) software. However, multiple server and client nodes are also possible.

The web computer is an abstraction that simplifies the development of
distributed applications by providing the illusion of a single target computer
[15,16]. The web computer factors out the network and multi-user/multi-process
management. As a result, distributed applications can be created like traditional
desktop applications, i.e., by focusing on just one program, one target computer,
and one user.

The web computer consists of the following main parts:

– data memory (or web memory), which is shared among network nodes
(e.g., the client and the server); since it is constantly being automatically and
transparently synchronized, each network node can access web memory as if
it was directly attached;

– the instruction memory (or code space), where executable/interpretable
code is placed; the particular code is delivered only the nodes being able to
execute/interpret it (e.g., Java and Python code is installed at the server-side
and executed there, while JavaScript code can be delivered and executed at
the client browser as well as at the server-side by means of a JavaScript engine
such as node.js);

– web processors, which are software modules that can execute certain types
of instructions from the code space;

– web I/O devices, which can be either physical devices (e.g., printers)
directly attached to particular physical nodes and available via specific APIs,
or virtual devices implemented as software running either on a single node or
in a cluster (e.g., databases or file systems).

Notice that due to security considerations, the web computer separates
instruction memory from data memory. Thus, it corresponds to the Harvard
architecture (as opposed to von Neumann architecture). That protects server-
side code from being able to execute code from the shared data memory, which
the client can modify (and we should not trust the client) [2].

Although the web computer still requires multiple physical network nodes
to operate, web applications do not access them directly but via the intermedi-
ate layer, making the single computer illusion possible. Since this intermediate
layer acts as an operating system analog, its reference implementation is called
webAppOS (available at http://webappos.org).

The web kernel is the abstraction layer used by webAppOS applications
to access web memory, to invoke code from the instruction memory (the code
will be executed by some web processor), and to access web I/O devices (Fig. 1).
The web kernel factors out the network communication and provides the illusion
that all web computer components are located at the same network node as the

http://webappos.org
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Fig. 1. webAppOS web kernel as an abstraction that factors out the network

calling application code. Since code invocations may require network communi-
cation, they are called web calls. Web calls are enqueued and forwarded to the
corresponding web processors by the web kernel. All web calls are asynchronous
(however, the async/await capabilities of modern programming languages can
be used as a syntax sugar to simplify asynchronous code).

In fact, web memory is a graph-like structure for storing objects, their
states (attributes), and the links between these objects. Besides, web mem-
ory also stores the meta-level information (object classes, inheritance relations,
etc.). Thus, web memory resembles the OOP memory used by the Java virtual
machine. In web memory, multiple inheritance is supported.

The code space, in its turn, stores executable code as web methods, which
are either functions or methods (depending on a programming language). Each
web method is identified by an implementation-agnostic fully-qualified name
(e.g., ClassName.methodName). Thus, a web call is specified by a fully-qualified
method name, the web memory slot, the web object reference in that slot (a
this or self analog), and a JSON object as an argument. Each web call must
also return a JSON object (at least an empty JSON {}, if no result is expected).
Errors (including network errors) are returned in the error field.

Different methods of the same class can be written in different programming
languages (we call that approach per-method granularity). Obviously, there
must be web processors (among all nodes) that are able to execute different
types of code used in the given webAppOS application.

Since methods can be executed by different web processors (which can be
located on different network nodes), it is not possible to implement static linking.
The process or substituting a particular web call with the corresponding method
implementation is called web linking. Due to dynamic and distributed nature
of web linking, we use the duck typing mechanism to define the implements
relationship between web objects and interfaces.7

7 If interface I is a set of web methods m1,m2, . . . , and the object o is
included in web memory classes C1, C2, . . . , then o implements I, iff ∀mi∃Cj :
ClassName(Cj).methodName(mi) ∈ Code Space.
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Each webAppOS application can be used by multiple users, and each user
can have multiple concurrent sessions with the same application. Each such
application instance is called a web process; it has a dedicated web memory
slot identified by webPid (in essence, UUID).

Web I/O devices are implemented as code libraries that define device-specific
classes and provide implementations for the device-specific methods. For real
hardware, these methods access the device via native drivers or OS calls; for
virtual devices, they provide software implementation. Since web I/O devices
are shared among all web processes, there is a dedicated web memory slot called
the root web memory, where web I/O devices (with their states) are stored.
Thus, device-specific methods can be invoked via the web kernel in the same way
as invoking ordinary web calls. Internally, however, device-specific web calls are
implemented like software interrupts—they take precedence over ordinary web
calls in web processors. This is done intentionally since we may need to interrupt
the previous command sent to the device or to release the device for other users
as soon as possible.8

The web kernel is already available as part of webAppOS. In our architecture,
it will act as the communication broker between SAT solvers, business logic units,
and the SAT memory, all of which can be located at different network nodes.

3 Integrating SAT Solvers

Each SAT solver is integrated as a virtual web I/O device (i.e., implemented as
a software unit). In the root web memory, different types of SAT solvers are rep-
resented as subclasses of the SatSolver superclass, while each particular solver
instance is represented as an object of the corresponding subclass. Typically,
the number of solver instances will correspond to the number of free CPU cores
(i.e., not occupied by web processors); however, the solver type and the required
hardware (e.g., GPU) can also affect the number of solvers at each node. In any
case, all available solvers among all nodes can be easily detected by traversing
the root web memory.

3.1 Per-Solver Concurrency

The SAT instance can be a standalone SAT problem, a subtask of a larger prob-
lem, or its diversified variant. Since solving SAT is a computationally intensive
task, we intentionally limit each solver to processing only one SAT instance at a
time. However, since the solver can be invoked by different users concurrently, it
has to be implemented in a thread-safe way, returning an error attribute when
necessary.

Each solver must implement the following web methods (=web I/O device
interrupts):

8 This implies that web I/O devices must be implemented in a thread-safe way.
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– solve({satMemoryUrl, timeout, diversification})—starts the solver
on a SAT instance stored in the given SAT memory using the given diversi-
fication guidelines (the SAT memory is discussed in the next section, while
diversification is discussed in the following subsection).
The solver gets the clauses from the SAT memory, diversifies itself, solves
the SAT instance, and returns the result attribute equal to SAT, UNSAT, or
UNKNOWN. The latter value is returned when neither the satisfying variables
assignment, nor the contradiction could be devised (e.g., for heuristics-based
or randomized solvers). The UNKNOWN value is also returned when the solver
has been interrupted. In case of SAT, the variable assignments are returned
in the model attribute (a JSON array).
Suppose the solver is already solving another SAT instance. In that case, the
solve method must return the BUSY flag in the error attribute or wait at
most timeout seconds for the solver to become available.

– pause({})—requests the solver to interrupt the search as soon as possible
with the ability to resume the search (e.g., the call stack has to be main-
tained);

– resume({})—resumes the previously interrupted search;
– cancel({})—interrupts the search for good for the SAT instance currently

being processed. As a result, the currently running solve web call must return
UNKNOWN.

We assume that in case of any error (e.g., when a non-paused solver is
requested to resume, or when the memory/CPU limits have been exceeded),
the error attribute is returned. Besides, since the web calls above are web I/O
device interrupts, webPid of the caller web process is always implicitly passed.
That allows the solver to verify, for example, whether the pause web call orig-
inated from the same web process that had invoked solve,—a helpful security
precaution.

3.2 Diversification

The following diversification settings can be passed to the solve web call. We
borrowed them from the HordeSAT portfolio-based solver and transformed them
to the JSON syntax to comply with the requirements of the web kernel [4]. Each
solver type can implement diversification differently.

– rank—the index of this particular solver among all solvers working on the
current SAT problem; as a trivial example, rank could be used to initialize
the random number generator seed;

– size—the number of solvers working on the current SAT problem;
– phases—an optional JSON object with attributes named xi, e.g., x5, 1 ≤
i ≤#(SAT variables); for variable xi, phases[xi] denotes the Boolean value
to try first during the search (the variable “phase”).
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Notice that although each solver in the root web memory is treated as a
single instance, it can rely on multiple parallel solvers (e.g., multiple GPU sub-
programs) inside. Such “internals solvers” are not visible to the web kernel and
cannot be diversified in the way described above.

3.3 Joining Parallel Solvers

A solver can divide the task into subtasks (e.g., by applying diversification from
Sect. 3.2) and solve them in parallel via parallelize, a built-in web call provided
by the web kernel. The parallelize web call takes a list L of child web calls
and invokes them in parallel (when possible). In our case, L consists of the solve
web calls with diversified arguments corresponding to the subtasks.

Technically, parallelize stores a counter in web memory and appends the
join method (also built-in) invocation to each web call from L. The join method
increments the counter and stores the return value of the child web call. When
the counter reaches the length of L, parallelize returns the list of child return
values, which can be processed by the parent solver.

The sequence diagram in Fig. 2 shows how diversification and parallelization
are applied when solving a SAT instance. The initial solve web call is invoked
with a single argument, a SAT memory URL, where the SAT instance has been
previously stored. The web kernel searches for a suitable SatSolver instance and
forwards the call to it. The SAT solver decides to diversify the task by splitting it
into two subtasks: solve1 and solve2. The subtasks are invoked in parallel via
the parallelize web call, which appends the join call to each subtask. Each
subtask is executed by an idle SAT solver (as soon as one becomes available).
A join web call is invoked when each subtask finishes. When both join-s have
been invoked, the web kernel combines the return values of the subtasks and
returns them as a result of the parallelize web call. Based on the result, the
initial solver computes the global solution and returns it.

4 Implementing the SAT Memory

Like SAT solvers, each SAT memory instance is also represented as a virtual
web I/O device. The reason for such design choice is to avoid introducing a new
memory type, which could complicate the web kernel architecture. Unlike web
memory, SAT memory is not used in all web processes. Besides, depending on
the normal form used to represent the clauses (e.g., CNF or ANF), there could
be different types of SAT memory9. In addition, certain web methods (such as
converters between normal forms) may need multiple types of SAT memory at
the same time.

9 In this paper, we cover CNF only.
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Fig. 2. Diversification and parallelization in action. The initial solve web call is split
into two web calls, solve1 and solve2, which are then executed in parallel via the
parallelize web call.

In this section, we focus on SAT memory with clauses given in the conjunctive
normal form (CNF) since it is used in the DIMACS file format, a de facto
standard supported by the majority of SAT solvers. Besides, it is used at SAT
competitions10.

SAT memory instances with CNF clauses are represented as instances of
the SatCnf web class in the root web memory. Unlike instances of SatSolver,
which are preconfigured in advance, SatCnf objects can be created and deleted
dynamically. Such an approach resembles the process of attaching and detaching
external data storage (e.g., USB drives) to the PC.

The CNF SAT memory consists of free variables x1, x2, . . . , xn and CNF
clauses in the form (l1, l2, . . . , lk), where each li, 1 ≤ li ≤ n, is an integer repre-
senting a literal:

xli if li > 0
¬xli if li < 0

The number of free variables can be increased at runtime. Additional variables
can be introduced, for example, to avoid exponential formula growth while con-
verting Boolean formulas to CNF (resulting in an equisatisfiable formula, not
equivalent). Besides, specific formula fragments can be easier expressible by
introducing helper variables.

10 https://satcompetition.github.io.

https://satcompetition.github.io
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SatCnf objects are created by specifying the initial number of Boolean
variables.

The SatCnf web class implements the following web methods (in a thread-
safe way):

– addVariable({}) - adds a new free variable and returns its index (a positive
integer);

– addClause({clause}) - adds a new CNF clause as an array of integers
(l1, l2, . . . ) representing literals, where 1 ≤ |li| ≤ #(free variables). In order
to avoid duplicate clauses, we sort literals before adding the clause. However,
a Bloom filter could also be used instead.

– clauses({}) - returns the array of clauses currently stored in the SAT mem-
ory, e.g., [[1,-2,3],[4,-5]];

– fork({detach}) - returns a new SatCnf instance that retains the clauses of
the current SAT memory with the ability to add new clauses to the forked
SAT memory only.11 If detach=true, further changes to the original SAT are
not reflected in the fork. Otherwise, the fork will share free variables with the
origin and will get clause updates.
Forks are helpful for defining SAT subtasks that can be passed to solve. For
example, specific variable assignments can be added as single-literal clauses.
Learned clauses (in CDCL-based solvers) can also be added to the forked
memory.

Notice that we do not have methods to read and write the assignments of the
variables in SAT memory. Although counter-intuitive, that protects SAT mem-
ory from possible collisions between different variable assignments by different
solvers (if the solution is not unique, or in case of a partial solution).

While the methods above are convenient to constructing the initial SAT
instance, invoking them via web calls involves certain serialization/deserialization
overhead, which is undesirable when multiple solvers access SAT memory. That
would also negatively impact portfolio-based solvers, which need to exchange
learned clauses at runtime.

In order to minimize the web kernel overhead, we introduce direct access to
SAT memory, resembling the DMA12 feature in traditional hardware computing
systems. We implement it by means of web sockets13.

Web sockets of a SAT memory instance can be accessed by the address avail-
able in the directUrl attribute. All web socket connections are managed by an
internal hub of the SatCnf class. When a new variable or clause is added via one
web socket, the hub forwards them to other web sockets. This way, new variables
and clauses can be efficiently exchanged between all other nodes using the same
SAT memory.

11 Technically, in order to avoid copying of clauses, the common part with the original
SAT memory is factored out and stored only once.

12 Direct memory access.
13 The extension of the HTTP protocol for highly-efficient bi-directional communica-

tion via the network.
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Fig. 3. SAT memory usage example. The application creates a new SatCnf instance
and fills it with SAT variables and clauses by invoking traditional web calls. Solvers,
however, access SatCnf directly via web sockets.

In a nutshell, the protocol used in web sockets uses binary messages corre-
sponding to the SatCnf methods. However, addVariable and addClause can be
both sent and received. When received, the client shall treat them as variable
and clause synchronization messages from other solvers.

In addition to the addVariable message, we introduce also the messages
(sent by the client) for:

– locking variables (thus, the last used variable index stays fixed);
– adding multiples free variables;
– unlocking variables.

These methods skip multiple round-trips when multiple free variables have to
be added, and their indices used to construct clauses. Variables should be locked
only for a short period of time since addVariable calls sent by other SAT mem-
ory users will wait until variables are unlocked.

Figure 3 illustrates a sample scenario of using SAT memory (a SatCnf
instance).14 Firstly, the application creates a new SatCnf instance and fills it

14 For the sake of clarity, we omitted the web kernel and some steps of Fig. 2.
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with variables and clauses (by invoking the addVariable and addClause web
calls). Then the application invokes the solve web call. When solving the SAT
instance, each solver working on a specific subtask consults the SAT memory
instance directly via web sockets.

5 Usage Example

In this section, we consider the integer factorization problem and its transforma-
tion to the SAT problem as a use case. For simplicity, we consider products of
exactly two integer factors (>1) of the same length l. If both factors are primes,
our transformation generates a SAT instance having the unique solution.

The input: the length l and 2l bits of the product.
The output: A SAT instance in the SAT memory.
When the SAT memory is filled, the solve web method of the first avail-

able portfolio-based SAT solver (found in the root web memory) is invoked to
obtain the SAT assignment. The first 2l Boolean values of the assignment will
correspond to the bits of the two factors in question.

5.1 The Karatsuba Algorithm

In order to asymptotically minimize the number of generated variables and
clauses, we apply the Karatsuba multiplication algorithm, which is based on
the recursive “divide and conquer” approach [14].

If u = (u2n−1 . . . u1u0) and v = (v2n−1 . . . v1v0) are 2n-bit integers, they can
be written as

u = 2nU1 + U0 and v = 2nV1 + V0

(the most significant bits are on the left). Then

uv = (22n + 2n)U1V1 + 22(U1 − U0)(V0 − V1) + (2n + 1)U0V0. (1)

The Karatsuba algorithm is applied recursively to each of the three multiplica-
tions of n-bit numbers from (1). Since the algorithm expects the even number of
bits at each level, we start with u and v represented as 2k-bit numbers (lacking
leading zeroes are prepended).

5.2 Initializing Web Memory

In web memory, an m-bit integer will be represented as an ordered list of m
literals: for a positive literal xi, the i-th bit value will correspond to the xi

value (0 for false and 1 for true); for a negative literal ¬xi, the i-th bit will
correspond to the negation of xi. Thus, one variable can be re-used as a positive
or negative literal.

Since we are given the number of bits in each factor (l = 2k by the reasons
explained above), we initialize a new SAT memory instance with 2l = 2k+1 free
variables. Thus, factors u and v are represented as the literal lists xl−1, . . . x2, x1

and x2l−1, . . . xl+1, xl.
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5.3 Generating the SAT Formula

The SAT formula generation process introduces additional integers (additional
free variables are added when needed). Those additional integers result from
existing integers by applying transformation functions.

Transformation functions are constructed as Boolean expressions that bind
literals of the source and target integers. Boolean expressions are built from
Boolean primitives And, Or, and Not, as well as from auxiliary Boolean Xor,
Majority (of 3 elements), Implication, and Equivalence, which can be easily
implemented through the Boolean primitives.

Here is the list of transformation functions used as the building blocks.
L1, L2, . . . are lists of literals used to represent the corresponding source or
target integers denoted as I1, I2, . . . :

– L1.negation()→ L2: transforms I1 to I2 = −I1 represented as the two’s
complement in the |L1|-bit notation. Technically, we inverse all bits of I1 (by
negating all literals of L1) and add 1: the i-th bit of I1 is added to the i-th
carry bit by means of the half adder formula (from digital logic).

– L1.sum with(L2) → L3 (assume |L1| = |L2|): transforms I1 and I2 to I3 =
I1 + I2 in the |L1|-bit two’s complement notation. The overflow bit of I3 (if
any) is ignored. Technically, we use 1 half adder formula and L1 − 1 adder
formulas.

– L1.product with(L2) → L3 (assume |L1| = |L2| = 2k, |L3| = 2 · 2k): trans-
forms two 2k-bit integers I1 and I2 (in the 2k-bit two’s complement notation)
to a 2k+1-bit integer I3 = I1 · I2 in the 2k+1-bit two’s complement notation
according to Eq. (1). Some technical nuances are:

• representing the difference of 2 numbers by means of sum_with and
negation;

• determining the sign of the inner Karatsuba product (U1 − U0)(V0 − V1)
from Eq. (1);

• propagating the sign bit from the 2k-bit to the 2k+1-bit two’s complement
notation.

By applying the transformation functions above we can construct a (non-
CNF) SAT formula that binds the initial 2l free variables with the 2l literals
of the product (the topmost transformation, obviously, will be product_with
on two initial lists xl−1, . . . x2, x1 and x2l−1, . . . xl+1, xl). Our implementation of
transformation functions introduces additional variables and re-uses literals for
recurring formulas.

After constructing the formula, we convert it to CNF using the following
patterns:

– re-phrasing auxiliary Boolean functions (such as Xor and Majority) using
And, Or, and Not;

– applying De Morgan’s laws in order to get rid of factored-out negations;
– introducing new variables and equivalences for inner conjunctions. For exam-

ple, given the formula (x1∨(x2&x3&x4)), we replace (x2&x3&x4) with a new
variable x5, and add the equivalence x5 ≡ x2&x3&x4;
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– introducing new variables for equivalences (from the previous pattern) having
more than two literals on the right side, e.g., x6 to represent x3&x4 (with the
corresponding equivalence x6 ⇐⇒ x3&x4;

– constructing CNF clauses from 3-literal equivalences (such as x5 ⇐⇒ x2&x6

and x6 ⇐⇒ x3&x4 above) with the help of the truth table.

Afterward, we extend the CNF by appending a conjunction of literals corre-
sponding to the product bits. The corresponding single-literal clause is added if
the product bit is 1, and the literal is negated if the bit is 0.

In order to exclude the case when one the factors is 1, we add two clauses
(xl−1 ∨ . . . x3 ∨ x2) and (x2l−1 ∨ . . . xl+2 ∨ xl+1), meaning that, for each fac-
tor, there must be at least one bit set to 1, not counting the right-most bit
(x1 or xl).

We exclude negative factors by adding two single-literal clauses ¬xl−1 and
¬x2l−1, meaning that the most-significant bit of each factor is 0 (it must be 0
for non-negative numbers in two’s complement notation).

In order to specify the unique solution when the product consists of two
primes, we use the condition u − v ≥ 0. The clauses for it can be obtained in a
similar manner as for the main SAT formula.

The transformation functions listed above (applied to integers represented
as lists of literals) can be easily mapped to any OOP-based programming lan-
guage. Access to web memory and SAT solvers (by means of web methods of the
corresponding web I/O devices) is also OOP-based. Thus, SAT instances can be
generated, placed into web memory, and then passed to a solver in a truly OOP
way, without the need to think about the network. Furthermore, our building
blocks can serve as a basis for building larger transformation functions.

The current version of the SAT generator (work-in-progress) is available at
the IMCS GitHub page https://github.com/LUMII-Syslab/sat-generator.

6 Related Work

The invention of advanced heuristics, search space pruning, and intelligent pre-
processing of SAT clauses have drastically increased the performance of SAT
solvers intended to run on a single CPU. Such solvers are primarily based on
the DPLL15 variants CDCL16 and VSIDS17. Much research has also been done
in the parallelization direction, where the three main approaches are 1) running
multiple sequential SAT solvers with different settings, 2) partitioning the search
space into (disjoint) subtasks and running multiple solver instances on them, and
3) the portfolio-based approach, where different types of solvers are working in
parallel, with the ability to diversify them and exchange learned clauses between
them [4,12].

15 The Davis–Putnam–Logemann–Loveland algorithm.
16 Conflict-driven clause-learning.
17 Variable State Independent Decaying Sum.

https://github.com/LUMII-Syslab/sat-generator
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In our approach, each SAT solver is viewed as a serial one (even if it internally
uses parallelization). However, multiple solvers (of different types or the same)
are also possible, and the web kernel (a part of webAppOS) allows integrating
them to support different types of parallelization.

SAT memory is our innovative solution to provide distributed memory tai-
lored to solving the SAT problem. In our implementation of the SAT memory, we
use the centralized approach (as opposed to the distributed one) to deal with the
coherence problem [17]. However, our bi-directional web sockets allow web mem-
ory clients to exchange clauses, a step towards a hybrid approach. Besides, that
also allows us to avoid callbacks. The direct access to SAT memory resembles
how shared character devices (from the /dev directory) are accessed in Linux
and BSD systems.

Our APIs for solvers and the SAT memory resemble Portfolio Solver Inter-
face used by HordeSAT, as well as MiniSAT’s external interface [4]. However, we
separate methods related to SAT solving from the ones used to access clauses
in web memory. Besides, both our APIs (for solvers and the SAT memory)
follow the pure OOP principles [23]. Furthermore, HordeSat uses the same
setSolverInterrupt call for both pausing and canceling the search (MiniSAT
interface does not have such capability). In contrast, we use distinct methods,
since in the former case, the call stack has to be maintained, while, in the latter
case, we can free all the resources used by the solver.

The integer factorization problem is one of the approaches used to gener-
ate hard SAT instances. ToughtSAT18 is a collection of SAT generators, which
includes a generator for SAT instances for the integer factorization problem.
It has been used in SAT Competition 2019 [5]. Sadly, although the generator
generates succinct SAT instances, it emits errors on some factors and generates
SAT instances with a non-unique solution.

A more generic approach to SAT instance generation is to use SAT compil-
ers. Picat-SAT, FznTiny, and MiniZinc-SAT are good representatives [13,20,24].
Although some SAT compilers use binary log encoding for integers, none of the
known generic SAT compilers use the Karatsuba algorithm to represent integer
products.

Our conversion to CNF utilizes the pattern of constructing CNF clauses used
in the proof that SAT is reducible to 3-CNF-SAT [1].

7 Conclusion

We have proposed a software architecture where SAT solvers are shared in the
distributed environment by means of the webAppOS web kernel. In our app-
roach, any type of SAT solver can be used as a shared solver; the only require-
ment is to represent it as SatSolver subclass and implement the API (web
methods) from Sect. 3.1 (usually, glue code is sufficient for that). Our design

18 In 2022, it is available at https://github.com/joebebel/toughsat.git; older references
point to https://toughsat.appspot.com/, which is no more available.

https://github.com/joebebel/toughsat.git
https://toughsat.appspot.com/
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is suitable for a single shared SAT solver, as well as for multiple SAT solvers
launched with different settings or on parallel subtasks.

The web kernel is a mediator between all software units mentioned in the
paper. In the future, we plan to formalize the minimal set of web kernel APIs,
which can be re-implemented in systems other than webAppOS.

Since SAT solvers are represented as independent webAppOS I/O devices,
they can be either on-premise (e.g., installed on specific hardware) or cloud-
based. That opens opportunities to commercial SAT solvers available as a service.

In our architecture, a novel component is shared SAT memory, which can be
accessed either as a webAppOS virtual I/O device or directly via web sockets.
While we have considered SAT memory for storing CNF clauses, the architecture
can be generalized to support clauses in the disjunctive normal form (DNF)
and algebraic normal form (ANF). Having multiple types of SAT memory, our
architecture allows the developers to create web methods that use multiple SAT
memories simultaneously (e.g., for data conversion).

We also envisage further extensions of SAT memory. For example, belief
propagation and survey propagation-based SAT solvers need to store real weights
(called “warnings”) associated with SAT variables and clauses [8].

Acknowledgements. Research supported by the Latvian Council of Science, Project
No. 2021/1-0479 “Combinatorial Optimization with Deep Neural Networks”.
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Abstract. Every year, the number of telecommunication fraud cases
increases dramatically, and companies providing such services lose bil-
lions of euros worldwide. It has been receiving more and more attention
lately mobile virtual network operators (MVNOs) which operate on top
of existing cellular infrastructures of the basic operators, and at the same
time are able to offer cheaper call plans. This paper is aimed to identify
suspicious customers with unusual behaviour, typical to potential fraud-
sters in MVNO. In this study, different univariate outlier detection meth-
ods are applied. Univariate outliers are obtained using call detail records
(CDR) and payments records information which is aggregated by users.
A special emphasis in this paper is put on the metrics designed for out-
lier detection in the context of suspicious customer labelling which may
support the fraud experts in evaluating customers and revealing fraud.
In this research, we identified specific attributes that could be applied
for fraud detection. Threshold values were found for the attributes exam-
ined, which could be used to compile lists of suspicious users.

Keywords: Telecom fraud · Outlier detection · Unsupervised
learning · Data mining

1 Introduction

Telecommunications service providers are constantly suffering significant finan-
cial losses due to various malicious activities against them. Having a compre-
hensive understanding of telephony fraud is a challenging task. There are many
definitions of telecommunications fraud, but it is generally agreed that telecom-
munications fraud usually involves the theft of services or deliberate abuse of
mobile networks [5].

In the field of telecommunications, fraud detection methods are mostly based
on customer profiles, the part of the profile’s information is derived from cus-
tomers’ behaviour. Behaviour-based fraud detection methods aim to identify
users who behave abnormally. Solving such a task is performed analysis of cus-
tomer behaviour [1,8] aimed at:
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– define rules of conduct to identify the fraudulent customer;
– identify significant changes in fraudulent customer behaviour.

Different techniques are used:

– rules-based systems;
– supervised machine learning methods based on past fraud cases;
– unsupervised machine learning methods discovered for new fraudsters.

In rules-based fraud detection systems, fraud cases are defined by rules. They
may consist of one or more conditions. When all the conditions are correct post
warning. The terms of the rules may include different sources of data: call detail
records, data of the customer or their behaviour during its real-time frame [12].
For example, the user can be suspected as a fraud if he made Y different calls
during the X period, in different directions, which are defined by country direc-
tion code. Such a rule could detect fraud, but it could also detect false danger.
Alerts, along with suspicious user data, should be collected while the data ana-
lyst should determine in each case whether fraud has taken place or not. The
main disadvantages of rule-based systems are:

– fixed thresholds for the attributes included in the rule, which also needs to
be adjusted over time;

– result of rules yes/no;
– there is no way to determine the interaction of attributes.

Traditionally, fraud rules are defined by an expert or data analyst, but with
the emergence of new forms of fraud, there is a need to clarify the existing rules
or even automate their creation. Namely, models based on machine learning
methods are increasingly being used to detect fraud. Their main advantages:

– adapts to data and can adjust over time;
– thresholds for the values of a combination of all variables are used instead of

a single variable;
– ability to present a probability of potentially suspicious fraud.

Most machine learning methods use labelled data, e.g. in the dataset, each
record is marked with the appropriate class. In telecom fraud detection, appro-
priate classes would be fraudster and non-fraudster. Such methods are classified
as supervised machine learning methods and routines used to solve classifica-
tion or forecasting tasks. A huge problem for researching and developing a fraud
detection system is the lack of labelled data. Labelling requires expertise and is
a time-consuming process.

Unsupervised methods are commonly used in situations where there is no
prior knowledge of users belonging to a particular class in a dataset. If we do
not know which users are fraudsters and which are not, these methods can be
used to identify groups of suspicious users, potentially fraudsters.

It is our goal to use unsupervised statistical methods to detect potential
fraudsters. Existing studies also lack in providing the clear and accurate defini-
tion of telecom fraud. Thus, in the context of the mentioned research gaps, in
this article we make the following contribution:
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– we provide the approach for the usage of outlier analysis to identify specific
attributes that should be given more attention;

– the metrics designed for outlier detection to detect fraudulent customers.

The remainder of the article is organized as follows. Section 2 presents an
overview of telecom fraud and presents an in-depth analysis of existing studies
relevant to the detection of telecom fraud to identify research gaps that need
to be considered in this research. Section 3 provides detailed information on
the methods for detecting univariate outliers and the design of metrics for this
purpose. Section 4 shows our experimental results. Finally, Sect. 5 concludes the
discussion with describe issues for the future research of fraud detection.

2 Telecom Fraud Detection

Since telecommunication frauds cause financial loss to telecommunications ser-
vice providers, it is necessary and urgent to detect it. Research in telecommu-
nications fraud detection is mainly focused on fraudulent activities in the field
of mobile technology. Historically, fraud takes many different forms, examples of
some common varieties of fraud in telecommunications, given in Table 1 [2]:

Table 1. Telecommunications fraud forms.

Fraud type Description

Subscription Someone signs up for service (e.g., a new phone, extra lines)
with no intent to pay. In this case, all calls associated with
the given fraudulent line are fraudulent but are consistent
with the profile of the user

Intrusion A legitimate account is compromised in some way by an
intruder, who subsequently makes or sells calls on this
account

Masquerading Credit card numbers can be stolen and used to place calls
masquerading as the cardholder

Telecommunications fraud is not static, new types of fraud appear regularly,
and these schemes are evolving and trying to adapt to attempts to stop them. To
detect telecommunications fraud, most current methods are based on labelling
customers that are considered to be fraudsters. In addition, many researchers
use machine learning techniques to detect fraudsters.

In [3] to identify fraudulent users, the supervised learning method neural net-
work classification and the unsupervised learning method hierarchical clustering
were used. Each of the above methods was applied separately to identify the
most important features of the methods. Based on the experiments, an effec-
tive user profile, defined by generalized attributes, was identified, which helps to
distinguish normal from malicious behaviour. Experiments using real data from
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a traditional telecom operator have shown that neural network classifiers can
distinguish malicious users from traditional ones according to the user profile
provided. At the same time, the authors emphasize that neural networks act as
black boxes in terms of data analysis. Experiments were also performed with
unlabelled data. Hierarchical clustering was used to identify user groups that
would be identified as fraudsters. The results depended on the choice of distance
measures. The Euclidean use of the distance measure in hierarchical clustering
helped to differentiate different groups of users according to their behaviour,
while using the correlation-based distance measure it was the group of malicious
users that became clearer. Zheng and Liu [14] also examine ways to identify a
group of users suspected of fraud using telecommunications data. The Multi-
faceted Telecom Customer Behavior Analysis (MTCBA) framework for anoma-
lous telecom customer behavior detection and clustering analysis is proposed.
Because users of unusual, suspicious behavior are excluded from the data, the
authors suggest first identifying a group of distinguished users using the hierar-
chical Locality Sensitive Hashing-Local Outlier Factor (LSH-LOF) algorithm of
hierarchical clustering and then re-grouping users using the k-means method to
identify a specific group of fraudulent users.

In [7] the authors examine one of the most common types of fraud in the
telecommunications industry, which generates large traffic for profit-making pur-
poses. In their view, it would be difficult to identify such fraudulent consumers
as a distinct exception, and therefore suggests that a whole group of such con-
sumers be sought. To address this challenge, it recommends a fraud detection
system based on data clustering and subsequent classification methods. First,
clustering techniques are used to identify homogeneous user segments, such as
traditional users, business customers, call centres, or fraudulent users. Second,
apply the decision tree classification method to the forecast based on the results
obtained by marking the dataset.

Most of the scientific work on the detection of malicious activity in telecom-
munications is based on data from traditional operators and only a few works are
aimed at MVNOs. The performance of the MVNO ecosystem has been analysed
to understand various key aspects, including its architecture, customers in [10].
Analysis of big data, statistical modelling and machine learning were used for
MVNO’s main concerns related to data usage prediction, customer churn miti-
gation and fraudulent activity detection.

Finally, it could be summarised that, the most effective method for detecting
malicious activity in telecommunications has not yet been found and that its
search is still ongoing. The experiments are performed with a different set of
attributes, without analysing too much how they were selected and which ones
are most significant in detecting fraudulent activity. Even more, many methods
are applied or tested using labelled data. It is often mentioned that data are
labelled with the help of experts and that the data themselves are not provided
for data protection reasons, so it is not possible to test other methods. In the
meantime, we suggest using outliers detection methods, both for labelling data
and to identify important attributes that may be relevant in detecting fraudulent
activity in telecommunications.
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3 Outliers Detection Methods

Outliers detection is one of the main data mining challenges to be addressed
in various areas to identify inaccuracies in the collection of data, unusual data
templates or anomalies in the data, for example including suspicious consumer
behaviour. Outlier detection is employed to measure the “distance” between data
objects to detect those objects that are grossly different from or inconsistent with
the remaining data set.

An outlier is usually considered to be an unusual event or object whose
properties do not correspond to most of the data set. In the scientific literature,
outliers are often identified with anomalies, and even the same methods are used
to detect them. Although these two terms have a similar meaning in the context
of data analysis, the concept of an anomaly is more closely linked to unusual
behaviour, which is being tried to conceal. Searching for anomalies is the process
of identifying those that stand out objects that should not be in the data and
their identification is important in identifying an example of fraud.

The choice of method usually determines which objects are identified as dis-
tinctive, which means that there is no objective way of knowing what an object
that stands out is, and what’s not. Decision-making, in this case, becomes sub-
jective, influenced by the analysis performed goals or challenges.

Typical numerical values of individual variables in a data set are generally
considered to be close to their mean or median. Meanwhile, with outliers, the
values are greater away from the sample mean or median. This can be determined
using statistical or data representation methods [6]:

– normal distribution standard deviation rule (z-criterion);
– modified normal distribution deviation rule (modified z-criterion);
– boxplot and Interquartile Range (IQR) method.

If the values x1, x2, . . . , xn of the attribute X correspond to the normal dis-
tribution, for each observation xn assigned values:

zn =
xn − x

s
(1)

will correspond to the standard normal distribution N(0, 1). Here x is the mean
and s is the standard deviation of the values. Generally, if z > 3 observation (x
value) is an outlier. This rule is derived from the fact based on the character-
istics of a normal distribution for which 99.87% of the data appear within the
3 standard range deviations from the mean. Unfortunately, three problems can
be identified when using the mean as the central tendency indicator: firstly, it
assumes that the distribution is normal (outliers included); secondly, the mean
and standard deviation are strongly impacted by outliers; thirdly, this method
is very unlikely to detect outliers in small samples [9].

Using the traditional z-criterion method to identify exclusions, z-values are
calculated using an arithmetic mean that is sensitive to outliers and may
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therefore fail to find the outliers properly. Modification of the z-criterion was
proposed by Iglewicz and Hoaglin [6] has adjusted the formula for calculating
z-values:

zn =
0.6745 · (xn − x̃)

MAD
(2)

where x̃ is the median of the values and MAD is the median of the absolute
deviation, which is defined as:

MAD = median(|xn − x̃|) (3)

The authors of this method recommend that the values of the variable x be
considered as outliers if their respective absolute z-values are greater than 3.5.

Conditional outliers for individual attributes can be determined by plotting
the distribution of values for that attribute using a box plot [13]. In the box plot,
the possible values of the outliers are marked with certain symbols and these are
the values:

< (Q1 − 1.5 · IQR) or > (Q3 + 1.5 · IQR), (4)

where IQR = Q3−Q1, Q1 and Q3 are the first and third quartiles, respectively.
This is not the most efficient method to determine the outliers of the attributes
under consideration, but these plots may draw the investigator’s attention to
the fact that their data contains conditional outliers.

In [4] the rules

< (Q1 − k · IQR) or > (Q3 + k · IQR), (5)

and their dependence on the selection of the k value and the amount of data for
determining outliers were examined. Rules with k = 3 were named conservative
to identify outliers in the data. They can also be applied when the distribution
of values of the variable in question is not symmetric. There is no single common
method for identifying all possible outliers, and the results may be affected by
the specifics of the data under consideration. Experiments with the real dataset,
their results and comments are provided in the next section.

4 Experimental Results

Our experiments are based on real data is taken from the mobile virtual network
operator (MVNO) Lithuanian company Moremins. This company focuses its
activities on customers migrating between countries, offering them cheaper inter-
national calls for which they pay by prepaid. Moremins dataset is not available
to the public because of the restriction applied on it from Moremins company
since the license was granted for research purposes only. The data is available
to researchers in Moremins company and will be available for others after get-
ting permission from the company [11]. The dataset contains 670 days of usage
information the period covered is from 2020-01-01 to 2021-10-31. The data was
derived by aggregating Call Detail Records (CDRs) and payments history infor-
mation. Nearly 3 million phone calls and nearly 200000 payment records were
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Table 2. Dataset description.

Attribute Description Object

X1 Total number of outgoing calls Int64

X2 Avg. number of outgoing calls per day Float64

X3 Number of phone numbers in outgoing calls Int64

X4 Total duration of outgoing calls Int64

X5 Avg. duration of outgoing calls Float64

X6 Proportion of outgoing calls at night (20 h–8 h) Float64

X7 Total number of non-answered calls Int64

X8 The sum of costs of payments Float64

X9 Avg. cost of payments per month Float64

X10 Ratio of the X1 over the X3 Float64

examined and characterized. The aggregation of these data by users yielded 7960
vectors with values of 10 features of whole period behaviour. The attributes of
the prepared dataset for the experiments are given in Table 2.

These are widely used attributes and proved to be effective by existing studies
of fraud detection and that could be collected from available data.

Fig. 1. The histograms of the values of each attribute.
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One of the first steps is to check the normality of the data, as the choice of the
method for determining outliers depends on it. Essentially, graphical methods
provide a qualitative assessment of data normality. The most frequently used
plot is the histograms Fig. 1 it indicates the symmetry and spread of the data.
In addition, the most popular methods Kolmogorov-Smirnov and Shapiro-Wilk
tests were performed to check the hypothesis of data normality. Both methods
confirmed that the values of the analysed attributes did not correspond to the
normal distribution. Outliers were identified for all selected attributes using the
different methods described in Sect. 3. The obtained results are presented in the
Fig. 2 and Table 3.

Fig. 2. Proportion of outliers (%) for different attributes using different methods.

The study found that the results using different methods for identifying
outliers differed significantly in some cases. The results were influenced by the
attributes analysed. The main reason for this is likely the different distributions
of the values of the attributes under consideration and the methods sensitivity
to their specifics.

Table 3. The quantities and percentage of outliers in the dataset.

Attribute z zmod IQR

X1 102 (1.28%) 964 (12.11%) 400 (5.03%)

X2 87 (1.09%) 557 (7.00%) 218 (2.74%)

X3 147 (1.85%) 712 (8.94%) 254 (3.19%)

X4 133 (1.67%) 1253 (15.74%) 545 (6.85%)

X5 151 (1.90%) 321 (4.03%) 95 (1.19%)

X6 194 (2.44%) 514 (6.46%) 186 (2.34%)

X7 106 (1.33%) 839 (10.54%) 377 (4.74%)

X8 176 (2.21%) 990 (12.44%) 211 (2.65%)

X9 174 (2.19%) 599 (7.53%) 368 (4.62%)

X10 39 (0.49%) 832 (10.45%) 389 (4.89%)
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The z-criterion method (z) for finding outliers applies to normally distributed
data, and this condition is not true for the data we are analysing. Using this
method, a sufficiently small percentage of users was identified for each of the
attributes as outliers. Modification of the z-criterion (zmod), meanwhile, in con-
trast to z-criterion, identified very large amounts of outliers for many of the
attributes. Thus, the IQR method was chosen to determine the specific limits
(thresholds) of the outliers of the attributes under consideration. The Table 4
below sets out the outliers thresholds that can be used to create lists of suspi-
cious users who are distinguished by their behaviour, e.g. the customers called
more than 34 different numbers (X3), the customers with the higher than 0.6
proportion of outgoing calls at night (X6) and so on.

Table 4. Outliers thresholds were determined using the IQR method.

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10

254.0 6.5 34.0 1659.0 39.7 0.6 75.0 73.5 10.0 28.5

This should help experts in identifying suspicious users. It would be good to
know which of the attributes are the most significant, but to assess this we need
already marked data that we don’t normally have.

One of the aims of our experiments is to study the behaviour of telecommuni-
cations customers in various aspects to provide valuable information to telecom-
munications operators to detect fraudulent activity. Customers who stand out
from the whole by their behaviour could be placed on a list of suspicious users.
The problem is that it’s not easy to check the effectiveness of methods until we
know if there are fraudulent users in our data at all. We offer metrics that could
be used to tag users as unfavourable and at the same time test and determine
the effectiveness of the methods examined for outliers detection.

Let’s define derivative metric - the ratio of the sum of costs of customers
payments to the sum of minutes from all calls (activity):

M1 =
X8
X4

, (6)

which helps to estimate the cost per minute of each user’s calls data (used for
the entire period). It is logical to assume that active users who talk a lot but
pay little are unfavourable to the company. Because of such metric, the range of
values is small, the inverse metric is more suitable for identification outliers:

M2 =
X4
X8

=
1

M1
. (7)

Using both metrics, they were estimated for each customer individually, the
box plots and histograms are presented in Fig. 3.

The value of the metric M2 was identified using the IQR method, at which
point the user is considered to be distinguished and this is when M2 > 141.91.
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Fig. 3. Box plots and histograms of the calculated values of both metrics M1 and M2
for each customer.

It is also possible to estimate M1 the price per minute paid by stand-alone
users, potentially unfavourable to the company, and this is when M1 < 0.007.
283 such customers were identified, who paid less than 0.007 Eur per minute of
the call, which is 3.56% of all customers. Favourable and unfavourable customers
are shown in Fig. 4.

Fig. 4. A scatter plot showing the favourable and unfavourable customers.

We look for answers to the following key question: what are the most signif-
icant attributes of a customer to identify potentially fraudulent activity? To do
this, we will analyse what proportion of users identified as outliers matched those
labelled unfavourable users. Results, comparative value, presented in Fig. 5.
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Fig. 5. Bar Chart of matched proportion.

We should pay more attention to the attributes: X1 (total number of outgoing
calls), X4 (total duration of outgoing calls), X7 (total number of non-answered
calls), and X10 (ratio of the total number of outgoing calls over the number
of phone numbers in outgoing calls), because the matched proportions are the
largest.

Fig. 6. Matches between unfavourable users and outliers according to different
attributes.

Meanwhile, it would be difficult to identify suspicious users based on out-
liers from other attributes, at least in terms of how we labelled potentially
unfavourable users. Examples of the use of identified outliers for two impor-
tant and, conversely, two irrelevant attributes for unfavourable users are shown
in Fig. 6.
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5 Conclusion and Future Direction

The detection of fraud, even regardless of the field, has received increasing
attention recently. The research deals with various methods aimed at detect-
ing fraudsters as effectively as possible. Machine learning methods have been
increasingly used to solve such tasks, but some require labelled data, while the
effectiveness of others is difficult to measure. Typically, the detection of fraudu-
lent activity in telecommunications is based on a profile of customer behaviour
is created considering individual attributes. However, to create a profile of cus-
tomer behaviour, we need to determine the most significant attributes. In this
article, we examined the univariate outliers that could be used to suspect fraud-
ulent customer behaviour. A metric has been proposed that can be used to tag
unfavourable telecommunications customers to test and compare other meth-
ods’ efficiency. Threshold values were found for the attributes examined, which
could be used to compile lists of suspicious users. Experiments have shown that
the most important attributes that need more attention in detecting fraudulent
activity in telecommunications are total number and total duration of outgo-
ing calls. Of course, it is necessary to continue the experiments in search of
other attributes that would allow the detection of fraudsters as soon as possible.
Hopefully, our study can will benefit both MVNO companies and the research
community in the future.
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Abstract. Analysis of data sets that may be changing often or in real-
time, consists of at least three important synchronized components: i)
figuring out what to infer (objectives), ii) analysis or computation of
those objectives, and iii) understanding of the results which may require
drill-down and/or visualization. There is considerable research on the
first two of the above components whereas understanding actionable
inferences through visualization has not been addressed properly. Visu-
alization is an important step towards both understanding (especially
by non-experts) and inferring the actions that need to be taken. As an
example, for Covid-19, knowing regions (say, at the county or state level)
that have seen a spike or are prone to a spike in the near future may
warrant additional actions with respect to gatherings, business opening
hours, etc. This paper focuses on a modular and extensible architecture
for visualization of base as well as analyzed data.

This paper proposes a modular architecture of a dashboard for user
interaction, visualization management, and support for complex analy-
sis of base data. The contributions of this paper are: i) extensibility of
the architecture providing flexibility to add additional analysis, visualiza-
tions, and user interactions without changing the workflow, ii) decoupling
of the functional modules to ease and speed up development by different
groups, and iii) supporting concurrent users and addressing efficiency
issues for display response time. This paper uses Multilayer Networks
(or MLNs) for analysis.

To showcase the above, we present the architecture of a visualiza-
tion dashboard, termed CoWiz++ (for Covid Wizard), and elaborate on
how web-based user interaction and display components are interfaced
seamlessly with the back-end modules.
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Covid-19 data analysis
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1 Motivation

Since early 2020, when the Covid-19 cases were first reported in the US, the virus
has spread to all 3141 US counties1 in all states at different rates. As the hunt
for a vaccine was launched, the number of cases has grown and leveled off based
on the actions taken by different counties and states. Lack of a national policy
and lack of synchronization between state and federal mandates have resulted
in undesirable situations as compared to other coordinated efforts in other parts
of the world.

From a data collection viewpoint, a number of sources provide features asso-
ciated with a confirmed report, such as infected case, hospitalization, death, or
recovery making this data set complex with diverse entity (person, county), fea-
ture (case, hospitalization, vaccination, ...), and relationship (similarity in cases,
hospitalizations, vaccinations, ...) types.

Currently, many visualizations are used to plot the peak, dip, and moving
averages or colored maps of Covid data, without much analysis on the base
data or inclusion of associated data [1,5–7,11,12]. In other words, most of
these focus on the visualization of base data using simple statistical computa-
tions. However, for a comprehensive understanding of the spread of the pandemic
(or any data for that matter), there is a need to analyse and compare the effects
of different events (mask requirement, social distancing, etc.) and demographics,
in multiple geographical regions across different time periods.

Broadly, visualizations for a data set can be classified into:

I. Visualization of Base Data: There is very little analysis involved in this visu-
alization. Visualization includes primarily statistical information. Attributes and
visualization alternatives can be selected by the end-user. Temporal ranges, ani-
mation, and other visualization parameters can also be chosen. Some examples
of this Category I objectives are:

(A1) Did the vaccination drive increase confidence among people to take more
road trips?

(A2) In states with low per capita income, how testing progressed? Was there
a surge in the number of cases?

(A3) Has the death rate reduced in countries where most of the population has
received all vaccine doses? What about countries where the vaccination drive
is slow?

II. Visualization of analyzed data: Explicit analyses are performed on base and
associated data prior to visualization. Various alternate visualizations may be
produced for the analysed results and drilled-down details of results.

Typically a model is used for analysis and objectives computed using that
model. Some examples of this Category II objectives are:

1 We focus on the USA as we have more accurate data for that although the pandemic
is worldwide! Any country can be analyzed by swapping the data sets and with minor
changes, such as prefectures in Japan instead of states.
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(A4) In which regions was vaccination most effective? That is, how have geo-
graphical regions with maximum (and minimum) rise in cases shifted between
the periods pre and post the beginning of the vaccination drive?

(A5) Which regions got significantly affected due to long weekends/holidays
(such as, Thanksgiving, New Year Celebration, Spring Break, Labor Day,
...)? What precautions need to be taken for future events? The inverse can
be computed which may be very helpful as well.

Currently available online dashboards/visualizations primarily address parts
of category I discussed above. For example, JHU (Johns Hopkins University)
dashboard [5] shows a lot of base data and shows some of them also on a US map
with circles indicating the numbers to get a relative understanding. Similarly,
the WHO (World Health Organization) dashboard [11] shows base data for the
world and a clickable map to show some base data for that country. For Covid
data, most dashboards focus either on reporting and/or visualizing daily cases
on maps [1,2,11,12] or generating time series plots and statistical information
[5–7].

However, for category II, there is a need to model the base data which is
dependent on the semantics of the data set. As an example, for Covid data,
analysis is based on counties/states. We need to model entities and relationships
in order to analyze and understand the data set from multiple perspectives. The
result needs to be visualized to maximize understanding. In this paper, we use
the Covid-19 data set as well as related information, such as population, average
per capita income, education level etc. The focus is on an interactive dashboard
architecture that is modular, flexible, provides good response time, and
supports both categories I and II above.

For the analysis part, this dashboard uses the widely-popular Entity-
Relationship (ER) model and its conversion to Multilayer Networks2 or
MLNs [20]. MLNs can handle multiple entities, relationships and features. Infor-
mally, MLNs are layers of networks where each layer is a simple graph and
captures the semantics of a (or a subset of) feature of an entity type. The lay-
ers can also be connected. Moreover, an efficient decoupling-based approach
proposed and used in [25,26,31] is used to analyze specified objectives.

The contributions of this paper are:

– An interactive web-based dashboard3 for visualizing base and analyzed
data using parameters.

– A modular architecture to minimize interaction between the modules to
facilitate development and optimization of the system by multiple groups
with different skill sets.

2 A Multilayer Network is a set of networks (each network termed a layer) where nodes
within a layer are connected by intra-layer edges and nodes between two layers can
be optionally connected using inter-layer edges.

3 Dashboard [24]: https://itlab.uta.edu/cowiz/, Youtube Videos: https://youtu.be/
4vJ56FYBSCg, https://youtu.be/V w0QeyIB5s. Readers are encouraged to
play with the dashboard and watch the videos.

https://itlab.uta.edu/cowiz/
https://youtu.be/4vJ56FYBSCg
https://youtu.be/4vJ56FYBSCg
https://youtu.be/V_w0QeyIB5s
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– Extensibility of each module to add analysis, visualization, interac-
tion/display and/or optimization alternatives with minimal effort.

– Multiple visualizations of base and analyzed results.
– Use of multilayer network for modeling and performing analysis under-

neath.
– Guaranteeing consistency while providing good response time for a large

number of concurrent users.

This paper is organized as follows. Section 2 discusses related work. Section 3
details the architecture of the dashboard in terms of its modules.

Section 4 presents base and objective-based analysis visualizations for the
Covid-19 data set. Conclusions are in Sect. 5.

2 Related Work

Currently available online dashboards address category I and focus on reporting
and visualizing daily cases on maps [1,2,11,12] or time series plots and statisti-
cal modeling [5–7]. They are more focused on visualizing the base daily data. In
contrast, drill-down of analysis of results is critical especially for complex data
which has both structure and semantics. For example, it is not sufficient to know
the identities of objects in a community (e.g., similar counties), but also addi-
tional details of the objects (e.g., population, per capita income etc.) Similarly,
for a centrality hub or a frequent substructure. As MLNs are being used as the
data model, it is imperative to know the objects across layers and their intra-
and inter-connections [19]. From a computation/efficiency perspective, minimal
information is used for analysis and the drill-down phase is used to expand upon
to the desired extent. Existing MLN algorithms, especially the decoupling-based
ones, make it easier to perform drill-down without any additional mappings
back and forth for recreating the structure [25,31]. The schema generation also
separates information needed for drill-down (Relations) and information needed
for analysis (MLNs) from the same Enhanced Entity Relationship (EER) dia-
gram [20].

Visualization is not new and there exists a wide variety of tools for visualizing
both base data, results, and drilled-down information in multiple ways [1,5,7].
Our focus, in this paper, is to make use of available tools in the best way possible
and not propose new ones. For example, we have experimented with a wide
variety of tools including, maps, individual graph and community visualization,
animation of features in different ways, hovering to highlight data, and real-
time data fetching and display, based on user input from a menu. The main
contribution is our architecture with a common back end to drive different user
interaction and visualization front ends. We have also paid attention to efficiency
at the back end by caching pre-generated results and use of an efficient data
structure for lookup.

Community detection algorithms have been extended to MLNs for iden-
tifying tightly knit groups of nodes based on different feature combinations
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[17,18,22,32]. Algorithms based on matrix factorization [16], cluster expan-
sion [21], Bayesian probabilistic models [33], regression [15] and spectral opti-
mization of the modularity function based on the supra-adjacency representation
[35] have been developed. Further, methods have been developed to determine
centrality measures to identify highly influential entities [29,34]. However, all
these approaches analyze a MLN by reducing it to a simple graph either by
aggregating all (or a subset of) layers or by considering the entire MLN as a
whole, thus leading to loss of semantics as the entity and feature type informa-
tion is lost.

3 Modular Dashboard Architecture

As part of research on big data analytics (using graphs and multilayer networks),
the need for drill-down and visualization of results for understanding and ground
truth verification has been emphasized. The results of aggregate analysis as com-
pared to statistics, require more details (or drill-down). For example when a
community of counties are computed or centrality nodes (cities) are identified,
it is important to understand the related information such as population den-
sity, per capita income, education level, etc. This was further exacerbated by
the fact that the data sets we deal with have multiple types of entities, features,
and relationships. So, drill-down and visualization of analyzed data along with
additional details became pronounced.

To clearly understand Covid data analysis results, it was important not only
to drill-down, but also to visualize the data set and analysis results in multiple
ways combining different aspects of the data set. For example, it was useful
to visualize new cases in multiple states on a daily/weekly basis to see how
they were changing. This could be done for multiple features, such as deaths,
hospitalizations, etc. We also wanted to visualize similar regions in the country
that had same/similar increase/decrease in new cases over the same time period.
This would be very useful in understanding the effects of certain measures taken
(e.g., masking, lockdown, social distancing) in different parts of the country.
This essentially involved processing the same data under the categories I and II
indicated above. This is also true for other data sets.

As we tried to develop a dashboard for Covid-19 visualization, we real-
ized that the skill sets needed for analysis was significantly different from
those needed for visualization/user-interaction. Analysis required a much deeper
understanding of the knowledge discovery process including modeling of the
data, coming up with objectives and computing them efficiently. On the other
hand, visualization required a deeper understanding of the packages that can be
used based on what and how we wanted to display. The client module needed
yet another different set of skills in terms of layout, menu design, Java Script,
HTML and CSS. It seemed natural that these could be developed by different
individuals or groups with appropriate skills if the dashboard can be modu-
larized along these functional components. This primarily motivated our
architecture shown in Fig. 1.
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Fig. 1. Modular CoWiz++ dashboard architecture

The second thing we noticed was that most of the currently available visualiza-
tion dashboards seem to be application and analysis specific. That is, if the data
set description and application objectives change over a period of time, then the
entire system has to be re-built. Although there is likely to be a separation between
the client and back end module, having a single back end module seemed to defeat
extensibility in addition to modularity. This would create bottlenecks for progress
making the development process quite inefficient. So, the requirement of extensi-
bility at the module level was born out of this observation. This will also allow
applying different optimization strategies at the module level.

Finally, ability to visualize the same data in multiple ways is extremely
important from an understanding perspective. For example, one may want to visu-
alize Covid cases/deaths/hospitalizations as a temporally animated graph for dif-
ferent states. One may also want to see the same data to make decisions by com-
paring geographical regions using MLN analysis [27]. Multiple visualizations and
analysis capability in CoWiz++ follows directly from the extensibility aspect of
the architecture. Currently, we support two visualization (one from each category
above) as part of the visualizationmanagementmodule andmultiple analysis (base
and MLN) in the analysis module. We plan on adding more to each category.

3.1 Components of the Modular Architecture

Our proposed architecture and its components shown in Fig. 1 have been designed
to support the above observations: modularity with minimal interaction between
the modules and extensibility within each module. Data is transferred between
modules using file handles for efficiency as all modules are running on the same
machine. These two, when incorporated properly, facilitate re-use of code within
each module and the development of modules independently (by different groups)
from one another for different applications. This is one of the major contributions
of this paper, where we introduce 3 decoupled modules, each optimized for a spe-
cific functionality: i) a web-based client, ii) visualization management, and
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iii) data analysis modules. This architecture permits the optimization of each
component, independently by separate groups with appropriate skill sets result-
ing in a flexible, extensible and efficient dashboard. In this paper, we show how the
different modules interact and how a mix and match of analysis and visualization
can be achieved. Also, note the minimal interaction between the modules (mainly
parameters, file handles, etc.) As large number of files are used/generated by the
two back end modules, a persistent storage is needed to store them.

There is a need for a closer synchronization between the client module and
the back end visualization management module. For this to work correctly, the
first step was to identify a web framework that can support these two modules,
synergistically. The other considerations were: seamless communication, ease of
use, availability of detailed documentation and strong open-source community
for future development and extensions. Support for web deployment for increased
portability was important.

Table 1. Web framework alternative and feature comparison

Minimalistic Language Plotly
compatibility

Documentation
available

Flexibility
and control

Flask [4] Yes Python Yes Extensive High

Django [3] No Python Limited Extensive Low

Vaadin [9] No Java No Limited Low

Table 1 lists the features of the widely used web frameworks that we consid-
ered. The python-based web framework Flask was chosen over Django and
Vaadin, mainly due to its minimalistic, interactive, flexible and extensible char-
acteristics. Flask satisfied all our requirements as shown in the table. Moreover,
visualization tools like Plotly are supported exhaustively by Flask, which is not
supported by others. Most importantly, as compared to others, it gives maxi-
mum flexibility and control due to granular tuning for customisation and makes
no assumptions about how data is stored, thus becoming a viable choice for a
wider spectrum of applications. Below, we describe each module emphasizing
the modularity and extensibility aspects.

This modular approach allows independent parallel collaboration in
development, debugging and optimization of every component. Any new
user interaction component, data source, data model/structure, analysis algo-
rithm and visualization technique can be added easily to a specific module, thus
supporting efficient extensibility. Every module has various capabilities (com-
partmentalized through packages or sub-modules) which are flexibly utilised
based on the requirements of the application. And most importantly, this robust
underlying system can be readily used for different applications without major
modifications. The following sections will talk in detail about these modules, in
specific to the interactive COVID-19 data analysis and visualization. In Sect. 4,
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we show all these modules, together, seamlessly fulfill the goal - from accepting
user inputs to analysing to displaying the results visually.

3.2 Interaction and Display (Client Module)

Each analysis and visualization uses a specific set of inputs given by the user.
The client module is responsible for presenting an unambiguous, clear, and sim-
ple user interface for collecting those parameters. Once the parameters and dis-
play types are identified, this module can be implemented independently and
the collected parameters are passed. The inputs can be in the form of ranges
(dates, latitude-longitude, times, ...), lists and sets (features, items, ...) or filter-
ing options. The various elements of this component are supported using HTML
and CSS.

The other task of this module is to display the visualization generated by the
other two modules, for the input parameters, typically in the form of an html
file that is displayed using the iframe component which lets you load external
URL elements (including other web pages) in your project within an iframe.
An inline frame (iframe) is a HTML element that loads another HTML page
within the document. In some cases, interaction with the HTML canvas element
may be required to generate and display the visualization to enhance efficiency.
In addition to displaying visualizations, this component is also responsible for
tickers and other relevant information (part of display type.) For example, the
visualization of top 10 Covid-19 news articles and the latest cumulative number
of cases and deaths is achieved through scrollable or moving tickers, implemented
using JavaScript and AJAX scripts and the marquee component. Note, this is
based on the input and is done in real-time.

3.3 Visualization Management Module (Dashboard Back End)

Functionally, this is an important module, detailed in Fig. 2, that handles sev-
eral tasks: i) visualization generation – using either base data, or computed
results – from the analysis module, ii) reusing the generated visualization
using an efficient data structure4, and iii) looking up whether the visualiza-
tion exists for a given set of parameters and display type to avoid re-generation
and speedup response-time. As can be seen in Fig. 2, there are two separate visu-
alization generation components, a hash and cache component for quick lookup
and storage. Additional visualization generation modules can be easily added.
This module interacts with the other two modules and the storage.

4 Currently, an in-memory hash table is used for quick lookup. If this hash table size
exceeds available memory, this can be changed to a disk-based alternative (extendible
hash or B+ tree) without affecting any other module. In this case, disk-based,
pre-fetching and/or other buffer management strategies can be used to improve
response time. Separate hash tables are used for different visualizations for scal-
ability. Also, hash tables are written as binary objects and reloaded avoiding re-
construction time.
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Since analysis and generation of the visualization accounts for most of the
response time, we have used two known techniques for improving response time:
i) materialization of previous analysis results – widely used in DBMSs
to trade off computation with space and ii) efficient hash-based lookup to
identify whether a materialized visualization exists. The first check in this
module is to find the presence of the display file generated earlier. As there are
hundreds of thousands of possible user input combinations, avoiding collisions in
hashing is important. If the display is present, it is used. If not, the parameters
are sent to the analysis module to generate computed results so this module
can generate the visualization after that. This approach has shown signif-
icant improvement and has reduced the average response time from
15 s to 3 s (80% improvement) for map visualizations (instrumented and
averaged over several interactions.) This module uses packages from Python, R
and Tableau to provide diverse types of interactive graphical visualizations. Two
visualizations are currently supported by this module and are discussed briefly
below. Also, note that the display as well as the ticker information is based on
user input. Currently, after multiple user interactions from 20+ countries (as per
Google analytics), 4000+ analysis result files and 1000+ map visualization files
are present. The dashboard has been operational and publicly available for more
than a year (getting more than 4500 hits from 20+ countries.) Due to the exten-
sible architecture, we have been able to add new data (e.g., on vaccinations)
with very little effort and with different developers.

Fig. 2. Visualization management module details
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Support for Multiple Concurrent Users: The flask app generates a separate
thread for each concurrent user. In order to maintain consistency in the back-
end in the presence of multiple concurrent users, concepts of multi-threading
have been used. Critical sections have been identified and write-write conflicting
threads (that is, multiple threads with same parameters for which visualization
does not exist) have been properly synchronized so that the consistency of
generated visualization is guaranteed.

Animated Temporal Visualizations: This is an example of visualization used
for category I objectives discussed earlier. Based on the temporal requirements
of (A1)–(A3), the change in 2 selected features for up to 5 US states are com-
pared by generating 2 side-by-side synchronized animated timeline plots with a
scrollable bar that the users can drag in either direction across the entire time-
line. In the plots, the per day (or per period) values are synchronously plotted
for each feature corresponding to the states (or countries) selected. In each plot
the y-axis corresponds to one of the feature’s values and x-axis to the timeline.
The visualizations for these objectives are shown in Figs. 6, 7 and 8 in Sect. 4.

Two implementation alternatives help showcase the extensibility of the sys-
tem. Initially, the visualizations were generated using Python’s popular Plotly
library and R language, where two separate plots were displayed side-by-side by
embedding in a single plotly subplot, to implement the synchronised animated
timeline with a slider. This visualization was stored as an html file, and sent over
the network to the client module for display. However, this alternative had two
drawbacks - (i) The embedding of two feature-wise plots in the plotly subplot
to enable the synchronization requirement led to large processing time, and (ii)
The generated and stored html visualization files were large (approx. 20+ MB
for 5 states with just 3 months of data points), thus taking a hit at the network
I/O and page loading time. These issues led to a high response time.

To address these issues, we applied an optimization technique where gener-
ation of the temporal visualizations have been shifted to the client side. In this
case, based on the user inputs (states and features) received in Data Analy-
sis Module (Sect. 3.4), the required data points to be plotted are fetched from
the data set and stored as an object. The visualization module sends over this
generated object to the Client module. On the client side, these data points are
used by the customized JavaScript classes, that have been written for interacting
with the native HTML canvas element, to generate the required side-by-side line
graphs with a synchronized timeline. This optimization strategy removed the
overhead processing time to generate the plotly plots and the network I/O and
loading time for receiving and displaying the heavy html files. Thus, improving
the average response time by about two orders of magnitude (from
5min to less than 5 s for 5 states and 2 features). This also showcases
that due to the modular and extensibility feature of the architecture, separate
optimizations can be applied for different visualization needs. Moreover, apart
from US states, support has been extended to Indian States and World
Countries, as well. This support can be easily extended to additional countries,
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subject to data availability, due to the parameterized approach followed in
the module implementations.

Map-Based Visualizations: As part of the requirements of category II analysis
objectives (A4) and (A5), communities are generated, where the counties are
clustered based on similar change in a feature (in this case, similar change in new
cases). Each county in the community is displayed on a colored US map based on
the severity of changes in Covid cases reported in its assigned community which
corresponds to a range - from SPIKE (as red) to BIG DIP (as green). The FIPS
(Federal Processing Information Standards) codes of the US counties present in
the community allocation file generated by Data Analysis Module (Sect. 3.4) are
used by the choropleth mapbox() function of Python’s plotly library to generate
colored counties on the US map with pan and zoom capability enabled. Moreover,
the census information available as part of this file is used to generate the hover
text for counties. The generated US map for a community file is stored as an
html file. This visualization for objectives (A4) and (A5) is shown in Figs. 9
and 10 in Sect. 4, respectively.

3.4 Data Analysis Module (Dashboard Back-End)

The analysis module is another key module of the architecture. This module con-
tains all aspects of a particular analysis using the same base data. We have chosen
to showcase the multilayer analysis for this dashboard. This can be any other
analysis, such as relational database analysis using SQL or multi-dimensional
analysis supported by data warehouses. In fact, multiple analysis modules can
co-exist and feed the results into the same visualization management module.

It supports several components that are important for different aspects of data
analysis: i) extraction of relevant data from external sources, ii) pre-processing of
extracted (or downloaded) data, and iii) generation of results for both base and
analysis alternatives. It is more or less agnostic to visualization except to generate
information needed for visualization, but does not even know how they are visu-
alized. All three components are extensible in their own right and only rely on
the user input passed from client module through the visualization management
module. This module interacts with the persistent storage for both input data and
output generated. This module generates output for visualization. Of course, base
data preparation is much simpler than the other one.

Extraction/Downloading and Pre-processing Component: Components
of this module are responsible for the real-time extraction of data from identified
web sources (e.g., New York Times, WHO, CDC), update of data that changes
periodically – once a day/week/month (e.g., Covid data in our dashboard) using
cron jobs. For example, when date ranges are input by the user as part of the
menu, that information is used to extract information only for those periods,
pre-processed (cleaned, filtered, sorted/ranked), and prepared for visualization.
All pre-processing of data extracted from real-time sources as well as base data
used for analysis are done in this component. Examples from the current dash-
board are - (i) Period Specific Top 10 Covid-19 Articles: For category II,
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2 periods are provided. From the set of New York Times articles, a subset of top
10 most relevant Covid-19 news articles for the latest period specified by the user
are filtered using keywords, sorted in reverse chronological order and the top-k
are chosen for display, and (ii) Latest Cumulative Case and Death Count
for Selected US States and/or Countries: For category I, the latest total
number of cases and deaths for the user specified US states (along with, US and
World) are filtered out from the consistent clean WHO and CDC extractions.

Complex Analysis Component(s): Any analysis for the two categories dis-
cussed earlier is supported by this module. It can be as simple as fetching only
required base data points or generating moving averages to be plotted to as com-
plex as generating required models (graphs, MLNs, ...) and detecting network
communities, centralities, patterns, frequent structures and so on.

For (A1)–(A3) in category I, just the fetching and storing of data points
for the selected states and features is required. However, the category II involves
modeling, computation of objectives, and drill-down before visualization. For
understanding the effect of vaccination drives and holiday breaks and on Covid
cases in the US, the formulated objectives (A4) and (A5) (stated earlier) are to
be analyzed on the Covid data set using the Multilayer Network (MLN) model5.

Fig. 3. MLN for category II Obj.

For (A4) and (A5), geographical regions
need to be analyzed across two periods for
similar Covid spread. MLN layers are cre-
ated using US counties as nodes and con-
necting them if the change of feature (e.g.,
new cases (shown in Fig. 3), deaths, hospi-
talizations etc.) across the two periods is
similar (using slabs of percentages.) Com-
munity detection algorithms (e.g., Louvain
[13], Infomap [14], etc.) on the generated
individual MLN layers for detecting commu-
nities that will correspond to geographical
regions showing similar change in the fea-
ture. Any user-selected feature can be used
for this purpose. The communities gener-
ated are categorized based on the severity of
change in Covid cases - from spike in cases (>100% increase) to big dip (100%
decrease). This generated community allocation file is enriched by adding the
US census data like population density per sq. mile, median household and per-
centage of high school graduates for each county. The results of (A4) and (A5)
are shown in Sect. 4.

5 Any analysis approach and associated model can be used. We are using the Multilayer
Network (MLN) model proposed in [25,28] for this dashboard. This also validates
our assertion of the applicability of MLN model for complex analysis of real-world
applications.
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The analysis module only needs to know the information used by the visu-
alization management module and not the actual visualization type. This infor-
mation is known to the client module for each type of user interaction and is
passed on to other modules.

4 User-Interaction and Visualization of COVID-19 Data

Fig. 4. Input panel for category I objectives (with inputs for Fig. 6 visualization)

Fig. 5. Input panel for cat.
II obj. (with inputs for Fig.
10 (b) viz.)

The CoWiZ++ dashboard is hosted on an Nginx Web
Server 1.20.1 on Linux machine. It is supported on
all major web browsers. For the best user experience,
screen sizes above 1200 pixels are recommended.

The homepage of the current dashboard supports
the two different types of analyses and visualiza-
tions. Figures 4 and 5 show sample user-interaction
screens (with input), for Categories I and II, respec-
tively. Category I objectives are currently supported
for World Countries, the US States and the India
States. Category II objectives are supported for US
counties.

Here we discuss how the current dashboard has
been used to address the analysis objectives from
(A1) to (A5) based on different periods.

Vaccination vs. Road Trips in US States (A1): For
understanding correlation between vaccination and
people taking road trips outside their homes, the
user-interaction component shown in Fig. 4 is used.
Figure 6 shows the completely rendered snapshot of
the animated timeline depicting the correspondence
between the number of new vaccinations and number

of new trips undertaken by people in two of the largest US states by population
density - California and Texas, till April 2021. The plots reveal something
interesting. In Texas, new trips rose disproportionately to the vaccine
whereas in California, that is not the case. This conforms to our under-
standing of the way these two states have handled Covid. Note the difference in
scale between the two animations.
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Fig. 6. (A1) Vaccinations vs. road travel trend in 2 populous US states California and
Texas

New Covid Cases vs. Testing in US States (A2): Testing for Covid is important
according to CDC and should be continued independently of the new cases.
For understanding whether this is the case, we considered West Virginia as
the input for the paper, one of the low per capita income states. Figure 7
shows these animated plots side-by-side till April 2021. For an unknown reason,
testing seems to follow new cases instead of staying constant. This seems to give
the impression that the ones that are being tested are mainly the ones
coming with symptoms whereas general population is not likely being
tested. For a state-level decision maker, this can be useful as an important piece
of information discovered through the visualization tool.

Fig. 7. (A2) New cases vs. new tests in low per capita income US state West Virginia

Fully Vaccinated Population vs. New Deaths in World Countries (A3): Medi-
cal bodies across the globe have advised getting a large percentage of the pop-
ulation fully vaccinated at a faster rate in order to avoid serious Covid cases,
and potentially achieve herd immunity. In order to understand this correlation,
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the snapshot in Fig. 8 till June 2021 has been presented to illustrate the effect
of getting a higher percentage of the population fully vaccinated. Israel and
the US are two of the countries, where most of the people are fully vacci-
nated (59.35% and 40.86%, respectively, as of June 3, 2021.) Over time, with
the rising vaccinations, the new Covid deaths have decreased in these coun-
tries. However, in India where just 3.19% of the population was fully
vaccinated until then, the number of new deaths had been on a rise
and was more than the other better vaccinated nations. Moreover, it
is observed from India’s vaccination slope that the rate of second vaccine dose
had also decreased since mid-May 2021. Similar animations can be re-produced
for different countries through the dashboard. Such disparity in vaccination
rates among countries is a cause of concern and a major roadblock in
attaining global herd immunity against Covid-19 [10].

Fig. 8. (A3) Percentage of people fully vaccinated vs. new deaths in India, Israel, and
USA

Vaccination Drive Effect in the US (A4): Here we visualize how the geograph-
ical regions with decline in daily confirmed cases shift in month-apart 3-day
periods pre and post the Vaccination Drive. The vaccination drive in the US
began from December 14, 2020 [8]. For the pre vaccination drive layer, the
3-day intervals considered were Sep 20 to Sep 22 vs. Oct 21 to Oct 23 in 2020.
For the post vaccination drive layer, the 3-day intervals were Jan 20 to Jan 22
vs. Feb 21 to Feb 23 in 2021. The community (groups of counties) results have
been drilled-down from the individual layers and the ones displaying a down-
ward trend have been visualized in Fig. 9. This visualization clearly shows how
the vaccination drive became one of the reasons that led to controlling
the spread of COVID across US. This fact is also verified from independent
sources that say how the administration of the vaccine has led to a decline in
severe cases, hospitalizations and deaths in the US (and many other countries)
even with newer variants around [23,30].
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Fig. 9. (A4) BIG DIP due to vaccination drive in the US (Color figure online)

2022 New Year Holiday Break Effect in the US (A5): For this category II visu-
alization, we use the dashboard front-end shown in Fig. 5 to first find out the
geographical regions where a rise in daily confirmed cases was observed between
two consecutive 5-day intervals prior to the 2022 new year holiday break - Dec
13 to Dec 17 vs. Dec 18 to Dec 22. Similar consecutive 5-day periods were chosen
post the 2022 new year holiday break - Jan 5 to Jan 9 vs. Jan 10 to Jan 14. The
drill-down results have been visualized in Fig. 10 that show how after the new
year holiday break there was a spike in the number of daily cases in
counties across the US as compared to pre winter holiday break. For
example, the San Diego County in California showed a surge of more than 300%
in the number of new cases post the new year break, as illustrated in the zoomed
in display in Fig. 10 (b). Various reports attributed this massive surge to the
widespread travel to popular tourist destinations during the break leading to
crowds and non-adherence to social distancing norms at the time when
the Omicron Covid variant was becoming dominant!

Fig. 10. (A5) SPIKE in cases due to the 2022 new year holiday break (Color figure
online)
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5 Conclusions

In this paper, we have presented a modular dashboard architecture to visualize
base data and complex analysis results meaningfully, based on input parameters
interactively. In addition, we have enhanced it with display of relevant (top news
articles from NYT for the period of interest) and real-time data (WHO statistics
as they become available) extracted from multiple sources. The architecture and
modularity, based on functionality, provide flexibility (of development and opti-
mization), extensibility (of visualizations, analysis, and data sets), consistency
for multiple concurrent users, and efficiency (for response time). Each compo-
nent within a module is parameterized making it easier to replace data sets for
similar visualization or change visualization for same data set.

Future work includes adding additional base data, other analysis options, and
hierarchical visualizations for country and further into states. Other extensions
to support multiple users efficiently and good throughput for large number of
users are underway.
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Abstract. The interactive exploration of time series is an important
task in data analysis. In this paper, we concentrate on the investigation
of linear correlations between time series. Since the correlation of time
series might change over time, we consider the analysis of all possible
subsequences of two time series. Such an approach allows identifying,
at different levels of window length, periods over which two time series
correlate and periods over which they do not correlate. We provide a
solution to compute the correlations over all window lengths in O(n2)
time, which is the size of the output and hence the best we can achieve.
Furthermore, we propose a visualization of the result in the form of a
heatmap, which provides a compact overview on the structure of the
correlations amenable for a data analyst. An experimental evaluation
shows that the tool is efficient to allow for interactive data exploration.

Keywords: Time series · Correlation analysis · All-window length

1 Introduction

Time series data is a set of ordered observations about some phenomena or
process, and they are naturally generated in many domains [2,3]. The ever-
increasing volume of such data makes their analysis extremely challenging, at
least for the following reasons. First, very long time series are computationally
expensive to process. Furthermore, time series are often multi-variate, i.e., each
observation consists of more than one measurement.

A basic task in the analysis of multi-variate time series is to study the rela-
tionships between different signals with the aim to understand whether any two
signals exhibit the same or different behavior [6,7,10]. This can, for example,
be explored by computing the Pearson correlation coefficient. A high correlation
might indicate that either the two signals are redundant, and hence one can be
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Fig. 1. Two time series which have different correlations at a small scale

removed, or that both are governed by the same process. However, correlations
might occur at different scales. That is, even if there is no global correlation over
the entire time series, there might be subsequences over short periods that are
highly correlated or anti-correlated. Hence, focusing only on global properties of
time series might hide interesting phenomena over short periods of time [8,12].
As an example, consider the two time series shown in Fig. 1. Both cover a period
of about four months of temperature data collected from an industrial device
in the context of the PREMISE project. The overall correlation of the two time
series is −0.078, indicating that there is essentially no correlation between the
two. However, if we zoom into the details, we observe that the two time series
exhibit a similar behavior over the first month, followed by a period over which
they are anti-correlated. Indeed, we have a correlation of 0.73 over the first month
and −0.62 over the second month. This might be useful information for a data
analyst to understand the behavior of the device.

Identifying periods with significantly different correlations is a useful, yet
challenging task in time series analytics. A data analysts might set a window
length w and compute the pairwise correlations for all subsequences of length w
of the two given time series. However, what is a good window length w is initially
unknown. Trying several values of w over a wide range is a viable option to
investigate both global and local behaviors, however it is computationally very
expensive.

In this paper, we propose an efficient method to quickly provide an overview
to data analysts about the linear correlation of two signals in a multi-variate
time series. Given two signals, we compute their correlation over all possible
subsequences, thus providing information about their relationships at all differ-
ent granularity levels, from a global view down to the local behavior over very
short time periods. Such an analysis comes with two major challenges: (1) a high
computational cost and (2) the need for an effective presentation of the corre-
lation information for a data analyst. To tackle the first challenge, we reduce
the number of computations by exploiting the overlap between neighboring sub-
sequences of the time series. This is achieved by pre-computing and updating
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sufficient statistics that allow for an efficient computation of the correlations and
improves the algorithmic complexity by a linear factor (Sect. 4). We also use par-
allelization to further speed up the computation using multiple CPUs. For the
second challenge, we propose a visual representation as a heatmap amenable
for data analysts. It encodes the correlations between all pairs of corresponding
subsequences, organized along the two dimensions: the starting time point and
the duration of the subsequences (Sect. 5).

The rest of this paper is organized as follows. Section 2 discusses related work
and similar approaches in the literature. Section 3 provides basic definitions and
the formalization of the problem. In Sect. 4, we present our proposed method
and its implementation. Section 5 shows the representation of the correlation
information in the form of a heatmap. In Sect. 6 we provide the results of an
experimental evaluation.

2 Related Work

To the best of our knowledge, no previous works have studied the same problem,
namely the pairwise correlations of all aligned subsequences of two signals, for
all possible window lengths. The most similar work in previous research to our
method is the Matrix Profile [13], which computes the distance between all pairs
of subsequences of a certain length in a given time series. That is, the matrix
profile compares subsequences of a fixed length by taking, for each position in
the time series, the subsequence at that position and comparing it to all other
subsequences in the time series. In our approach, we compare two different time
series, by computing all possible pairs of corresponding subsequences from the
two time series which start at the same position and have the same length. This
difference makes the two approaches serve different purposes. The Matrix Profile
looks for fixed size patterns such as discords [5,13] and motifs [8]. Our approach
aims at computing the correlation between all subsequences over all possible
lengths in order to facilitate the identification of periods over which the two
signals behave the same or differently.

The authors of DCS (Detection of Correlated Streams) [1] use similar ideas
to find highly correlated signals in a database. The correlation is not directly
computed on the signals. Instead, a window size is fixed and correlations are
computed in a sliding fashion. Whenever a window shows a correlation that
exceeds a given threshold, a counter is increased. The decision about whether
two signals are correlated or not is based on the value of the counter, i.e., how
many subsequences have a correlation higher than the threshold. The usage of
rolling statistics for computing correlations is similar to our method, however,
the window is fixed, and the final goal is to quickly (in an interactive time) find
correlated signals in a database.

Another work with some similarities to our method is AWLCO (All-Window
Length Co-Occurence) [11], but it has been proposed for different measures and
a different type of data. AWLCO computes co-occurrences in an item-set for
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all possible window lengths in a string. The authors use the inclusion-exclusion
principle to reduce the complexity to linear time.

Later in the use case section, we will use visualization to get some insight
about periods of interest. In the same direction, and since plotting the raw
data streams obscures large-scale trends due to small-scale noise, the authors of
ASAP [9] smooth the signals as a pre-processing step before plotting the data.
The idea is to use moving average windows, but a small window or large window
will produce, respectively, under-smoothed or over-smoothed plots. To choose the
right window, the authors introduce two metrics, roughness and preservation.
The roughness measures how smooth the signal is, whereas the preservation uses
Kurtosis to measure how the global trend is being preserved.

3 Problem Statement

In this section, we introduce the definitions used throughout the paper, and we
formalize the research problem.

Definition 1 (Time Series). A time series S of length n is a sequence of real
numbers si for i ∈ [1, 2, . . . , n].

Definition 2 (Pearson Correlation). The Pearson correlation coefficient of
two vectors S and R is defined as

ρS,R =
E[(S − μS)(R − μR)]

σSσR
,

where E(Z), μZ , and σZ are, respectively, the expectation, mean, and standard
deviation of a vector Z in Rn.

The Pearson correlation is defined for any two real-valued vectors of the same
size. Since we are interested in analyzing the behavior of two time series for any
period of time, we compute the correlation between subsequences of the two
series. We denote subsequences in terms of starting position and window length.

Definition 3 (Subsequence). Given a time series S of length n, Si,w is the
subsequence of S starting from index i and having length w (i.e., ending at
i + w − 1), where i ∈ [1 . . n − 1], w ∈ [2 . . n], and i + w − 1 ≤ n.

The research problem tackled in this paper is to compute the Pearson corre-
lation coefficient between all pairs of corresponding subsequences of two different
time series, where both subsequences start at the same position and have the
same length, as specified in the following definition.

Definition 4 (All-Window length correlations set). Given two time series
S and R of equal length n, the all-window length correlations set is defined as
{ρSi,w,Ri,w

∣
∣i ∈ [1 . . n − 1] ∧ w ∈ [2 . . n] ∧ i + w − 1 ≤ n}.
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The All-Window length correlations set can be trivially computed in O(n3)
time by considering all the valid pairs of starting positions i and window lengths
w, and computing the corresponding correlation coefficient (which takes O(n)
time). We deem this algorithm näıve. While straightforward, this approach is
non-optimal, in that the size of the output is O(n2). In the following section, we
present an approach that matches the time complexity to the output size of the
problem.

4 Computing All-Window Length Correlations Set

In this section, we present a method for computing the All-Window Length
Correlations Set. First, we describe how overlapping and caching can be used to
speed up the computation. Then, we propose three memory layouts in which data
can be stored, and they support a parallelization of the computation. Finally, we
discuss how to deploy the computation in a resource-constrained setting by using
dimensionality reduction using Piecewise Aggregate Approximation (PAA) [4]
when the dimension of time series is large.

4.1 Incremental Computation

The Pearson correlation coefficient can be computed for any two vectors in lin-
ear time with respect to the dimension of the vectors. In our case, we have to
compute it for all possible window lengths. With signals of dimension n, there
are n − 1 possible lengths and starting positions. Therefore, the All-Window
Length Correlations Set contains n×(n−1)

2 elements. This is also a lower bound
for the computation time for any exact algorithm. Since each correlation coeffi-
cient requires linear time, computing the entire correlation set naively requires
O(n3) time. In the following, we show how to reduce this complexity to O(n2)
time using an incremental approach.

Consider two subsequences Si,wand Ri,w. We rewrite the Pearson correlation
in the following form, following Sakurai et al. [10]:

ρSi,w,Ri,w
=

E[(Si,w − μSi,w
)(Ri,w − μRi,w

)]
σSi,w

σRi,w

(1)

=
n

∑i+w−1
j=i sjrj − ∑i+w−1

j=i sj

∑i+w−1
j=i rj

√

n
∑i+w−1

j=i s2j − (
∑i+w−1

j=i sj)2
√

n
∑i+w−1

j=i r2j − (
∑i+w−1

j=1 rj)2

(2)

Define now the following five quantities:

– S
(i,w)
Σ =

∑i+w−1
j=i si

– R
(i,w)
Σ =

∑i+w−1
j=i ri

– S
(i,w)
Σ2 =

∑i+w−1
j=i s2i
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– R
(i,w)
Σ2 =

∑i+w−1
j=i r2i

– SR
(w,)
Σ =

∑i+w−1
j=i siri

They allow us to express the Pearson correlation coefficient as

ρSi,w,Ri,w
=

nSR
(i,w)
Σ − S

(i,w)
Σ · R

(i,w)
Σ

√

nS
(i,w)
Σ2 ·

√

nR
(i,w)
Σ2

(3)

Now, assume that we have already computed S
(i,w)
Σ . Then, we can compute in

constant time both S
(i+1,w)
Σ and S

(i,w+1)
Σ using the following incremental update

rules:

S
(i+1,w)
Σ = S

(i,w)
Σ + si+w − si (4)

S
(i,w+1)
Σ = S

(i,w)
Σ + si+w (5)

For the other quantities R
(i,w)
Σ , S

(i,w)
Σ2 , R

(i,w)
Σ2 , and SR

(i,w)
Σ , we can define similar

update rules.
Based on the above update rules, our solution to compute the All-Window

Length Correlations Set is shown in Algorithm 1 and works as follows. First,
from the input time series, we initialize S

(1,2)
Σ , R

(1,2)
Σ , S

(1,2)
Σ2 , R

(1,2)
Σ2 , and SR

(1,2)
Σ ,

which requires only constant time. Then, we compute in a dynamic program-
ming fashion the correlation between pairs of subsequences for any window length
w ∈ [2, n] and starting position i ∈ [1, n − w] by using Equation (3) and updat-
ing the five quantities using the corresponding update rule. The output is a
one-dimensional array containing the computed correlations. Different kinds of
traversals of the output matrix are possible, which will be discussed in the next
section.

Theorem 1. Given two time series Sand R of length n, Algorithm 1 requires
time O(n2) to compute the All-Window Lengths Correlation Set.

Proof. There are
(
n
2

)

correlations to compute, and each one requires constant
time by the use of the update rules. Therefore, the algorithm requires O(n2)
time overall. ��

This reduces the time complexity by a linear factor from O(n3) to O(n2).
Observe that this running time is optimal, in that it is the same order of the
size of the output.

Notice also that the same statistics could be used to compute the Euclidean
distance and z-normalized Euclidean distance (as an alternative metric to the
Pearson correlation), since the mean and standard deviation can be extracted
in constant time, too.
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Algorithm 1: Incremental algorithm for computing the All-Window
lengths Correlations set
Input : Two time series S and R of length n
Output : Array of length n×(n−1)

2

for i ← 1 to n do
if i = 1 then

S
(1,2)
Σ ← s1 + s2; R

(1,2)
Σ ← r1 + r2;

S
(1,2)

Σ2 ← s21 + s22; R
(1,2)

Σ2 ← r21 + r22;

SR
(1,2)
Σ ← s1r1 + s2r2;

else

S
(i,2)
Σ ← S

(i−1,2)
Σ + si+1 − si−1; R

(i,2)
Σ ← R

(i−1,2)
Σ + ri+1 − ri−1;

S
(i,2)

Σ2 ← S
(i−1,2)

Σ2 + s2i+1 − s2i−1; R
(i,2)

Σ2 ← R
(i−1,2)

Σ2 + r2i+1 − r2i−1;

SR
(i,2)
Σ ← SR

(i−1,2)
Σ + si+1ri+1 − si−1ri−1;

end

ρSi,2,Ri,2 ← nSR
(i,2)
Σ

−S
(i,2)
Σ

R
(i,2)
Σ√

S
(i,2)
Σ2

√
R

(i,2)
Σ2

;

for w ← 3 to n − i do

S
(i,w)
Σ ← S

(i,w−1)
Σ + si+w; R

(i,w)
Σ ← R

(i,w−1)
Σ + ri+w;

S
(i,w)

Σ2 ← S
(i,w−1)

Σ2 + s2i+w; R
(i,w)

Σ2 ← R
(i,w−1)

Σ2 + r2i+w;

SR
(i,w)
Σ ← SR

(i,w−1)
Σ + si+wri+w;

ρSi,w,Ri,w ← nSR
(i,w)
Σ

−S
(i,w)
Σ

R
(i,w)
Σ√

S
(i,w)
Σ2

√
R

(i,w)
Σ2

;

end

end

4.2 Memory Layout

We store the output of Algorithm 1 in a one-dimensional array. There are dif-
ferent ways how to layout the correlation values in the array, which all have a
different impact on the use of the cache and the visualization of the correlation
coefficients in a heatmap (cf. Sect. 5). Figure 2 shows three different layouts we
consider in this paper. On the horizontal axis we have the starting position of the
subsequences and on the vertical axis the length of the subsequences (i.e., win-
dow length). Hence, columns correspond to different starting positions (starting
from 1) and rows correspond to different window lengths (starting from 2). The
numbers in the cells report the index in the output array, where the correspond-
ing correlation coefficient is stored. The sequence of these numbers indicates the
order in which the correlation coefficients are calculated.

Figure 2a shows the anti-diagnoal layout. Given a starting position i and a
window length w, the index l in the array where the correlation of the two
corresponding subsequences is stored and can be retrieved in constant time is
the following:
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l = i − 1 +
(i + w − 3) × (i + w − 2)

2
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Fig. 2. Linearization of the matrix for the different memory layouts for two time series
of dimension 8.

Another approach is to use a horizontal layout and compute the correlation
coefficients in horizontal order, i.e., we fix a window length and compute the
correlations for all starting positions (cf. Fig. 2b). For this layout the mapping
from the starting position i and the window length w to the position in the array
is determined as

l = (w−2)×n− (w − 2) × (w − 1)
2

+i−1 (Horizontal indexer)

A third representation is a vertical layout (cf. Fig. 2c). Instead of fixing the
window length, the starting position is fixed first, and then the window size
is increased. The relationship between the starting position i and the window
length w with the index in the output array is

l = (i−1)×(n−1)− (i − 1) × (i − 2)
2

+w−2 (Vertical indexer)

The choice of the best layout depends on the application. If the goal is to
show the correlation results in a heatmap (as we will do in Sect. 5), the horizontal
layout (indexer) computes and stores the correlation coefficients in a way that is
ready for consumption by image-producing software. This layout, however, is not
very cache friendly: computing each correlation along the rows entails reading
values from both the end and the start of the sliding window, which for large
windows might incur in cache misses.

In the experimental evaluation (Sect. 6) we compare the three memory lay-
outs. For each memory layout we arrange the iterations of Algorithm 1 so that
it follows the same pattern as the output layout.
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4.3 Parallelization

To further speed up the computation of the All-Window Length Correlations
Set, we describe next how to parallelize our algorithm. Consider again the lay-
outs in Fig. 2. If we first compute either the first row or the first column, then the
computation of the remaining correlations in each column (resp. row and diago-
nal) is independent of the others. For instance, once in the horizontal layout in
Fig. 2b the first row is computed, we can compute each column independently
of the others. We can thus easily parallelize these computations across several
threads.

One issue when parallelizing this computation is load balancing. Consider
again Fig. 2: the columns to the right have far fewer values than the columns
on the left. To balance the workload across different threads, then, we must
take care of assigning columns to threads in such a way that each thread has
approximately the same number of elements, overall.

The memory layouts presented in Fig. 2 have different indexers to the array
storing the correlations. For the anti-diagonal layout, for instance, consecu-
tive values in an anti-diagonal are consecutive in the array, and consecutive
anti-diagonals are also represented consecutively in the array (as indicated by
the numbers in the cells). The same is true for the other memory layouts. By
distributing the computations of consecutive anti-diagonals over threads, each
thread can make use of the cache memory resulting in speed-ups.

Suppose we want to distribute the computation using the anti-diagonal layout
shown in Fig. 2a over two threads. An optimal scheduling would assign the first
five anti-diagonals to one thread and the last two to the other. Notice that
the first thread will have to compute fifteen correlations, whereas the second
will compute thirteen. In general, given the length of a time series n and the
number of threads k, we want each thread to have a number of columns (row
or anti-diagonal depending on the memory layout), where the total number of
correlations is approximately n×(n−1)

2k . This can be formulated as a minimization
problem:

Problem 1 (Scheduler). Given a time series of length n and k threads, find k−1
(intermediate) break points bi for i ∈ [1 . . k − 1], such that

k−1∑

j=0

|Tj − n × (n − 1)
2k

|

is minimized, where Tj =
∑bj+1

t=bj+1 t is the number of correlations assigned to
the thread j. The first and the last break point are fixed, respectively, to b0 = 0
and bk = n − 1.

To solve the above scheduling problem for the anti-diagonal memory layout,
we use a greedy approach described in Algorithm 2. The same algorithm can be
used for the other memory layouts with slight modifications: the anti-diagonals
start by having 1 correlation to compute and end with n − 1, whereas the hor-
izontal and vertical layouts start with n − 1 correlations for the first rows and
columns, respectively, and end with 1 correlation.
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Algorithm 2: Greedy algorithm for assigning anti-diagonals to threads
Input : n - Length of the time series

k - Number of threads
Output : Array of indices, each two consecutive indices map computations to

one thread.

B ← [0];
b ← 0;
expected ← n×(n−1)

2k
;

Tcurrent ← 0;
Tprev ← 0;
for i ← 1 to n − 1 do

Tprev ← Tcurrent;
Tcurrent ← Tcurrent + i;
b ← b + 1;
if Tcurrent >= expected then

if Tcurrent − expected < expected − Tprev then
B.append(b);
Tcurrent ← 0;

else
B.append(b − 1);
Tcurrent ← i;

end

end

end
B.append(n − 1);

4.4 Dimensionality Reduction

For long time series, the quadratic running time of Algorithm 1 might be too high
for real-time data analysis. However, if the correlation coefficients are visualized
in a heatmap, the size of the All-Window Lengths Correlation Set might be
larger than the number of available pixels for the visualization. Therefore, there
is no need to compute all the correlation values at the granularity of the data,
since the results cannot be readily visualized.

In this case, we first apply Piecewise Average Approximation (PAA) to the
raw time series with an appropriate window length. The window length is chosen
such that the length of the compressed time series corresponds to the number of
available horizontal or vertical pixels for the visualization of the heatmap such
that the number of computed correlation coefficients corresponds to the number
of pixels in the plot. This has the effect of both reducing the size of the output
to a user-defined maximum and of limiting the computation time. We want to
stress that using PAA might introduce some errors. That is, the dimensionality
reduction might create phantom (i.e., non-existing) correlations or hide existing
ones, however the error is bounded [4].
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5 Visualization of Correlations in a Heatmap

One of the major issues that data analysts encounter most of the time when
dealing with time series is the size of the window length to use for the analysis.
To address this issue, we will make use of the computed correlations between
two time series in the above section, and provide a visual tool to assist data
analysts in the form of a heatmap to interpret the correlations. The idea is no
matter at what time or how long this behavior lasts, we should be able to detect
it as we are computing all the possible correlations between the two signals. The
heatmap plots the results on a 2-D plane, where on one axis the starting position
changes, whereas on the second one, the window length changes.

Our proposed solution was implemented as a web application using the open
source framework Dash Plotly1, where the user can load time series, plot them
with the possibility of normalizing, since sometimes the gap of scale between
signals is so big, that some signals do not appear at all if they are plotted in
their raw format.

Figure 3 shows an example of the interactive web application with some real-
world data. The upper image shows the time series loaded with Min-Max scaling
being applied. The lower image is the heatmap of correlations.

Fig. 3. Web application of the Heatmap in interactive mode

Notice how easy it is to spot on the heatmap when correlations change.
Overall the two signals are not correlated, as the window of size 152 days has

1 https://dash.plotly.com/.

https://dash.plotly.com/
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a color intensity representing a Pearson coefficient of value almost 0. However,
there are small regions where the correlation goes close to 1, indicating some
change happened in one or both of the signals that made them behave almost
in the same way. There are also plenty of anti-diagonal lines that have the same
color. Even that they have different window sizes, but they all end at the same
timestamp, which points to an important change in the signals at that time. At
the bottom of the heatmap (i.e., small window sizes), the correlations are not
stable. The extreme case is with a window of size 2, for which the correlation can
only be 1 or −1. These small perturbations get smoothed with larger window
sizes.

Figure 4 shows an example using synthetic data. We use two sine waves A
and B with some random noise. The two sine waves are perfectly in sync and
thus have a high (positive) correlation between 0 and 70 and between 150 and
240. Between 70 and 150 we flip the sine wave B to make it anti-correlated, i.e.,
with a high negative correlation. We can see in the heatmap that the phenomena
is well visible using the anti-diagonal lines. If we look at the correlation values for
the entire time series, i.e., top-left, we would conclude that the two time series
have no correlation, i.e., a correlation value close to 0. Using the heatmap we
identify three “triangles” that exactly map to the three periods of high positive
correlation, high negative correlation, and again high positive correlation.

6 Experimental Evaluation

In the experimental evaluation, we aim at investigating the behavior of our
approach in terms of running time, comparing the three different memory layouts
proposed in the previous section.

6.1 Experimental Setup

Our algorithm and data-structures have been implemented with C++14, and
the experiments have been executed on a machine with 16 GB of memory and
an Intel R© CoreTM i7-4720HQ CPU @ 2.60 GHz × 8.

As benchmarks, we consider synthetic time series of different lengths. In
particular, we generate random walks with offsets distributed according to the
standard normal distribution. We remark that the complexity of the algorithms
described in this paper does not depend on the distribution of the data. Hence,
the results we obtain on these benchmarks generalize to any distribution.

6.2 Comparison with Baseline Solution

We first focus on the performance on small inputs, such as the ones that might
be obtained with PAA in the context of our use case. Table 1 reports the run-
ning time of our algorithm compared with the näıve algorithm. We can clearly
see that the näıve algorithm exhibits a cubic complexity, making it impractical
even on such small inputs: for a time series of length 1 600 it requires over 12 s
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Fig. 4. Example using two synthetic time series

to compute all correlations. Our incremental algorithm, instead, computes the
solution within a time limit that is compatible with interactive usage, in the
range of the tens of milliseconds, confirming its usefulness in a data-exploration
setting.

Table 1. Running time (in milliseconds) of our approach and the näıve algorithm.

Algorithm Size

100 200 400 800 1 600

Näıve 8.12 36.00 215.19 1 583.93 12 632.13

Anti-diagonal 0.45 1.34 2.70 9.68 38.98

Horizontal 0.55 1.54 3.28 11.68 46.74

Vertical 0.41 1.21 2.65 9.46 38.20

6.3 Scalability in the Input Size

To test the scalability of our algorithm, we consider time series of up to ≈
52 000 points. Figure 5 reports the results of this experiment for all three memory
layouts presented in Sect. 4.2. The green line reports the performance of the näıve
algorithm on inputs up to 1 600 points.
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Fig. 5. Time (in seconds) needed to compute all window lengths from all possible
starting positions for different time series sizes using one CPU core.

First, we observe that the running time is quadratic with respect to the input
size, as expected, for all three layouts. The best performing layout is the anti-
diagonal, followed closely by the vertical layout. The horizontal layout is ≈ 20%
times slower than the other two.

These differences in performance can be explained by different cache behav-
iors of the algorithms. In particular, to update the running statistics needed to
compute the correlations, the horizontal layout may incur in four cache misses:
one for the new value to be added to each statistic and one for the old value to be
subtracted, for both time series. The other two approaches, instead, incur in up
to one cache miss for each of the two time series, leading to better performance.

6.4 Parallel Execution

To show the impact of parallelization on the algorithms we evaluate the app-
roach described in Sect. 4.3. We use two time series of length 40 000 and vary
the number of threads k from 2 to 8. The results in terms of speedup as com-
pared to the single threaded executions are shown in Fig. 6. The speedup for the
anti-diagonal algorithm using two, four, and eight threads is 1.6, 2.3, and 3.3,
respectively. For the other algorithm we have similar speedups, i.e., 1.6, 2.6, and
3.6 for the vertical algorithm and 1.7, 2.8, and 4 for the horizontal algorithm.
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Fig. 6. Speedup of parallel execution as compared to the single threaded execution.

7 Conclusions

In this paper, we studied the all-window lengths correlations set problem, which
is a useful primitive in the data exploration phase for a set of time series data.
The näıve solution of this problem requires time O(n3), which is impractical even
for moderately sized datasets. To address this issue, we investigate incremental
algorithms that reuse computations, obtaining a O(n2) running time, which
matches the size of the output and is therefore optimal. We use this primitive to
efficiently (i.e., within interactive time constraints) build a heatmap visualization
of the structure of correlations between subsequences of two given time series.
Such visualization allows the data analyst to uncover, at a glance, patterns in
the data that might otherwise go unnoticed.

Future works points in different directions. It would be interesting to make
the analysis tool interactive with the possibility to zoom in and out to analyze
and visualize the data at different granularity levels. Another direction is to
extend the analysis tool to consider not only a pair of time series but sets of
more than two time series.
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