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Digitizing Policing: From Disruption
to Innovation Through Futures Thinking
and Anticipatory Innovation

Anthony J. Masys

Abstract In today’s security landscape we find ourselves confronted with problems
of dynamic complexity, uncertainty and ambiguity with disruptive technologies
being exploited in the criminal domain. Such key technological developments such
as Artificial Intelligence (AI), machine learning algorithms, quantum computing,
5G, Dark web networks and cryptocurrencies, the Internet of All Things, 3D
printing, molecular biology and genetics are all influencing the criminal landscape
and shaping the future digitalization of law enforcement capabilities. For policing,
these strategic challenges require a strategic response that is rooted in innovation
and agility. As described in Policing in the UK, ‘…policing will need to get
better at anticipating emerging threats, think more innovatively about the best
policies and interventions for addressing them and mobilise responses quickly to
maximise chances of success (College of Policing in Policing in England and Wales
future operating environment 2040. https://paas-s3-broker-prod-lon-6453d964-
1d1a-432a-9260-5e0ba7d2fc51.s3.eu-west-2.amazonaws.com/s3fs-public/2020-
08/Future-Operating-Environment-2040_0.pdf, 2020, p. 3). Moving towards the
development of solutions to this complex problem space characterized by disruptive
technologies for criminality depends on the lens we use to examine them and how
we frame the problem. Futures thinking and foresight analysis figure prominently
in shaping law enforcements ability to understand how emerging technologies and
criminality intersect and thereby how law enforcement can position itself for the
future through anticipatory innovation. This chapter introduces futures thinking and
foresight as problem framing approaches that will inform the digitalization of the
law enforcement domain.

Keywords Problem framing · Systems thinking · Anticipatory innovation ·
Futures thinking
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2 A. J. Masys

1 Introduction

In today’s security landscapewe find ourselves confrontedwith problems of dynamic
complexity, uncertainty and ambiguity with disruptive technologies being exploited
in the criminal domain. Such key technological developments such as Artificial
Intelligence (AI), machine learning algorithms, quantum computing, 5G, Dark web
networks and cryptocurrencies, the Internet of All Things, 3D printing, molecular
biology and genetics are all influencing the criminal landscape and shaping the future
digitalization of law enforcement capabilities.

The societal influence technology brings not only includes benefits but also
increased risk exposure and greater threats. This society/technology nexus has
become a focal point for cybercrime, cyber attacks and cyber warfare. Moving
towards the development of solutions to this complex problem space characterized
by disruptive technologies for criminality depends on the lens we use to examine
them and how we frame the problem. Futures thinking and foresight analysis figure
prominently in shaping law enforcement’s ability to understand how emerging tech-
nologies and criminality intersect and thereby how law enforcement can position
itself for the future through the application of anticipatory innovation.

2 Disruption

The societal safety and security landscape is being challenged by the emergence
of disruptive technologies supporting all forms of criminality. This transformation
of the criminal and terrorist landscape with the exploitation of drones and the dark
web has already challenged law enforcement. As described in [14], ‘Criminals are
no longer restricted to burner phones, guns, and getaway cars. They’re finding new,
sophisticated ways to smuggle contraband, conduct counter-surveillance, and retal-
iate against those who threaten their schemes’. Drones, for example have disrupted
the criminal landscape by providing advanced capabilities to support surveillance,
smuggling and unmanned weapon systems. Similarly, drones have been employed
to advance terrorist agendas. As described by Liang [14],

Since 2016, ISIS has been using drones to carry out intelligence, surveillance, and recon-
naissance missions. ISIS also conducted attacks with drones carrying explosives which were
used to kill enemy combatants in northern Iraq. ISIS formed an “Unmanned Aircraft of the
Mujahedeen” unit. In 2017 ISIS boasted that its drone attacks had killed or wounded 39
soldiers in one week. In 2017, ISIS pinned down Iraqi security forces during one 24-hour
period in Syria using commercial and homemade drones executing 70 drone missions. ISIS
has also distributed online guidance on the use of drones as well as propaganda calling for
attacks involving drones. In September 2017, FBI Director ChristopherWray told the Senate
that drones constituted an imminent terrorist threat to American cities.
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As a disruptive technology, drones pose novel and difficult problems for law
enforcement and security establishments. Similarly, developments along the areas of
Artificial Intelligence (AI), quantum computing, 5G, Dark web networks and cryp-
tocurrencies, the Internet of All Things, 3D printing, molecular biology and genetics
will shock the law enforcement domain and require anticipatory foresight and design
thinking to manage the law enforcement innovation required. A detailed description
of such disruptive technologies impact and intersection with criminality can be found
in [9]. Disruption occurs at the intersection of new emerging technologies and the
unseen applications in the criminal landscape thereby opening the door to new forms
of criminality. For example,

In recent years, technology has acted as a driver of innovation across the whole spectrum
of criminality, with criminals quickly adopting new modi operandi and activities enabled by
advanced technologies. The emergence of the online trade in illicit goods and services has
created entirely new criminal markets. Virtual currencies and alternative banking platforms
are enabling the rapid flow of criminal finances, and new communication technologies,
including the use of encrypted communications, have enabled criminals and terrorists to
connect and interact covertly [9, p. 9].

The novel forms of criminality that are emerging are exploiting new societal
dynamics and developments such as the Smart City and our wireless society. This
nexus of society and technology is not without its vulnerabilities. For example,
the COVID-19 pandemic revealed global and national societal vulnerabilities and
systemic risks [30] that were exploited resulting in an increase in Cyber threats of
81% since the global pandemic [11]. WEF Global Risks Report [31] ranks cyber
risks as among the top global risks. In one estimate, the global cost of cyber crime
by 2025 is said to be upwards of $10 Trillion.1 With the growth in the applications
of cyberspace ‘…new market places for the sale and exchange of illegal weapons
and drugs, other illicit materials and even the trafficking and exploitation of human
beings…’ [4, p. v] has emerged. Recent cybersecurity events have highlighted and
elevated the profile of cyber risk and systemic cyber risk described in [18]. This
points to the requirement for newways of thinking regarding threat and risk analysis.
Relying on the linear extrapolation of historical data will not suffice.What is required
is greater foresight linked with innovation.

As described by Reez [23], traditional mindsets and practices are inadequate to
deal with such disruption. The application of futures thinking and foresight opens a
space to work under conditions of volatility, uncertainty, complexity and ambiguity
(VUCA). It allows us to reframe, to view the possible and plausible and create
conditions to support anticipatory innovation within a learning culture. Foresight
helps to distinguish signals from noise and to better prepare for uncertainty and
disruption. Futures thinking and foresight methodologies to support anticipatory
innovation in the policing and security landscape thereby emerges as part of the
solution space.

1 https://securityboulevard.com/2021/03/cybercrime-to-cost-over-10-trillion-by-2025/.

https://securityboulevard.com/2021/03/cybercrime-to-cost-over-10-trillion-by-2025/
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3 Futures Thinking

The application of futures thinking is a strategic initiative that can have influence
across the tactical and operational domains. With applied futures thinking, the future
becomes a creative landscape in which to influence and shape the future through
anticipatory innovation. Futures thinking is about exploring uncertainty, consid-
ering multiple futures, exploring intended and unintended consequences, seeking
out multiple perspectives, and exploring assumptions. Futures thinking is not about
predicting the future but recognizes that there are a range of possible futures.
These futures can be shaped and influenced by the decisions and actions we take
today. Hence combining futures thinking with systems thinking and design thinking
operationalizes the process of anticipatory innovation (Fig. 1).

Anticipatory innovation is about helping to shape how the future might play out,
rather than being forced to respond to it when it arrives. The methodologies used
to support anticipatory innovation are designed for VUCA conditions under which
the future unfolds. With that in mind, assumption based planning [7, 15] becomes
a critical tool in the futures thinking tool box to support social learning for antici-
patory innovation. Through assumptions based planning, one creates scenarios and
explicitly articulates the assumptions that bound the scenario. With any scenario,
some assumptions are correct, while some are volatile and may become invalid.
With this in mind, assumption based planning facilitates a mindset of reflective
practices pertaining to scenario assumptions thereby identifying those assumptions
that are load bearing. In so doing, futures thinking challenges and exposes implicit
assumptions and dominant perspectives, to explore surprises and disruptions. Futures
thinking is apropos for both anticipating future change, and for responding and
shaping future change. As noted in [32] ‘Thinking through multiple future scenarios

• Foresight
• Scenario Planning
• Backcasting
• Assumption Based 

Planning 

• Empathize
• Define
• Ideate
• Prototype
• Test and Evaluate

• Rich Pictures
• Systems Mapping
• Model Building

Anticipatory Innovation

Fig. 1 Anticipatory innovation
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today, allows us to prepare, both mentally and institutionally, for emerging and
alternative futures tomorrow’.

Futures thinking through foresight ‘…uses a range of methodologies, such as
scanning the horizon for emerging changes, analysing weak signals and megatrends,
and developingmultiple scenarios, to reveal and discuss useful ideas about the future’
[20]. For example as detailed in [20]:

Horizon scanning: seeking and researching signals of change in the present and their poten-
tial future impacts. Horizon scanning is the foundation of any strategic foresight process. It
can involve desk research, expert surveys, and review of existing futures literature.

Megatrends analysis: exploring and reviewing of large-scale changes building in the present
at the intersection of multiple policy domains, with complex and multidimensional impacts
in the future.

Scenario planning: developing multiple stories or images of how the future could look in
order to explore and learn from them in terms of implications for the present.

Visioning and back-casting: developing an image of an ideal (or undesirable) future state,
and working backwards to identify what steps to take (or avoid).

Futures thinking thereby embraces ‘…multi-method approaches allowing a
plurality of voices to frame problems and iteratively unfold plausible assessments’
[23, p. 332]. It follows that through futures thinking through the application of design
thinking, the law enforcement community can better position itself to apply anticipa-
tory innovation for the digitalization of policing thereby combating security threats
proactively and engage in prevention strategic interventions [9, p. 3].

4 Discussion

The four characteristics of VUCA are shaping the policing and law enforcement
landscape in terms of not only events but also with regards to our understanding
and sensemaking of security events and implications [17]. As described in [13], the
components are defined as:

Volatility - Volatility refers to the speed of change in an industry, market or the world in
general. It is associated with fluctuations in demand, turbulence and short time to markets
and it is well-documented in the literature on industry dynamism. The more volatile the
world is, the more and faster things change.

Uncertainty - Uncertainty refers to the extent to which we can confidently predict the future.
Part of uncertainty is perceived and associated with people’s inability to understand what
is going on. Uncertainty, though, is also a more objective characteristic of an environment.
Truly uncertain environments are those that don’t allowanyprediction, also not on a statistical
basis. The more uncertain the world is, the harder it is to predict.
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Complexity - Complexity refers to the number of factors that we need to take into
account, their variety and the relationships between them. The more factors, the greater their
variety and the more they are interconnected, the more complex an environment is. Under
high complexity, it is impossible to fully analyze the environment and come to rational
conclusions. The more complex the world is, the harder it is to analyze.

Ambiguity - Ambiguity refers to a lack of clarity about how to interpret something. A
situation is ambiguous, for example, when information is incomplete, contradicting or too
inaccurate to draw clear conclusions. More generally it refers to fuzziness and vagueness in
ideas and terminology. The more ambiguous the world is, the harder it is to interpret.

Within this VUCA world, societal vulnerabilities are often hardwired into our
national and global interdependencies and lie dormant until triggered by some shock
[30]. Situational contexts combinedwith technological innovations often reveal soci-
etal vulnerabilities that can be exploited for nefarious gains. For example, across the
landscape of the future where we see greater societal/technology integration with the
cyber interdependencies and advent of AI, so do the risks of criminal exploitation.
As described in [5]:

Opportunities for AI-enabled crime exist both in the specifically computational domain
(overlapping with traditional notions of cybersecurity) and also in the wider world. Some
of these threats arise as an extension of existing criminal activities, while others may be
novel. To adequately prepare for and defend against possible AI threats, it is necessary to
identify what those threats might be, and in what ways they are likely to impact our lives
and societies.

Further on the AI front, Abaimov and Martellini [1, p. 8] argue that, ‘The cyber
world has been both enhanced and endangered by AI. On one side, the performance
of the existing security services has been improved, and new tools created. On the
other hand, it generates new cyber threats both through enhancing the attacking tools
and through its own imperfection and vulnerabilities. The newAI-backed attacks and
malware like DeepHack (framework), DeepLocker (ransomware) or Deep Exploit
can be named as examples’. With these new and enhanced capabilities, the impact
of attackers has reached new levels of significance. From a criminal exploitation
perspective, Abaimov and Martellini [1, pp. 115–116] argue that:

AI greatly improves the attackers’ capabilities in passive and active reconnaissance, gener-
ation of exploitation payloads, traffic masquerading, creating phishing emails, or causing
physical damage to systems. Cyber attacks are of particular danger to autonomous systems
when their operational process may be manipulated. The number of AI-powered attack tools
will only grow in the future, as machine learning is gaining popularity and accessibility.
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This supports the requirement that law enforcement must go beyond lessons
learned from incidents to also learning from the future. Futures thinking combined
with systems thinking and design thinking supports this anticipatory innovation
posture and creates a learning opportunity from which new insights can be garnered
to shape the future.

5 Anticipatory Innovation

The challenges for the policing landscape are manifest. With a rapidly changing
and dynamic societal environment coupled with the volatility and complex problems
associated with crime, the evolving problem space looks toward the requirement for
methodologies that can shape the future rather than just reacting to it: to be able to
anticipate different (probable, plausible and possible) futures and prepare for these
realities. This is the domain of anticipatory innovation.

As described in [29, 31] ‘Anticipation does not mean predicting the future, but
rather it is about asking questions about plausible futures so that we may act in
the present to help bring about the kind of futures we decide we want…It is a
capacity connected to engaging with alternative futures, based on sensitivity to weak
signals, and an ability to visualize their consequences, in the formofmultiple possible
outcomes …’.

6 Anticipatory Innovation Mindset and Methodologies

To enable Anticipatory innovation calls for new mindsets, tools and approaches that
taps into the creativity and imagination necessary to navigate the VUCA conditions
that characterize the criminal landscape. Anticipatory innovation lies at the nexus
of futures thinking, design thinking and systems thinking (Fig. 1).

Scenario planning/analysis [15] emerge as one of the key toolsets amongst the
futures thinking approaches that explores the cone of plausibility (Fig. 2). Such
an approach creates a shared space for participatory engagement and learning that
leverages a variety of perspectives and voices.

7 Futures Thinking

Futures thinking creates a lens into the complexity of the future. Exploring the plau-
sibility space requires us to step into a space of strategic and creative thinking
that leverages reflective practices, learning and knowledge creation. As described
in [23, p. 330] ‘Prospective leaders have to get familiar with what is called
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The Past

1-3 years

3-5 year

5-10 year

10-20 years

Possible Future

Plausible Future

Probable Future

Fig. 2 Cone of plausibility

visioning, scenario building [34], weak signals [24] wild cards [27], hidden influ-
ences, horizon scanning, action learning storytelling [22]. Embracing a mindset of
exploratory futuring creates an opportunity for social learning. To operationalize
futures thinking, Reez [23, p. 335] argues that ‘Effective foresight requires open
mindedness, broad thinking, stakeholder dialogue, multiple communicative loops
and abductive reasoning. …Future oriented analysis therefore needs to empha-
size processes that support insight, intuition and innovation, instead of relying on
historical data’.

Futures thinking and foresight not only use historical data and analytics but lever-
ages creativity, imagination and experimentation from across a wide range of partic-
ipants. As described in [3, p. 3] ‘…it does not look only at what is possible but at
what is desired. In this way, futures thinking and foresight are different from tradi-
tional forecasting, which is narrowly focused. Because they are participatory, futures
thinking and foresight strengthen cross-sectoral links, encourage the emergence of
integrated solutions, and empower people to create the future they desire.

For a detailed explanation of the cone see [32].
The application of futures thinking can be applied to 2 exploratory domains

followed by an integration of these perspectives to map out the influences from
the interdependencies and interconnectivity.
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1. Exploring Societal impact of new technologies

2. Exploring Criminal exploitation of new technologies

3. Exploring Policing exploitation of new technologies

The analysis begins with an exploration of the societal impacts of new technolo-
gies in order to reveal vulnerabilities. Step 2 is an exploration of the exploitation
of new technologies by criminal organizations. Combining these 2 steps allows the
researcher to contextually situate the technologies showing the intersection of crim-
inality, technology and societal vulnerability and fragility. Step 3 explores this land-
scape through the policing context, identifying strategic intervention strategies that
can be implemented in the present to influence the future.

Scenario thinking plays a key role in this analysis with a focus on thinking the
unthinkable. As described in [15],

Black swans represent the unpredictable. They represent “[…] our misunderstanding of the
likelihood of surprises” [27, p. 2]. A black swan is described by Taleb [27] as that which
is an outlier, that which is outside the realm of regular expectations which carries with it
an extreme impact such as natural disasters, market crashes, catastrophic failure of complex
socio-technical systems and terrorist events such as 9/11. These “surprising events” reflect
an organizations inability to recognize evidence of new vulnerabilities or the existence of
ineffective countermeasures [33, p. 24]. This necessitates the requirement to readjust to their
existence and thereby the need to consider the extremes [27, p. xx].

With consideration of emerging and systemic risks and inherent uncertainty associ-
ated with surprising events, planning for and managing risk, crisis and disasters requires
understanding of the space of possibilities in order to avoid unrealistic expectations that
can influence the management of disasters and catastrophes…. A scenario is essentially
a story, describing potential future conditions and their emergence to facilitate sense
making and to inform decision making. The thought process involved in scenario planning
supports “thinking the unthinkable” exploring uncertainty and challenging mental models
and assumptions in order to recognize alternate futures in a space of possibilities’.
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8 Systems Thinking

Futures thinking looks to explore and understand the driving factors and influences
shaping possible scenarios. Supporting this is the approach of systems thinking.
Angel Gurria, the OECD Secretary General declared in March 2019 that, ‘unless we
adopt a systems thinking approach, unless we employ systems thinking, we will fail
to understand the world we are living in’ [12, p. 641].

As described in Masys [19] systems thinking emerges as both a worldview and a
process in the sense that it informs ones understanding regarding a system and can
be used as an approach in problem solving [8, p. 5]. ‘Systems thinking’ as discussed
in [25] emphasizes interconnectedness, causal complexity and the relation of parts
to the whole [2], thereby challenging traditional linear and reductionist thinking
and simple causal explanations. Feedback and feedforward loops emerge from the
analysis thereby giving insights into intended and unintended consequences from
decision and actions that influence system behavior in response to exogenous and
endogenous shocks. This iswell demonstrated and explainedwithin the context of the
global impact of COVID-19 and system risks [30]. Systems thinking purports that,
although events and objects may appear distinct and separate in space and time, they
are all interconnected. As a process, systems thinking recognizes the requirement to
assess the system within its environment and context [26].

Given the conditions of volatility, uncertainty, complexity and ambiguity that char-
acterizes the policing landscape, quick-fix solutions are ill-suited. As described in
[12, p. xx), ‘in its most advanced form, systems approaches encourages the employ-
ment of a variety of methodologies in combination to manage ‘messes’ and ‘wicked
problems’. Critical systems practice informs this way of working and demonstrates
how decision makers can achieve successful outcomes by becoming ‘multimethod-
ological’. Hence, systems thinking is clearly an underpinning foundation supporting
the application of foresight. As described in [10, p. 145], ‘applying a systemic lens
to complex problems can help map the dynamics of the system, explore the ways
in which the relationships between system components affect its functioning, and
ascertain which interventions can lead to better results.

With strategic interventions and initiatives being deployed by law enforcement
agencies, systems thinking helps to support our understanding of the issues, reflect
and test the consequences of decisions and intervention strategies, thereby identi-
fying and understanding critical relationships in the system and to reduce unintended
consequences of interventions and create better agility.

9 Design Thinking

Design Thinking coupled with futures thinking and systems thinking is solution
oriented methodology used to solve complex problems [16]. In its most basic form it
involves a combination of imagination, analysis and creativity to bring about solution
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focused and action oriented results. To facilitate this, the design thinking approach
is rooted in a learning environment.

Through the phases of Inspiration, Ideation and Implementation, Design Thinking
is operationalized through an iterative (not linear) 5 step process (Fig. 3). This process
is described in detail (http://dschool.stanford.edu/redesigningtheater/the-design-thi
nking-process/).

EMPATHIZE: Work to fully understand the experience of disruptive technologies
in across the societal, criminal and law enforcement landscape. Do this through
observation, interaction, and immersing yourself in their experiences.

DEFINE: Process and synthesize the findings from the empathy work in order to
form a point of view that you will address with your design. With this comes the
understanding of the interdependencies that characterize the landscape.

IDEATE: Explore a wide variety of possible solutions through generating a large
quantity of diverse possible solutions, allowing you to step beyond the obvious and
explore a range of ideas.

PROTOTYPE: Transform your ideas into an operational form so that you can
experience and interact with them and, in the process, learn and develop more
empathy.

TEST: Try out high-resolution concepts and use observations and feedback to refine
prototypes, learn more about the criminal problem space, and refine your original
point of view.

The application of design thinking supporting anticipatory innovation is critical. It
brings a solution and action oriented lens to the problem space. As described in [21]
‘…designers have specific abilities to produce novel unexpected solutions, tolerate
uncertainty, workwith incomplete information, apply imagination and forethought to
practical problems and use drawings and other modeling media as means to problem
solving. He further argues that designers must be able to resolve ill-defined prob-
lems, adopt solution-focusing strategies, employ abductive/productive/appositional

Fig. 3 Design thinking process

http://dschool.stanford.edu/redesigningtheater/the-design-thinking-process/
http://dschool.stanford.edu/redesigningtheater/the-design-thinking-process/
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thinking and use non-verbal, graphic and spatial modeling media’. These qualities
resonate with the VUCA conditions that describe the policing environment and the
disruptive technologies that are emerging in future problem space.

Within this creative space of design thinking, it is critical to cultivate mindfulness,
expanding our powers of imagination to conceive innovative solutions [23, p. 324].
With this in mind, there exist organizational cultural requirements to facilitate design
thinking in support of anticipatory innovation.

The application of anticipatory innovation requires not only a variety of
approaches and tools but also a certain strategic culture that fosters imagination,
inquiry, analysis and creativity, thereby creating a ‘safe space’ for exploratory
learning. Inherent storytelling is used to forge shared understanding and facilitate
learning thereby challenging assumptions by shedding light on ambiguity, uncer-
tainty, complexity. A culture that embraces diversity and inclusion is necessary to
support sensemaking across various perspectives in this social learning journey.

Anticipatory Innovation (emerging at the intersection of futures thinking, systems
thinking and design thinking) is a disruptive approach in and of itself. It entails the
policing law enforcement agencies to:

• Embrace non-traditional data sets, diversity and inclusion of perspectives
• identify and test the assumptions
• explore beyond the assumed future
• generate new insights
• think through future intended and unintended consequences
• innovate and real-time.

With a cultural environment and the applied intersection of futures thinking,
systems thinking and design thinking, the policing community is positioned to take
action towards shaping desired futures. It is more than just creating new knowledge
about plausible futures but is about innovating based on that information.

10 Conclusion

Institutionalizing the imaginative process

The futures thinking lens lends itself to anticipatory innovation to support strategic
digitalization of policing to address the emerging technologies in the criminal land-
scape. The characteristics of futures thinking such as revealing and challenging
mental models and assumptions, broad thinking, stakeholder dialogue, multiple
communicative loops and abductive reasoning creates a reflective learning space.
With systems thinking, we begin to explore the interdependencies and interconnec-
tivity across systems to reveal the impact of decisions pertaining to intended and
unintended consequences. This opens a space to what [28] calls design-based fore-
sight as ‘next generation foresight. …foresight should not try to predict or know the
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future but create it. From that point of view, foresight- conceptualized as design-based
is essentially action oriented. …action learning projects (cited in [23, p. 336].

As described in Europol [9, p. 6]:

Disruption through technological progress occurs as a result of the convergence of new
emerging technologies, and theways they challenge existing legal and regulatory frameworks
with previously unseen applications. Disruption through new technologies presents both
challenges and opportunities for law enforcement authorities through the emergence of new
or significantly altered criminal activities as well as through the potential exploitation of
these technologies by law enforcement authorities.

The intersection of futures thinking, systems thinking and design thinking facili-
tates the policing communitywith the tools andmethodologies to explore, understand
and prepare for the future in order to navigate, adapt, and shape the future through
better policies [20, p. 3].

References

1. Abaimov S, Martellini M (2022) Machine learning for cyber agents: attack and defence.
Springer Publishing

2. Ackoff R (1994) Systems thinking and thinking systems. Syst Dyn Rev 10(2–3):175–188
3. ADB (2020) APRIL 2020 futures thinking in Asia and the Pacific why foresight matters for

policy makers
4. Akhgar B, Brewster B (eds) (2016) Combatting cybercrime and cyberterrorism: challenges,

trends and priorities. Springer
5. Caldwell M, Andrews JTA, Tanay T, Griffin JD (2020) AI-enabled future crime. Crime Sci

9:14
6. College of Policing (2020) Policing in England and Wales future operating environment

2040. https://paas-s3-broker-prod-lon-6453d964-1d1a-432a-9260-5e0ba7d2fc51.s3.eu-west-
2.amazonaws.com/s3fs-public/2020-08/Future-Operating-Environment-2040_0.pdf

7. Dewar JA (2002) Assumption based planning: a tool for reducing avoidable surprises.
Cambridge University Press

8. Edson R (2008) Systems thinking. Applied: a primer. ASysT Institute. http://www.anser.org/
docs/systems_thinking_applied.pdf

9. Europol (2019) Do criminals dream of electric sheep? How technology shapes the future of
crime and law enforcement. https://www.europol.europa.eu/publications-events/publications/
do-criminals-dream-of-electric-sheep-how-technology-shapes-future-of-crime-and-law-enf
orcement

10. Hynes W, Lees M, Müller J (eds) (2020) Systemic thinking for policy making: the potential of
systems analysis for addressing global policy challenges in the 21st century. In:Newapproaches
to economic challenges. OECD Publishing, Paris. https://doi.org/10.1787/879c4f7a-en

11. InfoSecurity (2019) https://www.infosecurity-magazine.com/news/81-orgs-cyber-threats-cov
id19/

12. Jackson M (2019) Critical systems thinking and the management of complexity. Wiley
13. Kraaijenbrink J (2018) What does VUCA really mean? Forbes. https://www.forbes.com/sites/

jeroenkraaijenbrink/2018/12/19/what-does-vuca-really-mean/?sh=6fdda5c917d6
14. Liang C (2022, in press) Technology and terror: the new arsenal of anarchy. In Masys AJ (ed)

Handbook of security science. Springer Publishing. https://www.mcafee.com/enterprise/en-us/
about/newsroom/press-releases/2021/20211109-01.html

https://paas-s3-broker-prod-lon-6453d964-1d1a-432a-9260-5e0ba7d2fc51.s3.eu-west-2.amazonaws.com/s3fs-public/2020-08/Future-Operating-Environment-2040_0.pdf
https://paas-s3-broker-prod-lon-6453d964-1d1a-432a-9260-5e0ba7d2fc51.s3.eu-west-2.amazonaws.com/s3fs-public/2020-08/Future-Operating-Environment-2040_0.pdf
http://www.anser.org/docs/systems_thinking_applied.pdf
http://www.anser.org/docs/systems_thinking_applied.pdf
https://www.europol.europa.eu/publications-events/publications/do-criminals-dream-of-electric-sheep-how-technology-shapes-future-of-crime-and-law-enforcement
https://www.europol.europa.eu/publications-events/publications/do-criminals-dream-of-electric-sheep-how-technology-shapes-future-of-crime-and-law-enforcement
https://www.europol.europa.eu/publications-events/publications/do-criminals-dream-of-electric-sheep-how-technology-shapes-future-of-crime-and-law-enforcement
https://doi.org/10.1787/879c4f7a-en
https://www.infosecurity-magazine.com/news/81-orgs-cyber-threats-covid19/
https://www.infosecurity-magazine.com/news/81-orgs-cyber-threats-covid19/
https://www.forbes.com/sites/jeroenkraaijenbrink/2018/12/19/what-does-vuca-really-mean/?sh=6fdda5c917d6
https://www.forbes.com/sites/jeroenkraaijenbrink/2018/12/19/what-does-vuca-really-mean/?sh=6fdda5c917d6
https://www.mcafee.com/enterprise/en-us/about/newsroom/press-releases/2021/20211109-01.html
https://www.mcafee.com/enterprise/en-us/about/newsroom/press-releases/2021/20211109-01.html


14 A. J. Masys

15. Masys AJ (2012) Black swans to grey swans—revealing the uncertainty. Int J Disaster Prev
Manag 21(3):320–335

16. Masys AJ (2016) Counter-terrorism and design thinking: supporting strategic insights and
influencing operations. In: Masys AJ (ed) Disaster forensics: understanding root cause and
complex causality. Springer Publishing

17. Masys AJ (2021) The security landscape—systemic risks shaping non-traditional security. In:
Masys AJ (ed) Sensemaking in security. Springer Publishing

18. Masys AJ (2022, in press) Examining systemic risk in the cyber landscape. In: Adib Farhadi
A, Sanders RP, Masys A (eds) The great power competition. Volume 3: Cyberspace: the fifth
domain. Springer

19. Masys AJ (ed) (2016) Applications of systems thinking and soft operations research in
managing complexity. Springer Publishing

20. OECD (2019) Strategic foresight for better policies strategic foresight, October 2019
21. Pourdehnad J, Wexler ER, Wilson DV (2011) Systems & design thinking: a conceptual frame-

work for their integration. Working Paper #11–03, University of Pennsylvania. http://reposi
tory.upenn.edu/cgi/viewcontent.cgi?article=1009&context=od_working_papers

22. Reez N (2019) On the development of strategy formation through strategic foresight. Example
storytelling. In: Hellmann G, Jacobs D (eds) The German White paper 2016 and the challenge
of crafting security studies. The Aspen Institute Deutschland E.V., Berlin, pp 40–47

23. Reez N (2021) Foresight-based leadership. Decision making in a growing AI environment. In:
Jacobs G et al (eds) International security management: new solutions to complexity. Springer

24. Rossel P (2009) Weak signals as a flexible framing space for enhanced management and
decision making. Technol Anal Strateg Manag 21(3):307–320

25. Senge P (1990) The fifth discipline: the art and practice of the learning organization. Doubleday
Currency, New York

26. Senge P (2006) The fifth discipline: the art and practice of the learning organization. Doubleday
Currency, New York

27. Taleb N (2007) The black swan: the impact of the highly improbable. Random House Trade
Paperbacks, New York

28. Tuomi I (2013) Next-generation foresight in anticipatory organizations. Paper presented at the
European Forum on Forward-looking Activities (EFLA), European Commission

29. Tõnurist P, Hanson A (2020) Anticipatory innovation governance: shaping the future through
proactive policy making. In: OECD working papers on public governance, no. 44. OECD
Publishing, Paris. https://doi.org/10.1787/cce14d80-en

30. UNDRR & UNU-EHS (2022) Understanding and managing cascading and systemic risks:
lessons from COVID-19. UNDRR, Geneva; UNU-EHS, Bonn. https://www.undrr.org/public
ation/understanding-and-managing-cascading-and-systemic-risks-lessons-covid-19

31. WEF (2022) Global risk report. https://www.weforum.org/reports/global-risks-report-2022
32. Wilner A (2020) Cyber futures: a preliminary scanning and foresight report. https://www.

alexwilner.ca/other-publications/2020/10/30/cyber-futures-a-preliminary-scanning-and-foresi
ght-report

33. Woods DD (2006) How to design a safety organization: test case for resilience engineering.
In: Hollnagel E, Woods DD, Leveson N (eds) Resilience engineering: concepts and precepts.
Ashgate Publishing, Hampshire

34. Wright A (2005) The role of scenarios as prospective sensemaking devices. Manag Decis
4(1):86–101

http://repository.upenn.edu/cgi/viewcontent.cgi?article=1009&amp;context=od_working_papers
http://repository.upenn.edu/cgi/viewcontent.cgi?article=1009&amp;context=od_working_papers
https://doi.org/10.1787/cce14d80-en
https://www.undrr.org/publication/understanding-and-managing-cascading-and-systemic-risks-lessons-covid-19
https://www.undrr.org/publication/understanding-and-managing-cascading-and-systemic-risks-lessons-covid-19
https://www.weforum.org/reports/global-risks-report-2022
https://www.alexwilner.ca/other-publications/2020/10/30/cyber-futures-a-preliminary-scanning-and-foresight-report
https://www.alexwilner.ca/other-publications/2020/10/30/cyber-futures-a-preliminary-scanning-and-foresight-report
https://www.alexwilner.ca/other-publications/2020/10/30/cyber-futures-a-preliminary-scanning-and-foresight-report


The Use of Counter Narratives
to Combat Violent Extremism Online
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Abstract Due to recent rises in extremism across the globe (Dean et al. in J Polic
Intell Count Terror 11:121–142, 2016; Le Roux in Responding to the rise in violent
extremism in the Sahel. Africa Center For Strategic Studies, 2019, p. 26) and
(Jones in Int Secur 32:7–40, 2008), governments and law enforcement organisa-
tions, such as the police, have looked to new strategies to counter violent extremism
(Russell and Theodosiou in Counter-extremism: a decade on from 7/7. Quilliam
Foundation, 2015). Specifically, there has been an expanse of the field now widely
known as Countering Violent Extremism (CVE). CVE is a highly contested area;
however, upon conducting a literature review, Inserra (Revisiting efforts to counter
violent extremism: leadership needed. TheHeritage Foundation, 2015, p. 2) helpfully
reduced the termCVEdown to descriptions of interventions intended to “stop individ-
uals from radicalizing”. LaFree and Freilich (Annu Rev Criminol 2:383–404, 2019)
distinguish counter-terrorism from CVE, they describe counter-terrorism as military
responses (‘hard’) as opposed to non-military responses (‘soft’), referred to as coun-
tering violent extremism strategies. This chapter contends that, although counter
narratives tend to lack academic standing, there does appear to be a widespread
acceptance that narratives influence individuals’ beliefs. Therefore, in the absence of
othermore effectivemethods of CVE online, it is argued that counter-narratives (CN)
should be used in informed ways by organisations such as the police (Monaghan in
Crime Media Cult 18(1):21–39, 2020). This chapter will compare academic under-
standings of narrative and communication alongside examples of counter narratives
issued against them. It will then assess the impact of such strategies and potential
alternatives for CN.
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1 Introduction

Due to recent rises in extremism across the globe [28, 48, 83], governments and
organisations have looked to new strategies beyond those previously used in order to
counter violent extremism [85]. In the era of digital policing, a plethora of methods
have been used globally by police and government agencies in order to counter crim-
inal activity. In recent years, various examples in digital policing have been discussed
in mainstream media, in particular the use mass surveillance programs such as the
NSA revelations [6]. Yet, digital policing also encompasses processes such as digital
forensics and even covert online investigations [32] and academics and organisations
frequently discuss the development of new processes. Further, although nation states
and police departments have strived to heighten their surveillance abilities, techno-
logical developments are undoubtedly presenting difficulties for law enforcement
officials and organisations [55].

This chapter is premised on the understanding that extremists now have the poten-
tial to communicate with individuals across the globe like never before [36]. For
example, during 2014, ISIS launched a large scale Twitter campaign in praise of the
ISIS caliphate. The campaign was able to circumvent various censorship methods
online, by example utilising software such as “The Dawn of Glad Tidings” mobile
application [65]. From a digital policing perspective, Bodine-Baron et al. [16] found
that, after geospatial analysis of tweets supporting ISIS, many individuals were
geographically distanced, and outside of jurisdiction of governments in the West.
Further, at the time of the study, the team noted 4.5 million Tweets in support
of ISIS, thus suggesting that the sheer scale of online posts may be too great for
organisation such as the EU Internet Referral Unit (EU IRU) to handle. Therefore,
with the circumventing of internal moderation processes by platforms, and the lack
of resources of other organisations to report such content, the appeal of counter-
narratives is elevated. Further, counter-narratives provide a less invasive method of
countering violent extremism, without the involvement of contentious issues such as
the growing concerns regarding mass surveillance, and the right to privacy [103].

Correspondingly, there has been an expanse of the field now widely known as
Countering Violent Extremism (CVE). CVE is a highly contested area. However
upon conducting a literature review, Inserra [45, p. 2] reduced the term down to
“stop individuals from radicalizing”. LaFree and Freilich [54] distinguish counter-
terrorism from CVE, in which they describe counter-terrorism as military responses
(‘hard’) as opposed to non-military responses (‘soft’), referred to as countering
violent extremism strategies. This chapter will argue that, although counter narratives
do tend to lack academic standing, there does appear to be a widespread acceptance
that narratives influence individuals’ beliefs. Therefore, in the absence of other more
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effective methods of CVE online, it is argued that counter-narratives (CN) should
continue to be used. This chapter will compare academic understandings of narrative
and communication alongside examples of counter narratives issued against them.
It will then assess the impact of such strategies and potential alternatives for CN.

2 Extremism

When creating CVE strategies, difficulties arise when discussing violent extremism,
primarily with the definition of extremism itself. For example, while there have been
calls for a uniform definition [34] in order to aid policy makers, scholars such as
Williford [106] caution against rushing to form a definition as this action may place
limitations on free speech and lead to mislabelling certain groups as extremists.
Berger [10, p. 44] refers to extremism as “the belief that an in-group’s success or
survival can never be separated from the need for hostile action against an out-
group”. Yet, it should be noted that although Berger [10, p. 23] provided a definition,
he emphasises that the concept of “extremism is rarely simple” in that it is not
particular to any singular school of politics, religion or race. Governments such as
the UK government have also attempted to define the term. The UK government’s
‘summary definition’ of extremism is: “beliefs and actions that fall outside of main-
stream or moderate values” [100, p. 6]. Interestingly, within the same government
report outlining the definition, the author felt it necessary to contain an additional
definition, drawn from social psychology, which describes extremism as: “a response
to threats (perceived or otherwise) to an identified in-group” (p. 7). The very presence
of two definitions within the report further emphasises the difficulties in producing
a singular definition of extremism even at a governmental level. These difficulties
inevitably manifest themselves in the related discussions on the subject of violent
extremism.

2.1 Violent Extremism

Berger [10, p. 45] states that violent extremism“is the belief that an in-group’s success
or survival can never be separated from the need for violent action against an out-
group”. He then goes on to say a violent extremist ideology may “characterize its
violence as defensive, offensive or pre-emptive” [10, p. 46]. Neumann [70] notes that
the concept of ‘violent extremism’ is viewed as behavioural as opposed to idealistic.
Thus, one can be an idealistic ‘extremist’ without being a violent extremist. Recent
rises in extremism, alongside policy and academic uncertainty have “given rise to
a wide range of charities, governments, activists, and think-tanks aiming to get
involved in the field that has become known as countering violent extremism” [57,
p. 68]. Contemporary academia is assessing the role in which extremist narratives
play in individuals moving to violent extremism, particularly online [41].
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2.2 Aims of Extremist Narratives

In order to assess counter-narratives, the impact of the initial narrative distributed
by violent extremist groups must first be analysed. Although again there is much
debate surrounding the definition of narratives, some academics believe that extremist
groups utilise these ‘vehicles of persuasion’ [22] “to convey ideology, values, justi-
fications, or core concerns to sympathizers, would-be members, and the greater
public” [21, p. 1]. Quiggins [77, p. 23] summarises extremist narratives as possessing
three parts: the beginning which explains a grievance or difficulty, followed by a
middle containing hero, agent or potential solution to the problem and an end which
provides a solution and/or challenge to the audience, to act for themselves. Berger
[10] has similar findings in what he describes as a ‘crisis-solution construct’; in
which extremist movements use in-group crisis’ in order to justify their extraordi-
nary ‘solutions’. These narratives play to social identity theory which stipulates that
individuals place themselves in competing social groups, resulting in the formation
of in-group and out-group identification [61]. The Linkage Based Model [44] theo-
rises this concept, by explaining that an interplay (linkage) between the in-group
out-group and the previously mentioned crisis-solution concept produces an overar-
ching narrative which in turn produces “cyclically self-reinforcing narratives” [42,
43, 78] and creating a core narrative.

3 Narratives

3.1 Online Narratives

Whilst researching various datasets including violent extremists within the U.K.,
Gill et al. [35, p. 113] concurred that although not essential for violent radicalisation
and attack planning, the internet is indeed a “facilitative tool”. It is important to note
that although the internet does provide opportunities for surveillance and strategic
communications, including counter-narratives [4], in recent years media speculation
and academic studies have been focused on extremists use of the internet. In partic-
ular, part of a noted shift from offline radicalisation to the study of individuals who
have been potentially radicalised online as a result of exposure to extremist narratives
[51]. For example, in 2007, when referring to Al-Qaeda’s use of technology to post
online narratives, US Defence Secretary Robert Gates was quoted saying: “How has
one man in a cave managed to out-communicate the world’s greatest communica-
tion society?” (c.f. [68, p. 134]). This statement by a senior politician in the USA
emphasises the transition by violent extremists into the use of online narratives and
their potential power, reach and significance in modern society [82].

Another contemporary example of potential online radicalisation relates to the
Islamic State of Syria and Levant (ISIS) and the unprecedented global recruitment of
itsmembers [62].While recognising the vulnerability of youth to extremist narratives
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[91], reducing the reasoning behind the radicalisation to ISIS down to “rebellious
Muslim youths” [89, p. 1] perhaps distracts from other variables at play. Specifically,
it is emphasised online narratives may well have contributed to the radicalisation and
subsequent recruitment of ISIS members, due to the potential of these narratives to
“inspire people to do terrible things, or to push back against those extremist voices”
[40, p. 2]. In essence, it comes as no surprise that extremist groups are utilising
available technology in order to further their cause as has been seen in the past [8].
It should not be assumed, however, that violent extremists’ use of the internet is
a recurrence of earlier academic concerns such as Lippmann’s [60] fears for the
influential effect of newspapers. Such an assumption may represent an underesti-
mation of the influencing power and global reach of the internet [24, 104]. It is
well documented that the internet has been used by violent extremist groups for
a multitude of reasons from financing to communication [46, 47] and, at the very
least, as a “facilitator” of violent extremism [37, p. 2]. Studies of this nature, when
combinedwith the prominentmanifestation of extremist narratives online (including,
for example, the ISIS 2014 Twitter campaign—see [16]) have resulted in calls for
further ‘countermeasures’ to extremist online propaganda [33].

3.2 Narrative Persuasion

Although some have argued that ideological justification of violence may involve
motives instead of or in addition to ideology [93], many governments have assumed
that violent extremism is ideologically based and therefore have promoted CVE
strategies that help to keep individuals frombeing radicalised [105]. Berger [10, p. 46]
defines radicalisation into extremism as a spectrum and not a ‘singular destination’:
“an escalation of an in-group’s extremist orientation in the form of increasingly
negative views about an out-group or the endorsement of increasingly hostile or
violent actions against an out-group”. This ‘persuasion into radicalisation’ has been
frequently discussed (see [23, 81]) and more specifically, the use of “weaponized
words” within this process [20, p. 42]. In order to create policies and implement
counter strategies to these potentially persuasive narratives, the role of narratives in
persuading a target audience must be assessed ([3 c.f.]). This assessment addresses
issues such as whether the same narrative persuasion can be used in the production
of counter-narratives to achieve a key objective of CVE, that is, dissuading support
for terrorism [63].

3.3 Call for Counter Narratives

At a rapidly growing rate, counter-narrative strategies are now present in many
CVE policies around the world, including those issued by countries, such as the
US (Global Engagement Centre), UK (Government and Global Coalition) and by
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organisations such as the UN [102]. Some have linked the push for further ‘soft’
CVE policies to previous conflicts, namely the US War on Terror [11]. The heavily
publicised “credibility gap” [19, p. 16] between US policies and actions led to
much criticism by media and politicians, in what one academic described as the
‘Say-do-gap’ [80, p. 271]. In a pressured search of new CVE strategies, counter-
narratives certainly fall within the bounds of what English [29, p. 133] refers to as
the ‘best responses’ to violent extremism—“those that respect legal frameworks and
the democratically established rule of law”. It was thought that policies could be
created that would prevent radicalisation into violent extremism and also represent a
positive intervention directed towards those already in the process of radicalisation.
Whether this remains the reasoning behind the incorporation of counter-narratives
into CVE methods is unclear; what is the evident, is the widespread implementation
of counter-narrative strategies intoCVEpolicies.AlternativeCVEmethods involving
the removal of ‘harmful’ content online have led to concerns of censorship and the
inability to express free speech online [10] by both ‘regular citizens’ and extremists
alike. As previously described, the very nature of extremism is beliefs outside of
mainstream viewpoints. Thus, the removal of online material may appear to be an
attempt, for politically-driven purposes, to undermine valuable narratives [56]. This
contentious issue has led to difficulties in previous strategies and is still a difficulty
when strategising counter violent extremism, particularly in locations such as the
United States of America where free speech is protected under the constitution, reaf-
firmed in cases such asBrandenburg v Ohio [97]. Arguably, legal cases such as these,
may explain the promotion of counter-narratives as a counter-extremism strategy in
the U.S.A.

Hence, while counter-narratives will indeed be affected by politics, as witnessed
with the Trump administration’s funding changes [5], they do provide a sense of
audience choice and refrain from censorship. Some of the most prominent examples
of counter-narratives can be seen in response to online posts by ISIS. For example,
specifically in relation to ISIS, Speckhard et al. [94] state that police forces in coun-
tries such as Kyrgyzstan, Holland and Belgium have used counter-narrative videos,
both online and in training events, one of the notable features of these videos is that
they are given pro-ISIS titles and begin with material actually taken from ISIS propa-
ganda material. At the height of ISIS social media postings, Zeiger and Aly [108,
p. 73] stated that “In order to break the present momentum of ISIS, the use of military
force in Iraq and Syria is not enough. What is needed is a counter-narrative that can
seriously challenge and undermine the narrative of ISIS”. Although there were calls
from the academic community to incorporate this strategy, there was also resistance
from academics who questioned the underlying theories to the strategy. One such
academic, Szamnia and Fincher [98] emphasises the necessity for policy makers to
utilise research findings during the development of CVE policies and programs. Gill
et al. [35] reinforces this approach, even if it means challenging long held assump-
tions in the field of CVE. Some critics go further and state that the policy of counter
narratives simply provides ‘oxygen’ for extremists [21], which if correct suggests
that counter-narratives have little role to play in CVE online. In challenging the basis
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of counter narratives, this view again calls into question what is meant by the very
term counter narrative. This issue is considered in more detail below.

3.4 Counter Narratives Defined

Hemmingsen and Castro [38, p. 9] describe the term ‘counter narratives’ as “a broad
and ill-defined concept that is used in very different ways”. Neumann [71, p. 433]
discusses definitional issues by stating that counter narratives work: “by discrediting,
countering, and confronting extremist narratives or by educating young people to
question the messages they see online in order to attempt to reduce the demand for
extremist narratives”. To bring further clarity, Briggs and Feve [19] differentiate
counter-narratives from alternative narratives by stating that counter-narratives are
used to discredit the extremist narrative; in contrast, alternative-narratives publish a
different positive narrative. Adding further difficulty to producing a definition of CN,
the aims of counter-narratives are not agreed either. From an ideological perspective
the aim of a counter narrative is to “plant a seed of question” in the hope of an
individual “questioning their group ideology” [13]. This aim is often viewed as both
overly broad and ambitious; thus, Leuprecht et al. [59, p. 33] concisely defines the
counter-narrative task as one “to counter those narratives with the clearest link to
violence”. Schmid [89, p. 3] states that counter-narratives are aimed at those who
are “not yet fully radicalised”. In order to assess the potential of persuasion of both
narratives and counter narratives, the Elaboration Likelihood Model of Persuasion
(ELMP) [76] has been utilised in this chapter. This ELMP model is an appropriate
choice for the analysis of both narratives and counter-narratives as their innate goal is
persuasion and its applicability to the study of assessing shifts or changes in attitude
is accepted by many within the behavioural community [92]. In addition, previous
studies have applied the ELMP model to relevant areas including propaganda [67],
online hate speech [58] and violent extremist narratives [33]. In addition to the
ELMP model, two counter narrative case studies will be used in order to assess
their effectiveness in the dissuasion away from violent extremism namely the ‘Think
Again Turn Away’ (TATA) campaign and the ‘ExitUSA’ campaign.

T.A.T.A campaign was established by the center for Strategic Counterterrorism
Communications, targeting propaganda of the Islamic State online, by Tweeting and
in particular responding directly with ISIS Twitter accounts [42, 43]. In comparison,
the ExitUSA campaign was run by ‘Life After Hate’ a non-profit organisation which
targeted far right extremists within the USA and offer ‘a way out’ [53] by increasing
awareness of far right extremism in the us (primarily using a Twitter page) and by
interacting directly with extremists online.
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3.5 Elaboration Likelihood Model of Persuasion

The ‘Elaboration Likelihood Model of Persuasion’ (ELMP) is based in the premise
that the modification of attitudes can take place with a high degree or a low degree
of thought [58]. The ELMP suggests that this occurs as part of a dual process of
message elaboration which is due to both their motivation and ability [76]. The
peripheral processing route (P.P.R) is where low end processing takes place while the
central processing route (C.P.R) is where high end processing takes place. Although
it is possible to perform low and high end processing independently, the model
indicates that persuasion is frequently a combination of these processes [33]. The
degree of thought determines how consequential the judgement is, with the P.P.R
usually producing ‘ephemeral attitudes’ and the C.P.R producing more stable long
term effects [75]. Attempting to establish primary use of the central processing route
is advantageous as: “central route attitude changes are usually longer lasting and
more predictive of behavioural changes, when compared to the peripheral route” [64,
p. 34]. A literature review of studies on hate crime and propaganda using the ELMP
by Schieb and Preuss [87, p. 588] identified three key predictors of the likelihood of
persuasion from the model, namely: target characteristics, message characteris-
tics and source characteristics. Notably, in a recent literature review, Hamid [39]
similarly found these effectors to be key in mass communications persuasiveness. In
the discussion below, these three predictors are considered with specific reference to
narratives and counter narratives.

4 Characteristics

4.1 Target Characteristics

Earlier theories of mass communication such as the ‘hypodermic needle theory’ in
which it was believed an audience could be ‘injected’ with a narrative have slowly
been overtaken [14]. Narratives are now understood to be interpreted differently
by different individuals [39], affected by a culmination of factors referred to here
as target characteristics. Yet just as online extremists narratives cannot easily be
targeted towards a particular group due to online anonymity [10], there are also
difficulties in targeting a group with counter narratives. Although, it should be noted
key words relating to ISIS and redirected them to pre-curated anti-ISIS YouTube
videos [84]. However, other counter-narratives have been accused of disseminating
their messages in the ‘hope’ of them reaching their target audience. Bélanger et al. [7]
suggest that ‘narrowcasting’ their message to their target audience is a more optimal
means of dissemination as opposed to traditional broadcasting.

The need for cognition is another important aspect of the target characteristics, as
individuals who have a high need for cognition and knowledge expansion are more
likely to be affected by persuasive messaging [87]. Therefore, during what Berger
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[10, p. 125] refers to as ‘the curiosity about the extremist in-group’ stage of radicali-
sation, there is significance as to the ‘curiosity’ of the individual in the persuasiveness
of the process. This perhaps implies that if there is indeed counter evidence in regard
to the in-group, the curiosity of the individual could be turned elsewhere. Perhaps
those within the early stages of radicalisation (seeking information) may also be
more susceptible to information from a counter narrative. This would suggest that
counter-narratives would be particularly useful for those on the path to radicalisation
as a means to counter violent extremism online, but may be limited when attempting
to address those more attuned to extremist narratives. Similar findings have been
found in consumer behaviour. Thomas [99] found that advertising was more effec-
tive to consumers who were subject to advertising during a consumer uncertainty
period. However it should be noted that Hamid [39] argues that individuals form non-
negotiable values, ‘sacred values’ show more resistance to change than non-sacred
values, thereby potentially limiting the applicability of consumer behaviour studies
to extremism.

The individual’s motivation when processing a message is also indicative of the
likelihood of persuasiveness of the message. Petty and Cacioppo [76, p. 121] stated
that an increase in individual motivation can act “as argument scrutiny is increased,
peripheral cues become relatively less important determinants of persuasion”. There-
fore, the crisis-solution construct that is exploited by extremists groups potentially
increases the targets’ motivation, therefore impacting persuasiveness [88]. The TATA
campaign appeared to attempt this kind of offensive discrediting tactic. For example,
one tweet asked: “What is the difference betweenmembers of DAESH and hyenas?”.
Attached was a picture of a pack of hyenas killing its prey, and a video of ISIS
members beheading a victim [18]. As Stevens and Neumann [96] suggested, a reduc-
tion inmotivation through discrediting and removing relevance of an extremist group
is the most effective, as it could refute claims of a fabricated crisis perhaps the indi-
vidual targets motivation will be lowered, in turn reducing the persuasiveness of the
extremist message. This view strongly suggests that online counter narratives have
a role to play in countering extremism, primarily as a means to discredit extremist
crisis construction.

4.2 Message Characteristics

As previously mentioned, Hamid [39] conducted a literature review in which sacred
values among extremists were identified as non-negotiable, further, these values were
linked to some groups’ willingness to make personal sacrifices in defence of their
values when these values where seemingly under attack [39, 90]. This is understood
within the ELMP as “Variables affecting message processing in a relatively biased
manner can produce either a positive (favorable) or negative (unfavorable) motiva-
tion” [76, p. 127]. Similarly neuroscience research has found that opposing political
viewpoints can trigger defensiveness [49]. Similarly, upon researchBélanger et al. [7]
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concluded that ‘backfire’ was possible and in fact consistent when challenging reli-
gion in particular. A further risk of offensive counter narratives (as opposed to defen-
sive) is that they can easily escalate. Katz [50] suggested that the TATA campaign
on twitter is “not only ineffective, but also provides jihadists with a stage to voice
their arguments”. When viewing more general political rhetoric online, Kovaleva
[52] found that even states with vast resources such as the Russian government, have
reduced narrative controls when online, as opposed to offline. Within early messages
of the TATAcampaign, the lack of narrative control the government agency possessed
online was evident. As noted by Katz [50] in a media article, this was evident in the
very occurrence of the TATA campaign discussing the Abu Ghraib prison in which
US troopsmistreated prisoners in Iraq, a topic of contention in the US [9]. At the very
least, the discussion surrounding sacred values and counter narratives, offensive in
nature, calls for great care in the framing and expression of counter narratives if they
are to be effective. For example, Hamid [39] has suggested that, to minimise defen-
siveness and backfire, counter narratives which challenge the social norms regarding
violence are likely to be more effective than counter narratives which challenge
beliefs directly.

4.3 Source Characteristics

In recent years, the organisation and sophistication of online campaigns by groups
such as ISIS have created many difficulties for governments. The complexity of
the infrastructure within ISIS territory, alongside the sophistication of their online
campaigns created a sense of credibility for their message which, in turn, made it
more persuasive [69]. Interestingly, both extremist narratives and counter-narratives
have employed ‘champions’ as a means of increasing the source credibility and
receptiveness of the message [46, 47]. In the case of counter-narratives, these cham-
pions may even include former radicals as in the case of ExitUSA [53]. Indeed, the
source factors of persuasion are very important in the acceptance of a message [76,
p. 124]. The existence of a ‘Say-do-gap’ between government policy and narratives
reduces trust in the credibility of the message source in turn reducing its persua-
sive ability [1]. Both the TATA and ExitUSA counter-narratives faced problems of
credibility as both were either directly involved or partially funded by government
bodies. Interestingly, as previously mentioned Jigsaw a different counter narrative
programme used pre-existing content as a source of counter-narrative material. From
the literature it appears that, although beliefs can be strengthened by means of mass
communication, belief formation is taking place elsewhere. Schils and Verhage [86]
argue that belief formation is taking place largely offline in the physical environment.
Notably, Papadopouloset et al. [73] suggest that online sites (including social media)
do in fact have components of offline environments, thus the studies of persuasive
impact of these offline groups could also be applicable to online cases. Yet when
reviewing individuals who joined Al-Qaeda and ISIS, Perliger and Milton ([74], c.f.
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[39]) found that, of those studied, there was considerable person-to-person inter-
action (offline or online). In addition the assumption that online communities are
highly similar to offline communities fails to explain the geographical clustering
of extremist individuals as seen in studies of individuals from Western countries
moving to Iraq and Syria to join ISIS [17]. Further the very existence of priority
areas within the United Kingdom’s Prevent Strategy [17] suggests that the existence
of offline networks is, perhaps, a larger contributor to violent extremism, than the
mass communication of narratives online. The ELMP also accounts for this, poten-
tially downplaying the effectiveness of counter narratives, but also the original violent
extremist narratives online, leaving unresolved conclusions for the effectiveness of
the use of counter-narratives as a means of countering violent extremism.

5 Assessing the Success of Counter Narratives

The assessment of ‘hard’ approaches to violent extremism, where the rationalist
approach is commonly applied to military perspectives [95], in which the number
of threats neutralised is counted, cannot be used directly with counter-narratives.
The assumption of the use of counter-narratives online would be the availability of
large scale metrics. Yet, notably counter narrative campaigns resort to much more
general measures of success. In the case of Harakat-ut-Taleem a counter narrative
against jihadist propaganda online, threemetrics tomeasure the success—awareness,
engagement and impact [91]. Primarily, the difficulty in the assessment of counter-
narratives is the inability to measure belief and/or attitude changes. If engaging with
extremists was the aim of these campaigns, they would certainly be classed as a
success. Both ExitUSA and TATA campaigns actively communicated with extrem-
ists, with TATA in particular being called a “Twitter War” [50]. The measurement of
belief change either explicitly (direct questioning) or implicit measurements (online
engagements etc.) would both require knowledge of which members of an online
community were actually of the target audience [105]. In addition even if the target
audience could be identified through the anonymity offered by the internet, there
would then be difficulty assessing its impact on a belief system, not just general
engagement. For example, Bull andRane [25] raise the possibility that certain counter
narratives may have unintended negative consequences such as the social marginal-
isation of certain communities and individuals. Without a ‘baseline’ of belief and
perceptions in many campaigns [31], attitudinal changes would be difficult to estab-
lish as engagement only offers a momentary indication of a viewpoint [91]. This
analysis is further complicated due to the anonymity online which not only provide
difficulties for follow up but also creates further problems enhanced in online envi-
ronments [10]. This includes the potential for individuals’ dishonest ‘posturing’ of
extremist views online which they do not actually hold offline [39]. One study found
that individuals subject to opposing views did in fact object with anger at the time
(engaging emotionally online), but later questioned their beliefs, which would be
extremely difficult to measure [91].



26 J. Rees and R. Montasari

6 Alternatives to Counter Narratives

Calls for internet regulation are not new, though there have been relatively recent
calls for the regulation of social media platforms which “have inarguably become
the very tools that aid in ISIS incitement and recruitment” [107, p. 45] and have
been at the forefront of the discussion. As with previous calls for the regulation of
the internet, these calls were met with opposition, due to the previously mentioned
freedom of speech implications. When looking for alternative CVE strategies on
platforms such as social media there are further difficulties beyond free speech. In
the UK the recent proposal for the ‘Online Harms White Paper’ [101] by the UK
government towards the removal of ‘online harms’, including for example terrorist
related content, outlined the difficulties in the process of removal both technologically
and legally [15]. Similarly, Europol’s Internet Referral [30] unit identifies violent
extremist content online and then contacts hosts of material asking for the removal of
the content as it is conflicts with the hosts own terms of service.When compared with
the use of counter narratives the above methods are much more resource intensive,
from a monetary aspect alone, the entire TATA campaign cost $5M compared to the
vast expense of running Europols Internet Referral Unit. Due to the now immense
quantities of violent extremist content online, all of the content cannot be taken
down nor can every message be rebutted with a counter-narrative. However, at the
very least, showing some presence on these platforms is important when fighting
violent extremist ideology [12]. In addition, arguments for further moderation of
online spaces simply force the migration of extremist content to smaller platforms
with less resources, in turn creating unmoderated ‘echo chambers’ for extremist
ideas [72], areas of ‘repeated narrative’, a factor in message persuasion [87, p. 584].
Although this kind of moderation will reduce the reach of extremist groups, the
concept of unopposed in-group narratives creates environments for persuasion, and
in turn radicalisation.

7 Conclusion

Although recent studies have concluded that people are indeed less vulnerable tomass
persuasion than previously thought [39], mass communication theory remains influ-
ential in the lives of individuals throughout theworld. Perhaps, aswith the advertising
industry, the promotion of counter narratives in recent years has been subject to pres-
tige bias [2] inwhich largermore powerful countries andorganisations have promoted
the practise pressuring other countries to follow. Although not as “inherently intu-
itive” [79, p. 1] as it first appears, counter-narratives do offer another tool to fight
violent extremism online. Bélanger et al. [7] argue that “counter-narratives are the
cornerstone short-term intervention in the fight against violent extremism”. Never-
theless, what is likely needed is a multifaceted approach to CVE online including
counter-narratives and working alongside tech companies to remove extreme content
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online. The ideological war of ideas is likely to remain for years to come, but if
countries can indeed decrease the ‘credibility gap’ it may promote a higher degree
of trust towards both alternative and counter-narratives and in turn help the fight
against violent extremism [26]. Although some ‘harder’ approaches to countering
violent extremism deal with immediate threats, counter-narratives attempt to fight
an ideology and may therefore offer utility beyond a short-term nature. Combining
attempts to address the root causes of violent extremism and the reduction of military
intervention where possible, could decrease the credibility gap and avoid creating
further grievances in turn reducing the likelihood of violent extremism [27]. It is
concluded that, although counter-narratives certainly gain the attention of individ-
uals online, and likely increase awareness, their overall impact is likely to be limited.
What is needed is a combination of counter narratives with alternate narratives in
order to both raise awareness and offer opportunities outside of the extremist narra-
tive; alongside offline CVE approaches, as perhaps the assumed dichotomy between
online and offline radicalisation may in fact be false [35, p. 114].
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Abstract Thischapter looksat thenormativeandappliedethicalstandpointandappli-
cationof real-world technologychallenges,with regard toBigData (BD)andArtificial
Intelligence (AI) domains and use-cases. In particular, how ethical technology design
and utility can aid government policymakers, senior-management, software develop-
ers, and academic researchers in the quest for new knowledge and effective solutions.
We discuss how biases are introduced by design in the workplace through technology
and policy decision-making, how legal protections can become ambiguous through
lackofdefinition, thusenhancingcyber-criminality, anddemonstrateweakness inhow
theGeneralDataProtectionRegulations (GDPR)mayadapt in light of newsocial phe-
nomena and cultural change. We then propose legal applications with technical solu-
tions that benefit societies in the addressing of core social operational/organisational
themes and objectives, such as equality, diversity, gender pay-gap, racism, and the
encouragement in the recruitmentofwomen.This isundertakenfromacombinationof
BDandAIethicalapplicationperspectives,withasetofamalgamatedcriteria, thefind-
ings of which help identify factors for utilising in the design of amore ethically sound
UserInterface(UI).Threeadditionalkeysociallycontroversialuse-casesarepresented
(i.e., cyberstalking, sharenting, and, recruitment bias) and assessed alongside the set
criteria to highlight current techno-social challenges, metrics, and applications that
augment swift action in themitigation of individual user risk. Thus, an ethically based
UI Data Pipeline (VDaaS) is proposed in ensuring ethical, legal, technical objectives,
and operations are met from a user perspective.
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1 Introduction

With thepromiseof solutions to legal, technological, andethical challenges, it has long
been recognised that InformationCommunicationTechnologies (ICTs) also have sig-
nificant impacts upon the social and economic aspects of societies [1], to the extent
that the regulatory supervision, ethical, and social assessment are a necessity inmeet-
ing legal requirements. At this time, the observation of two of more of these ICTs add
greatbenefits andcanalsohaveundesirable impactsuponhumanrights andethics, fur-
ther sped-up by novel ways of collecting and processing via Big Data (BD), Artificial
Intelligence (AI), into “Smart Information Systems” (SIS) [2].

In utilising the self-driving car for instance, the sensory technology and AI system
can cause harmwhen deemed unreliable [3]when a pedestrianwas killedwhilst using
the road because of an algorithmic failure to respond to the sensor (i.e., not detecting
pedestrian).ExamplesofSIS includeGoogleTranslateandSearchengine, recommen-
dation systems [4] and Alexa from Amazon, GPS enabled Smartphones, likes from
Facebook, Policing systems (predictive), healthcare and surgery robotics, automated
datasharing,augmentedandvirtual reality,personalfitnessapps, tonamebuta few.All
of which have wide-ranging data analysis implications concerning social media traf-
fic into advertising and energy conservation via predictive analytics [2]. This includes
questionsaroundthe traceabilityof recentcompaniesandorganisational sustainability
reports and themeasuring of own sustainability goals [5].

Inthemodernera,BDandanalyticspresentopportunities thatpresentbothgoodand
bad outcomes. For example, in [6] highlights a US article that demonstrates medical
privacy and solicitation fromKaiser Premente, United Healthcare, and other insurers
in signing up the deceased for Medicare advantage plans. This shows a negative side
to personal data being utilised through BD to share, buy, and sell data between public
andprivateentities.This$92millionventurewasenabled throughNorthropGrumman
(Defense giant), Medicare, and Medicaid Services in ascertaining future beneficiary
medicaldisorders inconcertwithhealthcareneedsand interactionswithdoctors, phar-
macies and hospitals, all inclusive of attaining data through social media with the aim
in reducing online fraud.

Justaswithnewsorganisationsinattainingreaderconsumptiondataacrossdifferent
platforms, this evolution requires the building of customer relationships, with person-
alised experiences informed by consumer data profiling [7]. However, with the recent
acceleration, development, and adoption of AI, much debate around ethics are preva-
lent due to the increased internet usage undertaken through the Covid-19 pandemic,
additional crimes such as cyberstalking and personal data privacy breaches, continue
to escalate in response to homeworking and in contradiction within family responsi-
bilities with regard to the sharing of family narratives (i.e., pictures and social media
contents) in the personal, private, and public domains.

Whether in academia or industry, AI solutions and trust are required to take into
accountnumerousdimensionstoincludeenvironmental,publicopinion,ethical,social
and legal aspects. Amultitude of guidelines and principles with toolkits are published
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and made available globally, however uptake and implementation has been limited
amongstSmall-to-MediumEnterprises(SMEs),duetoashortageofskills,knowledge,
and resources [8].

Inaddition,inhighlightingtheEU—GeneralDataProtectionRegulations2016/679
(GDPR) for example, consumers find themselves in a vulnerable position as a conse-
quence of information asymmetries between themselves and data-driven companies,
therefore in mitigating these asymmetries, GDPR in practice is unable to effectively
deliver full protection and transparency due to the lack of identification in the unique
characteristicsofdynamicdata-drivenbusinessmodels [9]. Inevitably, consumers that
are asked about the Internet of Things (IoT) cite privacy and security concerns, how-
ever because of the technology and benefits, consumers will not disconnect and find
themselves in a privacy paradox [10].

• Objective of this paper: This contribution is to aid and influence public sector (i.e.,
government policymakers, NHS, and subsidiaries) and private sector (i.e., Busi-
nessesandenterprises[SME’s]) inaneraofCovid-19,forfuturedatagovernanceand
practices in informing data-driven decisionmakingwith regard to key social media
ecosystem commonalities (i.e., hate-speech, discrimination/bias, and to enhance
public healthoutcomes, demonstratedwith aneffectivevaluesdrivenenduser inter-
face (UI) data pipeline).
Theresearchundertakenbuildsuponthepreviousworksof[11–15]andaimsat iden-
tifying common principles in assisting and making BD and AI systems more trust-
worthy in technology domains, and to ultimately help researchers grasp topics for
future research.
Thepaperpresentedalsoaimstoassist technologydevelopmentteamsingivingbrief
andclear informationderivedfromnormativeethicsandappliedethicsapplications.

• ProblemDescription:Aspart of the utility anddevelopment ofVDaaS (Fig. 1), the
user interface requires the design and implementation of an ethical systemof opera-
tion, tohelp innavigatingand todrill-downto identifywhat isutilised inaugmenting
risk-mitigation concerns and to ultimately ensure the effective, safe, and secure use
of VDaaS. In [16], the authors highlight the widespread deployment of digitalisa-
tion across societies and the emerging new ethical challenges as a consequence of
technological development.
Therefore, managerial decision-makers, designers, and software developers are
being expected to involve and to consider normative evaluations and applied ethics
when producing/building newdigital products.However, fromwithin academic lit-
erature it is difficult tofind ethical guidancewithout coming into contactwithmulti-
branches of applied Ethics.

The chapter structure is as follows. Section 2: Looks at the application of ethics
to a given technological domain from a normative and applied ethical point of view.
This includes a three-tiered framework to enable ethical-technological guidance for
tangibleand intangible resources indecision-makingoptimisationanddevelopment in
thedomainsofBDandAI.Section3:Bringsattention to thechallenges that compound
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Fig. 1 VDaaS: data pipeline and UI [11]

practices suchascyberstalking,deploymentof algorithmicbias, and the relativelynew
phenomena, “Sharenting”. Three BD and AI amalgamated criteria are identified and
utilised in the assessment of these challenges for solutions.

Section 4: A main theme is the continued debate of legal definitions and granu-
larity surrounding cyberstalking, legal requirements in ensuring data privacy, which
also includes actions with possible solutions of technology to the application of ethi-
cal principles in workforce recruitment, and the responsibilities of parents in sharing
family narratives online. Section 5: Threemain challenges and solutions are identified
and addressed from the technological, legal, and ethical domain/framework aspects in
relation to set assessment criteria. Highlighting government mandates for Covid-19
for example, that significantly increased internet use and prevalence’s of data breach,
bias, and cybercrime. Here, the challenges are grouped together to better inform a UI
Data Pipeline design and implementation framework.

Section 6: Demonstrates preventative measures and protections with vulnerable
groups in taking on-board design perspectives inUI data pipeline. This also highlights
howsocietiescanbenegligentintheirdutyofcareoverchildreninsharingonlinefamily
narratives, andhowlegal definitions andambiguitydonothelp in the seekingof justice
fromcrime, nor the applicationof fairnessprinciples inorganisational recruitment and
decisionmaking objectives.

Section 7: Here, particular key points are raised for future research directions and
application. Amain theme is the lack of robust objectives, legal definition, and clarity
whenaddressing issues suchascyberstalking, sharenting, andhumanresource recruit-
ment strategy.
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2 PreviousWork

2.1 NormativeEthics

As a branch of philosophy (moral), normative ethics broadly looks atwhat is right and
wrong;orhowweshouldactbysituationspresenteddailysuchastrafficrulesandpolite-
ness, with the expectancy of other people and ourselves to abide by a common set of
implicit rules [17, 18]. From these behavioural contexts (i.e., expectation), reasonable
actions and decisions are formulated [18, 19]. Therefore, values and shared goals are
in alignment, hence our behaviour is not something that often needs any additional
thought [20, 21].

In regard to everyday practices, own demands and those of others do not clash
as attitudes (i.e., virtues) develop over time to enable mutually desired and complex
behaviours, the questioning ofwhich (i.e., normative demand adequacy) is necessary,
and forms the core of critical and moral thinking [21]. A main purpose of normative
ethics is to determinehowbasicmoral standards are justified and formulated, ofwhich
answers can be categorised by two categories: consequentialist, or deontological and
teleological [22].

2.2 AppliedEthics

However, applied ethics is usually refers to the philosophical ethics that are utilised
in the moral and practical application of principles and considerations, with a focus
set on real-world scenarios and challenges, and actions that are applied in a concrete
setting (i.e., good or right). In the application of applied ethics is usually the practical
armdealingwithnormative ethics application [16] alongside considerations and treat-
ments of moral practices, problems, professions, personal life policies, government
and technology.

Conversely, regarding pure traditional ethical theory-concerned with issues such
as the general right and wrong criterion, applied ethics takes a more practical point of
departure with journals and overviews adding nine branches, with six to eight refer-
ences per branch,whichoverlap in different areas, and represent only a small selection
of disciplines fromwithin applied ethics [23].

The field of medical ethics for example, deals with all challenges in the domain of
medial care with principles and values in a medical setting, a main principle of which
is the value of healing. Every other value is subordinated. However, in the utility and
application of digital devices, there are many aspects of life-world and life practices
that cannot effectively be singularly identified (i.e., a single value that dominates all),
in the provision of a normative orientation [16].

Therefore, in combination of the ethics, digital artifact, and domain, we can
identify desired normative aspects in formulating criteria, however with the ethics of
engineering and technology, itmust be delimited via its subjectmatter and application
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Fig. 2 Ethical domain

in a social subsystem, thus it is important regarding information technology to sys-
tematise in order to identify the topics of discussion and application in the domain of
ethics [16, 24].

In [16], the authors propose a systematic three-tiered approach to help identify rel-
evant technological aspects and domains (macro, meso, andmicro). Regardingmicro
ethics, domain specific branches of applied ethics are utilised specifically to a certain
technologyordomain,henceatasmallerscale.Themesolevelconcernsaspectsthatare
all accounted for at amicro level, then are reflected into the context of user or producer
(Fig. 2).

For example, when considering the issues of BD, and all the techno-generic (i.e.,
repetitive “black-box” tasks, programs, and applications) and structural values, the is
also a need to focus on the effects to the user/producer.Additionally, this applies to the
higher-meso level too.Here iswhere fundamental ontological issues canbe identified.

2.3 BigDataAnalytics

In [25] the author discusses organisational knowledge creation, and highlights how
organisations face changes in their decision-making due to the sheer veracity, volume,
andpossibilitiesofBD.Indevelopingthecapabilities tobenefitfromBD,organisations
andfirmsneedintangibleandtangibleresourcesintheformoftechnicalandmanagerial
skills, culture, and Human Resources (HR) [26–28].

Additionally, in [29], the author highlights how organisations have optimised BD
and analysis from multiple sources to aide in decision making with organisational
objectives and goals. Albeit from a strategic perspective, the analysis of such data and
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its varieties and availability, createmajor benefits and challenges for firms and organi-
sations.However,decision-makingqualityconcepts refer toaccuracyandcorrectness,
whilst also being evaluated in an effective and efficient process [30–32].

For example, according to [33], effectiveness looks at the reliability, precision,
and accuracy of results, however efficiency focuses on cost, time, and other resource
aspects.TakingintoconsiderationthatsincepublichealtheventssuchasCovid-19,con-
sumer demand diversification has meant that higher requirements are expected from
firms in terms of decision-making, and the speed at which data is accessed and pro-
cessed could potentially (deliberately or inadvertently) breach an individuals privacy,
permit data misuse, and compromise the sharing and use of data to include the raising
of ethical issues in BDmanagement [29].

Although, [34]states thatwith theeaseandscaleofconductingBDanalytics,means
that current legal-ethical frameworks are likely to completely change, therefore sug-
gests that all stakeholders (i.e., database administrators, data engineers, and data sci-
entists) that handleBD, should be involved is discussions of ethicalBDusage and take
the following five principles into consideration:

• Not to Institutionalise Unfair Biases:
This includes racismand sexism.MachineLearning algorithms can transfer uncon-
scious biases from a population, then exaggerate through training samples.

• Not to Obstruct User Agency:
During moderation, analytics can determine identities and decisions. Companies
need to differentiate and consider what inferences and predictions are permitted.

• Customer Transparency:
Give a holistic view of how data is being utilised and sold, with private information
controls regarding third-parties.

• Private Data Sharing Confidentiality:
Sensitive,medical,location,andfinancialdatasharedviathird-partiesrequirerestric-
tions on how andwhether data utility can be escalated further.

• Private Customer and Identity Data:
Private data may require legally based audits, however personal data attained with
consentmustnotbeexposed toother individualsorbusinesses that linkback to iden-
tifying the customer.

2.4 Artificial Intelligence (AI)

In[35],theauthorshighlightthatcompaniesaredeployingAIforpersonnelrecruitment
and selection processes increasingly,with a view to speeding-up and creating efficien-
cies thus streamlining the overall process. Besides AI applications and benefits, there
canbedirectandindirectharmstousersandsocieties, therefore it isnecessary toensure
system safety, reliability, transparency (i.e., trust). The authors in [3] review AI trust-
worthiness in algorithmic decisionmaking requirements, guidelines, and frameworks
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[36–39], to find a common principle set in assisting in making AI trustworthy, and to
highlight the profound effect on daily lives via applications in justice, education, gov-
ernment, business, and healthcare sectors.

From these requirements, strategies are presented that aid in mitigating AI risks to
amplifyacceptanceand trust insystems,withaholisticviewregardingrecentadvances
intrustworthyAItohelpresearchersgraspthesetopicsandfuturedirectionsofresearch.
To minimise review inconsistencies, researchers [40, 41] analysed and reviewed the
aforementioneddocuments and found emerging consensus on the followingfive addi-
tional main principles:

• Privacy
• Responsibility/Accountability
• Societal and EnvironmentalWell-being/non-Maleficence
• Justice and Fairness
• Explainability/Fairness.

2.5 Summary

Aswith the all-encompassing andwide-ranging ramifications and impacts of techno-
logicaldevelopmentanddigitalisationacross societies, theethical challengesandcon-
sequences require thatmanagerial decision-makers, software developers, and design-
ers, are to take on-board normative evaluations and applied ethics. As direct and indi-
rect harm because of these technologies indicate, these issues can be evaluated in the
behaviouralcontexts for reasonableactionsanddecisions toaugment real-worldappli-
cations, challenges, and scenarios.

In the pursuit of knowledge creation and in meeting organisational objectives and
goals, thespeed,access,andprocessingofdata,canoftenbreachanindividual’sprivacy
to include the misuse and compromising of shared data, distributed instantly across
internationalandglobalboundaries.With thescaleandeaseofutilisingbigdataanalyt-
icsandthesheervolumeofdatavarietiesavailable,currentlegalandethicalframeworks
(i.e., GDPR—Fairness and Justice) could be contributing to additional challenges to
users and are likely to continually evolve at a different pace to their respective tech-
nologies and societal norms.

These challenges require that in designing any UI, the ethical system of operation
should be of paramount importance, and with the combination of ethics, domain, and
digital artifact knowledge, the identification of normative and applied aspects can aid
in formulating a set of criteria.

We then take into account the identified key principles to demonstrate factors that
affectparticularbehaviouralcontexts,andfurtheridentifytechnologicalandlegalchal-
lenges, to help ascertain a novel framework of ethical operation.

From the two technological domains identified (BD and AI), three principles are
derived from each domain and amalgamated to bring focus (Fig. 3) to salient use-case
points as an assessment tool as follows:
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Fig. 3 Technological application domain

• Case 1: Private Customer and Identity Data: Privacy
• Case 2: Not to Institutionalise Unfair Biases: Justice and Fairness
• Case 3: Not to Obstruct User Agency: Responsibility.

3 ResearchChallenges andOpenProblems

3.1 Case 1:Cyberstalking

In [42], the authors investigate conceptual development of cyberstalking and the right
to privacy in relation to cyberbullying. In 2018, a report from the National Crime
Reports Bureau (NCRB) highlighted that every fifty-five minutes there is a case of
cyberstalking reported in India. For the first time in 2017, the NCRB included cyber-
bullying/cyberstalkingdata that founda total of 543 cases againstwomenandchildren
were recorded that year.

Aswith increased internet usageover time, this crimehasbeenamplified, as a study
statedthat theoffencein itself (cyberstalkingore-stalking) increasedsubstantiallydur-
ing the lockdown period of the Covid-19 pandemic in 2020, when people where com-
pelledtostayindoorsincyber-world[43]andthroughthisdevelopment,gaveoffenders
clandestine opportunities. This was reflected in the NCRB report in 2020 that found a
significant increase of cyberstalking and cyberbullying was shown in recorded cases
against women and children was up to 872 [42].

This form of passively monitoring causes much debate in regard to whether this
is true “cyberstalking” [44], however there are alsomore invasive behaviours that can
violateanddirectly intrudeuponprivacy, to includeunauthorisedsocialmediaaccount
access (logging in) by a partner to assess activity, and to further access password pro-
tected emails [44, 45] to fabricate social media profiles and bypass privacy controls
(i.e., being blocked) altogether [46].
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Common targets of cyberstalking are intimate partners, yet the negative impacts
of thisbehaviourareunder-explored [47], andcanbeclassifiedasabehaviouralpattern
of surveillance and monitoring of current or past partners [48]. In the case of the
later-developed technology based Intimate Partner Surveillance (IPS) and Intimate
Partner Violence (IPV), survivors of the practice have reported that the abusers utilise
spyware apps, compromising of user accounts, shared cellular plans, and GPS track-
ers, tonamebut a few, inmonitoring their digital activities and locations in thephysical
world [49–53].

Previousworks also indicate that a plethora of IPS apps arewidely available online
[54] and being utilised against victims [55–57], of which IPV in the US for example,
affects around one-third of all women, one-sixth of which are men [58].

3.2 Case 2:RacismandBias

In the recruitment selectionprocessof acompany’sworkforce, occurrencesofbias can
affect diversity of applicants. However, a reduction in bias can also lead to a diverse
company workforce [35], thus a job-role created through a bias-neutral AI will result
in a pool of diverse applicants [59]. This means that with a data-driven assessment
can lead to the hiring of nontraditional applicants (i.e., strong skills/from a non-elite
university),whichAI-augmentedtoolsmayprovidebetter jobmarketaccessforpeople
fromawide-rangeof diverse socioeconomicbackgrounds. In addition, in utilisingAI-
augmented recruitment can also introduce an array of algorithmic bias [60, 61].

For example in the context of fairness, a challenge is presented in using hiring algo-
rithms as a recruitment system, [62] highlights thatmajor tech companywere found to
beutilising algorithms thatwerebiasedagainstwomen, also in [63] the author refers to
another major tech company that demonstrated bias towards blackwomen, to include
in the context of justice, theCOMPASalgorithmwhichwas found to be biased against
blackpeopleasawhole, andwasutilisednationally in thepredictionofcriminal recidi-
vism risk.

Insomecases,a trainingdatasetmaybeinherentlybiasedtoaparticulargroupbased
upon past outcomes being utilised to predict future outcomes. For example, in a future
assessment of employees (target of interest for opportunities) themetric used is based
uponnumberof hoursworked in anoffice.Theoutcomeofwhich could lead to thepast
hiring of women that work fewer hours in comparison to men (i.e., part-time work),
leading to aprofiling systemwhichmay indicate a less successful outcome, not be able
to appropriately advertise, thus a system will imply a poorer performance of women
applicants [9, 64].
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3.3 Case 3: Sharenting

In [65] the authors focus on theworries ofEUchildren compromising their privacyvia
disclosure of personal online data, and how paradoxically that parents share informa-
tion and pictures about their children in a common practice called “sharenting”.With
these complexities, and in advance of sharing information, parents do not ask for a
child’s consent, thus favouring the the social benefits of sharenting above the potential
risk to both parties.

For technologies such as socialmedia, this has transformed the accessing and shar-
ing of information, which also fundamentally changes the roles and responsibilities
of parents and their children’s digital privacy. These online behaviours (parents and
children) are part of an ever-growing body of research, that includes the creation of
digital narratives, personal information, andpictures, ofwhichoften areused inhighly
commercialised contexts [66–69].

Oneconsistentfactorthatispresentfromwithinthesedynamics,isthepowerexerted
over children by their parents, which includes not just controlling their child’s online
behaviour,butalsoincludeshowparentalbehaviouronsocialmediaultimatelyensures
a child’s right is respected when it comes to privacy [70].

Thishasapositiveoutcomeinsupporting familydisciplineandresponsibility,how-
ever, as parents frequently share their digital narratives regarding their children and
families via platforms such as Instagram, Twitter, and Facebook, a permanent digital
footprint record is produced.Aswith any new technology throughout history, the con-
cerns for the safety, risks, and harm to children continue to be researched, the internet
beingnoexception.These sourcesofpotential harm includegrooming, cyberbullying,
identity theft, and access to adult (sometimes violent) content of a sexual nature [70].

3.4 Summary

In case 1, as demonstrated by India’s NCRB, the instances of cyberstalking and bully-
ing are said to be on the rise from2017 until present day, primarily against women and
children. This was further enabled and intensified by the Covid-19 pandemic, where
global populations were mandated to stay indoors by their respective governments,
which then gave rise to potential offenders with the opportunity to utilise the avail-
ability of internet apps, and services in augmenting potentially illegal digital and local
surveillance efforts.

However, in the cases of victims of IPV and IPS (mainly female), debate over the
granularity of cyberstalking and legal definitions continue to evade effective enforce-
ment provisions concerning the legal right to privacy, thus denying survivors the addi-
tional ethical right to justice.

With case 2, the recruitment processes of a given institution, workforce, and com-
pany, the potential for bias is inherent in any system utilised in the pursuit of a legally
equitable and ethically sound outcome. AI tools can offer effective and robust mech-
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anisms in resourcemanagement, however the sources of recruitment (i.e., Databases)
and the metrics utilised in ascertaining employee recruitment fairness, provide addi-
tional challenges concerningwhat is acceptable froma large company’s objective per-
spective, andwhat is affordable, in terms of enabling a populationwith prudent access
to job-markets.

As recruitment, staff retention, and relevant BD/HR management policies are
enacted, recorded and utilised, fromwithin an AI training dataset standpoint, this can
directly affect the performance and credibility of a company in termsof its sustainabil-
ityregardingjusticeandfairnesstowomen,minorities,andthosefromvariousdeprived
socio-economic backgrounds.

Finally with case 3, the ever-growing amount of internet users, the phenomenon
of sharenting brings attention to how children disclose their personal data, and how
parents are responsible for their children’s online behaviour and access with regard to
sharing digital narratives (i.e., pictures of families/events) via socialmedia platforms.
Some parents can be said to be making decisions that violate a child’s right to privacy
(i.e., not asking for consent), thus a parent can be neglectful of their GDPR inferred
legal duty of care, and unknowingly expose themselves and others to further online
risks such as grooming, identity theft, and inappropriate access to adult media (i.e.,
sexual and violent).

Ascertainingwho is ultimately responsible in their own agencywhen accessing the
internet is also part of a growing bodyof behavioural research.However,when assess-
ing thepotentialonline risks, socialbenefitsarestated tomainlyoutweigh thehigh-risk
possibilities.

4 ResearchActions andPossible Solutions

4.1 Case 1:Cyberstalking

Today, intermediate platformproviders (webcompanies) couldbe said to bepartaking
in a form of cyberstalking in pursuit of generating revenue via a personal data choices
andpreferences.Even thoughon the faceof things that the internetplatformisassumed
to be providing a free service, in reality users are unknowingly payingvia their privacy
[42]. For example, when a user browses for products and services, then products of a
similar nature start to appear throughout additional e-platforms.This is becauseonline
search engines record all user inputs and distribute the data with other companies for
commercial gain [71].

This practice ismagnified for example in India, as the legal definition and laws sur-
roundingcyberstalking aredissonant, as few recogniseor report online stalkingoccur-
rences, and theCovid-19pandemichas also contributed to increasedepisodesof phys-
ical stalking, to online virtual stalking, due to the volume of apps, spyware, stalkware,
andsocialmediatools[43].However, inregardtofutureresearchandhowpeoplegather
information on their partner, [47] suggests that a multidimensional conceptualisation
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of cyberstalking behaviour (i.e., passive, invasive, and duplicitous) method should be
utilisedasanassessmentmetricbytrustedparties,asitisreasonabletoexpectthedeceit-
ful and invasive forms of cyberstalking causemore of an impact to the target.

In addition, [46] bring attention to the IPS threat model [52, 54], and offer cyber-
security experts ways in preventing their work from IPS misuse, and should consider
[52] for the concepts of User Interface (UI) bound adversary for design teams to also
consider.

As a recommendation, there is a need for a more holistic approach in sharing and
changingaccountaccess,henceplatformsmayconsiderprovidinganotificationmech-
anism for addressing impactful events (i.e., divorce, breakups, and potential breach)
similar to the notificationmechanismsdeployedby companieswhen there are cases of
identity theft, change of address, or even lost credit cards occur.

Aseriesofstepscouldthenbeinitiatedbyatechplatformtogiveadviceinremedying
the complicated entanglements to help ensure their accounts remain secure. As men-
tionedwith the universal principle of design [72], these specific instances can improve
the overall operations and utility of platform for all to include IPV victims [57].

4.2 Case 2:RacismandBias

In an article from theUniversitat Oberta deCatalunya, the question is asked: “Domen
and women still use digital technologies in different ways?”. Studies have indicated
thatwith theprevalenceof technology forwomenandmen,women tend toutilise tech-
nology indifferentways,which leads to the conclusion thatwomenarenot so involved
in the production and design of technology. This includes those women that are older,
and fromdisadvantaged and rural backgrounds,meaning that the same older and rural
women utilise the same technology less proactively thanmen [73].

In response to this challenge, theUnitedNewsof India, the Indian Institute ofTech-
nologyMadras(IIT-M)launchesaprojectinreducingthegenderpay-gapinWikipedia.
The initiative called “HiddenVoices”, launched in partnership IIT-M alumni andwith
theRobertBoschCentre forDataScience andArtificial Intelligence (RBCDSAI), and
Superbloom Studios (business consultancy firm), the initiative founders aim at mak-
ingapositive impact ondigital sources and their gender representation, thereby setting
auto-generatingbiographiesofprominentwomenwithinthecomingyear,notablyprior
to InternationalWomen’s Day on the 8th ofMarch 2023 [74].

The generated biographies include north American and Indian women that have
contributed significantly in STEMfields and business domains, also the team plans to
expand in areas of expertise, geography, and for application to other underrepresented
communities.Due to theNatural LanguageModels that depend on openweb datasets,
and the interaction of consumer services (includingWikipedia), there aremany layers
of complexity to solvingequal representation. In addition, as the state-of-the-artAuto-
matedLanguageProcessinghasmajorlyadvanced, therearestill instancesofAIerrors,
especiallywhenprocessingdocumentationaroundunderrepresentedpopulations[75].
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4.3 Case 3: Sharenting

Inacknowledgementofperceivedchildvulnerability,GDPRoffers increaseddatapro-
tection in recital 38:

childrenmerit specificprotectionwithregardto theirpersonaldata,as theymaybelessawareof
the risks, consequences and safeguards concerned and their rights in relation to the processing
of personal data

Also, stated tobepaving theway for universal data privacy,GDPR“entrenchedpri-
vacywith trust as it’s cornerstone” [76]was introducedwith emphasis on safeguarding
teenager online activity. Alongside such measures includes the provision for consent
when processing the data of minor children, prohibition of their biometric data, their
right to data portability, erasure, and the right to be forgotten.

However, little attentionwas focused upon the identity and privacy safety of young
children, whose parental postings mean that a child’s private identity is slowly being
eroded online. A further complication is recital 18 of GDPR that exempts personal
activities and households from the protections and constraints of GDPR, a main per-
sonal online activity of which evades GDPR, in sharenting, said to be growing and
widespread.Research shows that the practice of sharenting benefit parents, however it
is at the cost of privacy and that of their child’s private identity [77].

GDPR’s inferences on parents being responsible could be counterproductive, this
may augment a child’s decision in not seeking parental permission, lying from a child
regarding their age, thus making online activities out of the scope of parental protec-
tion. In addition, in assuming that parents are “gatekeepers” regarding their children’s
privacy and digital safety, fails to acknowledge that parents may not be technologi-
cally aware and/or computer literate. Additionally, there could be a danger regarding
vulnerabilities referred to in recital 38 which may hinder children’s ability, however
the opposite is expressed as a dynamic phenomenon regarding children’s rights
potential [78].

These protections apply to the use of child personal data for marketing, creation
of user profiles, and the collection of personal data for services directly offered to a
child.However,GDPRrecital18states that theprocessingofpersonaldatabyanatural
person,doesnotapplytohouseholdandpurelypersonalactivities,hencenoconnection
with commercial or professional activities. This means that with GDPR there is no
provision for the processing of household/personal data (i.e., images) or oversight.

Thismeans that recital 18has questionable compatibility issueswith recital 38pro-
tections, thus differential regarding family dynamics, as images are more shareable,
visible, and durable, with known and unknown audiences, meaning that it is difficult
to knowwhere parental responsibility ends and child protections begin [79].

Furtherresearchisneededtodistinguishthetypesofsharentingalongsidethepoten-
tial ramifications and implications for youngpeople and children’s privacy rights [65],
as a point of contention inGDPR regulation is at the lack of protection in child private
identities of which pictures are shared via social networks [77].
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4.4 Summary

In case 1, since the volume and availability of social media apps uptake have signifi-
cantly increased alongside the Covid-19 pandemic, many platforms have benefited in
the sharing of personal data across multiple third-party sites, thus boosting their rev-
enue streams. To the user(s) this can come at a cost in terms of privacy, and increasing
cyberstalking/cyberbullyingfigures, as theseplatforms recordandstorecustomerdata
(i.e., Big Data).

However, due to a lack of cyberstalking awareness and the legal clarity of defini-
tion coupled with ongoing debate, the reporting of such online behaviours remains
low, potentially as of consequence to what constitutes “true” cyberstalking concepts.
Amulti-dimensional approachmayshed further light uponnarrowingdownparticular
instances of cyberstalking, in addition to providing definition in mitigating harms to
future victims and survivors.

Case 2 research continues to demonstrate thatmen andwomen utilise technologies
differently.Examples showthatwomenutilise technology indifferentways.However,
with the growing number of initiatives to attract more women into technology disci-
plines, the likelihoodof changingpotential demographic imbalances couldbe realised
through BD andAI. The idea is that with the inherently bias database, of which is pri-
marily made-up of men, can be auto corrected and representative. The data can then
be extrapolated and apportionedmore equitably in the training data of anAI, thus give
more inclusive, balanced, and with more wide-ranging results to include the recruit-
ment of women in the workforce.

Finally, Case 3 showswith “sharenting” that there is no legal definition for the phe-
nomenaat this time,howeverGDPRinfersparental responsibility andoffers increased
childvulnerabilityprotection to include theprocessingofdata forminor children,with
safeguardingteenageractivitiesonlineinrecital38.Amainpurposeofwhichis thepro-
vision for the creation of profiles, collection of data, andmarketing etc. that facilitates
the agency of interactingwith platforms and access tomedia (pictures,music, and text
documentation).

However, in the act of a parent sharing their family events, recital 18 exempts per-
sonal home activities fromGDPR protections. In the case of the Covid-19 pandemic,
aswith other cases, vast swathes of the populationwere compelled to staying at home,
therefore with an increased commercialisation of data became more likely, of which
GDPRprotectionswouldseeminadequateunderthesecircumstances.Therefore,more
researchisneededinmitigatingchild identitiesandpersonaldatasharingrisk,asrecital
38 has compatibility challenges with the intent and purpose of recital 18.
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5 Discussion andConclusion

After assessing the normative and applied aspects of ethical, legal, and technical chal-
lenges alongside anamalgamated consensusof set criteria fromBDandAIdomains, it
wasfoundthatcurrentapplicationsofBDandAItechnologieswithuse-casescenarios,
thatmanyhavedirect and indirect health, environmental, digital ecosystem, and social
challenges.

Of thesefindings,manywerealso identifiedanddemonstrated in termsofhighlight-
ing risks, reasonable actions, and showing glimpses of possible solutions. However,
withmandatorycompliance fromgovernments forpopulations to stayat homedue toa
global publichealth emergency (i.e.,Covid-19pandemic), internet usage significantly
increased. Therefore, the pandemic augmented themes that were already prevalent.
Fromahuman rights perspective, ethical frameworks such as justice and fairnesswere
a primary focus and assessed at the behavioural level to ascertain these pertinent chal-
lenges.

Technological challenges were also clearly expressed in relation to influencing
ongoing societal applications, and ramifications of the collection, storage, and use
of personal data, via companies, organisations, and internet platforms such as social
media. This brings attention to requirements of balance between protecting user from
harmand free expression,when it comes to thedesignof policies for allowable content
on social networks for example. In addition, that the subtleties of context, subjective-
ness, linguistic, and cultural norms present ongoing challenges when using AI in the
detection of potential violating content [80].

However,fromtheutilisationofBDdatabasesandtheoutcomesforeffectiverecruit-
mentstrategies, themanagementpractices that initiateorganisational/companypre-set
AI algorithm training decision making tools, can too often reveal bias inherent to the
technology design, which is then further enhanced by active decision makingmetrics
at operation levels thereby potentially eroding trust, hence affecting underrepresented
groups, ethnicities, and those from deprived socio-economic backgrounds.

Legal challenges were also identified with an appropriate legal framework to find
current gaps in the utility of GDPR personal data privacy. Recital 38 and recital 18 for
examplewasfoundtobeincompatibleincertainuse-casescenarios,mainlyblurringthe
linebetweenGDPRinferredresponsibilitiesofparent/child’sconsent,andbetweenthe
applicationofprivateandpublicmarketing, commercial, anddatacollectionpurposes.

Moreover, itwasalsoclear thatmanyof theaugmentedethicalprincipleswere inex-
orably linked and therefore interchangeable in support of a given application of tech-
nology.A dominant theme ofwhichwas a lack of legal definition and granularitywith
newlyevolvingphenomena(i.e.,SharentingandCyberstalking).Additionally,women
and children were also found to bemainly affected by the ecosystem of which a given
technological application is deployed.However, to helpmitigate future risk and expo-
sure to any applicationmisuse, an effectiveUI is of critical importance as thefirst port-
of-call to potential users, and the processing, storage, and gathering of data.
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5.1 CaseChallenges:UI andDataPipeline

Challenge 1: Cyberstalking

1. Awareness and the legal clarity of definition
2. Reporting of violating behaviours
3. Unauthorised social media account access (logging in) by a partner to assess

activity
4. Access password protected emails
5. Fabrication of social media profiles and bypassing privacy controls (i.e., being

blocked).

ProposedMetric:

• WarningMechanism: Viewing of Profile
• ReportingMechanism: Abuse/life-changing Occurrences
• Record and Monitor Mechanism: Potential Passive, Invasive, and Duplicitous
Behaviour [multi-dimensional approach]

• Tech CompanyMechanism: Advice andGuidance to Secure Computer Account.

Challenge 2: BD andAI Bias

1. Effective Representation in AI Training Data
2. Initiatives to attract more women into technology disciplines.

ProposedMetric:

• BDDatabase Sourcing Initiatives
• Extrapolate andApportionMore Open-Source Data
• Auto generate Biographies of AppropriateWomen
• Promote Shared-Access to Initiative Databases.

Challenge 3: Sharenting

1. Leaking Digital Narratives
2. Leaking Personal Identity Information
3. No legal definition for the phenomena
4. GDPR Infers Parental Responsibility
5. Recital 18 exempts personal home activities fromGDPR protections.

ProposedMetric:

• Filtering (data cleaning)
• Public and PrivateMode
• Mechanism of Notification
• Warnings in terms of freely giving personal data
• Warnings regarding acts of sharingmechanism (i.e., children’s consent).
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5.2 PipelineMetrics—Measurement andEnforcement

The above-mentioned challenges present themes that will be grouped together, thus
focusing onminimal steps in producing an effective UI and pipeline architecture. The
focus of the discussion will therefore be “Sharenting” and “Cyberstalking/Bullying”
groupings due to the significant impacts and effects from within a digital ecosystem,
its society, and at an individual risk perspective.

In ascertaining individual violations (see Fig. 4), key socialmedia ecosystem com-
monalities are identified and grouped together, primarily focusing on the analysis of
userpast entries toutilisedover awidefieldof research,development, andapplications
adapted from [80]. Thebelowcontrols andmeasures represent actions andprotections
as far as reasonably practicable and are not an all-encompassing solution.

Consequently,[3]highlightsthat[36]presentsthreeadditionalguidelinesinmaking
AI systemsmore trustworthy:Robustness, Ethical, andLawful. Requirements such as
accountability, explainability, and fairness, continue to be researched to facilitate and
give different approaches inmaking systemsmore trustworthy.

5.3 Responsibility andAccountability:FileAccessPermissions

As shown in (Fig. 4 Activities), and in Linux/Unix/Windows Operating Systems, and
more recently applied in [81] for identity-based policies actions at AmazonWeb Ser-
vice(AWS),therearethreepermissionsdefinedasread,write,andexecutewhichserves
as a powerful authority restrictive security mechanism. Read gives user authority in

Fig. 4 VDaaS: data pipeline and user interface* [11, 80]
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opening and reading files alongside directory permissions to list contents.Withwrite,
gives the authority tomodify file contents (i.e., rename, add, and remove) on the direc-
tory. And finally, execute gives authority to run a program (in Windows, a .exe file).
This directory and file permissions structure serves as a robust method of security and
data control whether at home or utilising the public internet.

In safeguarding the rightof adata subject (publicandprivate),GDPRarticle6states
that everyactofdataprocessingmusthavea legalbasis, thusmaking thedatacontroller
(Fig 4 Violation Enforcement) responsible to ensure a basis and declaration to deter-
mine the legal grounds of application [82].As article 24 states, technical andorganisa-
tionalmeasuresmustbeensuredtoenableandmakecertain that thecontrollercomplies
with all GDPR data security and data protection provisions, and the ability to demon-
stratetheseimplementationsatanygivenpoint.Thismeansthat theseobligationssolid-
ify article 5(2) in establishing accountability as oneof theprinciples of lawful process-
ing. However, demonstrating compliance means that companies have to comply with
relevant GDPR principles and accountability mechanisms [83].

For example, if a user (data subject) haswrite permissions for accessing the file but
noton thedirectory, thereby theuser canonly read,modifyandsavefile,butnot change
thenameonthedirectory.Also,forexecutingaprogram,thentheusermusthaveexecute
permissions (data controller). It is possible to edit code (i.e., .exe file) however this is
only permissible when read andwrite authority is given.

5.4 Lawful andExplainable: Integrity andSeverity

This means that in terms of enforcing effective integrity techniques, such as multi-
modal, context analysis, advances are required. As shown in earlier examples (HR,
Cyberstalking, and Sharenting), metrics are needed in assessing the efficacy of such
techniques in identifying content violation. Moreover, with the low frequency of par-
ticular violations and its adversarial nature, present additional challenges in designing
robust metrics.

Thesetypesofmetrics include:reportingrate,appealsrate,percentageofautomated
deletion vs manual, AI detection times prior to an action (i.e., deleting), decision of
appeals and outcomes. Of the many different forms of metrics that can be tracked,
prevalence isakeymetric that is takenofasampleofdata, and isquantifiedasanoverall
percentage ofwhat social network content enforcementmechanisms ultimately failed
to identify.

Simplyput, inthecalculationofprevalenceofcontentthatissharedonanetwork,it is
moreefficient tocount thereported(violatingposts) instances,asdistinctpostsare read
repeatedly over time. Also, experience prevalence may also be utilised in the refining
of assessing violation severity. For example, pictures of nudity can be inferred asmore
serious when compared to a partially clothed instance, which to become actionable in
a systemmay require an automated trackingmetric [80].

In termsof theprincipleof explainability, the legal text fromGDPR(Article 4(1)(4)
concerning the general principles of transparency, accuracy, fairness, lawfulness, and
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accountability (Article 5) are relevant to enhance trustworthiness in AI [84], in addi-
tion to Article 22 which gives rights to not be subject to decisions based solely upon
automated decisions that produce legal or similarly significant effects, with three
exceptions [85] (Fig 4Manual Verification).

For example, conditions need to be met such as the consent of a data subject, the
necessity for theperformanceof a contract, or anEUornational law that regulates spe-
cific cases of automated decision-making. In the event of an automated decision, the
data subject has the right to contest [86], express a personal view (i.e., human inter-
vention in the automated decision-making) [87]. Also, recital 71 gives clarity on the
level of risk (i.e., typeof algorithmapplication) to include the auditingof the algorithm
and an explanation regarding the decision as a data subject safeguard (Fig 4 Appeal
Process).

5.5 Enforcement andFairness: Identification andMitigation

Textual (semantics) understanding of post violation can also play a key role via super-
vised training advances (Fig 4AI-Violation Process) as shown in [88–90].With social
media posts for example, supervised training can undertake tasks such as identifying
andcorrectingspelling,andgraspingimportantcontext taskssuchascolloquialexpres-
sionsandorthographicvariation. Intacklingthedifficult taskof identifyinghatespeech
for example, [90] has become a standard architecture in understanding text, and with
additional updates from [91–93], have refined this challenge amongst others in the
advancement of the state-of-the-art supervised training.

Whereasotherworkshaveconsidered theconveyanceofcontent [94], to include the
detectionofanger, arousal, and if theauthorhasany intentions tomisleadorpotentially
harm a a reader or particular audience. Additional works involve identifying different
styleanalysis in thedetectionof fakenewsas shownin [95, 96].With regard toexplain-
ability, the GDPR principle of fairness is important to ensure that vulnerable people
(i.e., women and children) can benefit similarly from rights and protections from arti-
cle 5.1 (a) which is a broad area, and in most cases can be context-dependant, highly
politicised, and purely a subjective concept, as the global interpretation and consen-
sus of what is deemed fair with regard to algorithmic decision-making is unlikely to
transpire [97, 98].

In addition, the principle of fairness is not defined inGDPR, as this important prin-
ciple shows an escalating imbalance between a data subject and data controller [99],
however the article 29 Working Party (Art. 29WP), scholars, and the European Data
ProtectionBoard(EDPB)havemaderemedialeffortsbylinkingthisprincipletoaware-
ness [100].

Finally, within the EU Agency for Fundamental Rights, GDPR fairness mandates
thatit isrequiredtobeprocessedinanethicalmanner,whichcouldbesaidtocircumvent
transparency and the need of informing a data subject [101]. In this case, theEuropean
Data Protection Supervisor (EDPS) indicated at the time that there is a need for reflec-
tion data protection and ethics, to include how the fairness principle is perceived [102]
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6 Conclusion

We have highlighted a collection of real-world scenarios to identify and evaluate nor-
mative and applied ethics to ultimately demonstrate preventativemeasures in relation
to data privacy, algorithm biases, and legal uncertainty and ambiguity. It was found
that the focusonvulnerable groups (i.e.,womenandchildren)wasofmain importance
when designing an effective UI and data pipeline in protecting users.

Sharenting, although a relatively new phenomena, demonstrates how societies can
take risks in sharing personal identity data amongst friends and family, howeverwhen
sharing publicly online, these risks increase significantly and contribute to precious
informationpotentiallybeingusedcommerciallywithoutprotections fromGDPRdue
to the compounding factors of the recent Covid-19 public health emergency.

Additionally, levels of legal granularity and definition are also potentially causing
inefficient data privacy protections and user access to justice, as cases of sharing and
data privacy breaches increased againstwomen and childrenwhichwas further aggra-
vatedbytheCovid-19pandemicwhichencouragedadditionalrises incasesviainternet
apps and services. There is ongoing debate around definitions of law (i.e., Sharent-
ing/Parental Responsibility).Who is ultimately responsible?

Of those affected by this increase, cyberstalking rates also grew from delays
in clearer interpretations and debate around definitions of law (i.e., Cyberstalk-
ing/Bullying), hence casesof IPVand IPSwere shown tobe increasingagainstwomen
and childrenwhichwas also further privacy rightswere compounded by theCovid-19
pandemic.

However, from within a HR recruitment perspective, casual factors that enhance
bias in the selectionprocess of applicants fromdeprived socio-economicbackgrounds
were identified.Asof consequence,womenwere included tobeing less involved in the
designingandimplementationof technologicalsolutions.Therefore, theneedformore
tangible and intangible resources, such as culture and effectivemanagerial skills were
demonstrated tohelp in the influenceof policymakerswithderivinghighqualityvalue
from databases that have initiatives aimed at equality being at the centre of business
objectives.

These initiatives will ultimately provide more diverse and prudent access to job-
markets, which can play a part in addressing issues such as the gender pay-gap, and
ethnic groupunder-representation. In response,VDaaSData Pipeline andUI supports
these findings and has adapted and created specifications as stated. Thiswas a primary
function to ascertain and mitigate identified challenge risks into an ethical and robust
framework of operations.

7 Recommendations

In future research anddiscussion, there needs to be amore general focus onvulnerable
groups (i.e., women and children) to include clearer interpretations and swift debate
arounddefinitions of law (i.e., Cyberstalking/Bullying), hence rising cases of IPVand
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IPS, will mean that justice for victims can be realised sooner. This could mean apply-
ing additional metrics andmechanisms to user policies to help isolate future potential
behavioural threats. Tech companies should be encouraged to take a more proactive
approach in the provision of reporting and guidance from affected individuals in util-
ising their services, this could be implemented when partnerships and relationships
break down, and agreed in good faith upon opening a new user account.

Also, the legal definitions surrounding sharenting will need to be quantified and
more formally established. As the sharing of family narratives continue due to the
social benefits of which social media was designed for, this action should minimise
the chances of child identity data being unknowingly utilised in a commercial setting
from home. Amechanism in the user settings could include a public and privatemode
of operation to warn parents of the dangers in sharingmedia in the public domain.

Finally, the needs to be emphasis regarding databasemanagement systems and the
redressing of bias and dis-proportionality. Future initiativeswill encourage trust inAI
andBDsystems, and help demonstrate active efforts to awider audience in addressing
issues suchas thegenderpay-gap.Additional benefits could include recruitmentbeing
morecost-effective,duetobuildingasocial-competitivereputationfrominitiativesuch
as highlighting how to address data privacy, algorithm biases, and legal uncertainty
and ambiguity in the recruitment of applicants from socio-economic backgrounds.AI
trainingdatawillbenefitfromadatabasethathasequalityprinciplesascorevalues.This
should affect the evolution of culture and effective managerial skills when equality is
at the centre of business objectives.
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Law Enforcement and the Policing
of Cyberspace

Alice Baraz and Reza Montasari

Abstract Today, people all around the globe rely on an internet connection to func-
tion in twenty-first century society. The evolution of technology along with society
itself have led to having an online presence being an important aspect of life. Users
of the internet can connect and interact with one another globally, with it being
easily accessible and available. Cyberspace is a new crucial point for modernisms,
social media and businesses, bringing efficiency and enjoyment to many. Juxtaposed
to this is the opportunity this connectivity affords online criminality to take place.
Cyberspace poses significant challenges for law enforcement, where generic policing
strategies can not necessarily be applied. The ‘non-physical’ nature of cyberspace
leads to issues when everyday police forces try to govern the digital world and units
must steer away from their usual day-to-day operations, in this fast-developing arena.
This chapter will analyse the different challenges that police, and law enforcement
agencies face when attempting to police the cyber world and protect the public from
the ever growing and evolving risk of cybercrime.
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1 Introduction

Cyberspace is a virtual world that is created by networks, routers, servers and
internet enabled digital devices [1]. Gibson describes cyberspace as ‘the creation
of a computer network in a world full of artificially intelligent beings’. This was
within his science fiction book, it is now a technically used term [2]. Cyberspace was
initially seen as a place in which chat rooms instant messaging and online games
originated. However, the term cyberspace has now been implemented in more nega-
tive ways, with online cybercrime and dark web emergence. Although cyberspace is
still a place which is a huge part of modern social culture, blogs, discussion boards
andweb-based platforms such as the darkweb have emerged. Cyberspace is a protec-
tive source of free speech, free search and the ability hide and disguise location and
identity, which is desirable for those who wish to remain anonymous online. Certain
online activity is obviously restricted, such as extreme pornography, child images
and sites in which lead to sales of weapons, drugs or trade. One of the most difficult
aspects of cyberspace to police is the dark web.

The Dark Web is content from the World Wide Web that exists only on dark-nets
which are networks within the internet that allow potential users to access only with
certain specific configurations or software. General users of the dark web are those
who have private computer networks that they use in order to communicate with
other users, roam, conduct business or look up images and videos. The dark web
is a small section of the deep web which has been intentionally camouflaged and
cannot be accessed by generic web browsers. Users of the dark web would generally
use proxy servers such as The Onion Router Project or ‘TOR’ via an anonymous
series of connections to allow users to search the dark web freely without fear of
anyone knowing their identity [3]. Interestingly, the dark web was originally created
by the United States Naval Research Lab to provide safe space for military units and
agents could communicate without being located or identified. Strong encryption and
anonymity protocols to ensure IP addresses could not be traced and that servers that
run dark web sites were kept anonymous, allowed this. Aware of the large growing
problem of cybercrime and both nationally and internationally, working with the
private sector to combat criminality on the web [1].

TOR browser were initially designed for privacy, anonymity and security for users
of the internet for both legitimate and illegitimate reasons. This is because of their
layered encryption system which makes it next to impossible to track location or
IP addresses of those who are using them, ultimately meaning that users are free
to share whatever they desire. Because of this anonymity the dark web, alongside
the technology which promotes it, is replacing the way in which crime is conducted
online today. The true international crime that the dark web enables, shows cross-
border evidence, perpetrators and ultimately the proceeds of crime hard to trace [4].
Technology is used by criminal organisations and individuals to go about criminal
activity via the web with a masked identity. It is this convulsion that leads law
enforcement to the difficulties they have in policing the dark web [5]. Alongside
large popular networks such as TOR, Freenet, Riffle and I2P which are organised
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both individually and by public organisations, smaller peer-to-peer networks can
make up the dark-nets [4].

The term ‘dark-net’ came about after the infamous Silk-Road scandal in asso-
ciation with TOR Onion Services. Silk Road was an online black market that sold
anything from illegal drugs to identities bringing in millions each year. The tech-
nology such as TOR browsers was initially designed for privacy, anonymity and
security for users of the internet for both legitimate and illegitimate reasons. The
content of the dark web ranges in its entirety. Political forums, child pornography
and Bitcoin fraud related services, with Bitcoin being the general method of payment
used among the dark web. Post Silk-Road, media outlets have drawn focus to these
black markets. The Silk-Roadmarkets surfaced in 2011, the ‘Diabolus’ market being
one of the first markets on the dark web, its contents being seized by law enforce-
ment. Themarkets on the dark web have no user protection and are in danger of being
shut down by law enforcement at any time [6]. However, regardless of these markets
being shut down, this does not mean that others will not re-appear in their absence.
There is not much to propose that the law is nearer to restricting the crime that is
concealed within cyberspace. The abundance of criminals who exploit the flaws in
the practices of cyberspace, in order to commit crime without being identified has
led law enforcement to face major challenges. Police have used the legislation that is
available to them but without the growing technology that is now available, in mind.
In 2016 it was argued that there were clear legal and technological gaps that exist in
the law and the ability of law enforcement to cope and respond to cybercrime due to
this anonymity and encryption [4]. The crime conducted in cyberspace is leading to
law enforcement both in Europe, theUK andAmerica to alter the way that they inves-
tigate crime on the internet. Collaboration of law enforcement agencies to tackle this
spectacle has been suggested however critics may argue that expanding formalities
of the law without a clear indication of where it might result in an undesirable impact
[7]. As a matter of fact, one in ten people in the UK are victims of cybercrime and in
this day in age are more and more likely to fall victim to perpetrators of cybercrime
than they to offline crime [8].

The aim of this chapter is to carry out a critical analysis of technical, non, tech-
nical, legal and ethical challenges in law enforcement and other security agencies in
policing cyberspace. The chapter will explore the different methods of policing the
dark web and whether the strategies used by law enforcement to combat the online
crime is sufficient and successful. To this end, the following research questions will
be addressed:

1. What are the non-technical challenges of policing cyberspace?
2. What are the technical challenges of policing cyberspace?
3. What are the ethical and legal challenges of policing cyberspace?
4. What are the possible avenues for future research to assist addressing the stated

challenges?

The remainder of this chapter is structured as follow:
Section 2 analyses the most identifiable non-technical challenges of policing

cyberspace while Sect. 3 examines the most identifiable technical challenges of
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policing cyberspace. Section 4 explores the legal and ethical challenges of policing
cyberspace, and Sect. 5 discusses the possible future avenues that the police could
adopt to successfully police online crime. Finally, the chapter is concluded in Sect. 6.

2 The Non-technical Challenges

Setting up a persona online is easy, free and consequently, desirable. It is under-
standable why so many people lean into the idea of existing online, whether this be
to use social media, online shopping, communicating internationally or ordering a
takeaway. Nevertheless, cyberspace can be a huge part of daily life for the majority
of the population [9]. However, this nonchalance allows for crime to soar the internet
relatively easily. Cyberspace allows for a constant threat of crime because of its open
environment and the number of users that enjoy it. Cyberspace is vulnerable to an
intensifying range of attacks by online criminals, terrorists and hackers from around
the world. Organised crime takes the front stance in the digital world. This is because
there is less risk online than there is by physically committing generic crime offline.
The challenges of policing the cyber world are similar worldwide. High tech crime
is real, especially in society today. It is still difficult for individuals to accept that we
as a whole population should be taking cybercrime more seriously [10]. The general
attitude toward cybercrime is that it is not as serious as physical crime such as robbery
or burglary even though it makes it easier for criminals to commit serious crime from
behind a computer screen. The distinct ignorance that the world has toward cyber-
crime and the capabilities that people in the ‘digital society’ have could possibly
stem from lack of knowledge surrounding cybercrime and cyberspace, particularly
the older, less technical generation [10]. The increasing extensiveness of the global
reach of the internet creates a variety of fresh demands on the police and security
serviceswhich challenges the customary governance over the cyber-security territory
that may lead to disregarding these original customs all together [11]. The remainder
of this section will explore the most identifiable non-technical issues on policing
cyberspace.

2.1 The Global Reach

During the recent pandemic, it was recorded that cybercrime in 2020 increasedwhilst
most generic serious crime rates dropped. As well as the estimated global losses in
2020 being $1 trillion and $6 trillion in 2021, being thought to cost theworld annually
a whopping $10.5 trillion a year by 2025 [12]. Although it is horrendous to think
about, this is understandable, due to less people being on the streets due to lockdowns,
company closures, ill health and fear from thegeneral public.Criminals had to operate
in another ways. Criminals were more or less forced into continuing their work via
online domains rather than physically in person. The online world allows for way
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more opportunities for distributed networks that work peer-to-peer around the world.
It is easier to communicate globally and allows for a further reach, even if only one
person is stimulating the original crime. The online world permits someone from
say Russia, to contact someone in the middle east who contacts someone in the UK
and passes it on to someone in Europe [13]. This is how those who have interest in
terrorism and terror groups communicate and pass on information and instruction to
those abroad. This global reach allows for a lone person or ‘single agent’ to spread
whatever they desire, to complete simple or complex criminal activity. Advantages of
online criminal activity in comparison to the physical practise of crime on the street
is that the costs of doing so are exceptionally low. Many criminals taking advantage
of weak cyber security in certain countries in order to go about being the first base
for crime [13].

Anyone with access to a computer, phone, laptop for example, and the knowledge
of what they intend to distribute poses a threat on society. As well as this, the single
most desirable feature that comes with online crime is the allowance of conducting
this activity with a blanket of anonymity. In reality, the likelihood of leaks occurring
of those involved is very low. Therefore, many criminals prefer to hide behind the
computer screen as opposed to having physical involvement, whether it be one savvy
mastermind or many perpetrators at once. Circumstantially, many everyday crimes
such as theft, blackmail, murder for hire have evolved to exist online [14]. It can be
argued that the sheer number of users that browse the web and exists in cyberspace
is completely and utterly impractical in regard to policing each and every crime that
is reported in a thorough manner [15]. There is a constant growth of users of the
internet, and it will be ever growing as understanding and knowledge of using the
digital world evolves and more and more every day acts exist online rather than
physically. Identifying each and every spam email or phishing link would be near
enough impossible.

2.2 Hybrid Cybercrimes

If asked to name some traditional crimes that happen in day-to-day life around the
world, most of the population could give you a list of generic well-known exam-
ples. Traditionally, these crimes would not be conducted via the internet or through
cyberspace, an entirely new global operations that have emerged in recent years.
Truthfullywithout the internet in place, crimes like this have been evident for decades,
regardless of whether these are happening physically offline or online, just maybe
with a more localised or possibly national reach. It is just a matter of ‘true cyber-
crimes’ being a product of the larger opportunity that the online world provides [14].
The silver lining that stem from this is that there is already existing law enforce-
ment experience from professionals regarding these offences that may be able to be
applied. Behaviours evident online could also be linked to previous criminal justice
processes and existing substantive law [11]. Hacking and cracking alongside Trojans
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and viruses and denial of service (DOS) attacks are crimes which are cyber depen-
dant and would ultimately need a network to even be a crime. Although, crimes
such as spying, or vandalism have been adapted to overwhelm the integrity of access
mechanisms online.

2.3 Jurisdictional Issues

The internet is a ‘giant network that interconnects innumerable smaller groups of
linked computer networks’ [16]. It is a global means connecting users worldwide
with a global audience. As with any other crime, the UK have legislation that they
follow in order to prosecute a suspect for committing a crime. ‘When online, one
is almost everywhere’ [17]. Consequently, as cybercrime has a global reach, it is
sometimes difficult to work out jurisdictional issues that may arise. An offence in
one part of the world may not be an offence in another. Cultural differences play a
huge factor as seriousness falls differently on the scale [17]. This is the same with
criminal and civil disputes, one country may regard a crime as a criminal, another
a civil dispute. Also how do you settle jurisdictional authority, when the perpetrator
develops an attack from one country, sends it to another server which send it to a
variation of victims around the world, working out who had jurisdictional authority
would be very challenging [16]. Also, whether he who had done wrong must be
tried where they are physically found? Nevertheless, occasionally there are smaller
disputes as to jurisdictional factors. Such as in the case of R v Arnold, an extreme
porn case where the USA passed over to the UK to prosecute because there was more
likely a secure conviction under UK law. Although this may not be likely in many
cases [11].

2.4 Lack of Technology and Stepping Away from Usual
Practice

As outsiders, many people look at the police and think, of course, they would have
the best technology and the best resources available in order to prevent and detect
crime. This is not entirely correct. The police do not have the access to technology
that would be needed in order to attack the scope in which cybercrime can reach. The
lack of technology and experience will stem from the police not having the budgetary
capabilities. Resources are not always available to police forces and responsive profi-
ciencies are not always either, for the emerging matters that existing cyberspace. Nor
can the police expedite the relevant policies or networks of security in order to do
so. Large scale investment in developing skills and technology is needed, as well as
focussing on recruiting or using cyber-aware officers in policing cybercrime [18].
The skills and knowledge now needed by police is an increasing pressure, this is
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because of the capabilities that we now face when tackling crime online. After the
ransomware attack byWannaCry in 2017 there was worldwide acknowledgement as
to the seriousness of the attack and for growing cybercrime. This increase in cyber-
crime needed to be matched with increased level of skill by the police. It is one thing
to possess the aptitudes needed in order to detect and prevent cybercrime and another
to utilise these capabilities [18]. Police forces are now built with a cybercrime unit
which will be filled with capable officers and investigative staff working to protect
the public from falling victims to attacks online. Officers and staff with appropriate
specialisms will be absorbed into these units in order to form the defence towards
cybercriminals and improve the response that we have as a nation. Not only that
but would vastly improve both organisational and professional skills and experience
across the force.

Local policing is routine and is based upon practices that have been taught and
used for a long time. Having cyber specific policing stems away from the original
skillsets of officers within the force. Not only can this lead to investigative issues
but can consequentially lead to changes in work patterns, an imperative component
of policing work. For example, a police officer knows the law and witnesses similar
crime every day for his entire career, the types of behaviour witnessed may not
hold similarities to those investigated in cybercrime cases, and maybe not evident
in social or cultural or ethical boundaries that an officer would come across daily.
‘Cyberspace is like a neighbourhood with no police department’ [11]. Online crime
has many differences to the daily crimes that the police force deal with, usually
keeping dangerous criminals off the street is achieved with maintenance of local
order, whereas new professional experience is needed in the cyber world. These
misunderstandings propose less circumstances in which criminal justice policies can
be created or followed, without the relevant sources of knowledge and understanding
from those imposing them [11].

2.5 Under-Reporting of Cybercrimes

Cybercrime is under reported for several different reasons. A study showed that only
around 120–150 out of 1 million cyber related crimes are reported to police, with
most of these being less significant crimes such as minor fraud [19]. However, if
a home were to be burgled or a car stolen or an assault took place, this will have
been reported to the police within a short time after the incident has happened. This
may stem from possible lack of trust or low expectations of the police force but also
a lack of understanding from the public from what constitutes a cybercrime [20].
A general understanding, that may prove true in some situations is that the police
cannot do anything regarding cybercrimes. A simple Instagram takeover, Facebook
hack or email compromise will usually be dealt with on a ‘protect’ outcome rather
than a ‘pursue’ outcome. Usually, officers and investigators are unable to track down
a single compromise of an account and advice and guidance as to stopping it from
happening again is a more likely consequence than an actual arrest or prosecution.
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The potential reputational damage that a company may go through if they were
to report a cybercrime, such as a virus or ransomware attack may lead to negative
impacts on the company, so is preferred to be dealt with in-house rather than publicly
[20]. Companies may deter from reporting because of this. Not only companies, but
victims of common scamming methods such as ‘phishing’ emails may be outright
embarrassed to admit that they have entered card details or sent money over to an
account online, so also may deter from reporting as they feel ashamed [20]. Another
possible reason for the under-reporting of cybercrime may be the lack of knowledge
from the public as to where to report it.

Action Fraud is the main body that is used for the reporting of cybercrimes and a
place for victims of fraud to go to make an official crime report. This report is then
passed on to the National Fraud Intelligence Bureau (NFIB) to then be allocated to
an officer or investigator within the police force related. After the crime is reported
to action fraud, taken on by NFIB and passed to the police, if there is no major
investigation, the police play a very small part in the process. Action fraud was born
in 2009, meaning it has been around for a while, however it may be that it takes a
longer time for people to become aware of the system in place as it may be that they
have not before been a victim of such crime before and it could be argued that these
forms of intervention are still relatively new in the policing world [11]. Now, the
police have the capabilities to follow up these reports and the widespread knowledge
and technology to be able to examine and investigate crimes online.

3 The Technical Challenges

Cybercrime remains the area of criminal activity that poses the most risk to society.
The online world is hard to govern. There are many different methods in which
criminals use theweb to conduct crime. This section explores the technical challenges
that law enforcement face when attempting to police harmful online behaviour and
crime.

3.1 Anonymity

Realistically anyone should be able to search and ascertain information from online
sources without risk of prosecution from law enforcement and government agencies.
Anonymity can benefit online users in many illegal and legal particulars. Those who
wish to have an online persona, that differs from who they are, just to protect their
identity and surf the web freely are not breaking any laws by doing so. However,
those who choose to use anonymity online to conduct crime, for example selling
contraband, phishing, hacking or spreading malware such as DOS attacks online
may well be [21]. The internet allows for individuals to engage in actions without
revealing who they actually are. As this may be beneficial to some, it is not beneficial
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for the police when undergoing an investigation. Those who wish to conceal their
identity to express thoughts seen as undesirable or unpopular opinions without facing
backlash are not being unlawful in their actions, maybe outspoken but not unlawful.
Freedom of speech is not illegal.

There an array of tactics in which users can conceal their identity online. One
being using a proxy server to do so. Proxy servers are used to connect one user with
a server that the user requests resources from. These servers allow the identity of
the user in order to allow the user to use the web by masking the Internet Protocol
(IP) address of the user and substituting it for another IP address [21]. This makes
it look as though the user is at another address, sometimes in another country and
makes following this trace very difficult for investigators. Cyber criminals can hide
IP addresses or encrypt internet traffic in order to go undetected when conducting
criminal activity online. Many sites allow for encryption of data, such as The Onion
Router better known as ‘TOR’ also ‘Freenet’ and ‘I2P’ [21]. These sites host different
websites within them that have the capability to mask the identity of the user. Only
those with encrypted data will enter. Numerous difficulties come from the masking
of user identity online, this is because, an investigator carrying out an investigation
will do all of the relevant checks and searches within their jurisdiction to try and find
an IP address that a crime was committed from, in hopes to find a home address that
a warrant can then be executed. It proves difficult to show that this IP address was in
fact linked with this specific home address. Usually, cyber criminals are successful in
masking themselves in this way, making it near impossible for police to catch those
conducting crime in this manner.

In order to catch these cyber criminals, police must determine who conducted
these crimes and what device was used to do so in order to gather relevant evidence
to prosecute. Attribution techniques are used to determine this. The use of anonymity
features makes this very challenging. Attribution is prevented further when more
technical criminals, who are computer savvy and knowledgeable on all things cyber,
use botnets to conduct crime. Botnets are digital devices that are controlled by remote
access tools [21]. Botnets are utilised as another entrance for criminals to distribute
malware to other devices in order to gain access and consequentially gain control of
these systems. The advanced technology can gain access to a user’s device without
their knowledge of them being controlled or even are aware that their device has been
infected. Regardless of the knowledge of the victim, the botnet may be able to gain
access to personal information, passwords, bank accounts of the user in order to steal
or conduct other criminal activity. The police and other law enforcement agencies
use ‘traceback’ methods to detect where a crime originated and who instigated it by
tracing the acts back to the source [21]. This is usuallywhen the cybercrime is detected
by the victim or after a cybercrime has occurred. Investigators use the resources
available to them to access log files such as application logs or events or entity data.
The use of their resources available may detect an IP address linked to the crime.
The challenges that arise from just these methods, steering away from criminals
obscuring their identity for a moment, are very evident. Using these resources is
very time consuming for investigators, sometimes waiting weeks for the results to
be returned. Not only this, but in order to utilise these resources there must be some
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knowledge ability and skill in order to obtain these results, such as training or skill-
based knowledge. In the end, there may not even be an identifiable source in order to
obtain a warrant and prosecute, so it can sometimes be disheartening or pointless for
investigators to explore this data [22]. Alongside this, as mentioned previously, the
use of botnets obscures this information anyway as well as DOS attacks and multiple
user crimes.

3.2 Resources and Abilities of Cyber Units

There is an argument that investigators within law enforcement may not have the
necessary equipment in order to obtain evidence even if they are able to follow
the flow of a crime. Numerous digital devices have exclusive software that oper-
ates to require specialty apparatuses in order to collect, preserve or identify digital
evidence. Digital forensics tools are needed to conduct cyber investigations to the
highest standard. There are limited availabilities for law enforcement agencies to
conduct these investigations with the resources available to them. It could be argued
that specialised units may be able to investigate these a little better than other units.
However, these units may be able to investigate a small number of crimes, because
of under- reporting and lack of knowledge from the general public in regard to cyber
crime. Digital forensic teams and the success of cyber-related investigations may be
determined by the resources, skills and abilities of the law enforcement units them-
selves [22]. There is much speculation over the abilities of cyber investigators and
argument that they are ‘lifelong learners’ who are continuously evolving their knowl-
edge and following training in order to keep up with every changing technology and
also changing tactics by criminals. It can be highlighted that investigators may have
a short lifespan in regard to the knowledge and skills that they have obtained. Both
technology and the methods, MO and tactics of cyber criminals are ever changing
and are hard to keep up with [21]. Consequentially, investigators that work within
the public sector may be more inclined to leave and join a more beneficial employer
such as the private sector, where they may be more appreciated for their knowledge
and skills as well as financial escalations. Again, leaving law enforcement agencies
with a lack of resources from physical staffing issues [23]. If there are less people
working in the public law enforcement sector, then the less cases will actually end
up being investigated all together.

3.3 Loss of Location Data and Data Retention Issues

Carrier Grade Network (CGN) address translation technologies have been imple-
mented widely by Internet Service Providers (ISPs) [24]. CGN technology has led to
major gaps in the capabilities of law enforcement in their efforts to investigate cyber-
crimes. CGN technology is used by ISPs to share solo IP addresses among numerous



Law Enforcement and the Policing of Cyberspace 69

users. Electronic Service Providers do not generally retain information regarding the
service port number, however when investigating cybercrime, the precise time of the
criminal activity would be required for investigations to occur, as well as the service
port number. Users cannot always be distinguished between others [21]. Cyber inves-
tigators face many challenges as a result of this. Most of the time, if the timing is
wrong on any applications for source data it will be disregarded, but in other cases,
investigators will be presented with a huge supply of data and IP addresses to search
through. This leads to many innocent customers being involved in an investigation
and delays the investigation and finding a suspect responsible.

As well as encrypted data, virtual money has now become an ongoing issue for
cyber investigators. Following the money has proven much more challenging for
investigators because of crypto currency being used in online criminality. Cryp-
tocurrency is a digital payment system that does not need a bank authorisation to
verify transactions. Anyone around the world can send and receive payments via
cryptocurrency, as long as they have an internet connection [25]. This payment is
stored in a personal digital wallet. The transaction via cryptocurrency is verified via
encryption, which is why it is so difficult to track. They are also desirable to potential
users due to the possibility of racking up interest from the accounts, you can also
buy and sell crypto currency to would-be investors. Criminals may be convinced by
cryptocurrency due to not having to provide identification when signing up for all
cryptocurrency accounts. Unlike what would not have to be done in a bank, making
it effectively anonymous. Anyone may own a crypto account without going through
a bank or government as a third party. Everyone may access a ‘blockchain’ to view
any transaction that is stored in a permanent and public ledger [21]. Regardless of
this, the identity of the user is not always available. Some success has come from
tracking cyber criminals via crypto currency but tracking a single transaction within
the whole network is discouraging [25]. The time and efforts of law enforcement
sometimes means that the money has already been moved out of the account before
it can be chased. Hundreds or even sometimes thousands of transactions could have
been made to and from single account so it can be hard to keep up. A sort of ‘cat-
and-mouse’ game with law enforcement and perpetrator. Because perpetrators are
aware that they can be traced by law enforcement, money will be moved back and
forth, in and out of different wallets, in order to lose the trail [23].

3.4 The Dark Web

Cryptocurrency is the main form of payment used on the dark web. Believe it or not,
it is perfectly legal to access the dark web as well as encrypted sites such as Tor. It just
means that thismay be used in evidence if you are part of an investigation. The layered
encryption system of the dark web makes all users location and identity anonymous
and untraceable. Darknet encryption technology is used to guarantee anonymity by
directing all user’s data through transitional servers [23]. The dark web can be used
for both bad and good. The anonymity of the dark web and the secure channels that
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run through it are great for concealing governmental activity communications. On
the evil side of the dark web is a fully functional hub for criminals. The anonymity
of the dark web alongside cryptocurrency allows for, as touched on above, drugs and
weapons trade, child pornography and even acts of crime for hire [23]. Training law
enforcement agents in understanding the dark web and relevant evidence that may
come from it has proven as a challenge for law enforcement. The lack of knowledge
of the dark web by officers and lack of understanding about how criminals use it to
commit crime in their jurisdictions. A workshop organised by RAND showed that
there were many challenges that police faced when trying to police the dark web
[23]. A few of these concerns include the followings.

Legal needs such as jurisdictional issues, asmentioned previously and also entrap-
ment: Law enforcement authorities needing to pose as criminals online in order to
obtain information surrounding online businesses could create the risk of entrapping
these criminals. Ethical issues can arise from this, and officers will need to prove
that beyond reasonable doubt that the defendant was not entrapped as a defence
when prosecuting. Identifying crime and developing law enforcements awareness
regarding the types of crime that occurs on dark web sites. Suspect identifications
and officers also needing to be able to recognise articles online such as log in data
in order to prosecute these criminals about links to the dark web. The relevant tech-
nical data that will be used in evidence in court in from of lay people as the jury,
that need to understand this evidence in plain language: It was stated ‘to that end, a
high-priority need, identified during the workshop is encouraging establishment of
standards for new processes used to capture dark web evidence.

3.5 Data Protection Legislation—The National Legal
Framework

Many issues arise from the police needing to obtain data in order to assist in ongoing
investigations. Particularly in cases where they may need to obtain data from private
contingents. Legal paperwork and authorisation by a judge may be needed in order
to obtain this information. This takes a lot of time and may interrupt the agenda
of the police, as well as lengthening the investigations. The Data Protection Act
(DPA) 2018 is the UKs implementation of the General Data Protection Regulation
(GDPR), which controls how personal data is recorded and used by organisations
such as service providers [26]. It also provides users with rights that they have, such
as stopping or restricting the processing of data, access personal data and have data
erased [26]. Governance of public and private sector data generation, collection,
storage, analysis and use varies from one country to another. The United Nations
High commissioner for cybercrime stated ‘the increased interlinking of public and
private data processing and the track record to data implyingmass, recurrentmisuse of
personal data information by some business enterprises confirms that legal measures
are necessary for achieving an adequate level of privacy protection [23]. Although
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this helps customers worldwide, it is not as helpful to investigators trying to obtain
personal information anddata as part of an investigation. Somecountries havedevised
strong data protection laws and others have weak or no laws on data protection.
Contrary to many Countries such as Ghana allow government officials to access
personal data without any legal documentation [23]. However, national frameworks
and the global reach of cybercrime and the internet means that is the transnational
regulations that a required to monitor the free flow of personal data across borders.
For this information to be released to law enforcement, a GDPR request must be
given to the company that is relevant to the investigation and legally request this
information on behalf of the police.

4 The Legal and Ethical Challenges

The maintenance and enforcement of law online in cyberspace poses may chal-
lenges for law enforcement agencies, mainly because crime takes place within global
context that are nationally defined [27]. Doing right and doing wrong is the basis of
all ethical arguments. Everyone faces ethical challenges daily, it is a part of every-day
life. Hackers, alongside law enforcement, face ethical frameworks and the nature of
‘computer deviance’ is equivocal and intricate and is usually the culprit, although it
may be obvious to the naked eye [28]. It is important that security, personal privacy
and technology are the main factors that ethical issues arise from and it is impor-
tant that we know and understand why and how. This section discusses the ethical
arguments behind policing cyberspace and suggests where the line could be drawn
in right and wrong approaches with a particular focus on the dark web. Furthermore,
this section examines the legal frameworks that are available and the arguments that
stem from the current legal structure.

4.1 Police and Ethical Challenges

The dictionary definition of ethics is ‘moral principles that govern a person’s
behaviour or the conducting of an activity’. Ethics is the argument between doing
right or wrong in a moral sense. Choosing between two options that may both lead
to undesirable outcomes. Codes of morals or standards of conduct in a career or a
profession are examples of ethical factors. Although what is unethical is not neces-
sarily unlawful. In law enforcement there is a code of ethics that must be followed
in all decision-making aspects of the job. Figure 1 is a redrawn visual representation
of the national decision-making model (NDM) by the College of Policing UK.

As is evident in the NDM that all decisions made within the police should
rotate around the code of ethics. This is so there is consistency and standards of
behaviour that law enforcement officers must follow in order to execute their job
roles properly and with fairness to the public. Under the policing code of ethics,
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Assess threat and 
risk and develop a 
working strategy

Gather information 
and intelligence

Consider powers 
and policy

Identify options 
and contingencies

Take action and 
review what 
happened

Code of
Ethics

Fig. 1 A visual representation of the national decision-making model (NDM) adapted from the
College of Policing UK

the following attributes or ‘policing principles’ must be adhered to; accountability,
honesty, integrity, leadership, objectivity, openness, respect, selflessness. It can be
argued that the code of ethics limits room for change and movement by police,
however if there was no code of ethics to follow the police would get a lot more
complaints around the morality of their actions and behaviour by the public. The
police would be largely judged by society as unethical, even if the officers dealing
with a situation were not acting unlawfully. However, the code of ethics should be
acknowledged on a case-by-case basis not a generic basis and the code updated to
keep up with experience [29]. Law enforcement ethical issues arise in all aspects of
the job. One of the main ethical issues that will arise is being concurrent with online
policing and upholding the law and human rights. It should be considered that it
may be difficult for officers to do so where the circumstances are ambiguous. For
example, someone who is found with a small number of drugs on their person during
a police search, could end up with a jail sentence, face fines or risks to family life
and social status, however the police cannot take this into account when arresting
this person because they have broken the law, therefore the officer conducting the
search would be in breach of the law if they did not arrest.

4.2 Personal Privacy

Personal privacy online is a major ethical debate, as well as being largely subjective.
The privacy that each individual has the right to is no argument, however it must be
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made clear at where the line is drawn into looking into people’s personal information.
Whether that would be personal data or other data such as search history, data stored
on an electrical device or purchasesmade online. Technology is prettymuch linked to
every aspect of life, we shop, bank, vote, work and learn via the internet [30]. When
people search the web, they should be able to do so without the risk of implications.
This is a very subjectivematter however, some peoplewill havemore lenient opinions
on this, and others believe that being able to search for whatever you like via the
internet could lead to harmful implications with harmful consequences. Which is
not untrue, many undesirable and harmful things can appear on the internet that
not everyone would deem appropriate to see. Harmful content online is easy to
access, especially through private browsing modes or dark-net sites. Many users will
anonymise themselves online in order to access harmful content such as extreme
pornography, child images or express unpopular opinions as discussed in Sect. 3.

4.3 Police and Legal Barriers

In England and Wales, anyone who takes part in organised crime is punishable on
indictment for 7 years or more. Participation is criminalised under the Serious Crime
Act 2015. The definition of organised crime whether that be online or offline is three
or more people who exist for a period of time, agree to act and further a criminal
purpose. It has been argued that essentially this definition overlaps with other high-
risk crimes with high levels of harm in various ways. However, online crime covers a
number of separate areas, such as fraud, harassment, illegal purchasing, that may not
be specific to online criminal activity and may not reach the threshold for sentencing
for organised crime [31].

4.4 The Computer Misuse Act 1990

The legislation governing computer integrity crimes in the UK is the Computer
Misuse Act (CMA) 1990, the USA is governed by, The Computer Fraud and Abuse
Act 1986 andmost of Europe follow the guidance in the Council of Europe’s conven-
tion on Cybercrime. This legislation protects the offence of unauthorised access to a
computer with intent to commit a further offence and the modification of computer
mechanisms [32]. Although, within the first decade of CMA 1990 becoming legis-
lation in the UK, there were very few convictions under the Act, only around 100
prosecutions against any cyber criminals [11]. The CMA 1990 has been harshly crit-
icised as not fit for purpose because of the age of the act, digital society has come
a long, long way since 1990. Mark Zuckerberg, the founder of Facebook, was just
six years old when this Act came into play. It has been argued that the CMA does
not reflect on the harm that online criminals cause to their victims. The act has been
conflictedly defined as ‘flexible’ and able to be widely interpreted by the courts, in
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favour of the Act, but clearly there is room for improvement. This Act has since been
amended twice, by the Police and Justice Act 2006 and the Serious Crime Act 2015.
The current Act governs:

1. Unauthorised access to computer material.
2. Unauthorised access with intent to commit or facilitate commission of further

offences.
3. Unauthorised acts with intent to impair, or with recklessness as to impairing,

operation of computer.

And further offences of:

4. Unauthorised acts causing, or creating risk of, serious damage; and
5. Making, supplying or obtaining articles for use in offences under all four sections

above.

The act has been disputed to not keep up with ever changing technology and
knowledge as well as the evolving threats that come from the online world. Current
society has had a huge increase in extortion via hacking that was reported to Action
Fraud in the year 2019, as has no doubt increased during the pandemic in 2020
and 2021 [33]. The main issue here is that there is a genuine difference between
using a computer to commit cybercrime and a computer being the main aspect of a
cybercrime.

4.5 RIPA 2000

The police and law enforcement agencies are able to obtain communications data of
individuals or groups under the Regulation of investigatory Powers Act 2000 (RIPA).
This data can be IP data, phone or computer usage for example. It must be however,
made sure that communications data is not requested from medical professions such
as doctors, members of Parliament, ministers of religion, lawyers or even journalists
[29]. The degree of interference with privacy may be higher where the communi-
cations data being sought relates to a person who is a member of a profession that
handles privileged or otherwise confidential information. The Metropolitan Police
and Kent Police were both evaluated after gathering communications from a jour-
nalist. Possibly arguing that RIPA is not fit for purpose. Realistically ethical issues
should not arise from RIPA as the main form of communications that people reply on
are digital communications these days. Therefore, it may be hard to argue that many
ethical challenges arise here. RIPA allows the police to access communications data
of criminals involved in an open investigation, such as those who have accessed and
downloaded child images, extreme pornography or terror related content in order to
track down suspects and execute search warrants of their properties to search and
seize anything that may be relevant for investigation. Realistically the police being
able to gain access to communications data meets the needs of the digital age [29].
This should essentially mean the location of who uploaded the original data may
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be identified by law enforcement. Issues will arise where botnets are used. Innocent
victims may become ‘suspects’ and go through the trauma of searches and seizures
of routers or electronic devices when in fact they are just innocent victims who have
had their IP addresses or phone numbers used for crime [4]. This poses a possible
ethical issue however, for wrongfully being involved in a crime that these victims
did not commit. It could be argued that we need to replace the code of ethics about
the digital world to one of its own, that relates only to electronic crime.

4.6 The Dark Web

As mentioned previously, the dark web is full of users who have used technology in
order to hide their IP addresses to become anonymous users. The dark web is seen
as a space that is out of reach of law enforcement agencies which is not necessarily
true. UK law enforcement remain secretive around the techniques that are used in
order to catch criminals on the dark web, this is so, inevitably, they can continue to
do so without the knowledge of said criminals [4]. Entrapment is an illegal concept
that officers will often be accused of; it is where criminals are tricked into commit-
ting a crime in order for law enforcement to secure their prosecution. However, the
definition covers an ‘innocent person’ not necessarily a known criminal. Entrapment
compromises the integrity of the judicial system, therefore applications that aremade
in this way are considered made in bad faith and will most likely be thrown out [4].
Therefore ‘forum shopping’ is seen as a legitimate way to gather intelligence on
dark web sites in order to prosecute fairly and lawfully under the police codes of
practice above. Going undercover on the dark web is a useful tool for investigators in
order to infiltrate forums in order to gain intelligence and have useful surveillance of
criminals on the dark web (forum shopping). Officers will infiltrate forums in order
to draw out any criminals, for example drug traders or paedophiles.

An example of success by undercover officers was during the Silk Road take
down, officers remained on these sites undercover in order to draw out more crim-
inals involved in the trading. Gaining and maintaining trust is the prime factor in
undercover operations [4]. Polemically, the extent in which officers go about their
undercover work that would be illegal otherwise, is no doubt an ethical argument.
Jurisdictionally, many countries or cities may have extensive powers in order to
go undercover and police must stick to this, thus, leading to challenges for police.
Looking at undercover infiltration in a more legal sense, there is arguments that arise
in regard to this because of evidential difficulties. Under UK law, should it be legal
to obtain evidence from a course in this manner? No case in the UK has yet been
thrown out because of this but it is argued that on the grounds of fairness, under
Section 78 of the Police and Criminal Evidence Act (PACE) 1984, there may be the
general exclusion of evidence. This is due to police using an illegal site in order to
observe criminals being seen as ‘unfair under Human Rights laws. This denotes that
the court may:
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refuse to allow evidence on which the prosecution proposes to rely if it appears to the court
that, having regard to all of the circumstances, including the circumstances in which the
evidence was obtained, the admission of the evidence would have such an adverse effect on
the fairness of the proceedings that the court ought not to admit it [34].

5 Possible Avenues for Future Research

As discussed in the previous sections, there are many technical, non-technical, legal
and ethical challenges that police face in policing cyberspace and the dark web. This
section will dive into the future avenues for research into policing cyberspace and
look at the ways in which the police are effectively adapting to the digital age. The
policing of cybercrime needs a wide-ranging development and presentation of legal
measures and technical measures to refer to any issues that come about. This section
will touch on international coordination requirements, police techniques, the need
for increased digital literacy and more future possibilities for the police and private
sector.

5.1 International Networks

As mentioned previously, having good international networks plays a huge part in
being able to police cyberspace effectively. The police will need strong international
networks to enable data sharing between governments [35]. We need international
harmonization in order to successfully prosecute suspects of cybercrime globally
without setbacks. Transnational and ‘borderless’ cyberspace lead to prosecution
difficulties revolving around cultural and religious differences all around the globe.
Religious online offences sometimes make it impossible to prosecute cross-border.
There is opportunity for stronger networks internationally and more co-operation
across borders for different units in different countries to investigate, not cybercrime
as a whole, but on a case-by-case basis. Meaning that generally, as more and more
cases are investigated by trans-national police units, a greater understanding of how
to deal with certain issues will come to light. This means that countries or areas with
less reach that others will be able to get guidance and help from countries that have
that capacity, leading to higher success in prosecution of online crimes and more
intelligence of crime in cyberspace.

5.2 Increased Digital Literacy

In order for success rates for prosecution from investigations to increase and the
difficulty that police face every day in police cyberspace to decrease, there needs
to be a greater understanding from both the police and the public in regard to the
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internet and the online world. General digital literacy in the police will need to
improve. The demand for new skills is imminent. Techniques in policing the real
world and to then maintaining and policing cyberspace leaves implementing policy
concepts or reviewing old ones, such as justification of a breach of public order or
human rights, as a priority. Tatiana Tropina has stated ‘On the global level police
initiatives are represented by the activity of Interpol, which regards the fight against
cybercrime as a part of a global security initiative, which includes computer forensic,
online investigation, training, public–private partnership, review and evaluation of
technology and law enforcement. As part of the agenda for the creation of effective
mechanisms for policing cyberspace, Interpol intends to operate both on the level
of regional working parties and on the global level, facilitating sharing information
within participants’ [15].

Because of the ever-growing nature of cybercrime, more funding has been put
into police forces that are specialised in the investigation of cybercrime and policing
cyberspace. This funding will ultimately lead to more experienced and better fitting
police staff to work in these specialised units. Being able to put these police staff
through more specific courses or more expensive courses to better qualify and for
staff to increase knowledge on cyberspace and how to investigate certain situations.
Consequentially, this will lead to better literacy of cybercrime and cyberspace within
the police. As well as the police needing increased digital literacy, it is also impor-
tant that the public have a better understanding of cybersecurity and how to protect
themselves online. Investigators with high workloads will not always have the time
to deal with such cases that may not be able to be investigated, due to not being able
to go over the heads of companies such as Facebook, Instagram and Twitter because
of their American heritage. However, all policing units take the time to do so, giving
protect and prevent advice to the public. Nonetheless, this advice will come as a
result of a crime being reported, which almost appears as too late for the victim.
Police should give frequent talks or have advice helplines in order for the public to
know how to properly secure their digital devices, before the crime occurs. This will
ultimately make life a lot easier for the police as they will be spending less time
giving protect advice and advising victims that there are no investigatory means or
proportionate lines of enquiry rather than taking this time to deal with high-risk
online crimes and following investigatory pathways.

5.3 Open Source Intelligence

One of the most used techniques to police the dark web that is widely known is
‘Open-Source Intelligence’ or ‘OSINT’. OSINT is data that is recorded publicly
and is easily accessible to policing bodies. The means of retrieving this information
is legal and requires little effort, making it a desirable technique for police to use.
OSINT is not limited to the dark web but can be used to retrieve intelligence for any
investigation including cybercrimes. Usually leading investigative bodies to small
pieces of information that are left on the web that could have been accidental or in
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human error. Examples of OSINT sources include chat rooms, web pages, media
sources or forum posts. However, OSINIT has been criticised for its inadequate
abilities in recording OSINT [4]. Though, cyber criminals especially have a thin line
in which masking their identity online is valuable to them and it being invaluable
to their sales. A criminal will want to make himself known online in order to gain
customers or knowledge of his online trades andmake profit from it. It is possible that
these thin lines that criminals facemay leave room forOSINT to do itsmagic. OSINT
was the most valuable tool used in the famous Silk Road trade takedown. A personal
email address was linked to the Bitcoin forum that it was advertised as originally,
leading police to the criminal source [4]. The same happened when the director of
‘Cali Connect’ tried to trademark his online drugs trade under his own name, again
leading law enforcement agencies straight to him. Generally following the flow of
Bitcoin is the most successful technique that police investigators have used to catch
criminals online. Another is, when online criminals trade, whether it be weapons,
drugs or anything physical, they need means of transportation and delivery. This is
usually where human error will occur and police will intercept, following money,
transfers and people delivering the goods in order to catch the criminals involved [4].

Public policing is not the only way in which the online world can be policed. It
has been argued that ‘the public are the police’ in regard to online safety and crime.
The twenty-first century allows for expectations that are not met by the police to
be implemented by the public [35]. The line is drawn by the public as to what is
acceptable and what is not. A possibility could be that an in between policing body,
that is not part of a force but a voluntary service that people with cyber abilities
can sign up to in order to teach or spread awareness of cyber safety and digital
technology. Almost like a good Samaritan service. An example of public interference
that assisted police and ultimately ended with a suspect arrest, is displayed in Netflix
series ‘Dont Fuck With Cats’. The immense power of the public is shown in this
series. Information is already widely available online however not easy to navigate if
you aren’t technology savvy, so it may be easier to learn from a tutor. This will help
members of society to learn how to protect themselves online and allow for policing
bodies to spend their time looking into high risk or more serious cybercrime rather
than simple compromises of accounts [36]. High tech cybercrime centres such as the
European Cybercrime Platform created in 2008 allowed for Europol to work together
with private sector organisations to build programs to train on fighting cybercrime,
these included AGIS, ISEC and Falcone which are used to increase capacity within
the police and allows for smooth running cybercrime training among different police
forces [37].

The harmonisation of police and private partnerships has been argued as the
greatest auspicious ways in which the future of policing online crime and cyberspace
depends on [15]. Private companies have played a huge part in the development in
fighting cybercrime and ICT innovation. The private sector, unlike the public sector,
has more of a covert understanding of networking and criminal activity online as
well as ICT technology in general. The constant changes in technology and society
means that it is more difficult for the police to keep up with these changes and having
certain units in the private sector to research and constantly train to keep up with this
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demand. The police and the private sector complement each other nicely and lead to
the cooperation from both private and public sectors. This cooperation means that
there is better perception of cybercrime and allows the issues at hand to be tackled
and prevented by the police with the help from the private sector and vice versa
[36]. The enhanced knowledge of private sector experts is required by the police
because of the lack of funding and specialists in the public sector, mainly because
of the massive difference in pay scales for cyber–professionals in the public sector
compared to the private.

5.4 A Social Media Presence by Police and Threat
of Regulation

Regulation of social media companies have been argued to have been insufficient for
the prevention and detection of crime online. Therefore, the government has put in
place regulatory codes of practice under the Online HarmsWhite Paper, where a duty
of care must be complied with on all online platforms [38]. Independent regulators
willmake sure that the duty of care is compliedwith by these companies, and theywill
promote education and awareness around online safety. Legal implications from not
complying with these codes of practice will result in guidance and advice, removal
orders, fines, disruption of activity and lead to ISPS blocking. These implications
are in place to ensure that companies comply with the paper and online harm is
kept to a minimum. Companies that run online platforms are expected to go above
and beyond in order to comply with these statutory duties from the government.
Although, most social media giants such as Facebook or Twitter are self-regulating,
meaning that built into their online platforms there will be software which will be
able to analyse language, remove ‘clusters’ of malicious actors and place digital
fingerprints on accounts that have posted harmful content previously in order to stop
them fromdoing so again [39]. This contentwill consequentially be removed from the
site automatically, without being done by a single person. Issues still arise however,
concerning harms that arise on social media platforms, maybe more privately, with
respect to directmessages and in relation to unauthorised access to accounts. This can
lead to difficulties, mainly to do with jurisdictional issues as mentioned previously.
Most social media giants have USA origin, meaning that the UK has no jurisdictional
hold over them. Investigators in UK forces cannot contact these companies directly
to gather information of unauthorised access nor to ask them to delete or report an
account with suspicious activity. This is up to the victim to do themselves, however
these companies are under no obligation to reply at all, and most victims are left
with open accounts that have been taken over, that will probably never be closed,
but they have no access to anymore. This is one of the major issues that stems from
petty online crime, especially here in the UK due to most major companies for social
media originating from the USA.
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6 Conclusion

This chapter has discussed technical and non-technical challenges of policing
cyberspace as well as the legal and ethical challenges that follow. The chapter has
also discussed possible future avenues in which police should follow in order to
successfully police cyberspace in the future. Whilst exploring the different non-
technical issues that came to light, it has been made clear that having an online
presence is easy and desirable and has become a major aspect of modern society.
This ultimately means that the majority of the population have an online persona and
the consequences of cybercrimes must be taken more seriously. The global reach
that cyberspace allows for cybercrime means that anyone who has access to the
internet via a digital device may be a victim of cybercrime at some point in their life.
This means that jurisdictional issues arise when looking to prosecute cross-border.
Day-to-day crime has been the instigator of cybercrime as criminals find it more
appealing to go about their criminal activities online rather than physically. Police
struggle with a lack of resources to chase every crime and investigations may come
to a standstill causing victims stress and cause the government financial loss. Cyber
units encounter issues where cybercrime is under-reported mainly because of the
publics narrow trust in the police but also their lack of understanding of cybercrime.

When diving into the technical issues the police face when policing cyberspace,
it has been highlighted that anonymity from cyber criminals online is one of the
biggest hurdles that police are faced with. Generally, those who browse the web
for legitimate reasons do not need to anonymise their server, those who are using
the web for illegitimate reasons, will choose to do so. Although, some users chose
to anonymise themselves online using VPNs because they can and feel that it is a
basic right to search what they wish without implications. The resources of cyber
units within the police do not always stretch as far as specialist technology to collect
data from anonymous sources to aid investigations and they struggle as a result.
Cryptocurrency is the new most popular way of investing money virtually. Crypto
wallets can be used to store money online and make payments that do not come from
a registered bank account, meaning it is the most desirable method of payment for
dark web users and online scammers. Cyber-criminals will use it to transfer money
for illegal trade and scammers will use crypto wallets to mask their identity when
tricking vulnerable internet users to send them funds. The police code of ethics is the
basis in which all officers and investigators must followwhen gong about daily tasks.
Police use the National Decision-makingModel (NDM) tomake decisions regarding
all different types of policing scenarios. The same goes for those investigating online
crime. Personal privacy is a major ethical argument amongst policing bodies as it is
a difficult weighing out human rights and law. It has been argued that the Computer
Misuse Act (CMA) 1990 is unfit for purpose due to its age and inability to keep up
with ever-changing technology and society. The act may need to be amended again
soon, or completely re-written to fit today’s modern age and the new age of cyber
criminals. The dark web itself leads to ethical concerns, this is because using the
dark web is in no way illegal but fear or looked down on by thousands and may even
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be used to implicate a person of interest in an investigation if they are a dark web
user as opposed to a user who is not. Police infiltration via the dark web, of forums
and blogs may also raise ethical conflict due to dodging entrapment laws.

Some of the future avenues for policing cyberspace have been explored. Going
forward, international networks must be stronger. One of the most difficult obstacles
to overcome as a police investigator is jurisdiction and where you can and can’t move
freely with the law, what you can and cant look at via the internet when investigating
a suspect and always having rationale for doing so if you do. The endless reach of
cyberspace creates massive issues when trying to investigate and prosecute people of
interest overseas because of legal and cultural differences globally. Law enforcement
agencies need to increase the digital literacy, not only within policing bodies but
also with the general public. More specific courses and internal training would be
beneficial for police units and more education and awareness of cybercrime, digital
environments and online security would be beneficial for the wider public. The
public are an important factor in regard to policing the online world. As well as
the public, the private sector also play a vital role in policing cyberspace because
of their increased knowledge and specific skillset, both the public sector and the
private sector complement each other perfectly. The police have regulatory codes of
practice on social media platforms, that these companiesmust complywith.Meaning
that less harmful content is exposed via social media platforms such as Facebook,
Instagram and Twitter, as well as these giants having their own regulatory software
such as language identification. These future avenues will be advantageous for law
enforcement when policing the digital world.
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Contemporary Issues in Child
Protection: Police Use of Artificial
Intelligence for Online Child Protection
in the UK
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and Elochukwu Ukwandu

Abstract This chapter investigates Artificial Intelligence (AI) inspired approaches
used by the police in protecting children online. The reviewed approaches are
successful in most of the situations but have their own weaknesses. As such consid-
eration is required for all stakeholders within the child protection arena. The utmost
duty to protect children lies with all, irrespective of whether the abuse occurred
on or offline. The reporting and intervention on child abuse cases were based on the
community, as this was mostly offline perpetrated by parents or caregivers. However,
with the advent of technology and the increasing use of the internet by children for
several reasons, it has shifted most abuses from offline to online. The law enforce-
ment authorities such as police plays a vital role in protecting children online and
can apply different approaches compared to other agencies such as Social Services,
Health, and Education. However, Government recommendations for a joint working
response mean that all child-protected agencies need to work together in the process
of protecting children (HM Government in Working together to safeguard children:
a guide to inter-agency working to safeguard and promote the welfare of children,
Department for Children, Schools, and Families, London, 2010). However, with
the emergence of COVID-19 and the high reliance on the internet by children, it
meant that the police must adapt to the changes and rely on advanced technolo-
gies such as AI. The UK Police force is stretched due to a lack of financial and
human resources, which means that alternative intervention methods are applied in
monitoring and attacking online child abuse. This chapter challenges the use of AI
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unilaterally in predicting and identifying online abuse as opposed to face-to-face
investigation and intervention. Though AI can be helpful, it has limitations that can
impact on protecting children online as discussed in this chapter.

Keywords Child protection · Artificial intelligence · Big data · Child safety ·
Online abuse

1 Introduction

There is a wide-ranging consensus that internet usage during COVID-19 was in an
increase compared to pre-COVID-19. The situation post COVID-19 is still unknown,
as it is uncertainwhether internet dependencywill continue as is the case during lock-
down. Internet use by children and others was already in the increase, but COVID-19
speed up the process. For now, most of the statistics on the internet usage is based on
pre and during lockdown. The impact is felt around the world by internet consumers,
providers and others respectively [75]. Maria Rua Aguete of Omdia, reported that
“increased consumption of digital content frommobile apps to free TV streaming and
gaming has already been observed in China and Italy” (www.Omdia.com). However,
it is also acknowledgeddecreases in revenue for some industries such as in the creative
industries and TV advertiser when payments are required and are requesting French
government intervention in the case of France. While countries like Argentina, Chile
and Peru are applying different protection measures such as social security and tax
concessions and emergency payments to help relief sectors affected by the impact
of COVID-19 on their media sectors [2].

It can be argued that, if lockdownwas a pull factor for reliance on internet services,
then once lockdown is completely removed, the demand and use of internet would
be expected to decline significantly.

One of the COVID-19 legacies is that interventions and support are now gradu-
ally moving from in-person interaction to digital and online service provision and
intervention. The risk identified for children whilst massively depending on online
for several reasons and spending huge amount of their time on the screen is acknowl-
edged in many domains. These resulting effects of the pandemic suggest that the
use of digital technologies by the law enforcement officers in policing online crime
globally is inevitable.

1.1 Big Data Uses

There is no generally accepted definition for big data. According to De Mauro
et al. [14] “Big Data is the Information asset characterized by such a High Volume,
Velocity, and Variety to require specific Technology and Analytical Methods for its

http://www.Omdia.com
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transformation into Value” [14]. The understanding of this definition is that for mate-
rials to be considered as ‘big data’, they must be massive, easy to access and use
for the required purpose. However, this is not always the case as specific traditional
intelligence can be relevant in dismantling crime against a child. This is common in
child exploitation, slavery, and county line concerns [48, 76].

Meanwhile, in Europe, the European Commission has an encompassing definition
which stated that “large amounts of different types of data produced from various
types of sources, such as people, machines or sensors [8]. This data includes climate
information, satellite imagery, digital pictures and videos, transition records or GPS
signals. Big Data may involve personal data: that is, any information relating to an
individual, and can be anything from a name, a photo, an email address, bank details,
posts on social networking websites, medical information, or a computer IP address”
[25].

Koops, Bert-Jaap has reiterated the importance of bid data used by intelligence
agencies in many circumstances and that a key method of providing intelligence has
always been to gather large amounts of data from numerous sources. Since the last
few decades, even law enforcement has begun to use data mining as a means of
gathering information to aid investigations [44] and punish criminals [31, 43].

1.2 AI Use in the Modern World

There are different definitions for Artificial Intelligence. One of the definitions that
attract attention and consideration is that provided by theEuropeanCommissioner for
HumanRights, based on three aspects (data input to perceive the virtual environment,
use the perceptions, and derive outcomes) [81]. However, in this paper the definition
that would be considered is that provided byHunt et al. [38]. According toHunt et al.,
“Artificial intelligence (AI) refers to the capacity for learning and “intelligence,”
which can be demonstrated by computers and machines”. Though this definition
was used in the context of understanding how AI, Big Data, Machine learning, and
mHealth are connected in early prevention, detection, and response to violence.

The reliance on AI and big data in the global health domains [85], is an indication
that it can play a big role in the fight against violence towards women and children.
AI and big data are not only an interest in health but have also drawn interest from
law enforcement [53] and other businesses [42]. Key elements in the use of AI and
big data resulting from advances in technology are that it provides an opportunity
for agencies to access a huge amount of information called data instantly and, in
some cases, accurately [61]. The correlation between AI and big data is interesting
because for data to be generated, AI is required.

Some years ago, computational approaches of ‘predictive crime mapping’ began
to be used in crime prevention. Predictive policing tools based on “big data” have
advanced once again. To begin with, AI technologies promised to make sense of
massive volumes of data and extract meaning from disparate data sets. Second, they
signaled a change from decision support to primary decision-making. Third, they
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are intended to regulate society as a whole, not only the fight against crime [74].
AS far as child protection is concerned, the UK police would normally consult their
database called the NICHE to check previous police involvement of an offender.
The use of image recognition technologies and software such as Apple child sexual
abuse materials in the US will be helpful when rollout in the UK and other countries.
Apple’s idea is paving the way for other tech-companies to develop tools that will
enable law enforcement officers to scan child sexual abuses images on phones, but
for now it is only possible with iPhones with its Siri iMessage tool. Though this is a
step in enabling effective control and deterring offenders from holding and sharing
child sexual abuse images, the officer must have access to the device in question.
Furthermore, the abusive and offensive images of children store in iCloud must be
coordinated alongside National CSAM database to enable quick recognition by the
law enforcement.

1.3 What Is Child Protection/Online Abuses

Children’s welfare has attracted huge attention since the tragic death of Victoria
Climbie and was reinforced after the death of “Baby Peter”. Though the emphasis
on the failures of agencies was mostly on health and social services, the police
have a role as welfare professionals to ensure that children’s safety is priorities. The
guiding principle for child protection had always been collaborative intervention and
was an emphasis in the government guidance known as “Working Together Under
the Children Act 1989: A Guide to the Arrangements for Inter-Agency Cooperation
for the Protection of Children from Abuse [37], which had subsequent reviews, but
with the focus on child protection and what constituted Safeguarding.When it comes
to Child Protection, the test stipulated by the Children Act 1989 are, reasonable cause
to suspect, likely to suffer harm; already suffered significant harm. The test differs
with provisions under S17 of the same Act (S.17 Children Act 1989) which is about
prevention and precautionary measures and this goes to corroborate the views of
Maslow’s Hierarchy of Needs.”

In this chapter, the growing concerns around children’s activities online are high-
lighted and we aim at looking at how this can be aggravated if there is an increase in
the population of children up to the age of 18 years old. According to statistics from
the Office for National Statistics (ONS), the UK population is estimated to be close
to above 67 million in 2019, and by 2029 it is expected to be around 70 million and
most probably above 71million in 2039. These populations comprise both adults and
children (the UK refers to the four countries: England,Wales Scotland, and Northern
Ireland). Though this populations increase might be by growth in immigration, this
might be different with the impact of COVID-19 as traveling and isolations measures
affected themovement of people in and out of the UK. This chapter is more interested
in the number of children (0–18 years old).

Information provided by theONS indicates thatwhile the over 18s have the highest
population compared to under 18s, the females under 18s old are more than themales
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across all the regions and this explains which under 18s population that is likely to
be at risk of online abuse. This will be the trend for the next two decades as forecast
by ONS. Research conducted by NSPCC with 2.275 children between 11 and 17
old, around sexual abuse indicates that 1 in 20 has suffered sexual abuse in the UK
[58]. This represents about 114 children in the cohort study. It might not be a true
representation of the figure base on the fact that not all sexual abuses are reported,
and these figures are for children who already suffered sexual abuses and not based
on the likelihood of suffering sexual and other abuses.

1.4 Government Policies

Most governments, especially the UK government, acknowledged and recognised
that children, children are abused online on a regular basis and it is in an increase, as
many children are accessing the internet for several reasons, which this paper will
not investigate now. According to NSPCC, “Online child abuse crimes have surged
by three-quarters and more must be done to protect children online”. The number
of online child abuse alone is almost 80% between 2016 and 2021, and this figure
will continue to increase, if the government does not have an appropriate response.
To response to these concerns for children and their families, the UK government
has introduced an Online Safety Bill, though with some limitations. The concerns
around children’s online harm continue to be a central debate for many politicians
and others. According to Sophie Sanderswhoworks for theNational Statistics Centre
for Crime and Justice, though children were communicating online more with people
they knowpre-COVID19. She reiterated that “being online can provide great benefits
to children now more than ever, but it can also offer major concerns.” We can see
that most youngsters aged 10–15 years only spoke to people online that they already
knew in person, based on data acquired before the COVID-19 pandemic.

However, one out of every six children communicated with someone they had
never met in person, and 5% met together with someone they had only spoken with
online. Although these conditions may not always result in harm, it is crucial to
remember that they all pose significant hazards to children [62].

1.5 How Often Do the UK Police Use Information
from the Internet for Policing (Police Intelligence)
and for Child Protection Purposes

The importance of the use of digital technologies in crime investigation and punish-
ment can not be undermine. Law enforcement organisations and authorities such
as the Interpol rely on digital technologies such as AI and big data in investigating
cyber sexual crimes against children. Though, technology is used to combat online
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crime, it is also helping child sexual abusers, to access and distribute online child
sexual abuse materials (CSAM) (UK National Crime Agency). Efforts are made at
the European and internationally levels to collaborate in fighting and prosecution
offenders of online child abuses. This is reinforced by members states though little
is achieved by legislation. The new approached has been through ground-breaking
digital technologies and capacities, which permits the gathering, creation and storing
of large amount of data in a timely and less costly manner, that could be use as police
data.

The law enforcement officers have not hesitated in using information gathered
through digital technologies in detecting online crimes against children. Beside the
police detective teams using digital technologies in identifying and stopping crime,
someNGO’s such as EndViolence against Children, Thorn and the IWF have applied
technical tactics such as AI, hashing and blocks to ensure CSAM circulation is
minimized [23]. This approach and tactics used by IWF and the law enforcement
agents is effective when supported by human intelligence [39]. Information provided
by individual informants directly or indirectly to the police by sometimes store in
evidence.com and becomes a relevant data base for the law enforcement agencies.

2 Rising Demand for Police Tasks and Child Protection

2.1 The Core Duties of the Police

The police worldwide are always solicited for several reasons. According to one
police officer in the USA, “Officers are expected to be social workers, mental health
professionals and several other titles in order to fix the problem of the citizens who
call. More is expected with less ability to assist—Patrol officer with five years of
experience in the Seattle and Tacoma police departments” [24]. In the UK, the police
have designated officers to deal with child protection and safeguarding issues. The
officers responsible for child protection matters are within the Public Protection Unit
known as PPU and the Child Abuse Investigation Unit, usually called CAIU. In
sexual assault or rape cases on a child, the police will use technology in gathering
and preserving forensic evidence that could be used in court to prosecute criminals.
To ensure that forensic evidence is preserved during transportation to the Sexual
Assault Referral Centre (SARC) and in the examination, the police must be part of
the process and gathered required evidence in supporting Social Service actions and
possible court action [62–67].

Most of the risk children encounter today are online, and it is reported by the
Internet Watch Foundation (IWF) that as much as 8.8 million attempts were made
by people who wanted to access child sexual abuse content in a period of one month,
while the National Crime Agency think that more than 300,000 people in the United
Kingdom pose a threat sexually to children either directly or via the internet. As
such police presence online is required now more than ever. As a result, police have
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some interference mechanisms such as the Sexual Risk Orders (2014) to obstruct
a perpetrator’s access and use of the internet. This is only helpful if there is an
identified sexual perpetrator, and a court order is granted to the police. However, the
huge number of children sharing images and information online either to known or
unknown individuals, suggest that the police are overwhelmed and unable to cope
with the speed, considering that police numbers are not increasing proportionately
to the number of children using the internet and exposed to online abuses daily. In
spite theUKgovernment promise in 2019 to drastically increase the number of police
officers, there had been a slow increase since then (155,000 in 2003; 150,000 in 2017;
172,000 in 2010 and 160,000 in 2021) [26], but it remains the lowest compared to
other countries in Europe.

The police have a duty to make a referral to the National Referral Mechanism
(NRM) if requested by a parent who has concerns around the frequency of a child
going missing. It is an escalation mechanism with statutory powers to respond to the
sexual exploitation of children. Just like the mechanism under s47 of the Children’s
Act 1989, this is required in obligating services to share vital information in their
keeping concern a child at risk of trafficking. Though the UK police force has a
specialist unit to deal with child protection issues/concerns, some other police units
such as the British Transport Police (BTP) have a duty to police by acquiring footage
from CCTV images and sharing with the investigatory police force to fight against
crime on children using the railways.

2.2 Police Duties in Child Protection

“The main role of the police is to uphold the law, prevent crime and disorder and
protect citizens. Children, like all citizens, have the right to the full protection offered
by the criminal law”. Their direct responsibility and duty to protect children at risk
of abuse was cemented by Lord Laming’s report after the death of Victoria Climbie
(2003) and stated clearly that ‘the investigation of crimes against children is as
important as the investigation of any other serious crime and any suggestions that
child protection policing is of lower status than any other form of policing should be
eradicated’.

Current crimes against children can be sensitive and require immediate police
investigation either as single or joint agency intervention and investigationwithSocial
Services under s47 of the Children Act 1989. Police importance and role within the
child protection arena are recognized and given priority over other matters with the
creation of the Public Protection Unit (PPU). This police unit is responsible for all
child protection investigations regarding reported child abusers or identified incidents
of child abuse cases. Generally, all police officers are responsible for protecting
children irrespective of whether they are from the PPU.

Police presence in the Child Protection process is unquestionable. Their role has
been identifiedwithin theWorkingTogether to SafeguardChildren (2018). Policy and
Multiagency Working to a point where it is impossible to alienate their support and
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service. An increase in the number of children coming to the attention of police and
social services attention, followedby serious case reviews andnumerous child protec-
tion inquiries in the UK and internationally has helped to validate the need for police
involvement in ensuring that children and vulnerable people are getting adequate and
prompt intervention and protection. Referrals on concerns around child’s safety have
also pushed up the number of children coming into the care of the local authorities
in the UK. These numbers are outweighing the available carers and places of safety
[56].

However, while it is now possible for the police and other child protection profes-
sionals to collaborate, it is now possible for child protection professionals to arrive at
the best decisions for children at risk of harm or abuse. The police play an important
role in protecting and preventing children from different forms of abuse. The police
are required in child protection processes to share significant information, they hold
about a child and the family. This information and intelligence shared by the police
can help and guide professionals within the Child Protection Conference in arriving
at an informed decision after understanding the risk of harm. During child protec-
tion investigation leading to the child protection conference, the police do not only
share information with other agencies, but they also gather information from those
agencies involved which would be kept in their police database.

In most countries including Australia, the police are involved in the process of
the child protection referral pathway as a mandated reporter and interceptor of child
abuse [5]. The responses to concerns about a child are normally in two stages and are
proportionate to the degree of identified or perceived risk. The UK law on Children’s
rights under the umbrella of theChildrenAct 1989 inEngland andSocial Services and
Well-being (Wales) Act 2014. Prior to any child protection investigation, the police
are informed and consulted via a professional strategy meeting to share information
and determine the level of risk, followed by any need for police investigation should
it considered that any criminal offense or the likelihood of a criminal offense against
a child has been committed.

The police’s role in the immediate protection of a child at risk of harm or neglect
is crucial. UK police have been endorsed with the power to remove a child at risk
to a place of safety. These emergency powers that can be used by the police, only
when it is absolutely required if a child is deemed to be at risk of serious harm or
suffering from harm extends to them being able to enter and remove a child without
parents’ consent. The importance of this power though is hardly used by the police
permits assist children services in exercising their duties to protect children from
immediate harm or likely to suffer harm (Children Act 2004). This power to remove
normally lasts for up to 72 h only, as they are used only when there is a cause to
believe that a child is at risk of significant harm or at risk of significant harm if these
police protection powers are not put into effect immediately.

Effective Child Protection requires professionals involved, such as the police,
social workers, and other participating agencies (school and health services) to follow
the stages stated above under S47 inquiries after receiving a referral about concerns
for a child. The flow chart above (see Fig. 1) suggests that eight stages should be
considered in keeping a child at risk of harm safe. However, the police are required
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Fig. 1 Section 47 child protection flow chart [79]

only after the first two stages have been completed by social services. It is relevant to
clarify that this process is similar to the process when a vulnerable adult is deemed
to be at risk of harm, this seems to be motivated by the fact that the types of abuses
that children experience while in the care of other is similar to those categories of
abuses vulnerable adults can be subject to, although responses and outcomes can be
different for adults [47].

Within its duties in protecting children, the police are required to notify social
services and other agencies involved with children of any offense committed towards
a child. In the process of protecting a child, the police can

• “take the child away from their home in an emergency—this is called ‘placing
them under police protection

• share information with the local authority, schools, and health services visit and
speak to the child, either with or without parental permission

• visit the home where the child lives or where the offense took place
• search for and seize evidence of the offense
• arrange a medical examination of a child”.

According to the Ministry of Justice [54], to enable officers to gather information
in Achieving Best Evidence in Criminal Proceedings from children, their age and
ability to communicate must be considered when seeing and speaking to them. The
acquired evidence is then shared with the courts when required to avoid the child
experiencing the stress of court presentation and providing evidence in person. This
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role by the police is important in securing evidence to enable social services to protect
a child from further abuse.

In exerting their powers when a child is at risk, the police are mindful of the right
of the family under the Human Rights Act 1998, European Convention on Human
Rights (ECHR). However, the police still have rights guaranteed under Section 17
(1) (b), the Police and Criminal Evidence Act 1984 (PACE), and Section 48 of the
ChildrenAct 1989 to obtain awarrant thatwill permit the use of emergency protection
power.

The UK police force has a system of categorized information known as POLE
(People, objects, locations, and events). POLE is significant in child protection when
police are consulting a piece of information from the Police National Computer
(PNC). Offenders who have had links with the police usually have their information
stored by the police under an incidentUniqueReferenceNumber (URN)whichwould
help in identifying the individual if linked to another incident, offense or crime.

The information in police data can be used for enforcing the law. It is also impor-
tant in the sense that the data provide the possibility for the police to the available
information of the offender to predict and analyze possible reoffending. This is where
the importance of big data is relevant and vital in protecting children against known
offenders. However, this also exposes the gaps in using the police of intelligence
in child protection. In the absence of police reports and familiarity with the forces
of law and order, though the police can gather data from other agencies such as
social services and health for their PND (Police National Database). The police also
consult existing database called the NICHE as source of relevant information that
can be of help in protecting a child at risk. This information can come from cross-
border cooperation, especially when it comes to Registered Sex Offenders within
the European community. The aftermath of the impact of Brexit on this cross-border
cooperation will not be discussed in this paper, as guidelines and agreements have
not been finalized on some aspects of the separation from the EU.

According to UKGovernment Security Classification (2018), UK police have the
power to hold information and protect it appropriately for further use. There are three
classifications in order of importance: official, secret, and Top Secret data. The infor-
mation is based on three principles (All, Everyone, and Sensitive information) All
the information that is held for security reasons must be protected adequately. Mean-
while, everyone in contact with this data has a duty to maintain confidentially know-
ingly or unknowingly, and finally, all the information held on the security database
is considered sensitive and only granted to appropriate responsible individuals under
full control [6, 12].

3 Police Ill-Equipped for the Role

There is a debate around the police’s ability and competencies within child protection
services. Just like many sectors, there is a constant reduction of the number of police
officers compared to the number of committed crimes, especially domestic abuse.
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Though there is no generally accepted definition of domestic abuse and the changing
nature of domestic abuses incidents has made it difficult to have a unified definition
for domestic abuse. Though there is no legal definition of domestic abuse in the UK,
the government and criminal justice agencies identified a wider definition in 2012,
to cover most aspects of abuse between individuals of age 16 and over.

Pre-COVD19, professionals workingwithin the child protection and other sectors
of the UK society, were mostly office-based. Child protection and safeguarding offi-
cers had to meet and speak to children either at home or in school as a fundamental
aspect of the child protection procedure. The situation changed drastically when
the COVID-19 pandemic hit the UK and the entire world. The way services had
to be delivered, though on a smaller scale, was mainly directed by the national
COVID 19 guidelines. COVID-19 impacted the police and other sectors of humanity
in all nations in a similar way [77]. The advent of COVID-19 meant a change in
normal policing, human activities, and routines were affected in one way or the
other. However, it must be understood that this role did not apply to all countries.
In the US for example, not all professions were faced with imposed total lockdown
[18].

It is imminent that each nation experiences’ COVID-19 pandemic on crime is
different, while in some countries, reported crime was in an increase, depending
on the crime, social distancing measures, and other different preventative actions
[55]. Research suggests that while domestic abuse crimes were on the rise during
the lockdown [51], other crimes such as urban crimes were lower worldwide. It is
also argued that not all states in the US experienced an increase in domestic abuse,
and it also varied between ethnic groups and communities too [1]. According to Dai
et al. [11] depending on the type of governance, the impact on policing will also be
different. For instance, in one of China’s provinces due to the very strict application
of theCOVID19 lockdown restrictions, the number of police interventionswas lower
than pre-COVID-19, compared to the state of NewYork in the US, where restrictions
were not compulsory in some professions [11].

To enable effective contribution and collaboration of the police within the child
protection arena, police need to be able to assess the information in their keeping,
while considering the assessment framework tool. The assessment Framework tool
comprises many key domains of a child’s life and it does not provide a clear role
of the police, though deficiency in any of the domains can enable the police to use
their powers to protect by removing the child at the least make an informed decision
within the child protection conference with a view of child protection registration.
The right to protect children in the UKwith the use of the powers to remove a child at
risk is endorsed by Sections 44 and 46 of the children Act 1998 to the police, social
services, and National Society for the Prevention of Cruelty to Children (NSPCC).

The Assessment Framework focuses on the child’s needs and views, therefore in
other for the police to capture the views and needs of a child at risk of harm using
the assessment framework, they must interview the child and their parents/carers
separate base on the child’s ability.
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4 Rising Population of Children Affected Whilst Online

The COVID 19 brought several challenges as well as opportunities. Children world-
wide were affected in one way. Male and females under 18 years were impacted
differently [68]. In countries like India [70] and the USA, the experience was not
pleasant, because there was an increase in child sexual abuse. Though there is a
definition of Child sexual abuse is provided by the World Health Organisation, not
all aspects of the definition were prevalent during the COVID 19 pandemic, Due to
the inability to have a face to face contact resulting in touching; most of the abuses
were via cybersexual acts [87].

5 Data on Children Coming to Police Attention via Online

One of the legacies of Covid-19, is distance contact, and the use of technological
devices to gradually replace face-to-face communication. Technology has been rolled
out in many domains including education, health appointment, and sports. To enable
police officers carryout their work effectively, the law and enforcement departments
in most countries have resulted to the use of CCVT, body cameras and intelligence
provided by citizens via their personal devices.

5.1 Use of CCTV

There is a constant increase in the number of CCTVs in theUK. This can be explained
by its proven importance in controlling crime through surveillance. Although it is
difficult to tell how many CCTV cameras are in the UK, there is evidence to suggest
that there is a rapid growth in their numbers in all cities. It was commonly referred
to as big brother by David Davis, former shadow home secretary in 2008. At this
point, he stated that “there is now a CCTV camera for every 14 people” in the UK.
It is also claimed that London [49], alone has more than four million cameras and
about 4.4 cameras in the UK as a whole by the year 2009 [80].

The use of CCTV bymany agencies and the police has been instrumental in moni-
toring, controlling, and criminal investigation. In preventing crime, most CCTVs in
the UK are linked to the police, but for them to be helpful; they have to be of a good
quality image, reliable, and can serve the purpose it is meant for. The images that
police obtained from CCTV footage can be used as evidence in court to prove that an
offense has been committed. CCTV technology is improving and can clearly link the
facial appearance with a known suspect (www.paceinfo.uk). Furthermore, the rele-
vancy of CCTV in the UK policing explains why there is an increase in its number
[60]. Grabosky [27], states that “CCTV evidence is often very convincing” because
the use of CCTV in identifying criminals and controlling crime can be easier. The

http://www.paceinfo.uk
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use of this hi-tech method in monitoring and controlling crime has been efficient and
used before the twenty-first century in Australia [27].

CCTV used by the police in child protection, especially when a child is missing
regularly is crucial in searching and identifying possible Child Sexual Exploita-
tion (CSE). It is important to note that, the police role is mostly around assessing,
managing, and preventing identified risks, but does not hold prosecution powers. The
power to prosecute lies on the Crown Prosecution Service (CPS) (www.cps.gov.uk).
In helping to keep children safe from sexual exploitation, the police will support
parent’s request under the sexual Offender Disclosure Scheme, called Sarah’s law to
have full disclosure of any suspect accessing their child, and can pose a risk to them
by virtue of their names been found on the sex offenders register.

5.2 Use of Body Cameras

Though the use of AI and other tools such as CCTV and body cameras are commonly
used by the police in gathering relevant data for their investigations, the use of eyewit-
nesses is also noted to be vital, though there are some doubts when it concerns over
60s, due to possible cognitive issues, when a cognitive interview is not considered
[88]. In a study conducted by Kebbell and Milne [41], with 159 UK police officers,
they found out that, the police value eyewitness accounts and information in forensic
investigation. However, it can be difficult to count on these eyewitnesses’ accounts as
many of them are reluctant to attend court to give evidence, though the information
provided is correct [41]. Therefore, for the police force to effective carryout forensic
investigations, it must not only rely on AI, but should also consider information that
is available from eyewitnesses.

6 Police Use of AI—Cost-Effective/Mistakes
and Challenges

Digital globalization has made countries of the world rely on Artificial Intelligence
for some decision-making and speculations. As the digital world is impacting the
globe, it is also impacting the way services are delivered and consumed. Therefore,
most countries are rushing to embrace the importance of artificial intelligence in
shaping its services and decision-making, especially within public services [17, 35].
The police as a public service are not shy in using both “traditional and geo-coded
data” in carrying out some of their duties.

The use of mobile devices means that police can gather data easily during the
course of their work which can be helpful in keeping the public safe from harm.
The use of AI in the form of a computer algorithm is not new to some governments
when it is required in decision-making. The level of dependence on automation for

http://www.cps.gov.uk
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public services decision-making is increasing and intensive human involvement is
no longer indispensable, though more needs to be done [15, 22, 78].

Henman [36] explored the use of automated decision-making by governments for
public services and for AI to be useful, it needs to be operating in three forms such as
“detecting patterns: sorting population, and making predictions. Therefore, the use
of AI by police can be helpful in safeguarding and protecting children, as available
police information generated from AI, would enable the police to detect patterns of
social behaviors and abuse online, through the identified populations in records such
as the Sex Offenders Register. The possibility of having this information can help in
predicting the possibilities of harm towards children while online.

In detecting patterns of behaviors or incidents, AI is indisputably the best way,
because the use of superior and bid data processing ability makes prediction more
accurate [61] and reliable. In doing so, it will not necessarily require human inter-
vention or assistance. Clark [7] had identified how powerful the use of AI can lead
an understanding of human and animal behavior independent of human guidance
as was the case of using YouTube Videos to distinguish human and cats faces [7].
However, AI has its limits, as was pointed out in a report conducted by the Medical
Academy of Royal Colleges [50]. In this report, it is clear that the validity of AI in
the health sector, which should be the case in many sectors that depends on data to
analyze and predict possible outcomes [10, 57].

This finding is corroborated in a report conducted in theUSAon the use of software
called PredPol by the police to predict crime in some towns, by helping reduce the
number of police patrol. The research actually found out that the predictions were
based on the information or data already fed by the police and did not provide
additional value and the number of police patrol was the same and for crimes, that
police are already aware of prior to the use of Geolitica (PredPol) crime prediction
tool as an AI [52]. The correlations between crime prediction using AI data and the
actual arrest of criminals were insignificant as demonstrated in Fig. 2.

Police are employing artificial intelligence (AI) techniques to delve extensively
into the planning stages of crimes that have yet to be committed, as well as to examine
crimes that have already been committed. Automation tools are supposed to extract
plotters of yet-to-be-committed crimes from enormous amounts of data as part of
ex-ante preventive efforts. As a result, a distinction is established between tools that
target ‘risky’ persons (‘heat lists’—algorithm-generated lists identifying peoplemost
likely to commit a crime) and tools that target risky locations (‘hot spot policing’)
[40]. There have been numerous success stories in the battle against human trafficking
using the second, ex-post-facto usage of automated systems. To combat child sexual
abuse in Europe, Interpol oversees the International Child Sexual Exploitation Image
Database (ICSE DB).

Therefore “good-quality AI depends on good-quality data” while good-quality
data can only be generated by good quality AI tools. In most developed countries
such as the UK, the use of AI is common in the health sector to predict health
issues such as mental health resulting from violence against women and children.
The fight against violence against women and children is taken very seriously by the
UK police and most of the child protection concerns are generated through domestic
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Fig. 2 Crime prediction software promised to be free of biases. New data shows it perpetuates
them—the markup [82]

violence and child abuse. Some other research on preventing crime with the help
of computer vision and pattern recognition with supervised machine learning seems
outright dangerous [89].

Police assistance in cross-border cases of child protection is always instrumental
as they will be able to monitor the entry and exit of children who are at risk of
harm or are on the child protection register. This role is always in conjunction with
the request of a social worker who is working with a child that is linked to another
country. The power to stop and search alongside government guidance in working
with foreign authorities [16]. Most law enforcement agencies (LEAs) are using AI to
gather; analyze and process data onmany aspects such as in social media surveillance
[4, 69, 73, 84].

The police are aware that most of the child sexual abuse videos and images
are stored in electronic devices such as laptops and telephones. Online gaming has
become a new vehicle in sharing child abuse images. As many as 13 million child
abuse images are held by the UK Child Abuse Image Database (CAID) and the
number is on the increase every month. It has come to the notice of the police
through online monitoring that, there is an increase in demand for child sexual abuse
videos and images.

According to the Internet Watch Foundation (IWF) in 2018, more than 105,047
URLs and 477,595 web pages were removed due to hosting images and content
on child abuse. However, it is interesting to understand that almost 100% of hosted
criminal content was not found in the UK, but fromwhat IWF calls INHOPE country.
Between, 2019 to 202 there had been an increase of 16% in the number of child sexual
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abuse images from 2019. IWF report of 2021 identified that about 153.383 images
of child sexual abuse were found online.

The use of big data within the police force has helped to shape police relationships
with some communities in the US and the UK, especially when it is audio-visual. The
use of some high-tech devices to monitor crime has come under scrutiny because the
conception is that it can impact some civil liberties. Due to increasing public interest
and a large amount of data that can be found easily in several domains such as Twitter,
Facebook,MySpace, Tumblr, and other social media platforms. (Politic, psychology,
economic and culture) the use of scientific methods by agents of protection is almost
irrelevant [3, 83].

When big data is used by the police and other agencies to gather information there
is the fear of lack of transparency. The information that the police have either through
intelligence or as a result of their intervention is usually obtained without the full
consent of the provider, which can pose issues around transparency. However, the
issues around accountability and transparency are inevitable when exposed digitally
via social media.

The complexity for the police in using available data, which is generally called
internet open sources [44], because the information is readily available in the public
domain and agencies can be tempted to access and use without due consideration
to the rights of the owner. However, the police’s powers to use private and public
internet sources in criminal investigations are limited by law [19]. Therefore, though
the information is in the public domain, it still attracts privacy rights as had been the
cases dealt with by the European Court of Human Rights [20].

The situation can be different and more relaxed when it comes to cross-border
access to open-sources data as stipulated byTheConvention onCybercrime [9]which
is ratified by at least forty countries to help facilitate cross border crime management
in accordance with agreed principles by all members in respect to sharing data and
information on cross-border crimes. It should be noted that, though there is room to
facilitate the use of available data in combatting cross border crimes,Koops highlights
that it is usually disputed in spite of the benefits involved [44].Koops, clarify the use of
open-source data by the police by stating that “The Cybercrime Convention does not
regulate open-source data collection by the police as far as the collection remains in
the police’s territory. For cross-border data in open sources, theConvention allows the
police to access—and presumably also copy—these without specific authorisation”
[44].

Big data, as we move forward, is going to be one of the most important issues with respect
to transparency and accountability.—J. Scott Thomson, Chief, Camden Police Department
[24].

The use of AI in policing can be complex and costly as much reliable software is
expensive to buy, installed, and renew subscriptions. To effectively carry out some
of its duties the police will need cooperation from other public services agencies.
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6.1 Challenges and Mistakes

Though the use of big data can be useful in predicting crime and subsequently help
in identifying child abuses, it has some limitations. Most of the data that is generated
via social media, rather than from a scientific method, indicates that it can be biased
[46] and present some mistakes in achieving the desired outcome for the children
that needs protection from the police. According to Hargittai [33], the use of big data
assumes that most people have used specifically identified social media domains that
have been used as a point of references, which can produce errors as not all those
who will need police intervention are found likely to be found on the sites that the
data was generated for police use. Furthermore, the users of a particular domain
and demographic, might not be a true reflection of the age group that requires child
protection due to their age, education, and active online use [32].

Another challenge is the relianceonparticular social networkdomains in gathering
information, whichmight not be the onlymeans of communication that individuals or
a child are using in communicating online. The other domainswhich are not regularly
used but relevant in communication, such as phone calls, messenger, and face-to-
face exchanges), are what Hargittai called the “week ties” [33], and are crucial in
reducing reliance on social behavior identified on one site. The use of particular data
by the police from specific sites or devices has its limitation. Internet users have
different priorities and my not necessary use the same site or social media domain
for all their activities, therefore, while they use Facebook for something else, they
might be using Twitter for some other things, therefore the dependence of one site
to predict social behaviors in preventing crime online could be ineffective [21, 34]
(Hargittai and Hsieh 2010b).

The effectiveness of using data to predict crime by the police is a challenge,
as data must be at their disposal to enable them to act promptly. This has been a
suggestion amongst the medical core where emergency intervention is required [30].
Considering that the police sometimes need to act in an emergency to keep children
safe, information about possible offenders needs to be made available to the police
force responsible for safeguarding and protecting children.

In as much as the police in the UK, EU and the USA would like to use big data in
their various activities that concern the safeguarding and protection of minors, they
are not given a free ride as far as data regarding minors is a concern. Data protection
has gained some protective status in many countries, as such most countries and
regions now exercise data protection laws which can be a hindrance for the police
in using available and massive data in policing within the child protection arena.
The current information privacy laws in the continents mentioned above are not
up to speed with technological advancement and modernization, as such sensitive
information concerning minors is still not protected enough [71].

Technology provides opportunities to track down criminals but also poses some
difficulties to the police due to constant improvement in smart technologies known
as the Internet of Things (IoT). The police are not always capable of keeping pace
with the intensification of the Internet of Things, because it is difficult to forecast its
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development. Nonetheless, reports suggest that by 2030, about 125 billion connected
IoT devices will be available worldwide compared to 27 billion in 2017, making an
increase of more than 11%. Meanwhile, the data that will be transmitted will also
increase from 20–25% to about 50% every year in the next 15 decades [28].

The use of IoT does not only allow the effective and quick collection and sharing
of data, but it also becomes cheaper with the introduction of 5 G connections and
allows the collection of huge and accurate data, which can be difficult for the police
tomonitor. Technology and social media facilitate the perpetration of domestic abuse
and this can impact police abilities to effectively protect children and women from
online abuse promptly. The threats of abuse are high when using technology; this is
commonly known as tech abuse. Although technology is easily used to abuse victims,
it can also be a reliable and useful tool in preventing further abuses.

This view has been acknowledged during COVID 19, as lockdown and social
distance meant that face-to-face was limited and the main point of contact was via
technology and internet devices. As more and more people had no easy option to
communicate, except via using technology for whatever reason, this increased the
risk of online abuse although no hard evidence is available to suggest that the main
cause of any abuse during this pandemic was consequential and resulted from the
impact of COVID 19.

The use of technology in all aspects of life has its own challenges and errors are
bound to exist, which can mislead the intended purpose. In the world of technology,
there still exist safety problems that are not technologically related since it is not
used appropriately [59]. The magnitude of the issues involved in the safe use of
technology is more around the software rather than the technology itself [86].

According to Robert [72], safe use of the technology to assist in all aspects and
industries including health care would need to follow some principles. They went
further to explore some of these principles such as “safety is a system problem, not a
software or IT problem; safety and reliability are not only different properties, they
are sometimes conflicting, and safety must be built into a system from the beginning’
it cannot be added to a completed designed or tested into a system” (2008). This
view is relevant in understanding the way information used by the police to monitor
and keep children safe online can be controversial because safety will depend on the
context and environment.

Therefore, the fact that the police computers are built initially for general use rather
than just for policing, makes it flawed and unreliable when software is installed to
help in the monitoring. Software are not always a safe way to monitor risk online as
they have a life cycle and must be updated regularly to ensure that it can keep to the
speed of offenses that are occurring online. When required safety tools and software
are not considered at the start of developing a system [45], it can be ineffective in
achieving the purpose for which it is intended.
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7 Conclusion

The police have a significant role in protecting everyone in the country. However,
their duties to protect children from abuse either online or offline are crucial and
demanding to the extent that several information sources are required to enable them
to accomplish these tasks. And the prevention of feasible crime against children is
even more urgent than any other police activity. According to the college of policing,
UK “collection, accurate assessment and timely analysis of information are essen-
tial to effective and efficient policing”, which means that information gathering is
very important for the police. The police have many ways of gathering information;
however, this is regulated by the Regulations of Investigatory Powers Act 2000 in
the UK.

Themain policemethods of collecting information are “routine, tasked and volun-
teered information”. Amongst these methods, the tasked and routine methods of data
collection are what focus on the importance it plays in keeping children safe. The fear
of misleading information and concerns around data protection is minimized by the
fact that information that police hold must adjust to data quality principles, which are
“accurate, adequate, relevant and timely”. Therefore, information and data collected
and used by the police for child protection and safeguarding purposes are safe and are
used only when required and as specified by the Data Protection Act 2018 [13] with
a designated data protection officer to ensure this is not breached. Controversy and
differences in views on police use of AI and big data would continue, however, the
fact that the number of the police force is reducing compared to the number of daily
online crime suggest that the use of AI and big data will continue to prevail. So long
as individual rights are respected and priorities are considered in child protection
matters, the use of AI and big data are welcome.
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Beyond the Surface Web: How Criminals
Are Utilising the Internet to Commit
Crimes

Kaycee Jacka

Abstract The internet has revolutionised society and plays a key role in users lives.
The rapid advances in technologymeans that nowmore than ever, users have the right
to anonymity online, a servicewhich is greatly invaluable to some, however, is leading
to illicit behavior in others. Security threats and the distribution of illegal materials
and substances continue to take place online, with a combination of legal loopholes
and advancing anonymity subsequently leading to slow investigatory processes. This
research considers how criminals are using services to their advantage and remaining
largely undetected by the criminal justice system. This research also considers how
ethically the criminal justice system works when dealing with its investigations with
recommendations for the future. The growing use of cryptocurrencies are also consid-
ered with its security advantages for users but how the virtually anonymous features
are enticing for criminal activity. This research considers whether digital forensics is
keeping upwith demandwithin the criminal justice system andwhether new services
with the standardisation and collaboration of governments is required to aid further
investigations.

Keywords Deep web · The Onion Router · Digital forensics · Bitcoin

1 Introduction

In everyday use of the internet, we usewhat is referred to as the surfaceweb; however,
this only makes up 4% of what the internet has to offer. This gives users access to
websites such as Google, YouTube, social media, or any website that can be accessed
via a link. “Searching on the Internet today can be compared to dragging a net across
the surface of the ocean. While a great deal may be caught in the net, there is still
a wealth of information that is deep, and therefore, missed” [4]. Comparably, as
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specialist equipment is used to explore deeper parts of the ocean, it is used to explore
the web. The deeper you explore and seek to find, the more knowledge is needed
on how to navigate the 96% of the internet referred to as—the deep web [13]. This
gives users access to anything that can’t be accessed by a link or password protected
domains such as private emails or workplace servers. Making up 1% of the deep web
is the dark web, accessible only via specialist tools and equipment that protect the
user’s identity. Considering the scale and invitation of anonymity that the dark web
has to offer, the advantages of using it for purposes such as communication platforms
are endless.

However, with advantages come disadvantages and with every legal and well-
meaning platform, the dark web has become home to illegal services ranging from
child pornography and human trafficking to fraud and data selling. Added complexi-
ties have emerged making it easier than ever before to partake in crime online anony-
mously. The emergence of cryptocurrencies has enabled users to exchange goods in
a completely anonymous nature meaning the selling and purchasing of drugs and
weapons, human trafficking and money laundering is all possible. There is no need
to provide any form of identification to purchase bitcoin and it cannot be traced
back to a user making it a great asset to those who advocate for privacy, especially
online. Government agencies have had to come up with unique and inventive ideas
to track down these online criminals who can be anywhere in the world and usually
have the knowledge and technology to distort their IP addresses, not leaving behind
traces that other internet users would. These have posed ethical questions as to how
far agents can go to stop illegal activity before it reaches entrapment and violates
laws. Since this field of criminal activity is still a relatively new one that is rapidly
advancing, establishing laws such as the Computer Misuse Act (2003) and following
the RIPA Act (2000) has been vital in convicting online offenders. This chapter aims
to understand how criminals are utilising all the mentioned resources to take part in
illegal activity, and largely getting away with it. I seek to understand the shortfalls
and loopholes within the criminal justice system and provide recommendations on
how to address these ethically whilst keeping up with rapid technological advances.

2 Background

2.1 The Layout and Purpose of the Web

The concept of a worldwide communications and information platform was initially
discussed in memos written by J. C. R Licklider in 1962, whereby the idea of
the Galactic Network was envisioned. In essence, what Licklider was laying out
is extremely similar to what is known as the internet today. A “globally intercon-
nected set of computers through which everyone could quickly access data and
programs from any site” [18]. In 1966, a proposal was put forward for a digital
communications network whereby Donald Davies coined the word packet, a “small
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subpart of the message the user wants to send” and later introduced “the concept of
an “interface computer” to sit between the user equipment and the packet network”.
Though a lot simpler than what is known of the internet today in 2021, these begin-
nings remain the foundation of the technology that is used to communicate and
store data online. By 1969, the ‘connecting’ began, meaning four computers were
then able to communicate with each other via the ‘ARPANET’ [2]. Through devel-
opment of the ARPANET, the first mail communications were sent in 1972 via
traditional circuit switching methods and “special purpose interconnection arrange-
ments between networks were another possibility”. In 2021, users now have access
to a range of websites with a multitude of purposes at the click of a finger. Search
engines, such as “Ask Jeeves”, “Google”, “MSN”, and “Yahoo!” can take a user
to a host of websites such as books, online shopping, social media etc. These are
public webpageswhereby your I.P address is tracked across sites and does not require
authentication or permission to access. “The other content is that of the Deep Web,
content that has not been indexed by traditional search engines such as Google.”
[9]. Using specialist software such as The Onion Router (TOR), users can navigate
the deep web to find otherwise hidden webpages. TOR was created with legitimate
purposes by the U.S. Naval Research Laboratory as a tool for anonymously sending
sensitive information online. “Those who run dark websites that end in “.onion” are
able to hide their identities and locations from most, if not all, Internet users” [7]
making it extremely difficult once found, to prosecute those that are involved in the
selling or distribution of illegal content or materials.

2.2 The Layout and Purpose of the Web

Since the internet is used for communications and intelligence and stores a lot of
information, there areways inwhich this has been exploited.Cyber trespassingoccurs
when crossing boundaries into other people’s virtual property and/or causing damage
to it. Whilst a relatively simple concept, establishing when a boundary has been
crossed andwhether therewasmalicious intent behind the action is still a debated one.
Cyber theft is another type of crime committed whereby an individual steals online
property including money, personal information to be used for fraud, intellectual
property, and piracy. According to NFIB Cybercrime Assessment 2020/21 the top
three instances of cybercrime were:

• Hacking social media and email—13,948 reports
• Computer Virus/Malware/Spyware—7,794 reports
• Hacking Personal—5,587 reports.

The key enablers of this were ‘phishing emails’ in which an individual clicks a
link to what seems like a credible website, follows the link and enters their sensitive
information. The report also found that users had weak or the same passwords across
multiple platforms, meaning the hackers were able to access more than initially
intended. Contrastingly to stereotypical fraud whereby the high-risk victims were
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aged 65+ [22], the high-risk age categories identified by the National Fraud Investi-
gations Bureau for cybercrimeswere aged between 20 and 39. These crimes typically
target users and take place on the surface web.With an added layer of anonymity that
is provided by the deep web, far more malicious crimes can take place. The assumed
anonymity of using a router such as TOR to distort the users IP address, making them
harder to locate means that the deep web has become a gateway for criminal activity.
With the advances of digital currencies such as bitcoin, it means that users can trade
illicit content such as child pornography as well as use sites for human trafficking
and the selling/purchasing of illegal drugs and weapons.

3 Challenges

3.1 Ethical Hacking or Blatant Computer Misuse?

There is a blurred line of ethics when it is discussed what information should be
public knowledge and what should remain private within organisations. Simply
defined, hacking is “the unauthorised use of, or access into, computers or networks
by exploiting identified security vulnerabilities” [6]. When looking at the case of
Raphael Gray, the teenager who hacked into and published over 6,500 pieces of
stolen credit card information, there is a clear ethical challenge. This was done as a
statement to corporations about their weak security defences. Gray considered his
actions not only ethical but needed and encouraged others to do as he did and contro-
versially received praise from a lot of the public. His defence included that obtaining
this information was legal as the on these sites, “because there was no warning that
access was prohibited” [12]. The cost of closing the accounts and redistributing cards
to those who had their information stolen by Gray, was set at an estimated cost of
$3m [3]. The average cost of a data breach reached U.S. $6.53 million in 2015 [11].
When the Sony PlayStation Network was hacked, “compromising the personal and
financial information of more than 77 million user accounts” [21] in 2011, it was
the largest recorded data breach of the time with the direct costs estimated at $171
million.

3.2 When Cybertrespass Is a Crime

As previously mentioned in the case of Raphael Gray, establishing that a cybercrime
has taken place can be challenging however the introduction of the ComputerMisuse
Act (2003) has sought to clarify to prevent cases like this happening again. Whilst
establishing cyber trespassing, if there is no contract established between the two
parties it is difficult to decipher whether a crime has taken place. In a review of
Unauthorised access as legal mechanisms of access control, Wong sets out that;
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“Like their US federal counterpart, the UK and Singapore computer misuse statutes
also reveal a property-based notion of computer crime, as well as a lack of clarity
or definition as to the concept of ‘unauthorized access’” [24]. This is where the first
legal challenge of cybercrimes begins. As there is no geographical crime, it cannot
simply be compared to breaking into a house and classifying the act as trespassing,
as there is no physical house only virtual boundaries and walls. However, much like
the physical counterpart, clues are left behind and it is the role of Digital Forensic
analysts to find these traces left behind. Causing a computer to perform a function can
be as simple as opening an unauthorised file to as complex as hacking and stealing
information.

3.3 Ethical Considerations of Police Using the Dark Web

Honey traps are a technique used by undercover agents to gain access to a user’s
IP address if they are committing illegal activities online. The ethical use of honey
traps have been debated due to the lack of evidence for its efficacy. “There is no
defence of entrapment in English law, but it is considered to be an abuse of the
process of the court for state agents to lure a person into committing illegal acts and
then seek to prosecute him for doing so” [20]. In 2015, a notorious darknet site called
‘Playpen’, hidden through the TOR network was uncovered by the FBI. “Playpen
hosted 215,000 user accounts and distributed 50,000 images of child pornography
before the site was taken down” [8]. After its discovery, the FBI infiltrated the site
and maintained it for 14 days in an attempt to monitor its users hoping it would lead
to arrests where the FBI injected the site with malware to crack TOR’s anonymity of
IP addresses. “The Justice Department has said that children depicted in such images
are harmed each time they are viewed, and once those images leave the government’s
control, agents have noway to prevent them from being copied and re-copied to other
parts of the internet” [14]. According to the United States Government statistics, as
a direct result of the operation to seize the darknet site Playpen, there were 350
U.S. arrests and 548 international arrests. When directly compared to the number of
users on the site, this means that 0.42% were arrested and of those 200 are active
prosecutions as of May 2017.

3.4 Bitcoin and the Illicit Use of Cyber Currencies

The emergence of bitcoin was not only revolutionary in the tech world but changed
societies globally. To have use of a currency that isn’t controlled by any national
government was a first and for liberal thinkers, a step in the right direction for
freedom of privacy. The development of a digital currency also revolutionised the
use of the dark web, meaning that the layers of anonymity already created were
greater facilitated by the means to make untraceable transactions via bitcoin. Bitcoin
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“has a value proportional to the credibility attributed to it, the fees involved in the
transactions are low, have no limits of territorial use, cannot be frozen or confiscated
and have no prerequisites for use or limits imposed per transaction (any amount may
be transferred to any person, by any person, to any person, without prior authorization
or further justification) [15]. This is the greatest invitation for users of bitcoin, from
a simple set up with low fees and no risk, it is the safest way to trade online, along
with its complete anonymity. The introduction of cyber currencies has allowed online
transactions to be treated with the same level of anonymity as cash transactions in
the real world, which is welcomed by many that advocate the right to privacy of
expenditure. However, bitcoin quickly became the number one currency used on the
dark web and has been linked to many online crimes. Most notorious is that of Silk
Road and its seizure by the FBI in October 2013. The darknet site was large on a scale
not seen before and was an intricate, well organised operation that quickly grew into
a community that dealt with the trade of illegal substances. According to the FBI’s
criminal complaint filed in Ross Ulbright’s trial, the Silk Road market had almost
150,000 buyers and almost 4,000 vendors [23]. Since the trading involved the sole
use of bitcoin, detecting any venders or buyers was a virtually impossible task due to
the complex combination of TOR and bitcoin with users taking great care to conceal
their IP addresses. “Silk Road used tumbler to process Bitcoin transactions as well
as tracking individual transactions through Bitcoin blockchain. When a buyer buys
something and makes the payment on the website, the tumbler would obscure the
link between the buyer’s and vendor’s Bitcoin addresses” [16].

3.5 Digital Forensics and Criminals

Technology has advanced rapidly which means that lay users of the internet have
access to numerous software and Cloud storage not previously available. With the
sheer number of users of the Cloud, Google Drive and Dropbox a new challenge has
emerged in the field of Digital Forensics. Unlike traditional storage, when informa-
tion is stored on the cloud it is distributed into multiple nodes rather than a single
node. “Due to the distributed nature of cloud services, data can potentially reside in
multiple legal jurisdictions, leading to investigators relying on local laws and regula-
tions regarding the collectionof evidence” [10].Not onlydoes this cause legal compli-
cations in compiling evidence, but it also leads to significant time delays. The chain of
custody that must be followed becomes more difficult due to the nature of multiple
nodes making traditional DF technology redundant. This creates a real ‘needle in
a haystack’ scenario for investigators and criminals are utilising these advances in
technology more and more to conceal files and remain undetected, without the use
of the deep web.
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4 Recommendations

4.1 Rectifying the Mistakes of the Playpen Operation

Regarding the darknet site Playpen seized by the FBI in 2015, there are several steps
which could have been taken to protect the vulnerable children subject to online
abuse. Whilst the investigation was effective in successfully identifying or rescuing
55American children [8], there are clear safeguarding risks that were not considered.
By allowing the website to run for a further 14 days, the FBI allowed the victims
of the online abuse to have their material downloaded and possibly redistributed an
infinite number of times. The priority of the FBI should have been to safeguard these
victims and not provide further harm, as they did. Technology is ever advancing, and
an operation could have been as equally effective using such advances. The use of
deep fakes or CGI rather than real images of abused children could have reduced
harm to the victims resulting in a more ethical investigation. There is no significant
data that determines honey traps as the most effective method of policing the dark
web and until data supports its use then alternatives should be fully explored before
its complete implementation as a standard operation procedure of policing.

4.2 The Next Steps of Digital Forensics

Digital forensics is an extremely important field of technology and must continue to
adapt itself to advancing software to adequately support the criminal justice system.
“Since December 2010, in the Netherlands a new approach is used for processing and
investigating the high volume of seized digital material” [1] using ‘Digital Forensics
as a Service’ or ‘DFaaS’. Due to the introduction of the storage spaces such as the
Cloud, the time it takes for digital forensic analysts to retrieve information can be an
extremely lengthy process.Most crimes now include some cyber element in which an
analysts will be brought in to aid the police. However, when they are brought in and
what they are asked to investigate varies. This model, which works as an extended
process to typical digital forensics, claims to save an invaluable amount of time
harvesting data for an investigation. “At a large scale it makes sense to implement
a central system that can be used by multiple departments. With this model, it is
expected that the system spends less time idling and more time processing data.
If digital material becomes available sooner in the investigation, it can be used to
form hypotheses instead of only using it to test hypotheses” [1]. There is a clear
need for and gap in the market for resources such as these and as criminals get
more technologically complex. It is time for the justice system to make provisions,
even if this means outsourcing services to better aid their digital investigations. The
process is by no means perfect however more funding and research in this field is an
investment worthwhile to aid investigators and create a smoother process for criminal
proceedings.
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4.3 The Standardisation of Law for Cryptocurrencies

There is a clear lack of deterrence for online criminals due to the unclarified legality
of cryptocurrencies. Although currencies such as bitcoin are converted from ‘real’
state currencies, they are still not regarded as a form of tender in most countries
creating a legal loophole when cases of money laundering using bitcoin arise. As
more users adopt cryptocurrencies as forms of transaction, at the very least there
should be standardised legal definitions globally to enable criminal justice systems
to prosecute those using it illegitimately. There also needs to be a consideration for
the global carbon footprint effects that arise due to ‘mining’. It is estimated, that
if bitcoin alone were a country, it would use more electricity that Argentina [5].
Bitcoin is arguably one of the most stable currencies to protect against fraud and
can be utilised by users safely and legitimately. The mining process verifies each
transaction which “makes it extremely difficult for bitcoins to be double-spent or
counterfeited” [17] this is a feature that credit card companies currently lack.

5 Discussion

There are clearly many different resources currently available to users to facilitate
cybercrimes and new technology is advancing rapidly. The field of Digital Foren-
sics is becoming increasingly complicated due to a number of factors, and it is
becoming easier for cyber criminals to conceal their data. “Evidential data is no longer
restricted to a single host but instead spread between different or virtual locations,
including: online social networks, cloud resources, and personal network–attached
storage devices” [19]. New advances, includingDFaaS should be awelcomed collab-
oration to combat the growing number of cyber facilitated crimes to ensure criminal
justice services are able to keep up the demand and ultimately reduce harm to users
creating a safer space. The investigation process has clear flaws when identifying
illicit websites, especially on the dark web. A standardised way of proceedings is
necessary, not only to mitigate victim harm but again, to aid investigators when these
websites are discovered or reported. Cyber law is also a field that requires more
collaboration. Since it is difficult to establish the geographical elements of cyber-
crime, it is in the interest of all governments to ensure that they are working with
the same or similar proceedings due to the legality loopholes that offenders seem to
uncover. There is a clear need for the deepweb and the services it provides are invalu-
able when used legally. As more advocates for online privacy arise, it is likely that
an increasing number of users will migrate to using services such as TOR or I2P for
everyday use. When the number of users grow and begin to protect their anonymity
online, digital investigators will have to develop newmeans in which they are able to
detect users they believe are exploiting the anonymity features. As cryptocurrencies
are concerned, they are still a relatively new concept to many users. With the many
protective features of bitcoin, its stability is dependent on its users, and it is uncertain
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at this time whether it will ever be able to function as an everyday global currency.
The collaboration of governments will have an impact on cryptocurrencies, with
many observing El Salvador as a model of its success or failure.

6 Conclusion

The deep web’s sole purpose is clearly not to aid criminal activity, and it has many
practicalities for its users and as an invaluable business resource for both corporations
and governments. It is clear however, that many of its features are designed in a
way that easily facilitates illicit activity. There must be more clarity concerning
cyber laws and computer misuse for all users to determine illicit activity quickly and
effectively. As anonymity in all service arise, digital forensics must adapt its method
of investigations to limit criminal behavior and safeguard all users of theweb. Further
monitoring of cryptocurrencies is needed to detect trends inwho is using them and the
extent to which it is being used for legal or illegal services. Digital investigators must
continue tomonitor the darkweb as long as illicitmaterials are being shared, carefully
considering not to cross boundaries and document their investigations clearly and
thoroughly allowing users to still maintain their rights to anonymity online.
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The Role of the Internet in Radicalisation
to Violent Extremism

Olivia Bamsey and Reza Montasari

Abstract This chapter critically examines the role that the Internet and the Internet
of Things (IoT) play in violent extremism. The chapter specifically focuses on argu-
ments surrounding radicalisation as a pathway to terrorism and how individuals
become radicalised due to different radicalisation processes and theories. Based on
this critical analysis, the chapter argues that the Internet plays a key role in radi-
calisation to violent extremism due to several approaches. Issues highlighted in this
chapter mainly focusses on the struggles of social media (SM) moderation and regu-
lations. Furthermore, the chapter discusses how the IoT can aid SM regulation to
reduce online radicalisation to violent extremism through artificial intelligence (AI)
and machine learning (ML) technology. It will be argued how AI and ML could be
deployed to reduce terrorist content online, making social media platforms (SMPs)
a safer cyber space for individuals to operate within.

Keywords The Internet of Things · Cyber terrorism · Radicalisation · Violent
extremism · Social media platforms · Artificial intelligence ·Machine learning

1 Introduction

The Internet plays a significant role in everyday life, which allows a vast majority of
the population to be connected instantaneously, regardless of geographical location
[79]. The Internet has risen exponentially since the 1990s, and today supplies terror-
ists and extremists the capabilities of committing serious threat and attacks on the
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surrounding population which was not available to them pre-1990 [71]. Weimann
[92] states there are six ways how the Internet facilitates violent extremism. One way
in which the Internet is used in violent extremism is radicalisation. To discuss the
concept of radicalisation more effectively, there must be a clear definition. However,
currently, a universal definition does not exist, making it difficult to enforce inter-
national agreements when tackling radicalisation and extremism [35]. Despite the
absence of a universal, agreed upon definition, radicalisation can be described as a
process in which a person adopts extremist views and progresses towards engaging in
violent behaviours [45]. This is in line with The Prevent Strategy policy’s [50, p. 108]
definition of radicalisation. According to The Prevent Strategy [50], radicalisation is
the “process by which a person comes to support terrorism and forms to extremism
leading to terrorism”. The remaining ways in which the Internet can be used to ease
extremism [92] will be discussed later in this chapter.

Whilst there are various forms of extremism such as domestic (campaigning for
animal rights) and non-violent extremism, this chapter will focus only on violent
extremism. The British Government define extremism as a “vocal or active opposi-
tion to fundamental British values, including democracy, the rule of law, tolerance
of different faiths and beliefs, individual liberty and mutual respect” [50, p. 107].
Extremists can be characterised as political actors who ignore the rule of the law and
reject diversity within societies [72]. Striegher [80, p. 79] states that the Crown Pros-
ecution Service (CPS) defines violent extremism as the “demonstration of unaccept-
able behaviour by using anymeans ormedium to express viewswhich foment, justify
or glorify terrorist violence in furtherance of particular beliefs”. This is including
those who engage in terrorist or criminal violence based on ideological, political, or
religious beliefs and foster hatred that leads to violence. Violent extremist behaviours
often lead to the act of terrorism [86], another term which fails to be universally
defined, but cannot be ignored when discussing violent extremism.

Most experts and researchers agree on the definition given in the Terrorism Act
2000 [83] as an “action that…causes serious violence to a person/people; causes
serious damage to property; or seriously interferes or disrupts an electronic system”.
The terrorist’s threat is to influence the government or inject fear into the public
society, with an aim to change a political, religious, or ideological belief [50, p. 108].
This chapter will be examining the role of the Internet in radicalisation to violent
extremism and will discuss the radicalisation processes individuals experience. It
will also address how it is possible for an individual to become radicalised into
violent extremism entirely through the Internet without offline communication and
physical contact in the outside world. Furthermore, AI and ML technologies will be
discussed, specifically how they can be used to decrease extremist material online,
which in turn, should decrease the number of individuals who become radicalised
through social media.

The remainder of this chapter is structured as follows. Section 2 describes
terrorism as a process. Section 3 discusses phases of radicalisation, while Sect. 4
examines phases of online terrorism. Sections 5 and 6 critically investigate the roles
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that SM and the IoT play in enabling terrorism, respectively. Section 7 discusses
some of the benefits of the IoT technology in moderating cyberterrorism. Finally, the
chapter is concluded in Sect. 8.

2 Terrorism as a Process

Along with the definition previously mentioned, radicalisation can also be explained
as a gradual process, whereby individuals are radicalised by friends offline through
the internet, or if they have direct communication with extremist groups [20]. How
many steps are in this process, however, differs between various researchers [37, 69,
74]. Sageman’s “Bunch of Guys” theory [69] is a group based social psychological
process theory of extremism which includes four steps that a person must encounter
to become radicalised: a sense of moral outrage; developing a specific worldview;
resonating that worldview with personal experiences; and mobilising through inter-
active networks. The Internet could be involved in all steps towards radicalisation.
A moral outrage and the specific worldview could be derived from information seen
online in current news articles which encourages the reader to form an opinion based
on what they have seen. It could be related to a past personal experience that is sensi-
tive to the individual which influences them to engage further to gain understanding.
The Internet would play a role in the final step of Sageman’s radicalisation process as
individualsmobilise through interactive networks onlinewithin chatrooms and social
media platforms. The Internet is very accessible, where individuals can communicate
with those who obtain similar views to them which could contribute to their radical-
isation process [26, 53]. This is not as easy in the offline world as social groups are
limited to external environments such as location of the individual’s home. However,
social groups created online can lead to social events in the offline world. Groups
sharing the same ideology online can meet in large numbers which could potentially
lead to protest marches in cities, possibly causing disturbances.

Gill [37] also describes radicalisation as a pathway to terrorism and extremist
behaviours in four steps as represented in Fig. 1. These include: exposure to
propaganda; the experience of a catalyst event; pre-existing social ties which aid
recruitment; and in-group radicalisation.

Propaganda is defined as a coordinated attempt to influence others to actively
spread a point of view with the aim to change society’s views [75]. Propaganda
can be viewed online through social media and in many forms of multi-media such
as online magazines, videos, and images [94]. Social ties could come from current
social groups the individual associates themselveswith on socialmedia [54]. In-group
radicalisation could be achieved through online communitieswhere individuals share
common beliefs; again, this is less likely to occur in the offline world due to external
environments [85], but is not limited tomeetingwith socialmedia friends in the “real”
world. Gill allows exposure from external sources to be present, while Sageman
[69] implies a sense of moral outrage has come from a personal opinion. Although
Sageman’s [69] sense of moral outrage may be derived from viewing a news article
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Radicalisa�on
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Fig. 1 Steps of radicalisation to terrorism and violent extremism based on [37] description

or video, Gill [37] specifies radicalisation to occur via exposure to propaganda.
Comparing the two theories further, Sageman [69] presents the theory in a more
internal method compared to Gill [37].

Gill’s [37] mention of experience of a catalyst event, past social ties, and in-group
radicalisation all deter to external environmental factors compared to Sageman’s
[69] worldview, resonating it with first hand experiences and mobilising through
networks which imply more internal views. This could be reflected in the individuals
who are radicalised via Sageman’s [69] theory moving to online radicalisation and
completing further research via SM, and those who are radicalised via Gill’s [37]
theory beingmore extroverted and seeking socialisation from the outside world. This
could suggest that those radicalised through the theory of Sageman [69] are more
likely to be a lone actor in terrorist activities, and Gill’s [37] more likely to act within
a group. A theological psychological approach to the radicalisation process shared
by Sageman [70] and Wiktorowicz [97] explained how radical religious beliefs are
stimulated by group dynamics and lead individuals to become extremists [59]. These
beliefs are derived from the echo chamber theory which explains individuals agree
with the norms of a group. Individuals decide to listen to opinions they agree with
which create the group dynamics [70]. The Internet acts as an echo chamber on SMPs
as following a certain group instead of multiple groups can feed certain information
[68]. This perspective influenced Silber and Bhatt [74], senior intelligence analysts
at New York Police Department, to compile the ‘NYPD Model’, describing four
stages of radicalisation: pre-radicalisation; self-identification; indoctrination; and
Jihadization. The Internet could be used and may be a common factor in all steps
of this NYPD model into radicalisation through propaganda, social media, videos
online, and chatrooms.
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3 Phases of Radicalisation

Based on the existing studies [31], radicalised individuals follow three phases during
the radicalisation process, including: sensitivity phase, group membership phase and
action phase. The sensitivity phase being the timewhen they engage in radical beliefs
and the group membership phase where individuals communicate with those who
share common beliefs. The action phase is where the radicalised individual takes part
in radical behaviours and act on their beliefs. Alike the other suggested radicalisation
processes, these steps can occur online in the same ways [89]. Whether these phases
will be reached by the individual is dependent on three levels within the sensitivity
phase: micro (individual); meso (group); and macro (societal) level [31]. The micro
level is where the individual seeks for information when they feel a loss of identity
and belonging [10]. This is likely to occur in the online world as these feelings of
significance can be restored by groups such as ISIS by giving new recruits respect
and a sense of belonging within the group [31]. It could be suggested that those
radicalised through Sageman’s [69] theory are more likely to experience this stage
due to seeking for significance on SM. This is known as the social identity theory
where they have been unable to seek for their identity elsewhere on the outside world
[82]. At this stage, extremist groups such as ISIS motivate recruits to strengthen their
identity with the group, enabling them to adopt norms and values [49]. As these
extremist groups present a strong structure [52], someone who experiences personal
uncertainty would be attracted to their ideology [48].

The meso level consists of the external environment the radicalised individual
would be surrounded by such as friends, family, and those active in extremist groups
[31]. Research shows it is more like for individuals to become radicalised if peers
such as friends and family are taking part in learning ideologies too [67]. Gill’s
[37] theory of radicalisation suggests this, as pre-existing social ties could become
a factor of radicalisation. A factor within this level is known as fraternal relative
deprivation, where people believe their group has been treated negatively compared
to other groups [25]. In context, radical right groups such as the British National
Party (BNP), the English Defence League (EDL) and Britain First believe national
citizens are treated worse than immigrants [32] and therefore want to highlight and
make a change within society where they would perceive they are treated equally
or even above them. In the past on SM, the BNP made themselves very public with
their views, such as their belief that immigrants were taking ‘white British’ jobs [41].
These views could have been spread in the offline world, however, would not have
gained as much publicity. Unless the party travelled throughout the UK to promote
their views, they may not have spread further than a county or city. This is how SM
plays such a substantial impact on group policies and beliefs being spread.

Themacro level sees the radicalisation process being influenced by societal factors
[64]. The macro level can be described by the effect of globalisation and moderni-
sation [24] along with issues of foreign policy. Due to these factors, it is considered
that globalisation initiates terrorism and violent extremism [63], and even more so
using the Internet. For example, with technology live streaming the 9/11 attacks
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conducted by al Qaeda, the terrorist organisation received worldwide recognition
from the media [43]. Along with the Christchurch shootings being livestreamed on
Facebook, this strongly shows how SM needs to become better equipped in regu-
lating terrorist material. Micro, meso, and macro factors have a major influence on
whether individuals will continue to become radicalised, and all interconnect with
each other. Once these stages have been experienced by the radicalised individual,
the group membership and action phase can take place [31].

Alternative views suggest an individual can foster radicalised beliefs either by
having adopted few radical ideas themselves or not having extremist views at all at
the beginning of the radicalisation process [65]. Information they view online can
influence them to undertake extremist views and the Internet is a tool that supplies
greater opportunity for planning attacks and violent radicalisation [38]. It must be
noted that not everyone who agrees with radical views engage in the physical acts
of committing a terror attack [12]. When not actively taking part in these events, the
radicalised individuals would take on another key role in the organisation of a terror
attack such as motivators at events, propaganda distributors which encourage more
individuals to join, or run social media to promote the organisation [9]. Although
there is no psychological profile that matches all extremists, research shows those
who face socioeconomic disadvantage, government oppression, and mental health
are more likely to engage in extremist behaviours [18, 51].

Radical groups share common beliefs [17] such as believing in serious issues
within society and have an urge to change these. The issues can be explained
through an overlap of perspectives that draw upon psychological, social, political,
and economic factors. Political issues such as government oppression can be the
root of an extremist ideology [96]. Anger can stem from institutions not dealing with
grievances, resulting in engaging in violent behaviours [61]. As aforementioned, a
radical group may arrange march protests via online groups which gains members
and influences their beliefs onto others. This is known as deindividuation where
individuals behave differently in groups and do not view themselves as individuals,
they adopt the opinions of the groups as opposed to developing ideas themselves
[28]. This also agrees with Gill’s [37] theory as opinions are shared with an attempt
to radicalise individuals further. Individuals would engage in impulsive, deviant,
and violent acts where they believe they cannot be personally identified [33], in this
instance, participating in violent extremist behaviours such as protests. Details about
marches can be posted online and spread to thousands of users for free and at a quick
rate [8]. Without the Internet, distribution of details would occur through word-of-
mouth and physical propaganda such as posters, newspapers, and TV coverage [55].
The Internet makes the radicalisation process much more cost-effective and efficient
to radical groups by enabling them with a global reach of audience [88]. It must
be stated that researchers found more Internet research into extremist behaviour,
resulted in more physical con with fellow extremists such as attending marches [38].
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4 Phases of Online Terrorism

There are three phases of online terrorism which contributes to violent extremism—
the early years (1990, 2006), ‘web 2.0’ and the regulatory fight era. Tim Berners-Lee
invented the World Wide Web in 1989 which led to 16 million users, 0.4% of the
world’s population, by 1995 [78]. Recent figures by Statista [78] show active online
users have increased to 4.66 billion, covering 59% of the world’s population. Within
the first phase, terrorists were early adopters of the Internet [87]. They were attracted
to cyber space as it is inexpensive and developed an increased reach of audience
[21]. The 1990s saw the rise of the Radical Right, extremist groups with policies
leaning towards conservatism, nationalism, and anti-immigration. This timeframe
also matched the rise of the Internet for the Radical Right group, the British Nation-
alist Party (BNP). They used the Internet to their advantage to gain their following
on Facebook. The second phase (2007–2015) saw the introduction of social media
and mobile technology, which coincides with the rise in ISIS [66]. Platforms such as
YouTube and Twitter saw the first of extremist activity, with around 22,000 Twitter
users contributing to support or propaganda distribution for ISIS [11]. Onwards from
2016 saw the beginning of phase three where platforms took an active approach in
removing extremist content and groups on social media, which led to ISIS degrading.
Twitter suspended more than 200,000 extremist accounts in 2016, leading to the rise
of extremist content appearing on end-to-end encrypted messaging platforms such
as Telegram [29]. This era also saw the devolvement of the BNP, EDL, and Britain
First, as they became permanently banned from Facebook in 2019 due to falling
under their “dangerous individuals and organisations” policy [34, 91]. Internet has
evolved extremely quickly over the last decade, providing extremist groups with the
facilities and materials they require to commit to their success.

According to Weimann [92], there are six ways through which the Internet can be
exploited to facilitate violent extremism. These include recruitment, socialisation,
communication, networking, mobilisation and coordination as shown in Fig. 2.

Recruitment is successful to extremist organisations by using socialmedia through
the Internet [4]. Those seeking for new members to join their group exploit existing
grievances in vulnerable users [77]. They reach out to individuals suggesting they
can supply a sense of belonging and a positive life within extremist groups such
as the ISIS community. This would be attractive for users who believe they lack a
sense of belonging in their community [27]. It can be said that many people have
been radicalised and encouraged by propagandists who are overseas, therefore would
have had to occur online [50]. It is evident that this would not have occurred if the
radicalised individual did not view propaganda online or did not have Internet access
at all. However, theHomeOffice [50, p. 13] states evidence suggests some individuals
who have been radicalised in the UK had taken part in extremist organisations in the
past. Therefore, it may be easier for propagandists to entice those with a history of
extremist behaviours to join their organisation.Weimann [92] expresses socialisation,
the process of internalising the norms of a group, is also used through the Internet
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Fig. 2 Six phases through which the Internet can be exploited, as suggested by Weimann [92]

by violent extremists. Through the process of socialisation, Weimann [92] reveals
users learn the language of the culture, their roles, and responsibilities in life and
what is expected from them. It is possible for group polarisation to occur during
the socialisation process. Group polarisation is referred to a group making decisions
less rationally, and therefore more extreme than initial ideas of individuals within
the group [76]. Users may develop a strong dedication to the online community and
withdraw from offline peers if they are socially isolated as they now feel they are
a part of a new culture. Socialisation can occur solely online, as the Internet is a
safe space for those normally isolated from one another and online interactions fulfil
a sense of community [56]. In external environments, it is difficult to find a large
group of people who hold the same beliefs in this context. As the Internet provides
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individuals with instant messaging and reach to all over the world, it gives them the
opportunity to find belonging in groups alike.

Weimann also discusses communication as a vital component of terrorist activity
online [92]. Communication is mainly heightened within extremist groups in social
media to circulate propaganda, recruiting members, raising funds, attempting to
normalise extremist views, advising members on how to support the group, and
gaining publicity [7]. Organised groups use smaller alt-tech platforms to coordinate
mainstream campaigns [95]. Examples of these alt-tech platforms are Gab, and Tele-
gram that impose less strict content moderation rules. Gab is a social media platform
known for its far right userbase and free speech capability [30]. Telegram, on the
other hand, is an instant messaging service where messages are heavily encrypted
and can be deleted as soon as it meets the recipient [5]. This decreases the chance
of the message getting intercepted by an unintended user to protect the information
being sent. Also links to recruit individuals have an expiration time [15], encouraging
potential recruits to join quickly. It is also a safety feature for the organisation in case
the link is shared but not used, with an expiration time, it decreases the chance of
the group getting caught by authorities. Bloom and colleagues [15, p. 4] state there
are three types of Jihadist Telegram users: those who search for content; committed
sympathisers and propagandists who are actively creating groups; and official propa-
gandists who create proxies. ISIS use Telegram to participate in chatrooms which
are used to recruit new members privately [58].

Two-way interactivity is present within radicalisation as audiences become active
participants when they engage and respond to comments and chatrooms online [3].
Multiple researchers highlight the advantages of these alt-tech platforms to extremists
in the aim of radicalisation. Advantages to their success include free communication,
the end-to-end encryption for heightened security, and instant service of distributing
material to a targeted audience [42, 58, 93]. Engaging in networking is another way
in which extremists utilise the Internet [92]. Weimann [92] explains how the Internet
provides violent extremist groupswith instant connection around theworld regardless
of geographical location and a sense of readiness 24/7 due to push notifications.
Global networks are created within large platforms due to their reach. Krona [58]
states the Internet gives the capability to extremist groups to operate as a more
decentralised organisation as communication can be conducted over networks, this
bringsWeimann’s [92] remarks up-to-date. Social networks are not only used for the
exchange of ideologies, but these anonymous platforms share instruction manuals on
how to make bombs, poison, and conduct attacks [92]. Active users are encouraged
to refer to these documents and act on them in the offline world. These ‘how to’
guides are too easily accessible within platforms such as Gab. With the addition
of users viewing videos of ‘successful’ attacks due to homemade bombs, it could
possibly be evenmore tempting for individuals to act on this to see if they can achieve
what they see in the video, leading to becoming radicalised. Young men can become
easily attracted to the visual imagery used in propaganda videos from ISIS, due to
the real-life likeness of video games [1, 2].

The propaganda videos consist of very high-quality cinematography used in
propaganda videos, like a real-life video game. This kind of platform may be
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appealing to those who are searching for their identity, faith, or sense of belonging
[10]. ‘Successful’ organised attacks are also portrayed through online magazines
developed by terrorist groups. Online magazines are persuasive towards young men
as they explain if women and children can provide support for their country, men
should participate too. The ISIS magazine ‘Dabiq’ convinces the reader to engage in
acts of violent extremism and persuades individuals to travel to the Middle East. If
they cannot commit to this, they are encouraged to perform lone-wolf attacks in their
home country [13]. The al Qaeda magazine ‘Inspire’ is less informed and targeted
towards less intellectual individuals which includes instruction manuals and drives
readers to act. The fifth, and sixth way Weimann states terrorists use the Internet are
known as mobilisation and coordination [92]. The Internet can be used to mobilise
followers to become more involved in active roles to assist terrorist activity. Online
communication also plays a role in this as it can enable extremist groups to coor-
dinate members to undertake action. This action may be taking part in demonstra-
tions, rallies or engaging in violent extremist behaviour. Coordination of groups on
smaller platforms can organise live streams to take place on mainstream platforms
[22]. Wyman’s six ways the Internet facilitates violent extremism are all intertwined
and contribute together to the extremist behaviours they result in. In addition to
Wyman’s six factors, the use of social media to extremist’s aim of radicalisation in
the mainstream world such as Facebook and Twitter must be mentioned.

5 Social Media Platforms and Terrorism

Extremists use mainstream SM to increase their reach even further to the wider
population [72] because it is inexpensive, easily accessible, and multi-media options
are available such as video and image usage. The extremist organisations conduct
the same acts on these platforms as they do with Gab—spread ideology, create fear
within societies, motivate problems, recruit new members, display propaganda, and
provide an ingroup/outgroup narrative. SMPs cannot do anything directly harmful to
individuals or societies but can pose a threat on the outside world. The use of images
being uploaded online is popular within extremist groups. Photographs are an easier
tool for communication which gains quicker attention from the reader compared to
words and creates social knowledge [46]. Viewers are also more likely to remember
images and themeaning behind them better than text as there are no language barriers
[57] and gain a quicker andmore positive emotional reaction [40]. Images are likely to
be submerged into popular areas of SMPs to gain the maximum attraction. Extremist
groups attach hashtags onto images to divert them into trending material online. For
example, “#worldcup” was used for propaganda material to appear in the thread of
trending tweets in the aim to recruit individuals into extremist groups [62]. The more
views extremists gain on their onlinematerial, their chance of radicalising individuals
increase.

However, it could be believed that SMPs could be ISIS’ downfall. As profiles
remain high in anonymity, thosewho claim theywill act on extremist ideologymay be
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hiding behind a keyboard and never act upon it. This explains the online disinhibition
effect by Suler [81], who states it is easier to speak with no disinhibition online, as
communication is delivered differently in the offline world [14]. Therefore, ISISmay
believe more people are committing acts compared to reality. Another downfall of
socialmedia for ISIS is the possibility that novice usersmayprovide insight to counter
terrorism due to their lack of knowledgewithin these platforms. Inquisitive new users
may not be as reluctant as ‘experts’ within SMPs, which could lead them to accessing
links taking them to an unknown source. There is a possibility that external links may
be tracked by authorities which could be costly to extremist groups, nevertheless,
would be positive for the wider society.

Problems that arise with regulating SMPs include balancing censorship with
freedom of speech. It must be remembered that individuals have the right to freedom
of expression, however the rules on social media platforms such as Facebook’s
Community Standards [34] state they must not include hate speech. There is also a
lack of clear universal definition of terms such as extremism and terrorism across the
globe. This can introduce a conflict of requirements within privacy and security when
regulating social media [50]. Due to the increased reach available to extremist groups
online, moderators struggle with protecting individuals within the wider community
as they should not be seeing extremist content online. Terrorists and extremist groups
are actively seeking new ways to take advantage of the Internet and it seems moder-
ators and governments are not as quick to access new tools. Thomas [84, p. 114] also
states how “governments cannot control the Internet to the same degree they could
control newspapers and TV”. There is also a problemwithin mainstream and alt-tech
platforms. Take YouTube for example, their algorithms of suggested videos could
function as the pipeline to radicalisation due to videos being presented in front of
them even when they do not go actively seeking for it. Individuals should report these
videos when prompted with them, so they can be removed to decrease the chance of
radicalisation.

6 Social Media Platforms and Terrorism

The IoT consists of devices connected to the Internet which consist of sensors, soft-
ware, and the ability to transfer data over a network without requiring human inter-
action [39]. Real-world examples of IoT devices include wearable smart watches,
smart TVs, voice assistants such as Amazon Alexa, and conless payments [6]. More
recently in technological developments, Artificial Intelligence of Things (AIoT) has
become more widely used to achieve more efficient IoT operations [19]. Christensen
[19] suggests the IoT manages the devices connected to the Internet, while AI makes
the device learn future tasks based on data and experience. AI can be advantageous
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in developing systems within the health setting, marketing, and social media moder-
ating. However, AI can be used for malicious purposes within the process of radi-
calisation towards extremism. Although it is expected that AI is extensively used to
promote propaganda and spread extremist material online, the assumption is widely
understudied and requires more empirical research. This is expected in the future
due to the emergence wireless technology and the IoT becoming more pervasive
[47]. Evidence suggesting the IoT does not encourage radicalisation derives from
Schroeter [73]. The author suggests not enough data can be gathered on SM to create
an algorithm which proves an individual has been radicalised online and committed
terrorist acts. However, arguing against this, it has been shown that AI has taken place
to distribute “Fake News”. This was conducted by creating realistic photographs and
new accounts to distribute information which avoided detection from social media
software which seeks false accounts [90]. Although this was not related to terrorist
material, it poses the threat that terrorist and extremist groups can do this in the
future to avoid identity detection. AI is also used in the prevention of terrorist mate-
rial being posted online via social media moderating. Key words can be detected in
posts which automatically remove the sensitive material. However, terrorist groups
attempt to avoid the detection by inserting punctuation in-between words, and by
creating new accounts. However, AI can also falsely remove posts if the material
is incorrectly detected as offensive, this remains a fault in the AI system which is
expected to be corrected as technological advancements continue to develop.

7 The Internet of Things Moderating Online Terrorism

Countering online extremism has increased dramatically over the past years due
to technology evolving and enabling moderators to remove content and protect the
wider public. Decreasing the amount of extremist content online requires coordinated
response across governments, private companies, and independent regulators [44].
The Internet of Things plays a role aiming to stop extremist activity being posted
online on social media platforms. AI and ML technology are two ways that can be
used to detect and remove activity without human interaction [60]. AI andML “learn
rules from data, adapt to changes, and improve performance with experience” [16,
p. 1]; whereas a content moderator is required to manually remove content. While
technological and societal interventions are available and somewhat effective, these
interferences alone are unlikely to eliminate terrorism entirely. Also, a study has
found 4.8% of detected offensive tweets were misclassified; they contained offen-
sive language which did not involve hateful words [36]. Although this was a small
percentage of wrongful detection, the remaining 95.6% was accurately detected and
therefore successfully removed. Since 2006, the British government announced its
public strategy to counter international terrorism [50].Their aimwas to tackle terrorist
use of the Internet as platforms are used to display many radical views, which can
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influence vulnerable individuals. One example of a team of human moderators who
aim to remove online terrorist material are the Counter Terrorism Internet Referral
Unit (CTIRU) in theUK.Established in 2010, they challenge the increase of extremist
and terrorist related material posted online by removing or modifying content [23].
Since 2010, they have successfully removed over 304,000 items of unlawful internet
content and continue to identify those liable for posting harmful material. The unit
actively scans the Internet for extremist content as well as researching into reported
websites by the public. Automatic content removal using AI and ML algorithms are
popular interventions for reducing terrorist related material on social media as it can
be removed quickly and reduces the number of users viewing extremist material.
However, sometimes it is not removed quick enough. If content is removed success-
fully and efficiently, this safeguards human moderators from viewing harmful mate-
rial as it could be psychologically damaging. The difficulty in automatically removing
posts from word detection is the range of languages the messages can be displayed
in. Social media companies would have to recruit bilingual speakers to detect hate
speech and extremist posts in different languages. Also, experienced users can avoid
word detection not using specific terms that are usually recognised and removed.
This makes it difficult for automatic detection to be efficient and therefore content
is accessible for longer allowing more people to view the material. Users also post
multi-media such as videos, images, and memes to avoid getting detected. Also,
if material is posted on the Dark Web, it can be impossible to remove due to the
decentralised server. There are other ways online extremism can be countered such
as de-platforming, societal and individual interventions.

8 The Internet of Things Moderating Online Terrorism

It can be stated that the Internet can play a sole role in radicalising individuals into
violent extremism as offline external factors are not always required; however, they
can lead to social events in the offline world such as protest marches through the
communication of online advertisement. The role of the Internet most definitely
affects radicalisation in individuals into violent extremism described through the
explanation from Weimann [92]. The continuation of countering violent extremist
radicalisation is requiredwith the integrated help of authorities such as theCTIRUand
social media platform regulators with the heuristic aim to decrease violent extremist
behaviours and terrorist acts. Although it will not eliminate terrorism entirely, it will
be a huge contribution. The idea of radicalisation is very complex and its diver-
sity ranges from case to case in terms of how individuals are radicalised. Critiques
assume radicalisation is wholly assumption and intuition based as it is not scientific
empirically based research. This area of violent extremism requires more research
for it to be deemed empirical evidence which could consequently reduce the risks of
terrorist acts occurring in the future.
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Exploring the Extent to Which
Extremism and Terrorism Have Changed
Since the Advent of the Internet

Kevin Locaj

Abstract This review will examine the academic literature over which role the
internet has in the evolution of extremism and terrorism since its advent. It will
compare two different approaches. The first claims that the internet is a major factor
that facilitates ideas and narratives, which can lead to the rise of extremism and
terrorism. The second,which in its turn contradicts this approach, argues that prior the
advent of the internet extremists and terrorists where more successful into achieving
their goals. For that reason, the review will be split into 3 sections. The first section
will be examining some needed key definitions of what constitutes terrorism and
extremism. Afterwards the essay will shift its approach towards the main debate of
whether the internet has a causal link with extremism and terrorism or not. Therefore
Sect. 2 brings forth the ways, in which the internet has helped terrorism to advance
its goals. Moving on to the third section, this piece of work will discuss the approach
in which the internet does not assist extremist narratives but, in the contrary helps the
advancement of better research around it and its prevention. Lastly, the review will
sum up over the literature that has been discussed and conclude that there is always
space for future research.

Keywords The Internet · Cyberspace · Extremism · Terrorism · Propaganda ·
Radicalization

1 Introduction

Since the advent of the internet in people’s lives, many things have changed in
terms of socialization, communication, trade, finances etc. “In today’s connected
world, communications have never been faster, more convenient or more prolific”.
Its ubiquity in the average person’s life has made it one of the most studied things
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nowadays [1]. One thing that also is claimed to have change is the way which
the internet affects extremism and terrorism. More specifically, there is a concern
among academics and counterterrorism policymakers, about how easy a violent
extremist content can be accessible online and whether that content can create acts of
terrorism [8]. However, claims that there is not enough proof available to associate
violent extremist and terrorist engagement, with the consumption of extremist
content that can be found online [8]. After all, the internet does not apply many
restrictions towards the spread of extremist content from the producer towards the
consumer along with social interaction around it. “It is precisely the functionalities
of the social Web that causes many […] to believe that the Internet is playing a
significant role in contemporary radicalization processes” [8]. Thus, a large number
of violent extremists whomay have been influenced by online preachers and terrorist
propagandists, has shifted the attention of scholars, counterterrorism policymakers
towards the influence which the internet might have to these people and at what
level it has “radicalized” them into committing terrorist actions [1].

Although most academics are not able to adequately answer whether the internet
has a negative or a positive linkage between contemporary extremism and terrorism,
many studies attempt to examine the factors which determine whether an individual
will sympathize or not, with terrorist propaganda just by consuming its content
online. In spite of the contemporary concern about the internet having a role in violent
extremism and terrorism, the scepticism around the matter is not new. Rapoport [22],
in his wave theory of terrorism, determines that theway technology is being used, and
more specifically the communication technologies that are being used, can influence
the spread, type and timing of extremist and terrorist content [22]. Moreover, as this
digital revolution has dramatically changed people’s lives worldwide, has become
indistinguishable to tell which is the “online” and which is the “offline” [33]. As
a matter of fact the internet is not new for many terrorists. According to Weimann
[31], terrorists are considered to be some of the first adopters of the internet. Internet
has been for long time been a major link between extremism, whether in its violent
form or not [25, 31]. As it is clear, the internet has become essential for terrorist
across the globe. It can be used to serve their purposes, such as planning, propaganda
as well as financing and recruitment. It has become their primary facilitator which
can provide access to a large number of audiences so they can express their political
and religious ideologies [33]. There is no doubt that the internet will remain a key
factor for the cause of extremism and terrorism for years to come. The question is, at
what level the internet will influence such ideas and also in what level can help into
mitigating them? As history shows terrorists adapt to the technology that advances
around them, but so do the counterterrorism policy makers who can benefit from the
internet in a more efficient way. Indeed, although terrorists might be constant users
of the internet, it cannot be claimed that they use it in the most efficient way. This
leads to the assumption that governments have the upper hand in this instance.
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1.1 Defining Terrorism

To this date there is no universal unanimity over the definition of what consti-
tutes terrorism. Terrorism is a phenomenon that happens on a local level as well
as on transnational. Thus, terrorism becomes complicated and hard to define. Hence,
“there is no universally agreed definition” and thus, a variety of definitions exists
and much confusion as what constitutes it [27]. As Ljujic [18] pinpoints, there are
many formidable, punishable and illegal acts, but a vast majority of people perceive
terrorist acts as one of the most formidable threats to national security [18]. It is
an act of crime that indiscriminately can target civilians. Moreover the UK defines
terrorism as “the use or threat of action, both in and outside of the UK, designed to
influence any international government organisation or to intimidate the public. It
must also be for the purpose of advancing a political, religious, racial or ideological
cause.” The actions can also include “serious violence against a person or damage
to property, endangering a person’s life (other than that of the person committing
the action) creating a serious risk to the health or safety of the public or a section
of the public, action designed to seriously interfere with or seriously to disrupt an
electronic system” [28]. Furthermore, Crenshaw’s approach of terrorism perceives it
as “a form of political behaviour resulting from the deliberate choice of a basically
rational actor, the terrorist organization” [10]. Nevertheless, she stretches out, that
there are also many factors to be considered—social, economical, political condi-
tions—which can raise the probability of terrorism to occur in some places rather
than others. Therefore, terrorism is a complicated concept and it is defined in this
section as a punishable crime, designed to influence and spread fear, in which the
actor can be an individual or an organization, where indiscriminately uses violence
or threatens to do so, against a person or property, motivated in its majority from
political and religious purposes.

1.2 Defining Extremism

As far as there is discussion around the matter of what constitutes extremism, there
is also no consensus among the scholars, as such complicated term truly demands
constant and comprehensive study. The word on its own is a relative term. According
to Schmid [24]. It always demands a benchmark to define what constitutes the “nor-
mal”, “ordinary” the “mainstream” when it has to be compared with the “extreme”
[24]. It is true that a society’s conceptions for what constitutes the ‘norm’ change
over the time. Hence, the conception of what constitutes the ‘extreme’ also changes.
For that reason, most academics avoid to give a unique definition for extremism and
therefore, as Neumann [21] states, they decide to adopt a more flexible approach
“that can be used in the context of both actions (“behavioural radicalization”)
and beliefs (“cognitive radicalization”) [21]. In other words, Neumann states that
someone can hold extremist ideas, without these ideas necessarily leading him into
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extremist actions [21]. According toWibtrope [32], an individual and a group can be
categorized into 3 categories based on how they decide to fulfil their extreme objec-
tives. There are those, “that their objectives are extreme and their means to achieve
them are alike, those that may have extreme objectives but decide not to use extreme
means; and finally there are who have negotiable objectives but they use extreme
means to fulfil them” [32]. This assertion in spite of giving a more flexible approach
of who should be considered as an extremist falls short in terms of contemporary
standards around the term. In other words, according to Wibtrope’s categorization,
someonewho is under the second category is considered to be a non violent extremist
if compared to the first category. Hence, extremism in this case, is defined by the level
of someone’s commitment to take extreme action. While this categorization between
doctrinal and functional extremism might be useful, it should not be the definitive
one. Finally, Winter [33] tries to define specifically online terrorism as “Internet
activism that is related to, engaged in, or perpetrated by groups or individuals that
hold views considered to be doctrinally extremist”. Therefore, this research will
define extremism, as activism that can be engaged in, or perpetrated by individuals
and groups, it can be doctrinal or functional, and the actions should be viewed as such,
based onwhat a particular society has set as benchmark ofwhat constitutes ‘extreme’.

2 The Internet as an Extremist and Terrorist Facilitator

Over the last decade it has been asserted that the internet is responsible for fishing and
potentially recruiting active extremists amongWestern populations [6]. This assertion
although explains a specific circumstance in which people get influenced from a
certain usage of a technology. Yet it is an oversimplified view, that a technology,
just by simply existing must produce certain effects. It completely overlooks the fact
that people usually use this technology for their own benefit and prosperity. It is
always a matter of choice, to actively adopt extreme narratives rather than ‘merely
absorbing’ an idea that simply exists [2]. Contrary to that, Timothy [29] claims that
the internet is a major contributor for terrorists to plan their attacks [29]. Indeed
terrorists according to Winter can use the internet for purposes such as recruiting
etc. [33]. Moreover, Helfstein [13] argues that the internet can create ‘leaderless’
organizations because it allows terrorists to act more independently [13]. In addition
as the internet has become an essential feature in modern life, it sparks fears among
scholars and counterterrorism, that this new technology can be a helpful tool to breed
terrorism [5]. Indeed the advent of the internet has revolutionized the way people
communicate and interact, therefore it is not unreasonable for one to claim that it has
also revolutionized the way that terrorists fight their wars. This section will review in
what ways the internet can facilitate some individuals in terms revolutionizing their
tactics. It also reviews the most common use of it by terrorists and extremists, on
either individual or organizational level.
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2.1 Recruitment

One of the most important parts of a terrorist organization is to convince someone
to join their cause. According to Conway [9] who examined the role which the
charisma might have in to potentially recruiting members in terrorist organization,
she shifted her attention into the online recruitment methods which are being used
by Al Qaeda in Arab Peninsula (AQAP). She argues that the charisma alone is not
enough to influence an individual and create an extremist environment around him,
let alone to bait him into getting involved in a terrorist group. She pinpoints that
a face to face interaction is necessary in order for this to succeed [9]. What she
also notes, is that the online influence which AQAP might try to achieve around the
Arab Peninsula, is not as successful as in other parts of the world [9]. That being
said, recruitment of an individual into a terrorist organization might facilitated by the
internet, but sometimes it is at what extension people can afford to use this technology
that counts. Hence, AQAP might not be as successful into influencing the audience
they aim and therefore, they cannot recruit individuals from the Arab Peninsula as
much as from other parts of the world.

2.2 Propaganda

It is understandable among many scholars why many terrorist organizations will
choose propaganda as a strategy to draw sympathizers. In their study, Mozes and
Weimann [19] investigating the Palestinian Islamist organization of ‘Hamas’ they
found that ‘Hamas’ used the internet to successfully facilitate and spread their ideas
[19]. More recently, the IS propaganda has drawn the attention of the media and
therefore academics’ along with policymakers’ focus for further investigation. This
is due to the fact that the media publish by far, more of their content and thus it has
raised public policymakers’ caution. Moreover, Holbrook [14] in his study on both
far-right and Islamist propaganda compares the two types of activism in order to
analyze the similarities and the differences so it can be understood how far-right is
born out of reaction against Islamist activism [14]. Indeed, Islamist propaganda has
sparked concerns around the rise of far-rightmovements that claim to be anti-terrorist.
Nevertheless, the internet offers cheap and accessible extremist propagandist content
to numerous potential sympathizers, no matter their position on the map might be.
Furthermore, as Sheikh’s [26] study claims, the online terrorist propaganda “not
only did help recruit new adherents, it also kept the organization’s ranks coherent
[26]. Finally, as Atwan [3] along with Nacos [20] claim, terrorist are using the
internet through the publication of ‘glossy’ magazines, Hollywood-style films, and
depicting warfare action sequences, in that way these groups aim to communicate
with potential sympathizers. The jihadist group ISIS for example, has been found
to be extremely successful online, it has masterfully used the internet in order to
spread its propagandistic materials in pursuit of the potential earning of financial
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and military support [3, 20]. With the advent of internet, terrorist organizations can
prepare their messages for distribution in near no time. Indeed, there is a plethora of
small sized videos of such content one can find online and they are designed perfectly
for a large audience. Terrorist organizations now have direct access to the populace
they aim to influence or terrorize.

2.3 Funding and Logistics

A number of studies have been conducted into what level online technology is being
used from terrorist groups to facilitate terrorism. Hughes along with Meleagrou-
Hitchens [15] holds that there is a complicated logistical system which includes
fighters whomotivate, encourage and instruct potential candidates to join their fights,
from the ‘West’ [15]. This material is accessible online for people to sympathize with
those people’s struggle and get motivated into joining their ranks. The material is
usually professionally set in a certain way in order to inspire candidates outside of
the countries in which these groups are active. Thus, the content that is available
online has two goals. The first goal is to instruct and offer a logistical advice, and
the second is to legitimize and justify their cause, in order to inspire future extremist
sympathizers so they can reinforce their ranks [23]. Another side that the internet
can facilitate in favour of the spread of extremism and terrorism is by helping groups
getting financial resources. Even though analysts tend to turn their attention towards
the propagandist material and the way of online recruitment is conducted, Jacobson
[16] pinpoints that are also illicit transactions that are conducted online by terrorist
groups, with more ease than ever, which usually finance their attacks [16]. As it
is clear, such causes usually are armed attacks. A respected amount of capital is
usually needed and terrorists use the internet for that matter in two ways. The first,
as it is aforementioned to conduct illicit transactions and purchase weaponry in
black markets and the second is to create fundraisers, so potential sympathizers and
supporters to contribute in their cause [33]. As Camstoll Group [7] specifically cites,
“al-Qaida and ISIS fundraisers have taken credit for millions of dollars raised using
social media-based campaigns” [7]. Moreover, terrorist financing is moving slowly
towards the cryptocurrencymeaning that one day in the future ‘cryptos’may facilitate
extremist activists [12]. Although this assertion might be based on mostly anecdotal
evidence, yet it highlights flaws on the financial system that in the future can get
exploited.
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2.4 Anonymity, Accessible Information, Cheap
Communication

There are three more ways that the internet can facilitate extremism and terrorism. It
can provide relatively easy anonymity to its users compared to other tools that might
have been used in the past. It also gives, as it is aforementioned, relatively easy
access to an abundance of information that might be useful to terrorists. Finally, it
provides its users cheap with a communication tool, which can connect two or more
individuals in an instant no matter their geographical position. It is well known that
the internet can easily provide anonymity; fake profiles and stories with absolutely
no verification can be found online by almost anyone nowadays [5]. Thus, a terrorist
through the anonymity which the internet can provide to him can inflict serious
damage without risking himself in the process. Despite anonymity giving a relative
impunity to a terrorist, this is not always their desire. In other words, if an extremist
narrative needs to get delivered by a group, anonymity provides near to nothing in
terms of communication with the audience it aims to influence or terrorize. One
the other hand, what a group might lose in terms of communication, it benefits
from not getting connected with certain violent actions, meaning they can keep their
propaganda wing untouched [5]. Additionally, the internet has made available some
information which grants the ability to individuals terrorize more efficiently. This
ability is to violently act in a more effective and professional way against human
lives and properties and this information used to be under the states’ control in the
past [15]. It seems nowadays that this information, which in the past usually was
practiced by people in the military, now, one can easily have online access to it. As
Benson (2014) quotes, “The virtual jihadist network has replaced al Qaeda training
camps” (Benson, 2014).Moreover, terrorists in the past had long distances to separate
them, while now they are only a ‘click’ away from one another. The internet through
the social platforms has drastically decreased the cost of communications. Thus, an
extremist group has now the luxury, to communicate in real time with its members
and sympathizers relatively cheap.

3 The Internet Not Facilitating Extremism and Terrorism

Despite the aforementioned section seems to conclude that the internet has become a
very effective tool in the hands of violent extremists, many scholars have argued that
this is not always the case. As Conway [8] argues, there is an abundance of violent
extremism content online, but not all consumers are affected in the same way [8].
In addition, Frissen [11] in his study is unable to conclude that the internet is the
main factor to draw an individual towards radical ideologies, but rather someone’s
willingness to search for extremist material online so they come to adopt it in the end
[11]. Furthermore, negative arguments of the role of the Internet and social media
are also based on a lack of historical perspective. As Archetti [2] holds that, what
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might be perceived as ‘communication revolution’ is barely the latest evolution of any
communication technology that existed before, from the invention of the telegraph
until now, technology has always been used to benefit the lives of people, as well
as for malicious reasons [2] [33]. Although the concerns about the internet being
a terrorist facilitator are not unjustified, they tend to shift the attention from other
factors that might be the cause extremist ideologies. In fact the internet facilitates
many other political actors (e.g. NGOs, governments, academic, etc.), if not more,
it at least facilitates them as much as it does with terrorists. Therefore, the terrorist
organizations are not the only ones that benefit from the advent of the internet and
thus official states can use the internet in order to advance their political agendas and
also counter violent extremism. This section will be discussing the argument which
claims that the internet is more beneficial to governments and thus it becomes harder
for terrorists to use it against them [5, 31, 2].

3.1 Government Superiority on the Internet

Taking into account the advantages the internet has to offer, one can easily argue that
the governments have a greater benefit from the use of it, rather than the terrorists.
Indeed, states not only are superior in terms of knowledge and equipment, they also
can use the advantages the terrorists think they have, against them. According to
Benson [5] government can have access the same amount of information that exists
online without having the fear of surveillance [5]. In other words, a counterterrorist
can conduct research about the ways extremists navigate through the internet and
learn how to counter them without having the fear of prosecution for his action.
Also, governments are enormous organizations in comparison with a small terrorist
group or even if it is compared with the biggest terrorist organizations, governments
overpower them in almost every aspect, with thousands of employees in their ranks.
In addition, governments do not need to rely on online propaganda campaigns to
recruit people and also as Benson [5] cites, they “do not rely on YouTube to learn
how to conduct a raid, hack a computer, or build a bomb” [5, 2].

3.2 The Internet’s Anonymity Not Being Standard

There is the assumption that just because somebody can create a fake account or fake
profile online, this gives him the adequate anonymity to navigate online without him
being tracked. Remaining anonymous online cannot be achieved for long time due to
the fact of that is impossible not to leave behind information that acts like ‘track on
the snow’ [5, 30]. The internet is constructed in such way that, the information shared
online, is always recorder from its source to its receiver. Thus, when an information is
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uploaded on the web several organizations who own search engines and also social
media platforms, will download and archive that information, meaning that even
someone attempts to delete it, it will in fact still exist [5, 11]. According to Benson
[5] “Companies like Facebook […] also have a history of keeping deleted data for
the convenience of returning customers and even gathering data without the user’s
knowledge” [5]. A fine example of the fact that your actions can be tracked online is
the casewhere the infamous organization “Anonymous” tried to hack into individuals
and organizations. In spite of their perceived anonymity, many the organization’s
perpetrators got prosecuted. Finally, another disadvantage online anonymity has for
the violent extremists, is that part of their success is defined by the trust there needs to
exist among the members of the organization. As Frissen [11] and Benson [5] argue,
a terrorist must identify a potential online sympathizer beyond his hidden identity
in order to keep the integrity of the group against outside infiltration [5, 11]. In that
case there is a chance for counter terrorists to identify such people, and in fact in a
more efficient way, due to their superiority of resources.

3.3 Online Extremist Information

The online world offers a plethora of information for its users to consume in almost
no cost. Among this information, there is an abundance of extremist material and
propaganda which individuals either decide to absorb or they search it for research
purposes. Moreover, Benson [5] argues that terrorist groups support individuals who
are willing to create content online, in order to advance their goals [5]. Additionally,
the fact that material exist online does not mean that it is easy to be acquired by
an individual. In other words, as Frissen [11] along with Benson [5] and Archetti
[2] claim, in order to assess something’s integrity, the source must be known to the
receiver. Thus, the condition of anonymity is lost for someone who wishes to upload
extremist material without him drawing the attention of the authorities. Furthermore,
as it is aforementioned, one can find online information about how to acquire some
particular skills in order to get involved into violent extremism. Yet, the fact that
this kind of material is just accessible does not necessarily mean that is there to be
acquired by anyone. As Benson [5] simply puts it, an instructor is usually needed
for the adequate training of a particular set of skills that someone wishes to acquire.
“Recipes and instruction on gourmet cooking are widely available […] yet despite
the benefit of so much information, many people remain unable to prepare food
correctly, let alone master gourmet cooking” [5]. Of course, this does not mean
that the danger of a self-taught online extremist is eliminated in any way, it is just
really difficult to be achieved just because it is accessible. In addition to those, the
process of the absorption of such content is more complicated. Humans, has been
argued to have their own a moral compass which guides them towards a universal
standard way of behaviour [4]. People cognitively will decide whether to sympathize
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or not with extremist ideology. In other words some material found online, might
have the opposite results of those it was aiming for. For example beheading videos
has been found to have little influence into drawing supporters towards extremist
ideology [17]. Hence, sometimes the internet is not always beneficial in the hands of
terrorists, especially if there is an absence of adequate knowledge behind to support it.

4 Conclusion

In conclusion, there is no possible way to predict whether terrorism will rise through
the advent of the internet or not. Undoubtedly, the internet has played a significant
role into facilitating and advancing the goals of extremism and terrorism, which
might have been preached individually or at an organizational level. The advent
of the internet has created an unprecedented advancement in the communications
sector, which puts terrorist narratives in position, to spread at rapid and easy level
and without considering boundaries. Thus, obstacles of the past are over passed with
lower than ever cost, and hence, terrorist sympathizers are now able to communicate
with each other almost instantly despite their geographical position. It also offers
them the availability of acting, most of the times secretly, without facing almost
any repercussions. These luxuries which the internet offers nowadays create under-
standable concerns around the fears for a rise in terrorism and extremism. Contrary to
these benefits which the internet has to offer to extreme activists, there are arguments
which state that, the internet is helping to prevent and reduce terrorism rather than
facilitating it. Indeed, over the last decades the internet has allowed advancement
in sectors such as communications, economy and security. Counter terrorism poli-
cies have now a powerful tool in their hands which allows them to coordinate their
actions against the rise of terrorism. Moreover, researchers of the subject are being
able to look into the matter deeper, in order to understand its roots and complexity. In
addition, the benefits the internet has to offer for terrorists, might not be as useful to
them as many people fear. The abundance of information that lies in there, it might
not be hard to obtain, but it can be difficult to be used efficiently. On top of that, the
sense of anonymity which the internet offers is mostly a deception and in some cases
it does not even serve their purposes. There is no doubt that the internet has played a
crucial role into facilitating extremist and terrorist ideologies, but on the other hand
it has benefited the research on the subject, as well as the better understanding of
its roots while at the same time it helps preventing it. Finally, whether extremism
and terrorism are facilitated, or not, from the internet are conclusions that do not
constitute a panacea and they cannot be generalized. Different trends usually exist,
but there are no universal structures or systems, thus, any academic approach must
take a more specific look in order to understand them, and therefore fragments of
different spheres of activity must be created in order to address the problem in a more
efficient way.
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Zero Trust Security Strategies
and Guideline
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Abstract Zero Trust is like the design of the layout of a high security military
base, airport or bank, where the security is embedded into the design stage. Conse-
quently, Zero-Trust strategies incorporate ‘Secure by Design’ principles into the
early constructs of an organization’s architecture. The premise of Zero-Trust (as the
name indicates) is to assume that every interaction begins in an untrusted state. In
contrast, traditional perimeter security often determines trustworthiness based on
whether communication starts from inside a firewall. Zero-Trust is an alternative to
traditional perimeter security, which due to the widespread moves to hybrid environ-
ments, remote working and insider risk has become increasingly regarded as being a
flawed concept. Technology has evolved, as have work environments, but equally the
cyber criminals’ tactics and techniques have evolved aswell. It’s not amatter of if, but
when, that opportunist malicious actor gets beyond your perimeter and organizations
need to design their security architecture so that it predicts this. Zero trust starts by
focusing on identifying those assets that need to be protected, by defining your protect
surface (e.g. critical data, application, assets, and services), and thenmapping the data
and transaction flows across this (identifying any connected/impactful assets) and
designing a zero-trust architecture through the effective siting of next-generation fire-
walls so that the defined protect surfaces are isolated and access is strictly restricted,
based upon the principle of least privilege. Finally, understanding the environment
your attack surfaces, needing protection, you are better able to understand what
NORMAL is so that you can quickly find and respond to the detection of any poten-
tialABNORMAL activities so that you can apply the 6Ds of Defense (Deter, Detect,
Disrupt, Delay, Deny and Defend).
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1 Introduction

As we see an increasing number of reports for businesses that have become victims
of cyber-attacks or unauthorized incursions, from malicious threat actors (which can
have the potential to significantly increase, as the result of world events (e.g., Ukraine
and Russia conflict [1]), there has been a desire by organizations to investigate alter-
native security models. Zero Trust (ZT) being one of the latest ‘buzz terms’ that
is increasing in popularity, as companies seek ways to reduce their risks and their
chances of becoming their enemy’s next victim.

Traditional security models have relied on a robust perimeter (single point of
failure) which appears to have proven to be ineffective in today’s evolving digital
business (e.g., Use of Artificial Intelligence) and especially for critical infrastructure
(e.g., Protection of national infrastructure). However, the reality is that blaming the
traditional security models could be a disservice to these security models, as the
vulnerabilities might be caused by poor design, implementation and maintenance of
these security models, rather than a flaw in these models.

Anyone that has served on a high security military base will fully appreciate the
concept of Zero Trust Architecture. In such an establishment, despite you having a
military identification card, this does not automatically give you the right to access
anywhere on themilitary base. In fact, yourmilitary identification identity cardmight
not even give you access to the base, or might limit your access to the perimeter and,
perhaps, a handful of lower sensitivity buildings.

A Zero Trust model incorporates the principles of ‘Secure by Design’ and ‘Secure
by Default’ into the development of any security architecture, be that network secu-
rity or physical security. Rather than being focused on securing the perimeter, the
Zero Trust model works on the presumption that the perimeter will be breached and
that suitable measures need to be implemented to limit the movements from any
unauthorized incursion. Consequently, the internal architecture is further compart-
mented and protected with robust authentication, authorization and encryption. The
greater the sensitivity of the internal zones, themore restrictive the controls, to ensure
that the 5 Ds of defense [2] can be applied:

1. Deter.
2. Detect.
3. Delay.
4. Disrupt.
5. Defend.

The very design of a Zero Trust model helps an organization to quickly find
(Detect) the ABNORMAL from the NORMAL, so that quickly and efficiently
respond to potential malicious or impactful activities—helping them to slow down
(Delay) or stop (Disrupt) any lateral movements from an unauthorized incursion,
in the protection of their sensitive assets (Defend). In addition, the defenses get
progressively more robust as the value and sensitivity of the internal zones increase
(Deter).
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Consequently, the Zero Trust model is created from the following five assertions:

1. The architecture is assumed to be always under attack.
2. Both external and internal threat actors are persistently present.
3. Architecture environment is not sufficient for assuming trust in environment.
4. Every asset (e.g., user, device, traffic flow, etc.) is strictly authenticated and

authorized.
5. Access policies are dynamic and calculated from as many data resources as

possible.

Unlike the traditional security model (such as required by the payment card
industry data security standard), as depicted in Fig. 1 [3], the network infrastructure
employs a far more distributed policy enforcement to apply the Zero Trust principles,
as depicted in Fig. 2.

As you can see, in theZeroTrustmodel, the supporting system is theControl plane,
which coordinates and configures the data planes, ensuring that access requests for
any asset is strictly authenticated and authorized. The greater the sensitivity, the
greater the authentication and authorization, through dynamic configuration of the
data planes to accept the traffic flows for specific clients.

Consequently, although Zero Trust models are more robust, they may not be
suitable for every organization and some may choose to implement a hybrid model,
where secure silos are created (using the Zero Trust model) inside a traditional
security architecture model.

PCI Server
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Service

Applica�on 
Server

Trusted

VPN gateway

Loadbalancer 

De-Militarilized 
Zone (DMZ)

Remote 
employee

Untrusted 
client

Internet

Fig. 1 Traditional network security architecture
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Fig. 2 Zero Trust Architecture

2 What Is Zero Trust?

There are a number of origins to the term ‘Zero Trust’, the first being associated
with Stephen Marsh’s 1984 University of Sterling Paper “Formalising Trust as a
Computational Concept” [4] and the second being a reference to Ronald Reagan’s
approach to the Cold War [5].

Despite the concept being almost forty years old, it has now become a ‘buzz term’
which is not unusual for the security industry, as rather than reinvent the wheel it is
easier to keep the same old wheel turning but just to add a new shiny new coat of
paint.

Underneath, the construction is the same but with a new color, shiny coat of paint
it helps to create a new interest in the wheel.

There are many references that supply comprehensive insights into what ‘Zero
Trust’ is, e.g.,

• In Chap. 3 of Security and Privacy in the Internet of Things: Architectures, Tech-
niques, and Applications (Egerton et al., “Applying Zero Trust Security Princi-
ples to Defence Mechanisms against Data Exfiltration Attacks”), the Zero Trust
principal is described as:

The explicit verification of the authentication and authorization of all actions is
performed, regardless of the requesting user’s credentials or permissions.

• The National Institute of Standards and Technology (NIST) Special Publication
800–207—Zero Trust Architecture [6] describes Zero Trust (ZT) as being:

The term for an evolving set of cybersecurity paradigms that move defenses from static,
network-based perimeters to focus on users, assets, and resources.

A zero-trust architecture (ZTA) uses zero trust principles to plan industrial and enterprise
infrastructure and workflows.
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Zero trust assumes there is no implicit trust granted to assets or user accounts based
solely on their physical or network location (i.e., local area networks versus the internet)
or based on asset ownership (enterprise or personally owned).

Authentication and authorization (both subject and device) are discrete functions
performed before a session to an enterprise resource is established.

Zero trust is a response to enterprise network trends that include remote users, bring your
own device (BYOD), and cloud-based assets that are not located within an enterprise-
owned network boundary.

Zero trust focuses on protecting resources (assets, services, workflows, network accounts,
etc.), not network segments, as the network location is no longer seen as the prime
component to the security posture of the resource.

• Gartner [7] summarize Zero Trust as beginning with just two projects:

Project 1: Zero trust network access (ZTNA)

In the past, when users left the “trusted” enterprise network, VPNs were used to extend
the enterprise network to them. If attackers could steal a user’s credentials, they could
easily gain access to the enterprise network.

Zero trust network access abstracts and centralizes access mechanisms so that security
engineers and staff can be responsible for them. It grants appropriate access based on
the identity of the humans and their devices, plus other context such as time and date,
geolocation, historical usage patterns and device posture. The result is a more secure
and resilient environment, with improved flexibility and better monitoring.

Project 2: Identity-based segmentation

Identity-based segmentation, also known as micro or zero trust segmentation, is an effec-
tive way to limit the ability of attackers to move laterally in a network once they have
gotten in.

Identity-based segmentation reduces excessive implicit trust by allowing organizations to
shift individual workloads to a “default deny” rather than an “implicit allow” model. It
uses dynamic rules that assess workload and application identity as part of determining
whether to allow network communications.

The principle of the Zero Trust model is built around the belief that you should
never trust and always verify and employs core principles, e.g.,Microsoft [8] describe
the following three principles built around technology pillars, as shown in Tables 1
and 2.

Whereas in the NIST SP800-207 [9], the core principles are described in Table 3.
TIKAJ [10] go onto to explain that the Zero Trust Model has seven focus areas

are detailed in Table 4.

Table 1 Core principles

1. Verify explicitly 2. Use least privilege access 3. Assume breach

Always authenticate and
authorize based on all
available data points

Limit user access with
Just-In-Time and
Just-Enough-Access (JIT/JEA),
risk-based adaptive policies, and
data protection

Minimize blast radius and
segment access. Verify
end-to-end encryption and use
analytics to get visibility, drive
threat detection, and improve
defenses
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Table 2 Technology pillars

Identity Secure identity with Zero Trust

Identities—whether they represent people, services, or IoT devices—define the
Zero Trust control plane. When an identity attempts to access a resource, verify
that identity with strong authentication, and ensure access is compliant and
typical for that identity. Follow least privilege access principles

Endpoints Secure endpoints with Zero Trust

Once an identity has been granted access to a resource, data can flow to a
variety of different endpoints—from IoT devices to smartphones, BYOD to
partner-managed devices, and on-premises workloads to cloud-hosted servers.
This diversity creates a massive attack surface area. Monitor and enforce
device health and compliance for secure access

Data Secure data with Zero Trust

Ultimately, security teams are protecting data. Where possible, data should
remain safe even if it leaves the devices, apps, infrastructure, and networks the
organization controls. Classify, label, and encrypt data, and restrict access
based on those attributes

Applications Secure applications with Zero Trust

Applications and APIs provide the interface by which data is consumed. They
may be legacy on-premises, lifted-and-shifted to cloud workloads, or modern
SaaS applications. Apply controls and technologies to discover shadow IT,
ensure appropriate in-app permissions, gate access based on real-time
analytics, monitor for abnormal behavior, control user actions, and validate
secure configuration options

Infrastructure Secure infrastructure with Zero Trust

Infrastructure—whether on-premises servers, cloud-based VMs, containers, or
micro-services—represents a critical threat vector. Assess for version,
configuration, and JIT access to harden defense. Use telemetry to detect
attacks and anomalies, and automatically block and flag risky behavior and
take protective actions

Network Secure networks with Zero Trust

All data is ultimately accessed over network infrastructure. Networking
controls can provide critical controls to enhance visibility and help prevent
attackers from moving laterally across the network. Segment networks (and do
deeper in-network micro-segmentation) and deploy real-time threat protection,
end-to-end encryption, monitoring, and analytics

The utilization of the Zero Trust model has been included in the United States
President’s Executive Order on Improving the Nation’ Cybersecurity [11]:

Sec. 3. Modernizing Federal Government Cybersecurity.

a) To keep pace with today’s dynamic and increasingly sophisticated cyber threat environ-
ment, the Federal Government must take decisive steps to modernize its approach to
cybersecurity, including by increasing the Federal Government’s visibility into threats,
while protecting privacy and civil liberties. The FederalGovernmentmust adopt security
best practices; advance toward Zero Trust Architecture; accelerate movement to secure
cloud services, includingSoftware as aService (SaaS), Infrastructure as aService (IaaS),
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Table 3 NIST SP800-207 Zero Trust Principles

1. Continuous
verification

Always verify
access, all the
time, for all
resources

Continuous verification means no trusted zones,
credentials, or devices at any time. Hence the common
expression “Never Trust, Always Verify.” Verification
that must be applied to such a broad set of assets
continuously means that several key elements must be in
place for this to work effectively:
• Risk based conditional access. This ensures the
workflow is only interrupted when risk levels change,
allowing continual verification, without sacrificing
user experience

• Rapid and scalable dynamic policy model deployment.
Since workloads, data, and users can move often, the
policy must not only account for risk, but also include
compliance and IT requirements for policy. Zero Trust
does not alleviate organizations from compliance and
organizational specific requirements

2. Limit the
“blast radius”

Minimize impact
if an external or
insider breach
occurs

If a breach does occur, minimizing the impact of the
breach is critical. Zero Trust limits the scope of
credentials or access paths for an attacker, giving time
for systems and people to respond and mitigate the attack
Limiting the radius means:
• Using identity-based segmentation. Traditional
network-based segmentation can be challenging to
maintain operationally as workloads, users, data, and
credentials change often

• Least privilege principle
– Whenever credentials are used, including for
non-human accounts (such as service accounts), it is
critical these credentials are given access to the
minimum capability required to perform the task. As
tasks change, so should the scope. Many attacks
leverage over privileged service accounts, as they
are typically not monitored and are often overly
permissioned

3. Automate
context
collection and
response

Incorporate
behavioral data
and get context
from the entire
IT stack (identity,
endpoint,
workload, etc..)
for the most
accurate

To make the most effective and accurate decisions, more
data helps so long as it can be processed and acted on in
real-time. NIST provides guidance on using information
from the following sources:
• User credentials—human and non-human (service
accounts, non-privileged accounts, privileged
accounts—including SSO credentials)

• Workloads—including VMs, containers, and ones
deployed in hybrid deployments

• Endpoint—any device being used to access data
• Network
• Data
• Other sources (typically via APIs):
– SIEM
– SSO
– Identity providers (like AD)
– Threat intelligence
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Table 4 TIKAJ 7 focus areas for Zero Trust

• Zero Trust networks Attackers need to enter within your network to
steal sensitive data. With Zero Trust networks it
becomes extremely difficult, zero trust networks
protect, segment, isolate and restrict the threats
using the most revolutionary firewalls

• Zero Trust people As we all know, humans can make mistakes, and
hence they are the cause of most data breaches,
mistakes can be anything from bad passwords,
infrequent wrong clicks and can let anyone steal
your credentials and impersonate you behind the
screen. So, monitor your users’ activity within
your network and protect them

• Zero Trust devices With everyone working remotely the number of
devices within your network is increasing
multifold and hence the need to secure the network
is more important. Every connected device in your
network is an entry point for the attackers and that
can cause infiltration in your network. Your
security team should be able to protect, isolate
and have control over every connected device

• Zero Trust data Data is the ultimate target of the attackers and
even the inside threats as with data anyone can do
anything. Hence, it becomes more important for
the security team to protect data before it becomes
a breach. Your organization should have the option
to know where the information resides, who can
access it, what’s sensitive, and screen information
to distinguish and react to possible dangers

• Zero Trust workloads The workload is running on a public cloud, which
makes it even more difficult to detect and defend
against dangers as it is a dynamic infrastructure
and backend software that enables communication
between the network and users

• Zero Trust visibility and analytics This principle suggests the use of advanced
technologies such as AI to automate the detection,
protection, encryption processes which might
anomaly detection and configuration control.
Advanced threat detection, user behavior
analytics and identify potential threats so that you
can identify anomalous behavior

• Zero Trust automation and
orchestration

With such a fast-paced life, no one is having time
to wait for the threat to happen and then rectify it.
With everything across being so dynamic it
becomes even more difficult to detect threats and
to make your network secure, you need to examine
quickly and automate the whole zero trust system
centrally
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and Platform as a Service (PaaS); centralize and streamline access to cybersecurity data
to drive analytics for identifying and managing cybersecurity risks; and invest in both
technology and personnel to match these modernization goals.

b) Within 60 days of the date of this order, the head of each agency shall:

i. update existing agency plans to prioritize resources for the adoption and use of
cloud technology as outlined in relevant OMB guidance;

ii. develop a plan to implement Zero Trust Architecture, which shall incorporate,
as appropriate, the migration steps that the National Institute of Standards and
Technology (NIST) within the Department of Commerce has outlined in standards
and guidance, describe any such steps that have already been completed, identify
activities that will have the most immediate security impact, and include a schedule
to implement them; and

iii. provide a report to the Director of OMB and the Assistant to the President and
National Security Advisor (APNSA) discussing the plans required pursuant to
subsection (b)(i) and (ii) of this section.

c) As agencies continue to use cloud technology, they shall do so in a coordinated, delib-
erate way that allows the Federal Government to prevent, detect, assess, and remediate
cyber incidents. To facilitate this approach, themigration to cloud technology shall adopt
Zero Trust Architecture, as practicable. The CISA shall modernize its current cyberse-
curity programs, services, and capabilities to be fully functional with cloud-computing
environments with Zero Trust Architecture. The Secretary of Homeland Security acting
through theDirector of CISA, in consultation with the Administrator of General Services
acting through the Federal Risk and Authorization Management Program (FedRAMP)
within the General Services Administration, shall develop security principles governing
Cloud Service Providers (CSPs) for incorporation into agency modernization efforts.
To facilitate this work:

i. Within 90 days of the date of this order, the Director of OMB, in consultation
with the Secretary of Homeland Security acting through the Director of CISA,
and the Administrator of General Services acting through FedRAMP, shall develop
a Federal cloud-security strategy and provide guidance to agencies accordingly.
Such guidance shall seek to ensure that risks to the FCEB from using cloud-based
services are broadly understood and effectively addressed, and that FCEBAgencies
move closer to Zero Trust Architecture.

ii. Within 90 days of the date of this order, the Secretary of Homeland Security acting
through the Director of CISA, in consultation with the Director of OMB and the
Administrator of General Services acting through FedRAMP, shall develop and
issue, for the FCEB, cloud-security technical reference architecture documentation
that illustrates recommended approaches to cloud migration and data protection
for agency data collection and reporting.

iii. Within 60 days of the date of this order, the Secretary of Homeland Security acting
through the Director of CISA shall develop and issue, for FCEB Agencies, a cloud-
service governance framework. That framework shall identify a range of services
and protections available to agencies based on incident severity. That framework
shall also identify data and processing activities associated with those services and
protections.

iv. Within 90 days of the date of this order, the heads of FCEBAgencies, in consultation
with the Secretary of Homeland Security acting through the Director of CISA, shall
evaluate the types and sensitivity of their respective agency’s unclassified data, and
shall provide to the Secretary of Homeland Security through the Director of CISA
and to the Director of OMB a report based on such evaluation. The evaluation
shall prioritize identification of the unclassified data considered by the agency to
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be the most sensitive and under the greatest threat, and appropriate processing
and storage solutions for those data.

d) Within 180 days of the date of this order, agencies shall adoptmulti-factor authentication
and encryption for data at rest and in transit, to the maximum extent consistent with
Federal records laws and other applicable laws. To that end:

i. Heads of FCEB Agencies shall provide reports to the Secretary of Homeland Secu-
rity through the Director of CISA, the Director of OMB, and the APNSA on their
respective agency’s progress in adopting multifactor authentication and encryp-
tion of data at rest and in transit. Such agencies shall provide such reports every
60 days after the date of this order until the agency has fully adopted, agency-wide,
multi-factor authentication and data encryption.

ii. Based on identified gaps in agency implementation, CISA shall take all appropriate
steps to maximize adoption by FCEB Agencies of technologies and processes to
implement multifactor authentication and encryption for data at rest and in transit.

iii. Heads of FCEB Agencies that are unable to fully adopt multi-factor authentication
and data encryption within 180 days of the date of this order shall, at the end of the
180-day period, provide a written rationale to the Secretary of Homeland Security
through the Director of CISA, the Director of OMB, and the APNSA.

e) Within 90 days of the date of this order, the Secretary of Homeland Security acting
through the Director of CISA, in consultation with the Attorney General, the Director
of the FBI, and the Administrator of General Services acting through the Director
of FedRAMP, shall establish a framework to collaborate on cybersecurity and inci-
dent response activities related to FCEB cloud technology, in order to ensure effective
information sharing among agencies and between agencies and CSPs.

f) Within 60 days of the date of this order, the Administrator of General Services, in consul-
tation with the Director of OMB and the heads of other agencies as the Administrator
of General Services deems appropriate, shall begin modernizing FedRAMP by:

i. establishing a training program to ensure agencies are effectively trained and
equipped to manage FedRAMP requests, and providing access to training mate-
rials, including videos-on-demand;

ii. improving communication with CSPs through automation and standardization of
messages at each stage of authorization. These communications may include status
updates, requirements to complete a vendor’s current stage, next steps, and points
of contact for questions;

iii. incorporating automation throughout the lifecycle of FedRAMP, including assess-
ment, authorization, continuous monitoring, and compliance;

iv. digitizing and streamlining documentation that vendors are required to complete,
including through online accessibility and pre-populated forms; and

v. identifying relevant compliance frameworks, mapping those frameworks onto
requirements in the FedRAMP authorization process, and allowing those frame-
works to be used as a substitute for the relevant portion of the authorization process,
as appropriate.

However, the concept of Zero Trust it is important to note that this should not
be only regarded as a cybersecurity/network security model and that it should be
noted that this can also be applied to the enhancement of an organization’s physical
security measures.
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3 Enhancing Physical Security with Zero Trust

Many corporate businesses employ electronic automated access control systems
(EAACS) to restrict access at the perimeter and limited access restrictions for internal
trusted zones—traditional security. This typeofmodel relies on the trust that everyone
inside the corporate physical environment are trustworthy individuals and that the
perimeter controls are robust enough to prevent a threat actor from gaining unautho-
rized lateral movement between internal trusted environments. Much the same as the
traditional cyber security model, this will rely on a defense in depth [12] approach,
where concentric layers of defense should help to protect an organization’s sensitive
or valued assets from unauthorized access or compromise, as depicted in Fig. 3.

However, the reality is that should the outer perimeter be compromised, it is often
the case that the inner defensive layers can be easily peeled back (compromised) to
allow an attacker to gain access to the sensitive or valued assets, deeper inside the
core of an establishment.

With the Zero Trust approach [13], each layer requires robust access verification,
the application of the principle of least privilege [14] and that each layer could be
compromised.

6. Outer Perimeter

5. Guards and Alarm Systems

4. Control of Entry to Building, 
Area or Site

3. Buildings

2. Rooms

1. Containers 
and Security 

Locks

Fig. 3 Defense in Depth (DiD)
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The use of the Zero Trust approach becomes extremely relevant and important
when and organization perceives there to be ever present threat to their critical assets
and that there would be a significant impact should these critical assets become
compromised by one or more of these threat actors. Consequently, during the Cold
War conflict (1947–1991) [15], when after the conclusion of World War Two there
was a forty-year conflict between the Eastern and Western Global Superpowers.

4 Network Architecture Design

Despite the European Union General Data Protection Regulation (EU GDPR) intro-
ducing the requirements for ‘Secure by Design’ and ‘Secure by Default’ opera-
tions (Article 25), many businesses do not successfully adopt and implement such
practices.

4.1 Art. 25 GDPR: Data Protection by Design and by Default
[16]

1. Taking into account the state of the art, the cost of implementation and the nature, scope,
context and purposes of processing as well as the risks of varying likelihood and severity
for rights and freedoms of natural persons posed by the processing, the controller shall,
both at the time of the determination of the means for processing and at the time of the
processing itself, implement appropriate technical and organisational measures, such
as pseudonymisation, which are designed to implement data-protection principles, such
as data minimisation, in an effective manner and to integrate the necessary safeguards
into the processing in order to meet the requirements of this Regulation and protect the
rights of data subjects.

2. The controller shall implement appropriate technical and organizational measures for
ensuring that, by default, only personal data which are necessary for each specific
purpose of the processing are processed. That obligation applies to the amount of
personal data collected, the extent of their processing, the period of their storage and
their accessibility. In particular, suchmeasures shall ensure that by default personal data
are not made accessible without the individual’s intervention to an indefinite number of
natural persons.

3. An approved certification mechanism pursuant to Article 42 may be used as an element
to demonstrate compliance with the requirements set out in paragraphs 1 and 2 of this
Article.

Where network-based EU data subject operations are being conducted, the imple-
mentation and maintenance of a suitable network architecture should be considered
as a fundamental contribution to this article.
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‘Zero Trust Architecture (ZTA)’ is only one of the network architectural
models/frameworks that are available for adoption. However, some of themore tradi-
tional network architectures (when implemented correctly might be more proper for
your organization and, so, other security models [17, pp. 295–346]) should not be
discounted, e.g.,

• Bell-LaPadula.
• Biba.
• Clark–Wilson.
• Lattice-Based.
• Cisco SAFE.

5 Zero Trust in the Cold War Era

From the postwar, severalmilitary bases have been designed and developed to defend
against the ever-present Cold War [18] threats and the greater the threats, the greater
the need for a Zero Trust approach. No longer would a reliance on a robust perimeter
be considered as being sufficient to counter the threats. Consequently, the security
measures were designed and developed using the pretense that the enemy would be
able to breach the perimeter and within the various defensive layers’ verification,
and damage limitation, measures would be needed.

I started my career in Royal Air Force, in the late nineteen eighties, when the Cold
War threat was still seen as being a real threat to the military and nuclear weapons
were still regarded as a suitable defense. As a result, as a Royal Air Force Policeman,
my basic training would include (in addition to the seven-week basic police training)
six-weeks of Special Duties 814 training so that I could be deployed to help protect
the numerous high-importance air bases [19], weapons storage facilities [20] and
nuclear bunkers [21].

In such facilities, the bases were designed [22, 23] using the principle of ‘Zero
Trust’ (although it was never called this, at the time). Later, the importance of ‘Zero
Trust’ became even more important for the design and development of temporary,
deployed military bases [24].

Despite the fact that individuals may have been issued with an official military
identity card (e.g., MOD 90), this did not give them the automatic rights to gain entry
into anywhere, on any military base and even an individual’s seniority in rank did
not automatically give them the rights for the ‘Need to Know’/‘Need to Access’ to
a restricted or sensitive area. In fact, there was a well-known phrase the was often
used by many a member of the RAF Police:

With all due respect, Sir/Ma’am, please do not confuse your rank with my authority.
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Even being a member of the RAF Police did not allow the automatic rights to
the ‘Need to Know’/‘Need to Access’ to sensitive areas. Such rights needed to be
explicitly approved and were timebound, following legitimate needs, e.g.,

• Just-In-Time (JIT) [25].

JIT access helps organizations provision access so that users only have the privileges to
access privileged accounts and resources when they need it, and not otherwise any other
times.

Instead of granting always-on (or standing) access (or standing access), organizations
can use JIT access to limit access to a specific resource for a specific timeframe.

This granular approach mitigates the risk of privileged account abuse by significantly
reducing the amount of time a cyber attacker or malicious insider has to gain access to
privileged accounts before moving laterally through a system and gaining unauthorized
access to sensitive data.

• Just-Enough-Access (JEA) [26].

Ensures that only those privileges needed to carry out the request are provided for the
duration of the request.

Added measures would be needed, the closer someone got to the highly
restricted/highly sensitive areas or assets. For example, where a highly restricted
aircraft was parked up on an aircraft pan (as depicted in Fig. 4 [27]), this area would
have a resident guard checking that any visiting personnel were employing the two-
person principle and that both of the visitors were listed on the timebound access
control list (if their names weren’t on the list or their identities could not be veri-
fied, access would not be granted) and where an RAF establishment had a special
weapons storage facility (as depicted in Fig. 5 [28, 29]) or hardened aircraft shelters
(as depicted in Fig. 6 [30, 31]) within its confines, having access did not automatically
give access to the special weapons storage facility or the hardened aircraft shelter
dispersals.

Every person accessing these areaswould go through rigorous verification checks,
whilst the facilities would have robust defenses, supported by regular exercises that
would prepare the security teams for breach or compromise situations.

These became hardened security bases (‘Micro-Bases’), inside established RAF
bases, having their own secured ingress and egress routes through the outer defensive
layers of the parent RAF base.

Even if the RAF base did not have permanent ‘Micro-Bases’, in defense of the
Cold War threats, every RAF base would have the capability to quickly ramp up
their defenses to adopt a Zero Trust approach. The effectiveness of their Zero Trust
approaches would be subject to independent validation, through regular RAF station
exercises (e.g., TACEVAL [32], MAXEVAL [33], MINEVAL [34], etc.).

Additionally, such establishments would still have permanent areas where the
‘Zero Trust’s’ guiding principles [35] would be applied, e.g.,
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Fig. 4 Cold War aircraft

• Verify access and Least Privilege

– Six-hourly out of hours checks.

Checking security container check sheets, secure offices, buildings, etc.

– 24/7 centralized command post.
– Access controls.
– Identity checks.
– Monitor EAACS.

• Assume breach

– Checking integrity of security containers, secure offices, buildings, etc.
– Monitor alarms and closed-circuit television (CCTV).
– Periodic security patrols.

Internal.
External.

– Incident response.
– Security integrity checks.
– Security reports.
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Fig. 5 Special weapons storage facility

Fig. 6 Hardened aircraft shelter dispersal
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6 Implementing a Zero Trust Approach

Although I believe that there are very few businesses that are suitable for a fully 100%
Zero Trust model, there are elements of this that could be beneficial enhancements
to your organization’s cyber (network) and physical security models [36].

In essence, a true ‘Zero Trust’ model completely eradicates the need for conve-
nience. Before considering whether a ‘Zero Trust’ model is right for you, you need to
understand your existing infrastructures (both network and physical), by answering
the 6 WH questions:

• What are your restrictions/limitations to the adoption of a ‘Zero Trust’ model?
• Which assets/operations are important to your organization?
• Where do these assets/operations live?
• Who needs access to these assets/operations?
• Why do the need access?
• When do the need access?
• How will the access be explicitly authorized?
• How can these high-value/sensitive assets/operations be isolated from the less

valuable/less-sensitive assets/operations?
• How are the assets linked/connected/associated?

Only when you understand and appreciate the 6WHs will you be in a suitable
place to begin to understand and appreciatewhich assets are involvedwith supporting
these high value/sensitive business operations/processes. Consider the benefits of
using automation (such as network mapping) to help identify these assets and to
record them in an asset inventory.

Having answered the 6WH questions, next you will need to visualize the
supporting environments using network and physical topology and data/process flow
diagrams.

Your topology diagrams and asset inventory are essential to help you to show the
segmentation points, which assets are allowed to interact with each other (Explicitly
verified), and which should be prohibited (Least Privilege) and where the points of
ingress/egress (both physical and network) are found. This is where convenience
should be eradicated so that traffic flows are strictly controlled and the use of privi-
leged user accounts strictly controlled and only usedwhen they are absolutely needed,
to achieve legitimate business requirements.

Once you have set up the foundations and ground rules needed for ‘Zero
Trust’, next, you need to dedicate considerable effort into monitoring the situa-
tion, ensuring that people stick to these requirements and that the supporting infras-
tructure continues to enforce the ‘Zero Trust’ principles. Where possible, consider
the benefits of employing automation orchestration so that strictly defined policies
and artificial intelligence (AI) or machine learning (ML) help to quickly show any
non-conformities to the ‘Zero Trust’ Principles.
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Let’s face it, people are creature of habit and will quickly fall back into what they
have been used to, or will seek the easiest or most convenient path for them (e.g.,
Libidinal Economy [37]) so you should be actively monitoring for the presence of
the ABNORMAL from the expected NORMAL activities that a ‘Zero Trust’ model
would bring.

Finally, assuming that you will suffer a non-conformity (Breach) of the ‘Zero
Trust’ principles it is important to ensure that you have effective and well trained
incident response operations so that you are able to quickly identify and respond to
any non-conformities before they are able to impact or do damage to your valued
business operations.

Underlying all of these, is the need for governance (setting the ‘Tone at The Top’),
policies, standard operating procedures, communication, training (onboarding and
periodic refresher), audit and a suitable disciplinary process.

7 Conclusion

There is plenty of ‘buzz’ around the term ‘Zero Trust’, as an approach that busi-
nesses can adopt to reduce their risks of becoming the next victim of a cyber-attack.
Even global governments (such as the United States) are endorsing and encouraging
organizations to adopt and implement the ‘Zero Trust’ model.

However, I would argue that for many businesses this model is a ‘step too far’
and they should be encouraged to start by naming a suitable security model, which
they are capable of correctly implementing and supporting. Before jumping to the
conclusion that a breached organization’s network architecture security model was
incorrect, it would be helpful to understand whether their chosen security model was
running as intended. For example, what would be the response to questions, such as:

• Do you understand where your ‘Crown Jewels’ resided?
• What assets are needed to interact with the ‘Crown Jewels’ estate?
• Had you conducted business impact analysis (BIA) exercises of your business

operations, to categorize and prioritize your assets?
• What security model were you using?
• Did you apply the ‘Least Privilege’ principle?
• Did you regularly evaluate the effectiveness of your security model?
• What were your identified risks, associated with the category of business

operation?

Despite this now being a legal requirement (about the personal data operations,
for European Union and United Kingdom data subjects), rarely has a breached busi-
ness implemented a ‘Secure by Design’, supported a ‘Secure by Default’ supporting
infrastructure.

Instead, they will often be reliant on the infrastructure perimeter defenses to
provide all their protection from the ‘Badlands’ (Internet) and, as a consequence, it
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only takes a single mis-configured device, residing at the perimeter to allow a mali-
cious individual to gain unauthorized access to whatever lies beyond (often referred
to as being a flat network [38]), by having the opportunity to gain a clandestine pres-
ence inside a target’s corporate infrastructure so that they can freely (and without
detection) move laterally across their victims infrastructure.

Additionally, such an approach supplies little protection against the insider threat
(be that a deliberate or accidental action).

Before deciding to jump straight into designing and implementing the ‘Zero Trust’
model, it is important to ensure that this is compatible with your business model and
a better approach might be to start by getting the basics right before moving to a
more mature ‘Zero Trust’ infrastructure [39].
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